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SECTION I

INTRODUCTION

The purpose of this manual is to provide the reader
with the fundamentals of computer logic and to apply these
fundamentals to the theory of operation of the New Univaqu
Type 7900 Central Processor, Similar manuals have been
prepared to acquaint the reader with the operating prin-
ciples of the peripheral equipment of the system: the
High-Speed Printer (or HSP); the Card-Sensing Punch Unit,
90 Column, or read-punch unit (RPU); and the Card-Sensing
Unit, 90 Column, or card reader,

It is not within the scope of this manual to detail
all of the logical operations carried out by the central
processor, Section II, however, enables the reader to
grasp the basic concepts of logical circuitry, Sections
III and IV apply the knowledge of logical circuitry to
detailed explanations of computer circuits and some of
the more complex functions of the processor, Section V
explains the operation of all of the types of instruec~
tions, except those few which control the input-output
devices, In section VI, the basic theory of the major
electronic circuit components, diodes, transistors, and
magnetic amplifiers, is explained to enable the reader
to analyze the circuits using these components,

1-1. FUNCTIONAL DESCRIPTION

The New Univac® system is composed of the processor,
the card reader, the read-punch unit, and the printer.

The first step in processing is to store the pro-
gram for the problem, Punched tabulating cards, bearing
input information to be processed, then are placed in
the card reader (figure 1-1), The card reader reads or
senses the information represented by punched holes on
the cards, The information is transferred from the card
reader to the processor where the program stored previ-
ously in the magnetic storage drum controls the processing
and computation of the input information,

A program, compiled by a programmer, is a sequence
of instructions punched on tabulating cards, The instruc-
tions on the program cards are read by the card reader
and transferred to the computer storage unit, The program
automatically specifies and controls the operations
required to solve a given problem,



The computed results or data processed in the pro-
cessor are sent, as output, to the printer and to the
read-punch unit, The output information may be printed
on paper by the printer or punched on other tabulating
cards in the read-punch unit or both, The cards placed
in the input bin of the read-punch unit can be either
prepunched with information or blank, In either case
the input card is read at a read station before being
punched with computer output at the punch station, The
card is read again for checking purposes at a second
read station and transferred to one of two output stackers,

Figure 1-1 shows a typical functional arrangement
of the system, Variations of this arrangement are
possible through program control., The programming and
applications manuals on the system cover the many other
possible arrangements, Table 1-1 lists the major
characteristics of the New Univac ® system, Complete
information on the input-output units can be found in the
manuals which accompany these equipments,

1-2. PROCESSOR

The processor consists of the computing and pro-
cessing circuitry, the storage drum, the operator's
control panel and keyboard, and the system power supplies,
The storage device is a cylindrical, magnetically coated
drum with a capacity of 5000 computer words, In addition
to this 5000-word capacity, which is known as main storage,
other areas of the drum are set aside for timing purposes
and input-output buffer storage, The buffer storage areas
store information coming from or going to the input-output
devices, Buffer storage enables the slower input-output
devices to keep pace with the faster speeds of the pro-
cessor and also allows the units of the system to operate
in parallel,

All of the computing and processing circuitry ex-
plained in this manual is compactly contained on printed
wiring boards, known as packages, within the processor
cabinet, Arithmetic, control, and processing operations
take place within the magnetic amplifier, tramsistor,
diode, and miscellaneous circuitry on these packages,

The clock circuits, which synchronize the operation of
the magnetic amplifier components, and most of the system
power supplies also are located in the processor cabinet,
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Three of the four logical units necessary to a data-
processing system are contained in the processor. These
units, shown in figure 1-2, are: the control unit, the
storage unit and the arithmetic unit. A general descrip-
tion of each of the three units follows; detailed descrip-
tions of the units can be found in section III.

1-3. CONTROL UNIT. The control unit controls all of the

operations of the system including the input-output unit.

The major components of the control unit are: register C,

the static register, the instruction decoder, the function
encoder, and the operator's control panel.

Complete instruction words read from storage are
stored in register C., Parts of these words are compared
with storage addresses in the adder and comparator cir-
cuits in order to locate stored information or other in-
struction words. The two instruction code digits of the
instruction word stored in register C are also stored in
the static register. These digits are interpreted by the
instruction decoder and converted into a function signal,
This function signal is converted into a number of other
function signals by the function encoder. The function
signals control various computer circuits which cause the
stored instruction to be executed.

The operator's control panel contains pushbutton
switches and indicators which enable the operator to con-
trol manually the automatic operation of the system.
Abnormal conditions in any of the four units also are in-
dicated at the operator's panel. A keyboard on the panel
enables the operator to type information into the proces-
sor or to alter the stored program,

1-4. STORAGE UNIT. The main component of the storage

unit is the magnetic storage drum. Instructions or data
are stored magnetically on the drum. Instructions are read
from the drum to control calculations or processing; data
is read from the drum to be operated upon by the instruc-
tion, The read-write circuits of the drum control read-
ing from or writing onto the drum. Permanently recorded
signals on the drum go to the timing circuits which syn-~
chronize and time all computer operations.

1-5. ARITHMETIC UNIT. Although the arithmetic unit has
many components, the most important components are the
three arithmetic registers and the adder and comparator
circuits. All arithmetic and comparison operations are
performed in the arithmetic unit, Each of the three reg-
isters, A, L, and X stores temporarily the ten digits of
a word, which is usually the operand in an arithmetic in-
struction., The operands are operated upon in the adder

1-3



and comparator circuits, and the results are returned to
one of the three registers.

1-6, CARD READER

The card reader reads information from punched in-
put cards and transfers the information to the processor
at a maximum rate of 450 cards per minute. The input cards
are placed in the input bin. From the input bin, cards are
automatically transported through the read stations to the
output stackers. Each card is read by brush sensing at
two read stations. The second read station enables the
programmer to check the accuracy of the information read
at the first read station. After the two readings the
cards are transported to one of three output stackers. The
program determines which stacker is used.

1-7. READ-PUNCH UNIT

The read-punch unit also reads information from in-
put cards, but it is not a normal method of input to
the system. The cards inserted into the read-punch input
bin are usually blank cards or cards punched with a small
amount of information. Under the control of the program
the card is read by pin sensing at the first read station
and is sent to the punch station where processed or comput-
ed information is punched into the card. The card moves
to a second read station where the information on the card
originally and the information added by punching are check-
ed. The card is then transferred to one of two output
stackers as determined by the program. The read-punch
unit reads and punches cards at a rate of 150 per minute.

1-8. PRINTER

The information computed by the processor can be
printed by the printer on many ‘types of continuous forms
at a speed of 600 lines per minute. Each line of print can
contain a maximum of 130 characters. The number of spaces
between lines is specified by the program. The printer
contains 65 print wheels. Each wheel contains all of the
characters available for printing. All of the characters
to be printed on any one line are printed during the time
necessary for one complete revolution of the print wheels.
Under control of the program the paper is spaced before
the printing of each line.

1-9.  CONMPUTER LANGUAGE

The purpose of this section is to familiarize the
reader with the basic language of the computer.
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1-10. COMPUTER WORDS

Information is processed by the computer in units
known as computer words. A computer word is a group of digits
constituting the smallest unit of information which can be
processed or stored. Each computer word, which consists of
ten digits and a sign, is presented in a space 12 digits long.
The twelfth position is used as the spacing between words and
is included as part of the word. Each digit of a word con-
sists of four bits (refer to section 1-14). A bit is a binary
character (either 0 or 1) which, when combined with other bits
in a certain order, can represent a numeric digit. The bits
of a digit are transferred in parallel and the digits them-
selves are transferred in series. To facilitate identification
of every digit of a computer word, the following method of
naming the digits is used throughout this manual:

Computer Word

[

Positi
Num;eion pll | plO | p9 | p8 | pP7 | p6 | PS|paip3|p2}| pl]|po
Digit SBW 10 9 8 7 6 5 4 3 2 1 0

In this method, the 12 digit positions of a computer word are
designated pO through pll. The digits of a word are trans-
ferred throughout the computer with the least-significant
digit (LSD) first, which is the reason for placing digit 1 or
pl at the right end of the word and the most-significant
digit (MSD), digit 10 or plO, at the left end of the word.

itk

Computer words are divided into two distinct groups:
data words and instruction words. Data words contain in-
formation to be processed: instruction words contain in-
structions and addresses of data words to be used in the
instruction. Instructior words, therefore, control process-
ing and computations; data words are part of the information
processed or computed. The difference between the data word
and instruction word is a programming consideration only.
The computer does not differentiate between the two types.

1-11. DATA WORD. A data word consists of a number of in-
formation digits which are to be processed or computed.

The 12 digit positions of a data word contain ten digits,

an algebraic sign, and a space between words (SBW). 1In the
computer word given as an example above, the pO digit posi-
tion contains the sign of the data word; the pl through plO
digit positions contain the numeric digits of the word (even
though they may be zero digits); and the pll digit position
is the space between words (SBW) and contains a zero digit.
The pl0 digit is usually the most significant of the ten
numeric digits; the pl digit is the least significant of the
ten digits.
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1-12. INSTRUCTION WORDS. An instruction word consists of
ten numeric digits and a space between words. The pO digit
of an instruction word is always a zero. The digits of an
instruction word are divided into three groups as shown:

Instruction Word
{ p11] {p10 p9]| [p8 p7 pé p5| |p4 p3 p2 pi1]| [po]

SBW instruction m address ¢ address
code

Digits pl0 and p9 are the instruction code digits., Every
instruction given by the programmer consists of two digits.
For example, when the programmer wishes to insert an add
instruction into the program he places the digits 7 and

O in the pl0 and p9 digit position of the instruction word.

Digits p8 through p5 comprise the m address, which

is the storage address of the operand to be used in execu-
ting the instruction. For example, when the programmer
inserts an addition instruction into the program the
operand must be read from the m address in the processor
storage before the addition can take place. The program-
mer inserts the numerical address of the term which is
to be read in the m address position of the instruction
word. Digits p4 through pl make up the ¢ (control) ad-
dress, which is the address of the next instruction,
To construct a continuous program, in which the program-
mer programs one instruction after another in the desired
order, each instruction word must contain the address in
the processor storage of the next instruction word to be
processed. The address of this next instruction word is
known as the c address. The unused sign position of the
instruction word always contains a zero.

1-13. SYSTEM CODES

The computer employs two types of coding for numeric
(and alphabetic) information processed within the system:
computer (UCT) code and Remington Rand (RR) card code. The
punched tabulating cards used as the main method of input
and output of the system are punched in the card code, in
which digits are represented by six bits. The information
in card code on the input cards is read from the cards under
control of the program and transferred to the translator
circuits of the processor. These circuits translate the
six-bit card code into four-bit UCT code for internal use
in the processor. When processing of the input information
is complete, the four-bit UCT code is translated back into
six-bit card code which can be punched on the output tabu-
lating cards.
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1-14. UCT CODE. The UCT code is a biquinary, four-bit
code. Decimal digits O through 9 are represented as
shown: ’

"Decimal |Bit Position

Value 4 3 2 1
0 0 o 0o o?
1 0o o0 o 1b

2 ¢ 0 1 O

3 0O 0 1 1

4 6 1 0 0

5 1 0 0 O

6 1 0 0 1

7 1 0 1 O

8 1 0 1 1

9 1 1 0 O

Decimal 5 4 2 1

Value Decimal Weight

The four bits of this code are assigned weights from
left to right of 5, 4, 2, and 1. For example, the decimal
digit 4 is 0100, or 0 + 4 + O + 0. Examination of the
code shows that the last three bits or lowest order bits
of the digits O through 4 are repeated for the digits 5
through 9. The most significant bit of the combinations
determines whether the digit lies in the O through 4 range
or the 5 through 9 range. In tle sign position of the word
the 0000 combination denotes a + sign, and the 0001 com-
bination denotes a minus sign.

@ Represents + when used in the sign position, poO.

b Represents - when used in the sign position, pO.
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Six non-numeric code combinations in UCT code are avail~
able to the programmer. The non-numeric codes also can be
processed through the computer but no value or weights are
assigned to the bits of these combinations. These special
codes are represented as shown:

Code

0101
0110
0111
1101
1110
1111

The method for manually inserting these non-numeric
combinations into the computer is described in section 4-48,

1-15. REMINGTON RAND CARD AND CODE. The Remington Rand
card shown in figure 1-3 is divided into two parts: the
upper field and the lower field. Each field has six rows
of punching positions and is 45 columns wide. Because
there are 45 columns in each of the two fields, this card
is referred to as a 90-column card. The 90 columns are
numbered in the figure from 1 through 45 for the upper
field and from 46 through 90 for the lower field. Each
card, therefore, has 540 punching positions (90 columns
times 6 rows).

The six rows of the upper field and the six rows
of the lower field are numbered 0, 1, 3, 5, 7, and 9 as
shown at the right of the card. In the figure, the punch
in the O row of column 4 indicates a decimal value of O,
and a single punch in row 1 of column 2 indicates a
decimal value of 1. Examination of table 1-2 shows that
O and all of the odd decimal numbers are indicated by a
single punch in the proper row. The even numbers are
indicated by two punches: one punch in one of the 1, 3,
S, or 7 rows and also one punch in the 9 row of the same
column. For example, punches in rows 1 and 9 of a column



represent a decimal 2, punches in rows 3 and 9 of a column
represent a 4, Because the 1, 3, 5, 7, and 9 rows can
indicate an odd or even number, depending upon whether or
not there is also a punch in the 9 row of the same column,
each of the 540 punch positions is marked with a notation
(12, 344 etc.) which indicates the two possibilities,

Table 1-2 lists the decimal values, the rows to
be punched in a column to represent each decimal value,
and the bit-codes of the various punched-hole patterns,
For example, if a hole is punched in row U of a column,
the LSB of the card code is a 1 bit, or if a hole is
punched in row 9, the MSB of the card code combination
is a 1 bit, The least significant bit of the card code
refers to row 0O, the next lowest order bit refers to
row 1 and so forth, A punched hole represents a 1 bit;
no hole represents a 0 bit,



Table 1-1, Characteristics of the New Univac ®,Sysrtem

Input-output characteristics are listed in the individual input-
output manuals,

INSTRUCTIONS

(A repertory of 32 instructions is available for the programmer.
This table lists the seven types of instructions.)

Arithmetic Translate
Comparison ‘Shift

Transfer Input Output
Miscellaneous
ARITHMETIC SPEEDS
Addition 85 microseconds
(addition of two 10-digit numbers)
Subtraction 85 microseconds
(subtraction of two 10-digit
numbers)
Multiplication 119 microseconds (minimum)
1785 microseconds (maximum)
Division 425 microseconds (minimum)
1955 microseconds (maximum)
COMPUTER WORDS *
Data word 12 digit positions (ten digit po-

sitions, one sign position and
a space~between-words position)

12 digit positions (ten digit po-
sitions, unused sign position, and
a space between words)

Instruction word

INFORMATION FLOW

Bits In parallel Words Serial=-parallel

Digits In series Speed 707,000 digits per second
CODES

ucr Four bit binary Card Six bit Remington

coded biquinary

Rand code




Table 1-1. Characteristics of the New Univacq® System (cont)

STORAGE
Total Capacity‘ B | 5000 words (main stofage)
Capacity per band 200 words |
Total number of bands . 25
Normal-access bands l'20 (one head per track)
Capacity 4006 words
Access time 3400 microseconds, maximum

(200 word times)

Fast~access bands 5 (4 heads per track)
Capacity 1000 words T
Access time 850 microseconds, maximum

(50 word times)

Speed 17,670 rpm 2o in, pex Rev,
Timing band Provides channel addresses and
synchronizes generation of timing
pulses
Sprocket tracks (2) Provide basic half pulse time
frequency for clock
HSP (printer) Store 13 words, which constitute
buffer tracks (2) a printed line, from memory
HSR (card reader) Store 20 words (two complete
buffer tracks (4) input card readings)
RPU (read-punch unit) Store 30 words (two complete
buffer tracks (4) input card readings and one

output card reading)

INPUT KEYBOARD

Keys 0 through 9 Signs Plus and minus keys

Non-numeric Typed by simultan- Control Control keys
eous operation of
numeric keys




Table 1-1, Characteristics of the New Uniyacq® System (cont)

TIMING
Half pulse time 0.707 microseconds (time for a signal te
be transferred through a magnetic core)
Pulse time 1.414 microseconds (time for passage of
one digit)
Word time 17 microseconds (tiﬁe for paéSage of one

word)




Table 1_2.

Card Code Combinations

Decimal Value

[-—

R~ T« - =0T ) B - N - T ]

Row Punches Card Codes
0 0 0O 0 0 1
1 0 0 0 1 0
1+ 9 0 O 0 1 0o
3 0 0O 1 0 0
3 +9 0 0 1 ¢ 0
5 0 1 0 0 0©
5+ 9 0 1 0 0 0
7 1 0 0 0 0
7+ 9 1 O 0 0 0
9 0 0 0 0 0O
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MEMORY
CONTROLS
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CARD-SENSING INPUT INFORMATION CARDS PUNCHED
UNIT > WITH OUTPUT
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BLANK
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Figure 1-1. Typical Arrangement of New Univac® System




CONTROL UNIT ARITHMETIC UNIT

Instruction Word REGISTER €
REGISTER X
ADDER
Instruction AND
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Figure 1-2, Central Processor Units
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SECTION II

LOGICAL CIRCUITRY

2~=1. INTRODUCTION

This section gives the reader the necessary back-
ground for understanding processor operations that are
described in later sections of the manual, It also en=
ables him to extract from the logical drawings detailed
information not specifically supplied in the manual.

Whenever possible, the description is related to
the logical drawings by examples of actual circuits.
In certain instances, however, simplified versions of
typical logical circuits are described as an introduc=-
tion to the actual circuits shown on the drawings.

2-2. GENERAL

The logical drawings represent the actual proces~
sor circuitry in symbolic form. Because most of the
processor circuitry consists of magnetic amplifiers and
diodes, the logical drawings consist principally of di=
ode and magnetic amplifier symbols connected by lines.
Signals are indicated on the drawings by abbreviated
reference designations or numbers.

This section explains the meaning of the symbols
on the logical drawings and describes how the elements
that the symbols represent are used to form the basic
processor circuits. It also describes the different
types of signals and the way they are represented on
the drawings. In addition, the method by which timing
signals are generated and used to synchronize opera-
tions throughout the processor is described.

Only the logical functions of the circuit elements
are described here. The electronic theory and operation
of magnetic amplifiers and other circuit elements are
described in section VI, Electronic Circuitry.

2-3. SIGNAL POLARITY

Information is represented in circuitry by high
signals or low signals. In this section, high and low sig-
nal conditions are distinguished from one another for il=-
lustrative purposes as shown in figure 2-1la.
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A high signal is a definite positive voltage. A
low signal is a zero voltage condition. A high signal
may be thought of as representing a "pulse condition”
and a low signal as representing a "no-pulse condition”,
Actually, a low signal is not negative, as suggested in
figure 2-la. It is illustrated as negative only to a-

void the confusion that might result if the zero voltage
condition were represented by a straight line.

2-4, DIODE CIRCUITS

The basic logical element in the circuitry is
the diode circuit. A diode circuit is symbolized on a
logical drawing as a segment of a circle (figure 2-1b).
A diode circuit performs the logical functions of a gate
(figure 2-1b, 1), or a buffer (figure 2-1b, 2), or when
used as a connecting diode (figure 2-1b, 3), it performs
no logical function at all.

Diodes transmit current in one direction but op-
pose current flow in the opposite direction. They pre~
vent any signal from affecting the source of any other.

A gate is a circuit designed to produce a prescribed
output signal only when every one of its input lines is in
a prescribed state. A gate is represented by the diode
symbol with a dot in the center. Gating is accomplished
when low signals are present on all the input lines (fig-
ure 2-=1c).

|
The gate produces a low output signal only when
every one of its input lines is low. If one or more of
the input signals is high, the output signal is high.
High signals cannot be used to perform the gating function
since the same high output would be produced whether only
one or all of the input signals were high.

2-6. BUFFERS

A buffer is a circuit designed to produce a pre=
scribed output signal when any one of its input lines is
in a prescribed state. A buffer is represented by the
diode symbol with a plus sign in the center. The buffer
output is high when any one of its input lines is high
(figure 2-1d).




2-T. DIFFERENCES

The difference between a gate and a buffer is a dif-
ference of logical definition. The same circuit that serves
as a gate for low signals also serves as a buffer for high
signals, The important point is that the necessary defini-
tions have been made on the logical drawing. A diode circuit
is represented as a gate if its essential function is to per-
form a gating function; otherwise, it is represented as a
buffer or a connecting diode.

2-8, CONNECTING DIODE

A connecting diode (figure 2-1b, 3) is represented
by a diode symbol with no dot or plus sign in its center.
A connecting diode has only one input line and one output
line. It has no logical significance other than to prevent
the interaction of signals. Connecting diodes are shown on
the logical drawings, however, to prevent the magnetic am-
plifiers that they connect from being confused with another
type of magnetic amplifier which does not require a connect-
ing diode (section 2-43).

2-9. MAGNETIC AMPLIFIERS

The basic symbol for the magnetic amplifier is a
triangle. The point of the triangle indicates the direc-
tion of signal flow. Additional notation shows amplifiers
as belonging to one of two electronic categories, and one
of two logical categories.

2-10, ELECTRONIC DIFFERENCES

A central sine-wave clock circuit supplies power
pulses to all the magnetic amplifiers., The magnetic am-
plifiers retime and reshape the input signals. Magnetic
amplifiers can be divided electronically into two groups:
those that receive A-~phase power pulses, and those that
receive B-phase power pulses.

The generation of power pulses is synchronized with
the revolving storage drum by sprocket tracks on the drum
(figure 2-3). Each sprocket track contains 2400 permanently
recorded pulses, These pulses are read continually from
the drum at the rate of one every 1.414 microseconds. This
is the basic pulse rate of the computer. The sprocket
pulses are fed to the sine wave clock which generates an
A-phase and a B-phase power pulse for each sprocket pulse
it receives. These power pulses differ by half a pulse time



and are 180 degrees out of phase. The letter A or B in~
side the triangle indicates the phase of the power pulse
that drives the amplifier.

All the A-phase amplifiers in the computer receive
an A-phase power pulse simultaneously. One-half pulse
time later, all the B-phase amplifiers receive a B-phase
power pulse. Amplifiers connected in series must alter=
nate in phase so that an A-phase amplifier always precedes
and follows a B-~phase amplifier. Each power pulse has a
positive half cycle and a negative half cycle (figure 2-3).
During the half-pulse time that the power pulse is negative,
the magnetic amplifier receives an input signal. For exam-
ple, an A-phase amplifier receives an input signal during
the half-pulse time that its A-phase power pulse is negative.
During the next half-pulse time, the A-phase amplifier de~
livers aa output signal to the B-phase amplifier next in
line at the time the B=phase amplifier is receiving the
negative half of its B-phase power pulse. This sequence
of operation entails a delay of one half-pulse time in the
passage of a pulse through an amplifier or one full-pulse
time through both an A-phase and B-~phase amplifier. The
operation of the magnetic amplifier circuits is discussed
in detail in section VI,

2-11. LOGICAL DIFFERENCE

Logically there are two types of magnetic amplifiers,
complementers and non-complementers. A non-complementer
produces an output signal of the same polarity as the input
signal. The complementer inverts the input signal from high
to low, or low to high.

A complementer is distinguished from a non~comple-
menter on the logical drawings by a dot added to the basic
amplifier symbol (figure 2-1le).

2-12., DECODING AND ENCODING MATRIXES

To simplify their presentation, it is often conven=
ient to represent large gating and buffing arrays as decod=-
ing and encoding matrixes. Representing a gating or buffing
array in this form does not change its logical significance.

2-13. DECODING MATRIX
A decoding matrix is an array of gates that convert

a combination of several signals into one signal. A typi-
cal decoding matrix is the instruction decoder shown in



figure A3, The dots at the intersections of the lines of

the instruction decoder represent diodes in the actual
circuitry and each of the vertical lines represents a single
gating circwit. For example, the vertical line labelled
26(R) represents a gating circuit with input signals STRI,
STR2, STR4, STR5, STR6 and STR8. The output of the circuit
after inversion by the A-phase complementer is the 6A signal.
The same circuit is redrawn in figure 2-2a to illustrate

that it is a standard gating circuit. When all the inputs

to the gate are low, the complemented output signal 6A is
high; if one or more of the input signals is high, the output
signal 6A is low. Each of the vertical lines in the decod-
ing matrix of figure A3 represents a gating circuwit such as
is shown in figure 2-2a.

2-14., ENCODING MATRIX

Whereas a decoding matrix is an array of gates that
convert a combination of several signals into one signal,
an encoding matrix is an array of buffers that convert one
signal into a combination of several signals. A typical
encoding matrix is the function encoder in figure A4. As
with the decoding matrix, the dots at the intersection of
the lines represent diodes in the actual circuitry.

The 6A signal generated by the instruction decoder
described in the preceding section is one of the many in-
puts to the function encoder. The 6A input line is con-
nected by diodes to the lines which produce output signals
6, 55+, 67, 77, and B82A,

To illustrate how function signal outputs are gener-
ated, part of the function encoder is redrawn as an array
of buffers in figure 2-2b. The high 6A signal from the in-
struction decoder generates low function signals 6, 67, 77,
and high function signals 55+ and 82A. When signal 6A is high,
the other inputs to the buffers are low.

Other A-phase signals from the instruction decoder
also can generate some of the function signals that are gen-
erated by the 6A signal. For example, a high 9A signal
would generate function signals 67, 77, and 82A, However,
it would not generate signals 6 and 55+. 1In the actual
circuitry, A-phase signals, other than those shown in figure
2-2b, can generate function signals 6, 55+, 67, T7, and 824,
To simplify the example, these are not shown,.
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2-15. COMPUTER TIMING

All processor operations are precisely synchronized.
The movement of information within the processor or between
the processor and the three input-output devices is syn=-
chronized by timing signals generated by the cycling unit.
It is, therefore, necessary to understand computer timing
in order to understand the operations of the computer.

2-16., PULSE TIME

The basic unit of computer timing is the pulse time.
This is the time required for a pulse to pass a given point
in the circuitry. A pulse is delayed one half-pulse time
in passing through a magnetic amplifier or one full-pulse
time in passing through both an A-phase and a B-phase mag=-
netic amplifier. Because the four pulses that represent
the four bits of a decimal digit are transmitted in paral-
lel (section 2-35), one pulse time is also the time neces-
sary for a digit to pass a given point in the circuitry.

2-17. WORD TIME

The basic unit of processor information is the 12-
digit word, which requires 12 pulse times to pass a point
in the circuitry. These 12 pulse-time intervals, hereaf-
ter referred to as one word time, are designated tO to tl1l
(figure 2-4). Each of the 12 pulse~time intervals corres-
ponds to the time necessary for a pulse to pass an A-phase
and a B-phase amplifier in the circuitry. Each pulse time
interval is, therefore, divided into two parts, an A=-phase
and a B-phase., Consequently, there are 24 distinct time
intervals, each of one half~pulse time duration, to each
word time. The timing signals that synchronize the opera-
tions of the processor are based on the 24-time intervals
of a word time. During every word time, the cycling unit
generates timing signals for each of the 24 time intervals.

The generation of the timing signals by the cycling
unit is synchronized with the revolving storage_ drum. In
addition to the 25 main memory bands, the storage drum has
a timing band that contains 200 locations. The timing band
locations are, however, not addressable by the programmer
but contain permanently recorded pulses that perform vari-
ous synchronizing functions. One of the functions of the
timing band is to synchronize the generation of the timing
signals with the revolving memory drum. For this purpose
a special code combination (1101) is recorded in one of the 12
digit spaces in each of the 200 locations of the timing
band. This special combination is read from the timing band
once each word time of a drum revolution and then is fed to
the cycling unit to begin the generation of timing signals,
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2-18. TIMING SIGNALS

The cycling unit (figure Al6) consists of a string
of magnetic amplifiers connected by diodes. This circuit
constitutes a one word-time delay; that is, a word time is
necessary for a pulse to travel through the entire circuit.
Such a pulse must pass through 24 magnetic amplifiers, each
of which causes a delay of one~half pulse time,

The special code combination that initiates the gen—
eration of the timing signals is fed into gate 102 on the
TS1, TS2, TS3 and TS4 lines. (The notation TS1, TSZ, is
explained in section 2-41.) Once each word time, the code
combination 1101 is read from the timing bands to produce
low signals on all of the input lines of gate 102. Thus a
gating action takes place and once each word time the A-phase
amplifier following gate 102 generates a high signal, This
high signal is the t7TA+ timing signal which is high for only
a half-pulse time; at all other time intervals it is low.
The plus sign following the signal designation indicates
that it is a high signal only during the half-pulse time
interval t7A,

The high tTA+ signal is an input to a B-phase com-
plementer and a B-phase non-complementer so that a half-pulse
time later, the B=phase timing signals (t7B+ and t7B-) of
the t7 time interval are generated. The plus or minus sign
following each t7B signal indicates that it is a high or low
signal, respectively, only during the half-~pulse time inter-
val t7B., As the signal that is generated by the A-phase am-
plifier at the output of gate 102 progresses through the
cycling unit, it generates A-phase and B~phase timing signals
for each of the 24 half-pulse time intervals.

In addition to generating A-phase and B-phase signals
for each time interval, the cycling unit generates comple-
mented and non-complemented versions of the A- and B-phase
signals during many of the 24 time intervals, For example,
during the t0O time interval, the cycling unit generates sig-
nals tO0A-, tOA+, tOB+, and tOB-,

In certain instances, timing signals, such as the
tOB+ signal, are generated on two output lines. Logically,
the two signal outputs are identical. They come from two
sources to satisfy an engineering requirement for additional
driving power, because the signals are needed to synchronize
an unusually high number of operations throughout the proces=
sor. To distinguish between the two signal outputs, one is
written primed (tOB'+) and the other is written unprimed (tOB+).
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2-19, RELATION BETWEEN TIMING SIGNALS AND WORD TIME

One of the 200 locations of the timing band is shown
in detail in the upper left corner of figure 2-5. The per-
manently recorded pulses in this location can be read by
the timing-band read heads in one word time. Consequently,
the special code combination (1101), in the digit position
corresponding to the t6 time interval, is read once every
word time or 200 times per drum revolution. Because the
code combination 1101 is located in the t6 digit space,
the timing signals for the t7A time interval are the first
generated by the cycling unit after the 1101 combination is-
read. Then, for one word time, the timing signals for the
remaining time intervals are generated by the cycling unit.
At the end of one word time the combination 1101 in the next
timing band location begins the cycle again,

2-20. SIGNAL NOTATION

In addition to the timing signals described above,
there are three other types of signals in the processor:
function signals, control signals, and information signals.
Function and control signals control the execution of in-
structions in accordance with the program. Information
signals represent information processed by the processor.
The notations used to designate these three types of sig-
nals distinguish them from one another and from the timing
signals., The use of the function, control, and information
signals is described in detail in section IV, Theory of
Operation. Only the notations used to designate these sig-
nals are described here,

2-21. FUNCTION SIGNALS

Most function signals (FS) are designated by numbers:
FS1, FS6, FS77, etc. Some function signals have a plus sign
following the number. The plus sign after the number indi-
cates that it is a high signal during the execution time of
an instruction which has this signal as one of its function
signals. At all other times it is a low signal. The opposite
is true for signals without a plus sign., Although most of
the function signals are B-phase signals generated by B-phase
amplifiers, there are a few A-phase function signals generated
by A~phase amplifiers. These are distinguished by an A placed
after the signal designation (FS14A, FS20A). On the logical
drawings, all function signals are placed inside circles (fig-
ure 2=-6).
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2-22. CONTROL SIGNALS

A control signal is designated by an alphabetic no-
tation that is usually an abbreviation of the name of the
signal. As examples, EP is the abbreviation for the end-
ing pulse signal, CT for conditional transfer, TS for time
selection, and CP for complement.

2-23. INFORMATION SIGNALS

\ An information signal represents an information bit.
(See the explanation of the biquinary code in section 1-14.)
Because one decimal digit is made up of four bits, four in-
formation signals represent a digit. Each of the four bits
of a decimal digit is assigned a bit position number. Bit 1
is always the least significant bit (LSB) of a digit, bit 2
is the next higher order bit, etc. Bit 4 is the most signi-
ficant bit (MSB).

Information signals transferred within the processor
are designated by an alpha-numeric notation, A letter or
letters indicate the source of the signal and a number indi-
cates the bit position of the signal. For example, informa-
tion leaves Tegister A on the Al, A2, A3 and A4 lines.,

The letter A identifies the output lines of register A
while the number identifies the bit position.

2-24. LOGICAL FUNCTIONS

In the logical circuitry, the gating function is
usually performed by a diode circuit and an amplifier in
series. A typical gating circuit is shown in figure 2-6,
The output signal from the A-phase complementer is high
only when all of the input signals to the gate are low.

The gating circuit in figure 2-6 is typical of many
of the gating circuits within the processor in that the in-
put signals include a timing signal plus one or more signals
of another type. 1In addition to the timing signal tllB-,
this circuit has as inputs, function signal 1 and two con-
trol signals, OF and TS. The meaning of these function
and two control signals is explained in section IV, Theory
of Operation, The polarity of the timing signal tllB- is
known for any time interval of any word time. The signal
is high except for the half-pulse time interval tllB, when
it is low. The polarities of the function signal and
the two control signals do not change in accordance with
any regular time sequence but depend on the program being
processed.



In descriptions of gating circuits in this manual
the following three expressions are often used: making a
gate permissive, alerting a gate, and blocking a gate.
The meaning of each of these expressions is described in

the following three sections, with reference to figure
2-6,

2-25. MAKING A GATE PERMISSIVE

Most of the gating functions in the computer are
performed at a definite time interval. The gating circuit
in figure 2-6, for example, can perform the gating function
only during the half-pulse time t1lB when this signal is
low. During any other time interval, the high timing signal
prevents a gating function regardless of the polarities of
FS1 and control signals TS and OF, If these signals are
low at tllB, a gating action takes place and the gate is
said to be made permissive., The term making a gate per-
missive means that a circuit which is designated a gate
operates as a gate at some definite time,

2-26. ALERTING A GATE

Function signal 1 is normally high, but goes low
during the execution time of an instruction which has FS 1
as one of its function signals. Assuming that such an
instruction is being executed, FS 1 goes low at tOB, the
beginning of some word time. The timing signal tllB-,
however, does not go low until 11 pulse times later so
that a gating action cannot take place before tllB.
Whether gating takes place depends on the polarities
of the signals on the OF and TS lines at t11B. When FS 1
goes low, it is said to alert the gate., In this manual,
the expression alerting a gate means that a function
or control signal input to a gate goes low one or more
pulse times earlier than the time interval of a possible
gating action and remains low until the interval ends.

2~27. BLOCKING A GATE

The gating circuit in figure 2-6 can perform the
gating function only during the time interval tllB, when
the t1lB- signal is low. At any other time interval, the
timing signal blocks the gate since it is then high, pre-
venting the gate from performing the gating function
regardless of the polarities of the other input signals.
The term blocking a gate is used in this manual to mean
that either a timing, control, or function signal input
to a gate is high and, therefore, blocks any gating action,
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2-28. BASIC LOGICAL CIRCUITS

The basic functions of buffing and gating circuits
and the types of signals that pass through these circuits
have been explained. Gates and buffers are used to build
the flip-flop, a circuit used for a variety of purposes.
This section explains the basic flip-flop and describes a
few of its uses,

2-29. THE BASIC FLIP-FLOP

The flip-flop is a storage element that can maintain
either of two stable states. It remains in one state until
an input signal causes it to change to the other state.

The two possible states of a flip~flop are the set state
and the restored state, A simple flip-flop is shown in
the set state in figure 2-7b and in the restored state in
figure 2-8b. The notation used to designate the two outputs
of this particular flip-flop, S and S, means that the_two
signals are always opposite in polarity; that is, if S is
low, S is high and if S is high, S is low. The unbarred
and barred notation is used to identify the outputs of
many of the flip-flops in the circuitry. For example,

the complement flip-flop (CP FF) has two output signals,
CP and CP; the conditional transfer flip-flop has outputs
CT and CT. The fact that one signal is unbarred and the
other barred indicates that they are always opposite in
polarity. The use of the barred and unbarred notation for
circuits other than flip-flops is discussed in section
2-41.

2-30. SETTING THE FLIP-FLOP

The flip-flop in figure 2-7a is set when gate 1,
the set gate of the flip-flop, is made permissive by low
signals A and B at time interval tOB. The timing signal
tOB~- to gate 1 is low and the timing signal tOB+ to gate
2 is high only during the time interval tOB, _One pulse
time later, signal S goes low and the signal S goes high.
The flip-flop is kept in the set state by the circulating
low S signal which is gated with the normally low timing
signal into gate 2, Gate 2 is made permissive therefore
so that a high signal into buffers 3 and 4 keeps signal
S low and S high for at least the remainder of the word
time as shown in figure 2-7b.
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At the end of the word time, the flip-flop can
remain in the set state or it can be restored., If signals
A and B are still low at the next tOB time interval, gate
1 is made permissive again and the flip-flop remains set
for another word time, During this same tOB time interval,
the tOB+ signal into gate 2, the restore gate of the flip~
flop, does not restore the flip-flop because the high sig-
nal into buffers 3 and 4 overrides the low signal from
the restore gate into these same buffers, This action
illustrates an important property of the flip-flops in
the UCT circuitry, If a flip-flop receives a set and a
restore signal at the same time interval, the set signal
always takes precedence,

2-31. RESTORING THE FLIP-FLOP

To restore the flip-flop, set gate 1 must not be
permissive at tOB, that is, signals A, or B, or both
must be high at tOB, The timing signal into restore
gate 2 goes high at tOB, Figure 2-8a shows how a flip-
flop is restored by the timing signal into restore
gate 2, One pulse time later, at tl1B, signal S is high
and signal S is low, Figure 2-8b shows the flip-flop
in the restored state for one word time by the circulating
high S signal into gate 2 and the normally high timing
signal into gate 1, At the next tOB time interval, the
flip-flop will be set only if both signals A and B into
gate 1 are low, Otherwise, it will remain in the restored
state,

2-32, THE SET AND THE RESTORED STATES

The set and the restored states are easily dis-
tinguished, The flip-flop in figure 2-7b is in the set
state; S is low and S is high, The same flip-flop is
shown in the restored state in figure 2-8b; S is high
and S is low, The state of this flip-flop, therefore,
indicates the polarity of the output signals, This is
true of all the flip-flops in the logical circuits which
have output signals with unbarred and barred notation,
For example, the polarities of the two output signals of
the complement flip-flop are indicated by the state of
the flip-flop. When the CP flip-flop is set, CP is low
and CP is high; when it is restored, CP is high and Cp
is low, In all the flip-flops that have a barred and an
unbarred output, the flip-flop is set when the unbarred
signal is low, and the barred signal is high, The flip-
flop is restored when the barred signal is low, and the
unbarred signal is high,



2-33. THE READ FLIP-FLOP

The flip-flop shown in figures 2-7 and 2-8 does
not actually exist in the logical circuitry, although
its logic is the same as that of any of the flip-flops in
the system. A description of the read flip-flop on
figure A19, for example, will show the similarity between
this actual flip-flop and the typical flip-flop described
in sections 2-29 through 2-32. The read flip-flop is so
called because it controls the reading of information
from the main storage.

The read flip-flop is similar to the flip-flop in
figures 2-7 and 2-8 in that its state can be changed once
every word time and it stays in one state for at least
one word time. The read flip-flop, however, has three
set gates, 42A, 42B, and 42C, only one of which operates
at any time. Another important difference is that there
is only one output signal, RD, from the read flip-flop,
although this signal goes to two different circuits, gates
45A, 45B, and gate 47. There is no RD output signal be-
cause it is not logically necessary.

If any one of the set gates has all low input
signals at t8B, the read flip-flop is set for one word-
time; RD goes low at t9B and remains low for at least
one word time. At the end of this word time, the t8B+
signal into restore gate 43 restores the flip-flop, pro-
vided that none of the three set gates has all low input
signals, If the flip-flop is restored, it remains in
this state until a later t8 time interval, when it can
be set by all low input signals on one of the three set
gates.

2-34. COUNTERS

The read flip-flop illustrates one use of a single
flip-flop. Two or more flip-flops can be used to perform
other logical functions such as that of a counter.

A counter is a circuit that counts the number of
times a repeated operation is performed. For example,
a row counter counts the rows of a card being read.
Because there are 12 rows on a card, such a component
must be able to count from 1 to 12.
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A typical counter is shown in figure 2-9, It can
count from 1 to 4 but is set to an initial reading of
count 1 only by a jamming pulse which is an input to
buffer 2 of flip-flop 1. The counter is counting 1 if
flip-flop 1 is set, that is, if output signal 1 is low;
it is counting 2 if flip-flop 2 is set, and so forth,
The counter is stepped to counts of 2, 3, and 4 by
successive stepping pulses which are inputs to the two
connecting diodes, The counter can be stepped to the
next count only if it has been counting the previous count,

The complete operating sequence of the counter is
as follows: Initially the four flip-flops of the counter
are reading zero, that is, all four flip-flops are in
a restored state in which output lines 1, 2, 3, and 4 are
high, First, a high jamming pulse into buffer 2 jams the
counter to the 1 count by setting flip-flop 1 (output line
1 goes low), The first high stepping pulse is complemented
by B-phase complementer 12 (figure 2-9) so that it is a
low input to gate 3 where it is gated with the low output
of flip-flop 1, Gate 3 is made permissive and sets flip-
flop 2, The same stepping pulse goes through B-phase non-
complementer 13 (figure 2-9), the output of which is a
high input to gate 1, Flip-flop 1 is restored.

The low output signal from flip-flop 2 is gated
with the next low stepping pulse at gate 6 to set flip-
flop 3. The high stepping pulse to gate 4 restores flip-
flop 2. The next low stepping pulse to gate 9 is gated
with the low output of flip~flop 3 and sets flip-flop 4.
The high stepping pulse to gate 7 restores flip-flop 3.
Flip~-flop 4 is restored by the next high stepping pulse
to gate 10, The initial jamming pulse plus three step-
ping pulses enables the counter to count from 1 to 4,

If the counter had additional flip-flops, it could
be made to count from 1 to any desired number, 1In the
logical circuitry, counters similar to the one shown in
figure 2-9 are used to count from 1 to 4, 1 to 10 and
other series,

2-35. SHIFT REGISTER
A shift register is a circuit that consists of a

number of flip-flops connected in series, Physically,
the flip-flops of a shift register are similar to those
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of the counter circuit (section 2-34). A shift register,
however, does not count the number of times an operation
is performed, but temporarily stores information, The
shift registers in UCT consist of ten flip-flops connected
in series, These ten flip-flops can store ten informa-
tion bits, one bit per flip-flop.

A shift register converts information from parallel
to serial form, Such an operation is necessary because
information on a punched card is read by the input-output
devices in parallel, For example, the ten least signifi-
cant bits of a word are read in parallel, However, these
ten bits must be written serially on the main storage drum.
shift register is the intermediary storage device that
makes the conversion from parallel to serial form,

A typical shift register is shown in figure 2-10,
It consists of ten flip-flops, The individual flip-flops
are similar to those which make up the counter circuit
(figure 2-9), The flip-flops of the shift register circuit
differ from those of the counter circuit in that each
flip-flop has an information input line to its buffer and
the output of each flip-flop goes only to the set gate of
the next flip-flop in line,

In a typical operation, ten bits of information
enter the ten flip-flops in parallel on the ten informa-
tion lines, A high signal on an information line is a
binary 1 that sets the flip-flop to which it is an input,
The output line of any of the flip~-flops, therefore, is
low if it is storing a binary 1, When the ten bits of
information have been stored in the ten flip-flops, each
flip~-flop is storing a 0 or a 1, according to what was
on its information line, Each flip~-flop continues to
store its pulse until a shifting pulse moves each bit of
information one flip-flop to the right, so that if flip-
flop 1 had a low pulse, flip-flop 2 now has a low pulse,
and so forth, One pulse time after the first shifting
pulse, the pulse that was circulating in FF 10 is shifted
to the SR 1 (shift register 1) line and is sent eventually
to the memory drum, The shifting operation for the shift
register is identical with the stepping operation of the
counter circuit (section 2-34).

After ten shifting pulses (assume one pulse time
between each shifting pulse) all ten pulses originally
stored in the ten flip-~flops have been shifted to the
SR 1 line, Thus, ten bits of information that were avail-
able in parallel before they entered the shift register
are put on the SR 1 line serially, one pulse each pulse
time, the rate at which they are written on the drum.



2-36. TIMING REFERENCE

Most of the logical drawings are marked in one
or more places with timing references. These refer-
ences make it possible to determine the location of any
of the 12 digits of a word in the circuitry during any
of the 24 intervals of a word time.

For convenient reference to the 12 digits of a
word, each digit is assigned a position number. The
notation used to indicate the 12 positions of a computer
word is shown in figure 2-11. The six-digit number
0000781325 is assigned digit position numbers. When pO
is referred to, the reader knows that this is the sign
(plus or minus) of the word, whereas pl is the least
significant digit, a 5 in this example, and so forth.
Although this is only a six-digit number, it always moves
in the computer as a complete word. The p7 to plO digit
positions of figure 2-11, therefore, contain zeros.

A typical timing reference notation is p0 = tOB.
This notation is placed on a drawing so that it indicates
the exact location in the circuitry where pO (the sign
of the word) is at the time interval tOB. Knowing this
and knowing that a pulse is delayed half a pulse time in
passing through a magnetic amplifier, the time at which
p0O arrives at any point in the circuitry can be calculated.
Reference timing is discussed further in the next section,
which describes one of the circuits in detail.

2-37. CIRCULATING REGISTERS

The four circulating registers (the registers C,
A, X, and L) are basically similar in that each can store
one computer word. They are called circulating registers
because the word of information is stored dynamically;
that is, it constantly circulates in the register. The
plus or minus sign associated with each computer word is
stored not in the register but in flip-flops provided
for this purpose (except for register C, for which there
is no sign flip-flop). A computer word circulating in a
register occupies 12 digit positions, counting the sign
position and the space-between-words position, but only
ten of these positions are occupied by information digits.

The uses of a circulating register are discussed
in sections 3-13 through 3-50. In this section, register
L is discussed in detail to show how information enters,
circulates and leaves a circulating register.



In figure Al10, register L consists of four sub-
registers, numbered 4 through 1 from top to bottom, Each
subregister stores ten bits: subregister 1 stores the
ten least-significant bits, subregister 2 stores the ten
next higher-order bits, etc., For example, if the number
0000871342 were stored in register L, the distribution
of the bits would be as shown in the diagram in figure
2-12,

2-38. INPUT GATES

A new word of information can enter register L
through one of two sets of input gates, One group of
input gates is numbered 2A, 2B, 2C, and 2D, Each of these
gates has an input from the M buffer circuit: M1l goes to
sub-register 1, M2 goes to sub-register 2, etc, The gates
numbered 3A, 3B, 3C, and 3D are also input gates of register
L and function in the same manner as the input gates just
mentioned, except that the word of information which enters
by these gates comes from the S buffer as indicated by the
input lines, S1, S2, S3, and S4,

2-39. RECIRCULATING GATES OF REGISTER L

Gates 1A, 1B, 1C, and 1D are the recirculating
gates of register L, A word of information in the register
continues to circulate until cleared by the 57+ signal on
the recirculating gates, Function signal 57+ is normally
low, but during the execution step of an instruction that
has 57+ as one of its function signals, 57+ goes high,

The high 57+ signal blocks the recirculation gates so
that the word of information in the register is prevented
from circulating.

The notation p0O = tOB above gate 1D (figure A1l0)
is the timing reference for the drawing, This notation
means that pO, the sign of the word, is an input to the
recirculating gates or either set of input gates at time
tOB, Although the sign actually is blocked by timing
signal tOB+, it is present as an input to the gates at
tOB, With the aid of timing reference, the timing of a
digit at any point in the register can be established.
For example, digit pl is an input to gates 14, 1B, 1C,
and 1D at tl1B; p2 is an input at t2B, and so forth,
Because it takes one pulse time for a pulse to travel
through an A-and B-phase amplifier, the timing notation
p0 = tOB in front of gate 1D (figure Al0) is in agree-
ment with the notation p0 = t11B after gate 6A,
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One of the simplest instructions performed by UCT
is the 30 (L) instruction which is: transfer the contents
of the memory location desiynated by m to register L.

The function signals for the 30 (L) instruction are 8,
57+, and 67, Only FS 8 and 57+ are considered here since
FS 67 does not appear on figure Al0, During the execution
of the 30 (L) instruction, function signals 8 and 57+
allow a new word from the M buffer to enter register L,
Function signal 57+ goes high for one word time and clears
the information circulating in the register. When 57+
goes high, FS 8 goes low for one word time so that a new
information word on the M1, M2, M3, and M4 lines can enter
the register through input gates 2A, 2B, 2C, and 2D,

Information entering the register on the M lines
is made up of 1 bits and O bits. A 1 on any of the M lines
is a low signal that is gated with low function signal
8. The output of the gate goes through two complemen-
ters so that a binary 1 in a sub-register is a low signal.
A binary O on the M lines is a high signal that circu~
lates in a sub-register as a high signal. The biquinary
code for a decimal 7, for example, is 1010. On the M
lines a biquinary 7 would be: Ml high, M2 low, M3 high,
and M4 low, in this way:

1 0 1 0
M4 M3 M2 M1
(low) (high) (low) (high)

It takes one word time for a computer word to enter reg-
ister L. At the end of this word time, FS 57+ goes low
so that the new word of information can circulate in the
register, and FS 8 goes high to block the input gates.

The fact that 57+ and 8 are function signals of
the 30 (L) instruction is indicated on the logical draw-
ings by the letter L which is placed next to function
signals 57+ and 8. All letters next to function signals
on the logical drawings indicate the instructions with
which the function signal is associated. For example, fig-
ure A10 shows that the 57+ is also a function signal of
the 77(K) instruction as is FS 16 on the other set of
input gates. The 77(K) instruction is: transfer the con-
tents of register A to register L.
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2-40. OUTPUT GATES OF REGISTER L

The output gates of register L are gates 4A, 4B,
4C, and 4D, each of which has function signal 66 as an in-
put signal. During most operations, the information word
in register L is not being sent out to the L1, L2, L3,
and L4 lines because FS 66 is usually a high signal and
blocks gates 4A, 4B, 4C, and 4D. This signal goes low
during the execution of an instruction which has FS 66
as a function signal so that the information word in
register L is gated out to the L lines. The information
word continues to circulate in the register after it is
read out. Function signal 66 is a function signal of
instructions 82(Q), 87(T), 85(M), and 55(D). This is
indicated on the logical drawings by the presence of Q,
T, M, and D near FS 66.

2-41. INFORMATION GATING CIRCUIT

The timing signals used throughout the computer
are generated by the cycling unit which is activated each
word time by a special code combination (1101) (section
2-18). The 1101 combination must be gated at the input
gate of the cycling unit. This gating action is explain-
ed in detail in the following paragraphs.

Figure 2-13a shows the timing-band read ampli-
fiers which are also shown on logical drawing Al7. This
circuit is always active; that is, the timing band read
amplifiers are always reading the timing band signals.

One of the digit spaces in each of the 200 locations of
the timing band contains the special code combination 1101
which is read by the read amplifiers once each word time.

As illustrated in figure 2-13a, a high signal com-
ing off the drum has a binary value of one; a low signal
coming off the drum has a binary value of zero. One_pulse
time later, these signals become the TS1 to TS5 and TS1 to
TS5 output signals. The TS5 and TS5 signals, the check bit
signals, are shown as outputs from the timing band read
amplifiers, but are not inputs to the cycling unit input
gate.

Figure 2-13a shows that the signals for each of the
bits of the special code combination are available in two
forms: a complemented form (TS1 to TS4) and a non-comple-
mented form (TS1 to TS4). Figure 2-13b shows that the in-
put gate to the cycling unit, which also is shown in draw-
ing Alé6, has 1nput signals TS1, TS2, TS3, and TS4. When the
combinatlon 1101 is present on the TS lines, the gate shown
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in figure 2-13b has all low signals on its input lines.
The result is a high signal following the A-phase amplifier.
This high signal is one of the timing signals generated for
each of the 24 time intervals of a word time. Any code
combination other than the special code combination results
in a low output signal following the A-phase amplifier.

The gating action described in this section
illustrates the important point that a signal can be inver-
ted electronically without logically losing its identity.
The zero of the special code combination is represented by
a high signal coming off the drum. To put all low
signals on the gate in figure 2-13a, it is necessary to make
the TS2 and not the TS2 signal an input to the gate. This
low signal still represents a zero because it is the comple-
ment-version of the original signal. Electronically, the
original high zero signal has been inverted; logically it
still represents a zero.

2-42. SPECIAL CIRCUIT ELEMENTS

Special circuit elements are discussed in this sec~-
tion to aid the reader in interpreting the logical drawings.
A detailed electronic discussion of these circuits is in=-
cluded in section VI, Electronic Circuitry.

2-43. ARITHMETIC AMPLIFIERS

The arithmetic amplifiers (figure 2-14a) are non-
complementers and can be either A-phase or B-phase. The let-
ter S (in the triangle with letter A or B) designates a
special type of amplifier which is simpler and more economi-
cal to build than the standard amplifier. It is not neces-
sary to put connecting diodes between arithmetic amplifiers.
A special amplifier can drive only another special ampli-
fier or a transition amplifier, designated by the letter T
in the triangle with the letter A or B. The transition
amplifier can drive only a standard non-complementer.
Neither the special nor the transition type amplifiers can
drive gating or buffing circuits,

The special and transition type amplifiers are used
in the recirculation loops of the arithmetic registers.
The main loop is made up of a series of special amplifiers.
Near the output of each of the subregisters, a transition
amplifier and a standard non-complementer precede the out-
put line to provide the necessary driving force.
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2-44, TRANSISTOR DRIVING AMPLIFIERS

The outputs of transistor driving amplifiers go to
transistor circuits rather than to standard amplifiers.
Transistor driving amplifiers perform the same logical
functions as the standard complementers and non-comple-
menters. The symbols for transistor driving amplifiers are
shown in figure 2-14b. The difference between the square
symbol and the triangle within the square in figure 2-14b
indicates an electronic difference, not a logical differ-
ence.
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SECTION III

DESCRIPTION OF CENTRAL PROCESSOR COMPONENTS

The purpose of this section is to familiarize the
reader with the processor components, excluding the
input-output synchronizers. Knowledge of the components,
however slight, is necessary for the understanding of
section IV, in which these components are referred to
frequently within the more complex operations of the
system. The reader should use this chapter not only as
a preparation for section IV, but also as a reference.
All of the text in this chapter is associated with the
logical drawings in appendix A.

3-1. GENERAL

The processor system consists of four logical units:
centrol, arithmetic, storage, and input-output. The
input-output unit consists of the input-output devices
and synchronizing circuits, which are treated in the
input-output manuals. Section III deals only with the
control, arithmetic and storage units which are shown in
general block diagram form in figure 1-2.

3-2. CONTROL UNIT

The control unit interprets programmed or manually
inserted instructions and controls the operations
necessary to perform the instructions. Programs enter
into the computer storage unit from punched cards or from
the operator's keyboard. Each program instruction is
transferred from the storage, in the sequence specified
by the program, to the control unit. Elements of the
control unit translate the biquinary representation of
each instruction into signals which control the internal
operations of the computer in performing the instruction.

The major components of the control unit are: the
static register, the instruction decoder, the function
encoder, register C, and the operator's control panel.

3-3. STATIC REGISTER

The static register (figure A2) consists of the
following circuits: static register flip-flops, stepping
gate, ending pulse buffer, D3 flip-flop, and I/0 abnormal
condition flip-flop (section 4-41).
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3-4, STATIC REGISTER FLIP~FLOPS, The seven static
register flip-flops statically store the seven bits of
the two instruction digits, Because the third bit of
the least significant digit is unnecessary for the
staticizing operation, the flip-flops are numbered 1, 2,
4, 5, 6, 7, and 8, Each of the seven bits of the two
instruction digits is stored in its respective flip-flop
until the ending pulse restores all of the flip-flops.

An instruction word is read from storage into
the M buffers. Prior to read-in of the M bits, an
ending pulse restores the flip-flops, The seven bits
of the two instruction digits (pl10 and p9) of the
instruction word become the M output signals of the
buffers and go to the input gates of the seven static
register flip-flops. The three bits of the least-
significant digit, p9, of the two instruction digits
enter flip-flops 1, 2, and 4 at gates 5A, 5B, and 5D,
One pulse time later, the four bits of the most-
significant digit, plU, of the two instruction digits
enter flip-flops 5, 6, 7, and 8 at gates 6A, 6B, 6C,
and 6D, A O-bit on the M lines (a high M signal is a
O-bit) keeps the flip-flop restored, generating a low
STR output, A l-bit on the M lines (a low M signal is
a 1-bit) sets the flip-flop, which then generates the
low STR output, 1In this way, a 7-bit combination is
stored in the seven flip-flops. A low STR output
indicates a O-bit; a low STR output indicates a l-bit.
The outputs of the seven flip-flops drive the instruction
decoder and function encoder to generate signals to
execute the instruction, The character "X" shown in any
output combination of the static register flip-flops,
such as 0X10, is used to balance a four-bit combination,
or to indicate that the bit can be either a 1 or a O,
In all output combinations, the p3 bit is shown as an
X because only three bits are required for the p9 digit.

The condition of the flip~flops can be changed by
the input signals to each flip-flop and by the stepping
gate or ending pulse buffer,

3-5. STEPPING GATE, The stepping gate steps flip-flops

1 and 2 to l-outputs to advance the staticized instruction
to the execution steps, During the arithmetic, shift,
input-output test, and zero suppress instructions, function
signal 64 (FS64) alerts gate 26, the stepping gate, If

the ending pulse (EF) is low, meaning that the instruction
is not yet completed, the gate is permissive, The high
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output of the complementer steps flip-flops 1 and 2 to
STR1 and STR2 outputs. This steps the static register

to the second step of the instruction previously
staticized. For example, the right circular shift
instruction is staticized in the flip-flops as: 0011 0X10
(STR8 is the most-significant bit; STR1 is the least-
significant bit) which is the combination for 32, 1In the
first step (N1) of the instruction, FS 64 is generated.
The stepping gate sets flip-flop 1, which was restored

to STR1, to an STR1 output. The stepping guate steps
flip-flop 1 and flip-flop 2 unless one of these is in

the set condition, as is flip-flop 2, in this case.

The staticized combination is therefore stepped to 0011
0X11 (33) which drives the encoder and decoder to execute
the second step of the instruction (N2),.

3-6. ENDING PULSE BUFFER. The ending-pulse gates

sample various circuits of the computer for indications
that the execution of an instruction is complete. When
these indications are present. at one of the ending pulse
gates as low signals, the ending pulse buffer generates

a high EP signal. The EP signal goes to the restore gates
of all seven static register flip-flops. A high at the
restore gates restores each flip-flop to the barred
outputs, such as STR1 (0), clearing the seven flip-flops
so that the next instruction digits can be staticized.

&
3-7. BLOCK READ FLIP-FLOPS. The two block read flip-
flops block the storage read circuits during a search
operation (either m or ¢ address search) in which the
contents of an arithmetic register have been called for
rather than the contents of a storage address. The pro-
grammer addresses one of the registers by placing one of
the following bit combinations in either the pl (for ¢
address) or p5 (for m address) position of the instruction
word: 0101, 0111, or 0110. The 0101 combination causes
readout from rA; 0111 causes readout from rX; and 0110

" causes readout from rL.

During a search step the contents of rC are on the
S lines. Gate 120 samples the S1 and S3 signals which,
if low, indicate that either of registers A or X has been
addressed. When gate 120 is permissive to these signals,
the BRD1 flip-flop is set to a high block RD1 output.
Gate 122 samples the S2 and S3 signals which, if low,
indicate that either of registers L or X has been addressed.
When gate 122 is permissive, the BRD2 flip-flop is set to
a high block RD2 output. The high block RD1l and block RD2
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signals block circuits which normally permit a readout
from storage, generate function signals, and alert the
output gates of the arithmetic registers for readout.

When STR FF1 is stepped to a 1, indicating that the appro-
priate (m or c) search is complete, the STR1 signal makes
gate 124 permissive, restoring both block read flip-flops.

3-8. RUN FLIP-FLOPS. In a normal search-for-next-
instruction operation, the static register contains all
zeros. When the next instruction is found, the static
register is changed to a combination other than all zeros.
This search operation can take up to 200 word times to
complete. Under normal conditions, then, the longest
period of time that the STR contains all zeros is 200 word
times, in the search-for-next-instruction operation.

Under abnormal, or computer stop conditions, however, the
STR can contain zeros for a longer period because no
instruction is staticized until the condition is remedied.
The run flip-flops ensure that a computer stop condition
does not turn off the RUN lights on the control panels
before the 200 word times have elapsed. As a result, a
normal search operation does not turn off the RUN lights
to indicate a computer stop.

Only one TS1 at t11B- sentinel is recorded on the
drum timing band; therefore, it is read from storage once
every 200 word times. This sentinel sets the first run
flip-flop once every drum revolution. A high ending pulse
(EP) restores the flip-flop under normal conditions after
every instruction. If no instruction is processed EP
remains low during the 200 word times, and the flip-flop
remains set. The next time the sentinel is read from the
drum, it sets the second run flip-flop if EP is still low.
The set output of the second flip~flop turns off the RUN
lamps, indicating a computer stop.

Also associated with the static register are the
D3 and I/0 abnormal condition flip-flops (section 4-37).
The D3 FF (section 4-36) initiates the third execution
step of the divide instruction (D3). The D3 flip-flop
is the only circuit, other than the instruction decoder,
which generates function signals. It generates FS 32 and
FS 32A which control the third step of division.

3-9. INSTRUCTION DECODER

The instruction decoder (figure A3) is a network
of diode gates which receive the pulse combination outputs
of the static register flip-flops and convert these
outputs into function signals. Each flip-flop of the
static register produces either of two possible outputs.
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For example, static register (STR) flip-flop 1 produces
either an STR1 or an STR1 ouwtput. The overscored output
signifies a zero. The output which is not overscored
signifies a one when it is low. Seven such outputs from
the static register make permissive only one of the diode
gates in the instruction decoder.

If, for instance, the 50 instruction is staticized
in the static register, the pulse combination sent to the
instruction decoder is: STR8 (1), STR? (0), STR6 (0),
STR5 (0) — STR4 (0), STRZ (0) and STR1 (0). The pulse
combination for the first digit of the instruction is
1000, for the decimal 5. The combination for the second
digit is 0X00, for the decimal O ("X" indicating the
unused third bit). Only the gate line labeled 30 is
permissive to this 1000 0X00 combination, generating
function signal 23A.

The signals generated by the instruction decoder

are always sent to the function encoder, where the func-
tion signals that control the internal operations of the
computer are generated. In addition, some of the signals
generated by the instruction decoder are sent in parallel
to other circuits, which they control. Therefore all sig-
nals generated by either the instruction decoder or func-
tion encoder are known as function signals.

The origin of a function signal usually can be
determined by its phase. Signals originating in the
instruction decoder are A-phase signals; those originating
in the function encoder are B-phase signals. (Function
signals 38A and 82A, generated by the function encoder,
are the only exceptions.) When function signals are
referred to, the presence of an A, following the signal
number (such as FS12A), denotes an A-phase signal; the
absence of an A (such as FS76) denotes a B-phase signal.
All of the signals produced by the decoder to execute a
specific instruction are high signals, with the exception
of low signal 60A.

In addition to the STR outputs of the static
register, three other signals affect the instruction
decoder gates. These are control signals OR+, IER+, and
SP. The OR+ and IER+ signals from the comput1ng circuits
are present during the divide and multiply instructions
to block the generation of certain function signals (sections
4-30,2; 4-35). The SP signal, which indicates a computer
stop condltlon, also blocks the generation of any func-
tion signals when 1t is present on the instruction decoder.
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3-10. FUNCTION ENCODER

In the normal execution of an instruction the
function encoder (figure A4) receives an A-phase function
signal from the instruction decoder and encodes this
signal into a number of function signal outputs for use
throughout the computer, The instruction decoder performs
the logical function of a gate because a number of low
inputs are necessary to generate a single output signal,
The function encoder, although it is shown in figure A4
as a diode matrix similar to the instruction decoder
matrix, performs the logical function of a buffer because
any high input produces one or more output signals, A
buffer on the function encoder is a vertical diode line
on the matrix and every diode (shown as a dot) on that
line is an input to the buffer, The high 1A signal,
for example, goes to four buffers, which generate function
signals 1, 58+, 74 and 63. In order for any buffer to
operate and generate a function signal, one high input
must be applied to it, In this example, high signal 1A
is the signal presently being produced by the instruction
decoder, therefore all other outputs of the instruction
decoder to the function encoder are low., The low-signal
inputs to the four buffers have no effect on the function
encoder,

The function encoder receives inputs from sources
other than the instruction decoder. Input signals from
the control panel, the IER, OR and D3 flip-flops, and
the printer control circuit, also generate function signals
from the encoder,

3-11. REGISTER C

Register C (figure Al) stores the ten digits of
the instruction word read fromstorage during a search-
for-instruction operation, Four parallel subregisters
store the two digits of the instruction, the four digits
of the m address, and the four digits of the c¢ address,
When the instruction word is stored in register C, the
p9 and pl0O digits, which make up the instruction code,
are also sent to the static register for storage.
Storage of the same two digits in register C is for
control panel display purposes,
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Three output gates on each subregister of register C
permit readout of part of the instruction word. The
register display gates operate when the operator depresses
the C button on the REGISTER SELECTOR on the control panetl,
generating signal RSC, This signal makes permissive the
output display gates of rC, sending the contents of
register C to the register display circuits. The instruction
digits, m address, and ¢ address are then visible, in
biquinary form, on the control panel, The register contents
are sent in parallel to the display circuits, and continue
to recirculate in the register,

When the operator selects one of the arithmetic
registers A, L, and X at the REGISTER SELECTOR, the output
display circuits of these registers transmit the contents
of their respective registers (signals Al10D through A40D,
X10D through X40D, and L10D through L40D) into the register
display circuit of register C. The contents of the
selected register are then sent to the control panel display
lights, Controlling signals on the m address output gates
and the ¢ address output gates determine which address
is to be sent to the comparison circuits of the arithmetic
units (section 3-61). All outputs from register C,
except the register display outputs, go to the S buffer
and the memory selection circuits, The only inputs to
the four subregisters are from the M buffer, Information
stored in register C, as in the arithmetic registers,
recirculates until a clear signal blocks the recirculation
gates,

3-12. OPERATOR'S CONTROL PANEL

The operator's control panel, on the processor
cabinet, contains the switches and indicators necessary
for manual control of the computer, The engineer's panel
(concealed) on the same cabinet is primarily for troubleshooting
purposes and is therefore discussed in the maintenance
manual, Each of the three input-output devices has a
separate panel for controlling the operations of the
individual device, These panels are treated in the
manuals for each device, The descriptions of the major
operator~controlled operations are listed in section 4-42.

3-13. ARITHMETIC UNIT

The arithmetic unit consists of the logical circuits
which perform the various computing functions of the system,
Components of the arithmetic unit also process all of the
non-computing processor instructions and some of the
input-output instructions,.
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3-14. REGISTER A

Register A and the two other arithmetic registers,
L and X, are circulating registers. The logical operation
of a circulating register is described in section 2-37,
Register A (figure A8) stores the ten decimal digits of
a computer word in four 12-bit subregisters. The gates
and buffers that ccntrol input to and output from register
A are described in this section.

3-15, INPUT GATES, The input gates, when alerted by
function signal 77, permit information from the M buffers
and S buffers to enter register A, When the outputs of
the M buffers are to be read into register A, a blocking
signal is applied to the S buffers, The blockiny signal
keeps the S inputs to register A low so that the M inputs
can enter, In other instructions the M buffers are
similarly blocked to enable the S buffer outputs to enter
the input gates of register A,

3-16. LEFT SHIFT GATES, During either a left shift
instruction or a left shift in division, lengthening the
recirculation loop shifts left the contents of register A,
The lengthened recirculation path for the first three

bits of each digit is through the S buffers (figure A7)
and the complementer circuit (figure All1), The outputs

of the complementer are the S1C, S2C and S3C signals

which go to the left shift gates of register A, Because
the complementer circuit can accommodate only three inputs,
the recirculation path for the fourth bit of each digit

is lengthened within the register and becomes the A"4
signal, which goes to the left shift gates at the same
time as the complementer outputs., Alerting signals,

when present, make the left shift gates permissive to the
left-shifted contents of register A,

3-17. RIGHT SHIFT GATES. During either a right shift
instruction or a right shift in multiplication shortening
the recirculation path shifts right the contents of
register A, This is done by blocking the normal
recirculation path and reading out of register A one pulse
time early, These early outputs, labeled A'l, A'2, A'3

and A'4, are returned to register A through the right shift
gates, Function signal 59 alerts the gates to the early
outputs of the register,



3-18. QUOTIENT INPUT GATES, In the division instruction,
the quotient digits are computed in the multiplier/quotient
counter (MQC) (section 3-74). Each computed quotient

digit is stored in register X. In the final step of
division (D3), the quotient is transferred from register X,
through the multiplier quotient counter to register A,

It enters the register by way of the quotient input gates,
Function signal 32 alerts the gates to the quotient-digit
signals Q1 through Q4,

3-19. MULTIPLIER SENTINEL GATE. In the first step of
multiplication a sentinel is inserted automatically into
register A, The sentinel stops the process after the
multiplicand has been multiplied by the last multiplier
digit. Function signal 13 alerts the multiplier sentinel
gate which jams ones into the Al and A3 subregisters

while zeroes remain in the A2 and A4 subregisters., As

a result a bit combination of 0101, which will be decoded
later as the multiplier sentinel, is placed in register A,

3-20. LSD COMPLEMENTER GATE. Alerted by a control signal
OR, the least-significant digit (LSD) complementer gate
complements the digit contained in the space-between-words
position (SBW) of register X during division, The
complemented digit becomes the LSD of register A, The
contents of the SBW position of register X can be either
zero or a nine in the division process, The X4D signal

is an output of the most-significant bit (X4) subregister
and, as can be seen in the code, the X4D output of
register X does indicate whether the contents of the space-
between-words position is a 0 or a 9,.__ If a nine (1100)
occupies the SBW position of rX, the X4D signal from
register X is high, The LSD complementer complements the
signal to a low and sends a zero combination (0000) into
register A, If_a zero occupies the SBW p051t10n of
register X the X4D signal from that register is low,

The LSD complementer complements the signal to a high,
placing a 1100 (9) combination into register A (section 4-35,1).

3-21. RECIRCULATION GATES. The recirculating signals

of the four subregisters of register A are Al, A2, A3 and
A, These signals go from the last amp11f1er of the
subregisters into the recirculation gates, where they
reenter the register, The recirculation gates are normally
permissive to the recirculating signals, When function
signal 55+ is high, however, it blocks the recirculation
gates and the contents of the register read out to the

S buffers and to whatever circuit is presently permissive
to the S buffer outputs, Thus the register is cleared

when the high blocking pulse is applied. Another input

to the recirculation gates is the output of the zero suppress
gate,
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3-22. ZERO SUPPRESS GATE. When FS 38A is present during
a zero suppress instruction, the zero suppress gate samples
the Z1 through Z10 outputs of register X. If any of the
Z signals is high, the gate permits the normal recircula-
tion of the register to continue. When all Z signals
become low, however, the zero suppress gate places a high,
blocking signal on recirculation gates 27 and 28, sup-
pressing the code combinations for both zeros and commas.
The card-code combination for zero is 00 0001; the com-
bination for comma is 00 00ll. As a result, only Al and
A2 subregisters need be cleared to suppress both punching
and printing zeros and commas.

3-23. REMINGTON RAND TO UCT TRANSLATOR GATES. The RR to
UCT translator gates translate the Remington Rand (RR)
card code into UCT computer code, the only code that can
be processed by the computer. Only numeric characters

can be translated correctly into computer code. The six
bits of the card code are stored, four bits in register A
and two in register X. On a translate instruction, that
part of the code stored in register A is transferred
through the S buffers to the S lines. The part of the
code stored in register X is transferred through the M
buffers to the M lines. The code combination on the M

and S lines goes to the translator gates which, when alerted
by function signal 17, convert the six-bit code to four-bit
code. The four-bit code is stored within register A.
Table 3-1 shows the gates of the translator, the six-bit
code signals received from the M and S lines, and the re-
sulting four-bit code. The first two columns show the
contents of register X and register A in card code. The
third column shows the row positions on the cards which
must be punched for each decimal digit. The fourth column
lists the input code-bits received by each gate. The
four~bit codes resulting from the translation are listed
in the last column. (See section 5-10.)

3~-24. UCT TO RR TRANSLATOR GATES. These gates translate
the UCT computer code into RR card code, the only code
acceptable to the output devices. In the instruction
associated with this translation, the information to be
translated is stored in register A. Function signal 18
alerts the translator gates to the S lines, which contain
the contents of register A. Since the translation is

from four-bit code to six-bit code and register A can hold
only four bits, the contents of rA on the S lines also goes
to register X where the two most significant bits of the
code are produced.
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In UCT code, a 4 is represented by 0100 with a 1
in the A3 position of register A, After translation, a
4 in BR code is represented by two punches—one in the
3 row and one in the 9 row. Therefore, a 4 after
translation would show a 1 bit in A3 (register A) and a
1 bit in X2 (register X): 0010 (rX) 0100 (ra) = 4,

Table 3-2 shows the UCT-RR translator gates, the
four-bit code signals received from the S lines, and the
translated six-bit card code, The second column shows
the contents of register A in UCT code. The next two
columns show the translate gates of register A and
register X. The inputs and outputs of each gate are
shown, together with the number of the gate in parenthesis,
The fourth and fifth columns show the results of the
translation in register X and register A and the last
column shows the representation of numbers O through 9
in RR card punches., Note in column three that two gates,
6 and 7, are required to translate an 8 from UCT code
into RR code. (See section 5-11.)

3-25. CIRCULAR SHIFT GATES, These gates function on
right circular shift and divide instructions to permit
the shifted outputs of register X to be transferred into
register A, The gates, alerted by function signal 22,
are permissive to the X'l through X'4 early outputs of
register X,

3-26. SUM INPUT BUFFERS, During the arithmetic
instructions, the sum of any addition is present on the

O lines from the binary and quinary adders (sections 3-53
and 3-65). In these instructions, the sum of additions
is transferred from the quinary and binary adder gates

to the sum input buffers of register A,

3-27. OUTPUT DISPLAY GATES, Use of the REGISTER SELECTOR
on the operator's control panel enables the operator to
type into or view the contents of a register, If the
operator selects register A by depressing the REGISTER
SELECTOR button A, the RSA control signal is generated,
This signal makes the four output display gates of
register A permissive to the contents of the four
subregisters, The resulting Al1-0D, A2-0D, A3-0D and A4-0D
signals are sent to buffers shown on the reglster Cc drawing,
Al (section 3-11). From register C, the contents of
register A go to the control panel display circuits,
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3-28. OUTPUT CIRCUITS. Four cutputs of the register A
are common to all four subregisters. All four outputs
normally read out of the register to various circuits.
Whether these signals are used at their destinations
depends on the presence of controlling signals. For
example, AIM through A4M outputs always read out of the
register A to the M buffer input gates. If the gates

are permissive to the signals, the contents of the reg-
ister are allowed to enter the M buffers and the M lines.
If the recirculation gates of the register A are blocked,
however, the AIM through A4M signals continue to go to
the M buffer input gates but are blocked from entering
the M buffers. The Al through A4 output signals go to
the recirculation gates (section 3-21). The A'l through
A'4 signals go to the right shift gates of the register

A and the register X. The All, A21, A31, A41 outputs
normally go to the S buffers and onto the S lines. However,
during a number of instructions, function signal 58+ is
high. This signal blocks the outputs to the S buffers

so that the buffers can be used for other purposes. The
A"4 and A"4 output signals are generated only by the
fourth bit subregister. One of these signals goes to

the left shift gates during a left shift instruction
(section 3-16).

3-29. REGISTER X

The register X (figure A9) also stores the ten
decimal digits of a computer word in four 12-bit sub-
registers. The 13 gates described in the following sections
control input to and output from register X.

3-30. INPUT GATES. The input gates of the register X
receive the outputs of the M buffers, when alerted by
function signal 76. 1In both instructions involving the
input gates, the contents of a storage location are on
the M lines and enter register X through the input gates.

During the PRY step of the print instruction,
FS 42+ blocks input gates 19C and 19D to place O:bits in
subregisters X3 and X4. At the same time, FS 76 makes
gates 19A and 19B permissive to the primed part of the
print word from storage.

3-31. RIGHT SHIFT GATES. The right shift gates of reg-
ister X operate in the same manner as the right shift
gates of register A {(section 3-17). During either a
right shift instruction or a right shift in multiplica-
tion, the outputs of register X (X'l through X'4) are
returned to register X one pulse time earlier than in
normal recirculation. Function signal 59 alerts the
gates to the early output.
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3-32. ZERO SUPPRESS GATE._ During a zero suppress instruction,
this gate complements the S1 bits of the digits being transfer-
red from the S buffers to register A and places the complemented
bit in subregister X3. Function signal 36 alerts the gate_dur-
ing the first step of the zero suppress instruction. The S1
signal, when low, indicates a zero in the least-significant bit
(LSB) position of the card code digit. Examination of the RR
card code shows that the only digit having a one in the LSB
position is a decimal zero (00 0001). Wherever a zero is pre-
sent in the LSB position, the digit entering register A is a
non-zero digit. In the zero suppress instruction, a 1 bit is
placed into register X whenever a non-zero digit is present in
register A. The S1 bit indicates a non-zero character; there-
fore the low S1 signal is complemented to a high signal. The
high signal produces a one in the proper position of subregister
X3.

3-33. COMMA SUPPRESS GATES. The comma suppress gates
operate in conjunction with the zero suppress gate during

a zero suppress instruction to replace commas with non-
punching zeroes. The card code combination for a comma

is 00 0011, Gates 25D and C sample the two highest order
bits of the unprimed part of the word from rA. Gates 25A

and B sample the two bits of the primed portion of the

word from the X1 and X2 subregisters of rX. If the X1,

X2, S3 and S4 inputs are high, indicating zeroes and the

zero suppress gate is blocked by a high Sl signal, a

comma is present and a O bit is placed in the X3 subregister.
This O bit will indicate the presence of a punching zero

and commas in the second step of the zero suppress instruction,
Examination of the six bit card code shows that the only com-
binations which contain 1's in the LSB position and 0's in
the four highest order bits are a zero, 00 0001, and a comma,
00 0011, It is unnecessary to test the second lowest order
bit (S2).

3-34, RECIRCULATION GATES. The recirculating signals of the
four subregisters of register X are X1, X2, X3 and X4. These
signals are the outputs of the last amplifier of the subregisters
and they reenter register X at the recirculation gates. The
recirculation gates are normally permissive to the recirculating
signals. During a number of instructions, however, function
signal 56+ blocks the path of recirculation, clearing the regis-
ter. During the second step of a zero suppress instruction,
function signal 37+ blocks recirculation of the X3 bit to clear
subregister X3 of the 1 bits which were inserted during the
first step.
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Table 3-1. Translating from Remington Rand to UCT Code

Decimal RR Code Row UCT Code

Digit [M (rX) | S (rA) |Positions Translator Gates of rA* (rA)
0 0000 0001 0 0000 = 0
1 0000 0010 1 (24) M2 S2 > Al 0001 = 1
2 0010 0010 1,9 (23) M2 S2 > A2 0010 = 2
3 0000 0100 3 (22) M2 s3 > Al A2 | 0011 = 3
4 0010 0100 3.9 (17) M2 S3 > A3 0100 = 4
5 0000 1000 5 (20) 5S4 > A4 1000 = 5
6 0010 1000 5,9 g;g; n2 54 Y 1001 = 6
7 0001 0000 7 (18) M1 » A2 A4 | 1010 = 7
8 0011 0000 7,9 Efé; :i M2 - 2; A4 | 1011 =8
9 0010 0000 9 (16) S2 S3 S4 MI M2 —— A3 A4 [ 1100 = 9

*Gate numbers appear in parentheses



Table 3-2. Translating from UCT to Remington Rand Code#*

Dggé?:l UC?rggde Translator Gates of rA Translator Gates of rX (r§§ C??iA) posﬁigons
0 0000 (5) SI §2 §3 S4— Al : 0000 | 0001 (0) Z o0
1 0001 (6) S1 S2 S4—» A2 10000 | 0010 (1) =1
2 0010 (7T) S1 82 S4—» A2, X2 0010 | 0010 | (1,9) =2
3 0011 (3) S1 82 S4—— A3 0000 | 0100 | (3) =3
4 0100 (4) S3 54 ———» A3 (5) s3 — X2 | 0010 | 0100 | (3,9) = 4
5 1000 (8) 52 S3 s4—— A4 0000 | 1000 | (5) =5
6 1001 (8) S2 S3 S4——— A4 (6) S4 S1——— X2 | 0010 | 1000 | (5,9) =6
7 1010 ’ (7) S2 s4 —— X1 | 0001 | 0000 | (7) =7
8 1011 ' (6) S4 sS1—— X2 | 0011 | 0000 | (7,9) =8

' (7) S2 s4 — X1
9 1100 (5) 83 - X2 | 0010 | 0000 [ (9) =9

S1-¢

*Gate numbers appear in parentheses



3-35. QUOTIENT-COMPLEMENTING GATES. When alerted by an OR
control signal, the quotient-complementing gates complement the
division sentinel and quotient digits in the divide instruction.
The Q1 through Q4 and Q1 through Q4 signals represent the quotient
digits which are computed in the multiplier/quotient counter
(sections 3-74 and 4-35,1).

3-36, DIVISION SENTINEL GATE. 1In the first step of the divide
instruction, function signal 135 alerts the division sentinel
gate, which jams a one into subregister X1 of register X. This
places the division sentinel combination, 0001, into the least
siqnificant digit position of register X. Later, this sentinel
will signal the end of division. (See section 4-34.)

3-37. REMAINDER INPUT GATES. In the third step of the divide
instruction (D3), the final quotient in register A and the final
remainder in register X must be interchanged. The contents of
register A normally read onto the S lines. Function signal 32
alerts the remainder input gates. The remainder, which was
stored in register A is transferred on the S lines to register X.
(See section 4-36.)

3-38. UCT TO RR TRANSLATOR GATES. The translator gates of
register X operate in conjunction with the UCT to RR translator
gates of register A (table 3-2). The translate gates of
register A convert the four bits of UCT code into the four low-
est-order bits of the six-bit card-code. The translate gates of
register X translate the four bits of UCT code into the two
highest-order bits of the card-code. Function signal 18 alerts

the gates to the S lines, which carry the four-bit code to be
converted.

3-39. CHECK-BIT STORAGE GATE. 1In the print instruction, the

six bits of a digit are transferred from main storage,

through registers A and X, to the print buffer band. Four of

the six bits are sent through register A, two through register X.
The check bit for the unprimed four bits sent through register A
is stored in subregister X4 of register X. Function signal 43
alerts the check-bit storage gate to the DM5 check-bit signal.
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3-40. CHECK-BIT COMPUTER GATES. The check-bit computer
gates also operate during the print instruction to sample
the primed part of the digit coming from storage on the
M1 and M2 lines and the check bit of the unprimed part

of the digit already stored in rX, indicated by the X4
signal. The gates, alerted by FS 65, compute a single
check bit for the two parts of the digit, primed and
unprimed. If any one of these four gates operates, a 1
bit is stored in the fourth subregister of rX because the
digit contains an even combination of 1 bits and requires
a l bit to make it odd. If none of the gates operates, a
O bit is computed and stored because the digit contains
the necessary odd combination of 1 bits.

3-41, CIRCULAR SHIFT GATES. During either a right shift or a
divide instruction, a circular shift takes place between
registers A and X. The output of register A goes to register X
through the circular shift gates of register X and the ocutput
of register X goes to register A through the circular shift
gates of register A. Function signal 59 alerts the gates to
the A'l through A'4 outputs of register A.

3-42. OUTPUT DISPLAY GATES. The output display gates of
register X function in the same way as those of register A
(section 3-27). When the operator selects register X by
depressing the REGISTER SELECTOR button X, the RSX control
signal is generated. This signal makes the output display
gates permissive to the contents of register X. The outputs
of the four gates, signals X1 0D, X2 0D, X3 0D, and X4 OD, go
to the register display circuit shown on register C (section
3-11). From register C, the contents of register X go to the
control panel display circuits.

3-43. OUTPUT CIRCUITS. Four outputs of register X are
common to the four subregisters. Signals XIM thru X4M

go to the M buffers (figure A6). Signals X'l through X'4

go to the right shift gates of registers A and X, and also
'to the M buffers. The recirculating signals X1 through

X4, in addition to returning to the recirculation gates of
register X go to the multiplier quotient counter (figure Al4)
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during the multiply and divide instructions. These signals
go to the input gates of the MQC flip-flops. In division
the MQC provides a one-pulse delay for shifting left the
contents of register X. In multiplication, the MQC stores
the digits of the multiplier (sections 4-35,1; 4-30,1).

Z1 through Z10 outputs of subregister X3 are used in the
zero suppress instruction and go to the zero suppress gate
of register A.

In the print operation, subregister X4 contains the
check bit for the part of a digit contained in register A.
The X4 and X4 outputs of subregister X4 are sampled by the
check bit computer gates in the computing of a new check
bit. In operations other than printing, X4 is also a
normal recirculating signal. Another output of subregister
X4 is the X4D signal, which goes to the LSD complementer
gate of register A, during a divide instruction.

3-44. REGISTER L

Each of the four subregisters of register L (figure
Al0) has three input gates and two output gates. The five
gates controlling input to and output from register L are
described in this section.

3-45. RECIRCULATION GATES. The upper gate of each sub-
register in figure Al10 is the recirculation gate. Infor-
mation normally recirculates from the output of the sub-
register into the recirculation gates. During most in-
structions function signal 57+ is low, making the gate
permissive to the recirculating signals. During the storage-
to-register L and register A-to-register L transfer instruc-
tions, however, function signal 57+ goes high, blocking

the gate. This clears the register because there is no

path for normal readout of the contents of the register
during these instructions. The subregisters of register

L are cleared so that new information can enter through
either the M or S input gates.

3-46. M GATES. The outputs of the M buffers (section 3-52)
on the M lines enter the M input gates during the storage-to-
register L transfer instruction. The M gates are shown as
the center gate of each subregister in figure Al10. Function
signal 8 makes the M gates permissive to information on the

M lines (M1 to M4). At the end of the instruction, blocking
signal 57+ is removed from the recirculation gates and the
information begins to recirculate.
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3-47. S GATES. The outputs of the S buffers (section 3-51)
on the S lines enter the S input gates during the register A-
to~-register L transfer instruction. The S gates are shown as
the lower gate of each subregister in figure A10. Function
signal 16 alerts the S gates to information on the S lines (Sl
to S4). At the end of the instruction, the recirculation path
is opened as the blocking signal goes low, and the information
begins to recirculate.

3-48. OUTPUT DISPLAY GATES. When the operator depresses the
REGISTER SELECTOR for register L, the control signal RSL is
generated. This signal makes the output display gates of
register L permissive to the contents of the register. OQutput
signals L1 0D, L2 OD, L3 OD and L4 OD go to the output display
circuit shown on register C, which controls the control panel
display circuit.

3-49. OUTPUT GATES. The output gates are permissive to the
contents of register L on the multiply, divide, and comparison
instructions. Alerted by function signal 66 on these instruc-
tions, the output of the gates are the L1 through L4 signals.
These four signals, which represent the contents of the four
subregisters of register L, go to the M buffer.

In the second step of division, control signal OR+ is
high, blocking the output gates even though function signal
66 has alerted them. As soon as signal OR+ goes low, the
gates again are permissive to the contents of the register.

3-50. OUTPUTS. The signals L1M and L4M are normal outputs

of the register to the M buffers. The M buffers, however, are
permissive to these signals only during a register L-to-storage
transfer instruction. At all other times, the input gates of
the M buffers are not permissive to the signals from register L.

3-51. S BUFFERS

The S buffers (figure A9) transfer the outputs of
registers A and C to various circuits throughout the central
processor. The output signals of the two registers are ungated
inputs to the buffers. The outputs of the buffers are the Sl
through S4 and S1 through S4 signals, which are frequently
referred to as the S lines. The S1 through S4 unbarred out-

uts are forced low during the divide, storage-to-register A trans-
er, print, and superimpose instructions, by high function sig-
nal 82A. Of these instructions, only the unbarred (non-com-
plemented) outputs are used so that when 82A is high, the S

lines are low. This enables the M lines, which are not forced

low, to enter the input gates of register A.
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3-52. M BUFFERS

The M buffers (figure A6) normally transfer the contents
of register L and the storage drum to other central processor
circuits. The signals from register L, L1 through L4, and the
DM memory outputs are ungated inputs to the buffers. There-
fore, they are transferred to the M lines whenever they are
present at the M buffer. All other inputs to the M buffers
are from the input gates, which are permissive during the
instructions listed for each gate in figure A6. A permissive
gate allows information signals from various computer elements
to enter the M buffers and the M lines. During the input-
output test instruction, function signals 27 and 27A are high
inputs to the buffers. They force the unbarred M outputs
low so that the S lines can read into the input gates of
register A,

3-53. COMPARATOR

The circuits of the comparator (figure Al2) perform
four major functions: comparison, addition of binary bits,
determination of carry, and control. The comparator performs
these functions in the arithmetic and comparison instructions
and in the search for instructions or operands in the memory.
Because certain components of the comparator operate different-
ly for each of the four functions, the description of each
component includes separate treatment for each of its functions.
(In the computer code, the three lowest order bits of a digit
are the quinary bits. The most significant is the binary bit.
References made in this section to quinary and binary bits
pertain to this order of significance.)

%2-54, QUINARY EQUALITY CIRCUIT. 1In the search for either

an instruction or an operand from storage, the code combina-
tions for the many addresses on thestorage drum are transferred
serially to the M buffer and the M lines. The address of the
instruction or operand being searched for is stored in register
C and also reads into the S buffers and the S lines. The
quinary equality circuit compares the quinary bits of the
addresses on the M lines with the quinary bits of the address
on the S lines. When the circuit finds equality between the
two lowest order digits of the two addresses, and the correct
band is chosen (section 3-97), the desired storage address

has been located and the instruction or operand contained in
that location can be read out. The input gates of the circuit
are controlled by the A, C and CP control signals, which are
generated during any function involving the quinary equality
circuit, to make the gates permissive. When all of the M and S
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inputs to a quinary equality gate are low, a condition which
can occur only when the inputs are equal, a high K signal is
generated. The K signal generates low signal EQ and high
signal EQ, both_of which indicate equality of the input quin-
ary bits. The EQ signal controls the time selection (TS)
flip-flop. The EQ signal controls the conditional transfer
(CT) flip-flop.

In the conditional transfer instruction (87), the
contents of register L and register A are present at the M
and S inputs, respectively. Information in the two registers
is compared in the comparator to determine whether the contents
of register A is greater than the contents of register L. The
presence of low signals A and C at the input gates indicates
that the contents of register A is not greater than the con-
tents of register L. Control signals A, C and CP alert the
quinary equality input gates to the M and S inputs. Once
again, equality at any one of the gates produces a high K
signal, which in turn produces high C and low C signals. The
C and C signals control gates 13 and 14 of the CT flip~-flop.

In the Q conditional transfer instruction, the gates
test for equality in the same manner as the T instruction.
However, the A, C, and CP signals act only as alerting
signals in the Q instruction.

During the subtraction process, the quinary equality
gates compare the minuend and subtrahend. If the two are
equal, the result of the subtraction, zero, must be given a
plus sign (section 3-67). The CP signal, which indicates
that subtraction is taking place, and the A and C signals,
alert the gates to the M and S inputs. Equality produces the
K signal and also the high EQ signal which keeps the TS flip-
flop from being_restored. If the inputs to the gates are
not equal, the EQ signal becomes a low signal which restores
the TS flip-flop.

3-55, QUINARY CARRY CIRCUIT. The quinary carry circuit
consists of all of the comparator gates that generate_R sig-
nals and the three output circuits which generate C, C, and C'.

The quinary carry gates alerted by the cP signal from
the complement (CP) flip-flop (section 3-63) are used dur-
ing the four arithmetic instructions. In the addition pro-
cess for any of these instructions, the quinary bits of the
two digits being added go to the quinary carry gates. When
the addition of quinary bits results in a carry, the indica-
tion of carry is sent to the binary addition circuits, to be
introduced into the addition of the binary bits. Similarly,
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decimal carry from a previous addition is indicated to the
quinary carry gates by the presence of both the A and C
signals. 1In the arithmetic instructions, the operand from
memory is on the M lines, and the contents of register A
on the S lines. The quinary carry gates alerted by the

CP signal sample specific bits of the two digits being
added. For instance, gate 45 samples the M3 and S1 bits.
If both bits are 1's, the quinary combination of the two
digits is 1XX XX1. A 1 in the M3 bit position indicates
that one of the digits being added is a 4 or greater. A 1l
in the Sl bit position indicates that the other digit is

a one or greater. In adding the digits 1 and 4, a carry
to the binary bits occurs. Gate 45, then, generates a
high R signal, which in turn generates low signals C and C'
and high signal €. The C' and C signals go to the binary
adder; the C signal, together with the C signal, also goes
to the decimal carry adder.

During a subtraction process (addition with unlike
signs or subtraction with like signs) the group of quinary
carry gates alerted by the CP signal is used to sample for
quinary carry. In the subtraction process, the contents of
register A on the S lines are complemented in the complemen-
ter gates of the quinary adder (section 3-65). In paral-
lel, the S lines and the M lines go to the quinary carry
gates. One of the gates alerted by the CP signal generates
a K signal when the combination of M and S inputs is low.
Control signal CP indicates that the S line inputs are pre-
sently being complemented (nine's complement). The quinary
carry gates for subtraction differ from those for addition
in that the nine's complement of the S inputs to these gates
must be added to the M inputs to determine quinary carry.

To illustrate this, the combination at gate 46 is: M = 001X,

S = X00X. Referring to the computer code, the digit on the

S lines can be any digit with zero in the S2 and S3 bit
position. Four possibilities exist for this combination: O,
i, 5, and 6. Because the S bits are being complemented in

the quinary adder, the same S bits at the quinary carry gates
represent the complemented version of the S digit. The nine's
complement of 0, 1, 5 and 6 are: 9, 8, 4 and 3 respectively.
Following are additions of the quinary bits of the four pos-
sible S combinations, after complementing, to the quinary bits
of the M combination, at gate 46:



M: X/01X = (2) M: X,/01X = (2) M: X/01X = (2) M: X/01X = (2)
S: 1/100 = (4) S: 1/011 = (3) S: 0/011 = (3) S: 0/100 = (4)
sum 6 sum 5 sum 5 sum 6

The digit on the M lines is described above as a 2, because .
with a 1 in the M2 bit position, the digit can be no less than
a 2. If the addition of 2 to the S digit requires a quinary
carry, it follows that any digit larger than 2 also requires

a quinary carry. The first quinary addition is of the S
combination for 9 (the nine's complement of 0) to the M bits.
Only the quinary bits of the digit are sampled; therefore in
quinary code a 2 is added to a 4. The sum is 6 and, because
any digit larger than 4 necessitates a quinary carry to the
binary addition, a quinary carry is indicated. This holds
true for the other three possible S combinations, all of
which result in a quinary digit larger than 4. Any such com-
bination present at the quinary carry gates during subtracticn
causes a C signal to be generated. The number in parenthesex
in each addition is the digit formed by the quinary bits.

Gate 51 of the quinary carry circuit is the only onc
that operates on both the addition and subtraction proces-
ses. This gate is permissive to a combination of M and S
inputs, common to both addition and subtraction. 1In either
process, the presence of this combination generates an R
signal.

The group of quinary carry gates, which are alerted
by the CP signal, is used also during the T comparison
instruction to compare the quantities in registers A and L.
If the contents of register L, on the M lines, is greater
than the contents of register A, on the S lines, a high R
signal is generated. The R signal generates low C and high
C signals to control the CT flip-flop. Some of the com-
parisons made by these gates are of non-numeric combinations
(denoted by the alpha symbol)., The combinations 0101, 0110,
and 0111 are less than zero; the combinations 1101, 1110, and
1111 are greater than nine. Non-numeric symbols in card code
also can be compared during the T instruction by these gates.
Sections 1-14 and 1-15 explain computer and card codes.

3-56. FORCE DECIMAL-CARRY GATES, The comparator gates
labeled force decimal carry generate the two indications of
decimal carry, A and C, when the proper controlling signals
are applied.
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On the T comparison instruction, function signal
20 alerts gate 32 to the A+ signal, The A+ signal comes
from the register A sign flip-flop (section 3-66) and
indicates that the sign of the contents of register A
is a plus, If the A+ signal is low it becomes a high
signal output of the amplifier and is sent to the binary
carry and quinary carry circuits to generate the A and
C signals, In this instruction, the A and C signals are
used to alert the quinary equality circuit, If the A+
signal is high, the A and C signals are not generated
and the quinary equality circuit is blocked.

Gate 31 also operates during the T instruction to
compare the binary bits of information from registers L
and A, If the S4 bit from register A and the M4 bit
from register L are present the digit in register L is
greater than the digit in register A, The A and C
signals are generated by the gate to control the CT
flip-flop (section 3-61). The CP signal, present
during this instruction, alerts the gate,

Gates 30 and 31 of the force decimal-carry circuit
operate during the arithmetic instructions, They generate
the A and C signals to indicate decimal carry regardless
of whether the quinary-carry signal, C, is present, 1In
adding certain digits, addition of the quinary bits
generates no quinary carry (C) to the binary adder,
However, in many such additions, a decimal carry to the
next digit is necessary, To ensure that the A and C
signals are present at the decimal-carry adder (section
3-64), the force decimal-carry gates generate both A
and € to add a carry of one, whenever the binary bits
show a decimal carry. When both the M4 and S4 bits are
1's, as when either gate is permissive, a decimal carry
is generated, The CP and CF control signals alert the
gates, The CF signal indicates that the S4 bit is being
complemented in the quinary-adder complementer gates
and will therefore bhecome a 1 bit, The same two gates
also operate as part of the binary equality gates during
the search operation.

3-57. BINARY EQUALITY GATES, The binary equality gates

compare the binary bits of digits on the M and S lines
during search and various other instructions.
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In the search for either an instruction or an
operand, the code combinations for the storage addresses
are on the M lines, The address of the instruction or
operand being searched for is stored in register C and
is present on the S lines, While the quinary equality
gates are comparing the quinary bits of each address digit,
the binary equality gates are comparing the binary bits
of the same digit. Only the gates alerted by the CFP
signal operate during search operations.,_If the M4 and
S4 bits are equal (M4 and S4 or M4 and S4), the binary-
carry circuit generates signals which control the memory
selection circuits (figure A18), and the TS flip-flop
(section 3-62).

The binary equality gates alerted by the CP signal
are used during both the Q and T comparison instructions
to sample for equality of digits being compared on the M
and S lines, If the bits are equal, the binary carry
circuit generates signals which control the CT flip-flop.

Any of the binary equality gates, and gates 30
and 31, can operate during the arithmetic instructions,
If a subtraction process is involved, those gates alerted
by the CP signal operate, If an addition process is
involved, those gates alerted by the CP signal operate,
In the subtraction process (CF present), the binary
equality gates send a high signal to the binary carry
and adder circuits to produce a 1 whenever the input bits
are alike, When the input bits are unlike, a low signal
is sent to the carry circuit and the adder to produce a O,
In the addition process (CP present), the binary equality
gates send a high signal to the carry circuit and adder
to produce a 1 when the input bits are unlike, Whenever
the input bits are alike the equality gates send a low
signal to the carry and adder circuits to produce a O,

3-58, INITIAL FORCE DECIMAL-CARRY CIRCUIT., This circuit
operates during the search, add, subtract, or Q

comparison instructions, The C¢ flip-flop generates one

of the following high signals: Cprl, Cr2, CP3, CP4 and

Cr5., These high signals go to the initial force decimal-
carry buffer to force the outputs of the binary and quinary
carry circuits to A and C, respectively, The A and C
signals are generated initially in the instructions and
search to alert various comparison gates.
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3-59. BINARY-CARRY CIRCUIT, The binary-carry

circuit converts inputs from the initial force decimal-
carry, force decimal carry, and binary equality circuits
into the A', A', A and A binary carry signals, The

latter three signals control the memory selection circuits
(figure A18) and the CT flip-flop of the comparator. The
A and A signals, which indicate the presence or absence

of binary carry, go to the decimal-carry adder,

(section 3-64). The A' and A' signals go to the binary
adder and indicate binary carry or the value of the

binary bit., The signal flow chart accompanying figure Al2
illustrates other uses of the binary-carry outputs.

3-60. BINARY ADDER GATES, The binary adder gates are
alerted by function signal 50 during all of the arithmetic
instructions, The adder adds the outputs of the quinary
and binary carry circuits and sends the sum to register A,
The output O signal is the binary or fourth bit of the
sum, The quinary bits of the sum are present on the O
output lines of the quinary adder.

3-61. CONDITIONAL TRANSFER FLIP-FLOP, The conditional
transfer flip-flop (CT FF) is used primarily during the
search step and the ¢ and T comparison instructions to
determine whether the computer takes the next instruction
from the m address or the c¢ address,

In the Q instruction, the m address is chosen if
the two words from registers A and L are equal; if they
are unequal, the c address is chosen, In the T instruction,
the m address is chosen if the contents of register A are
greater than the contents of register L; if not, the
¢ address is chosen, The CT signal_controls readout of
the m address from register C; the CT signal controls
readout of the ¢ address from register C,

In the staticize step of any instruction, set gate
12 of the CT FF samples the STR2 signal, which indicates
whether_the instruction involves a search for the m address,
If the STR2 signal is low, indicating a zero in the STR2
bit position, the CT FF is set and the CT signal is
generated to control readout of the m address, If the
STR2 signal is high, indicating a 1 in the STR2 bit ___
position, the flip~flop is restored, generating the CT
signal to control readout of the ¢ address, Function
signal 2 makes the gate permissive to the STR2 signal,
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At the beginning of the execution step of the Q
and T instructions, FS 60A makes gate 1 permissive,
setting the flip~flop to CT. When the CP signal is
generated, the m address will be read unless comparison
operations restore the flip~flop to CT thereby choosing
the c address.

During the second stages of any of the three
input-output test instructions, FS 27 alerts set gate 11
of the flip-flop. If the Jam I2B input signal is high,
indicating that an abnormal condition is present in one
of the 1nput—output units, the flip-~flop is restored to
CT, causing the program to go to the ¢ address for the
next instruction., If the input-output units are operating
normally, the Jam I2B signal is low. The low signal sets
the flip-flop to generate CT and read out the m address.

During the T instruction, gates 13, 14, and )5
control the restore circuit of the CT FF. Function
signal 20 alerts all three gates which sample the sign
of the contents of registers L and A (signals A~ and L+)
and the outputs_of the binary and quinary carry circuits
(signals A, C, A and C). The A and C signals on gate
13 1nd1cate that the A+ signal is present at the force
decimal-carry gate, 32. Table 3-3 lists the gates (figure Al2)
which operate to restore the CT FF to CT under the various
conditions in the T instruction. The conditions, or
signals, in the first column of table 3-3 are the sign
combinations possible for the contents of registers A
and L, The conditions listed at the top of the table
are the absolute values of the contents of both registers,
as determined by the comparison circuits. The CT FF ,
remains set to generate CT under those conditions marked
by X in the table,

Table 3-3. Conditional
Transfer Flip~Flop Gate Inputs

A>L A =1L A<L

A+ L+ X Gate Gate
13 13
A+ L~ X X X
Gates Gates Gate
A= L+ 14 14 13
15 15
Gates Gates
A= L~ 14 14 X
15 15
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In the Q comparison instruction, gates 16 and 17
control the restore circuit of the CT FF, Function signal
75 alerts the gates which sample the indications of
equality between the contents of registers A and L, If
either the EQ or A' signal is low, one of the gates sends
a high signal to buffers 77 and 78 to restore the
flip-flop.

The EQ signal, when low, indicates inequality of
the quinary bits of the two registers, The A' signal
indicates inequality of the binary bits of the two
registers, _If the contents of the registers are equal,
the EQ and A' signals are high, The high signals block
gates 16 and 17 and the CT FF remains in the set condition,

During the Q instruction, gates 18 and 19 sample
the signs of registers A and L which are stored in the
sign and control circuits, If the signs are unequal, A+
and L-, or A- and L+, one of the gates is permissive,
The permissive gate sends a high signal to buffer 77,
restoring the flip-flop., If the signs are equal, one
of the inputs to both gates is high, The high signals
block both gates and the flip-flop remains in the set
condition, Function signal 75 alerts the gates to the
sign signals,

The CT FF is also controlled by the NEXT ADDRESS
switch on the operator's control panel. The result of
any comparisons made during the Q or T instructions is
indicated by the m address and the ¢ address lights on
the control panel. If the CT FF has been set, the m
lamp is 1lit; if it is restored, the ¢ lamp is 1lit. The
NEXT ADDRESS switch enables the operator to override
the results of the instructions, If the m switch is
energized, a high signal goes to buffer 76, which sets
the flip-flop and generates CT. If the c¢ switch is
energized, a high signal goes to buffer 77, which restores
the flip-flop and generates CT.

3-62. TIME SELECTION FLIP-FLOP, The time selection
flip-flop (TS FF) is used in controlling memory search
operations, and during the add and subtract instructions
to control the sign of the sum,
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In the search for astorage location, the two
lowest~order digits of the instruction address, pl and
p2, or operand address, p5 and p6, and the least signif-
icant bit of the third digit, p3 or Pp7, are compared to
address digits from the storagecircuits in the comparator
equality circuits, The TS FF is initially set to TS,
at buffer 82, before search operations begin. The flip-
flop in the set condition indicates equality of the
address digits being compared. Inequality of the digits
restores the flip-flop. Function signal 1 alerts the
flip-flop input gates 20_and 21 during search, These
gates sample the EQ and A' outputs of the quinary and
binary comparison circuits, If both inputs are high,
1nd1cat1ng equality, the gates are blocked and the TS FF
remains set, If either of the signals goes low,
indicating inequality of the digits being compared, the
flip-flop is restored and a new search operation begins
(section 4-3). Gate 22 operates to restore the
TS FF under certain conditions of the search operations
(section 4-5).

The CT FF restore gates 16 and 17 also control
the TS FF during the subtraction process., When two
quantities involved in the subtraction process are equal,
the sign of the zero result must be plus, As in the
Q instruction, gates 16 and 17 are alerted by FS 75 to
sample for equality of digits being compared in the
binary and quinary equality circuits, If equality exists
between the two, the gates are blocked and the TS FF
remains set, The TS output of the flip-flop goes to the
register A sign flip-flop to force the sign of the sum
to plus (section 3-67). Outputs of the TS FF also
go to the memory selection circuits, the static register,
and the read-write circuits,

3-63. COMPLEMENTER

The complementer circuit (figure All) operates
during the arithmetic instructions to complement, if
necessary, the quinary bits of information on the S lines,
In the subtraction process, the minuend on the S lines
must be complemented, Under such conditions the
complement flip-flop (CP FF) is set, generating the CF
control signal. With CP present, the complementer gates
generate the quinary bits of the nine's complement cof
the input S bits, For example, if the quinary bits of
the digit one (001) are to be complemented, the input to
the complementer circuit is: S3, S2, S1, and CP., Gate
1 is permissive to the low S1 51gnal generating low S1C,
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Gate 2 is blocked by_the high CP signal, and gate 4 is
blocked by the_high S1 signal. Gate 3, however, is
permissive to S2, S1, and CP, generating low S2C. Gate 5
is blocked by the high CP signal and gate 6 is blocked

by the S1 signal, Because both gates 5 and 6 are blocked,
the S3C signal is low, The outputs of the complementer,
then, are S3C, S2C, and S1C, or the combination 0Oll,

This is the quinary combination for either a 3 or an 8,
The binary circuits determine the binary bit of the
combination, which in this case is a 1, Because the
nine's complement of 1 is 8, the complementer and binary
adder circuits produce the biquinary code combination

for 8, which is 1011, Section 3-60 gives details

of the function of the binary adder circuits,

In an addition, complementing is unnecessary;
therefore the CP signal alerts the complementer gates
so that the input bits pass unchanged through the circuit.
The outputs of the complementer circuit are low signals

and are applied to the quinary adder gates, (section
3-65) .

3-64. DECIMAL~-CARRY ADDER

The decimal-carry adder (figure All) operates
during either or both steps of any subtraction process
to add a 1 to the subtrahend on the M lines, The design
of the computer calls for the use of the nine's
complement in arithmetic operations, However, when a
subtrahend is to be added to a minuend, adding the nine's
complement of the minuend to the subtrahend does not
produce a correct difference, Adding the ten's complement
of the minuend to the subtrahend does produce the correct
difference, The unit adder simulates the use of the ten's
complement by adding a one to the subtrahend, This has
the same effect as adding the ten's complement of the
minuend to the subtrahend,

The A and C signals from the comparator add a
one to the subtrahend on the M lines, During a subtraction
process, the CP signal is generated by the complement
flip-flop in the set condition and causes the initial
force decimal-carry circuit to generate signals A and C.
These signals alert the decimal-carry adder gates to the
subtrahend bits on the M lines, Each gate is permissive
to a specific input combination, For example, if the
quinary combination on the M lines is 010 (2), the inputs
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are M3, M2, M1, A, and C. Gates 14, 15, _and 16 are
blocked to this combination, generating M3U. Gate 13

is permissive to the M1 and M2 signals, generating M2U,
Gate 9 is also permissive, generating M1U, The output
combination of the decimal-carry adder is; M3U, M2U,
M1U, This signifies the quinary combination of 011 (3).
Thus the adder has added a 1 to a quinary 2 for a quinary
sum of 3.

During an addition, the decimal-carry adder adds
a decimal carry from a previous addition to the quantity
on the M lines, At the beginning of the process, the
CP FF is restored and the initial force decimal-carry
circuit generates A and C, However, if a decimal carry
exists from a_previous addition, the carry circuits
override the A and C signals to produce the A and C
signals which indicate decimal carry. The decimal-
carry adder adds the decimal carry of 1 to information
on the M lines. The outputs of the decimal-carry adder
go to the quinary adder.

3-65. QUINARY ADDER

The quinary adder consists of 18 gates, arranged
in a matrix in figure All, The circuit adds the three
quinary M bits from the decimal-carry adder to the three
quinary S bits from the complementer, Function signal
50 alerts the gates, one or two of which can be permissive
to a single combination of low inputs, The permissive
gates generate high O signals; the blocked gates generate
low O signals, A high output signal indicates a 1 bit;

a low output signal indicates a O bit, The three major
outputs of the quinary adder are 01, 02, and 03 signals,
These form the quinary portion of the sum of addition
and go to register A for storage.

3-66. SIGN AND CONTROL CIRCUIT

The sign and control circuit, figure Al3, consists
of three sign flip-flops, three control flip-flops, and
a control circuit for display of the register signs on
the operator's panel, The sign flip-flops compute and
store the signs of the contents of register A, X, and L,
The control flip-flops generate signals that control
various operations in the computer,

3-31



3-67. REGISTER A SIGN FLIP-FLOP, The register A sign
flip-flop computes and stores the sign of the contents

of register A and the sign of the result in the arithmetic
instructions,

Gates 1 and 2, alerted by FS 86 during multipli-
cation and division, determine the sign of the product
in multiplication and the sign of the quotient in division,
The flip-flop is initially set to A~ by FS 13A during
multiply and FS 15A during divide, Gates 1 and 2 sample
the signs of registers X and L from the sign flip~flops
of these registers, If the signs are alike, one of the
gates is permissive and the flip-flop is restored to A+,
If the signs are unlike, both gates are blocked and the
flip-flop remains in the set condition, generating A-,

Gate 3 is alerted by FS 4 during either the add
or subtract instruction to compute the sign of the sum
or difference, The presence of the A and C inputs to
the gate indicates that the quantity in register A is
equal to the word from storage. The CP signal indicates
that a subtraction process is taking place, The A-
signal is the output of the register A sign flip-flop
prior to sign computation, If gate 3 is permissive
to these signals, the flip-flop is restored to A+; if
not, the flip-flop remains in the set condition and stores
the A- signal,

Gate 7 receives the same inputs as gate 3 except
that it is permissive when the sign of the word in
register A is positive, and is equal to the word from
memory, When the gate is made permissive, it sets the
flip-flop and stores a minus sign, A-,

Gate 6 is alerted by FS 4, during the subtraction
process, to force the flip-flop to A+ if the quantities
being subtracted are equal. The TS signal indicates
equality of the first nine digits of the two quantities;
the EQ and A' signals indicate equality of the tenth
digits of the two quantities, If both quantities are
equal, the gate is permissive and the flip-flop is restored
to A+, This ensures that a zero result always has a
plus sign, :

In a transfer of information from memory to register

A (B instruction), the sign of the information being
transferred is received by gate 4,
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_s The flip-flop is initially set to A- by FS 6,
The M1 signal on the M lines represents the sign position
of the word from storage. If M1 is low, indicating a
plus sign, the flip-flop is restored to A+; if Ml is
high, it blocks gate 4, Function signal 6, however,
makes gate 5 permissive and the flip-flop remains in
the set condition (A-),

3-68. REGISTER L SIGN FLIP-FLOP, The register L sign
flip~-flop stores the sign of the contents of register L
during the two transfer instructions involving the
register, In both instructions, the flip-flop is

set initially to L+ by FS 8 and 16, If the input sign
to the flip-flop is plus, the flip-flop remains set;

if the input is minus, the flip~flop is restored to L-,

3-69, REGISTER X SIGN FLIP-FLOP, The register X sign
flip-flop stores the sign of the contents of register X
during the multiply and transfer instructions. 1In the
divide instruction, the flip-flop stores the sign of
the dividend, The dividend is stored in register A,

In the multiply, divide, and Y transfer instructions,
FS 78 sets the flip-flop to X+ and alerts gates 34 and
35 to the M1 signal.

At the beginning of the multiply and divide
instructions, the sign of the multiplier or dividend is
on the M lines (M1)., 1In the Y instruction, the M1l bit
indicates the sign of the word being transferred from
storage. If the M1 signal is low, the flip-flop is restored
to X- ; if Ml is high, the flip-flop is set to X+,

In the second step of the multiply instruction,
FS 14-1A at gate 37 jams the flip-flop to X+, The IER
signal from the IER-OR flip-flop (section 3-78)
alerts gate 33 to the output of the rA sign FF, A-,
The product of a multiplication is stored in both
register A and register X, Therefore, the sign of rX
must be identical to that of rA, If the sign of rA is
minus, as indicated by the A- signal, the flip-flop is
restored to X- ; if the sign of rA is plus, gate 33 is
blocked and the flip-flop remains set,

3-70. SIGN DISPLAY CIRCUIT. The four REGISTER SELECTOR
switches on the operator's control panel enable the
operator to view the contents and the sign of any of the
four circulating registers, The input gates of the
register display circuit are alerted by the signals
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generated by these selector switches, and cause the
proper sign indicator lamp to be lit, For example, if
the operator energizes the switch for rA, the RSA signal
is generated. The signal alerts gate 101 of the sign
display circuit, The gate samples the A~ output of the
rA sign flip-flop. If the sign of rA is minus, the A~
signal is low and a high signal is sent to light the
minus lamp on the control panel, If A- is high, indicating
that the sign of rA is plus, the gate is blocked and a
high signal is sent to light the plus lamp on the control
panel,

3-71. COMPLEMENT FLIP-FLOP, Although the program
specifies either an add or a subtract instruction, the
complement flip-flop determines from the magnitudes and
signs of the quantities involved whether an addition or
subtraction is required. If a subtraction is required,
one of the quantities involved must be complemented;
therefore the CP control signal is generated to control
the complementing and additions, If an addition is
required, complementing is unnecessary; therefore the
CP signal is generated to control circuits which perform
the addition,

The add and subtract instructions are distinguished

at the input of the CP FF bg the STR%TQthut of the

static register (section 3-3). The signal, if

low at gates 8 and 9, indicates that an add instruction

is staticized in the static register, The STR4 signal,

if low at gates 10 and 11, indicates that a subtract
instruction is staticized in the static register. The

four gates for add and subtract are alerted by FS 4,

When the STRA4 51gnal is low, gates 8 and 9 sample
the M1 bit, which is the sign bit of the word from
memory, A low Ml signal indicates that the sign is minus;
a low M1 signal indicates a plus sign. These signals are
compared with the A+ or A- signal which is the sign of
the contents of register A, Either of the two gates is
permissive only to unlike signs from storage and register A,
The flip-flop is restored initially to CP at buffer 19
by the t'l1B+ t1m1ng signal, If the s1gns are unlike,
the flip~-flop is set to CP., If the s1gns are alike, the
gates are blocked and the flip-flop remalns restored
to CP,
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If the subtract instruction has been staticized,
the STR4 signal is low at gates 10 and 11, which also
sample the signs of the word fromstorage and register A,
When the signs of the two words are alike, the gates are
permissive and the flip-flop is set to CP. Unlike signs
block the gate to keep the flip-flop restored,

If complementing takes place in the first step
of the add or subtract instructions, the result of the
first step may be complemented in the second step of
these instructions., When complementing is required
during the second step of the instructions, FS 74 is
generated to alert gate 12 which sets the flip-flop to
CP. During a storage search operation or 0 instruction,
FS 74 alerts gate 12 to set the flip-flop to CP.

3-72, OVERFLOW FLIP-FLOP., The overflow (OF) flip-flop
receives signals which indicate that overflow conditions
are present in various computer circuits. The flip-flop
is used in the add, subtract, divide, and test instruc-
tions,

In the second step of the divide instruction,
the OR control signal alerts gate 27. The gate samples
the X1 bit of register X which, if low, is the indication
of the division sentinel in the most significant digit
position (MSD) of register X. When the sentinel is present,
the gate is permissive and the flip-flop is set to OF.
The OF signal controls the starting of the final stage
of division,

Improper division occurs when the MOC countdown
circuit counts below zero, indicating that the problem
was programmed improperly or that an error is present.

The OF FF input gate 28, alerted by FS 31, samples
the 02 and Q3 outputs of the MNC FFs. The presence of
N2 and 03 indicates a combination other than zero through
ten, which means that the divisor was subtracted more than
ten times from the dividend, Such a combination makes
the gate permissive, generating the improper division
signal (DI) and setting the overflow flip-flop to OF.
The DI signal generates an ending pulse in the static
register, This clears the STR [Fs to zero and initiates
a search for the c+l address. The third step of division
does not take place when improper division occurs.,
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When the sum of two ten-digit quantities exceeds
the capacity of register A, the programmer must provide
for the storage of the extra sum digit, When this con-
dition is present, the A, C, CP, and tl11lR signals are low
at gate 29, The A and C signals signify decimal carry
at the end of addition, Function signal 4 alerts the
gate during the addition process. "hen the gate is per-
missive to its input sigrals, the flip-flop is set to OF
and a high AO signal is generated.

Control signal Jam I2A is a high output of the
I/0 abnormal cordition flip-flop in figure A2, The signal
sets the overflow flip-flop to OF. The CF signal controls
the overflow delay flip-flop which in turn controls the
reading of the c+l address. The overflow flip-flop is
restored to GF by the O0F2+4+ and GCB+ control signals,
Signal OF2+ is the output of the overflow delay flip-flop;
GCPk+ is generated when the operator presses the GENERAL
CLEAR button on the control panel,

3-73. OVERFLOY DELAY FLIP-FLOP. After overflow results
from an addition or an abnormal condition, the program
continues normally into a search for the next instruction.
The programmer anticipates overflow by programming into
memory location c+l (the next storage location on the
memory after the specified ¢ address) the instruction he
wants the computer to follow when overflow occurs. hen
the next instruction is located by the comparison operation,
the TS FF is set. The overflow delay flip~-flop generates

a signal (OF2+) which keeps the TS FF set to TS to delay
for one word time the reading of the selected address. As
a result, the next address is read from the address follow-
ing that specified by the register C contents.

During the third step of division, N3, the O0F2+
signal is generated by FS 32A. The OF2+ signal in turn
restores the overflow flip~flop to the normal OF condition.

3-74. MULTIPLIER/QUOTIENT COUNTER

The multiplier/quotient counter (MQC) operates
during five instructions: circular shift, left shift,
select stacker, multiply, and divide, The counter con-
sists of four flip-flops, a countdown circuit, and a
clear circuit (figure Al4).
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3-75. MQC FLIP-FLOPS. 1In the left or circular shift
instructions, the flip-flops store the p7 digit of the
instruction word, This digit designates the number of
places that information is to be shifted. The countdown
circuit counts down to zero from the number of shifts
specified by the digit stored in the flip-flops. 1In
the staticize step of either shift instruction, FS 2
alerts the input gates of the flip-flops., The input
gates are permissive to inputs from the M lines only
at the time interval t7B-, The four bits of the p7
digit of the instruction word from storage enter the
flip-flops during this time interval. The outputs of
the flip~flops are the Ql through Q4 signals which go
to the gates of the countdown circuit.

In the multiply instruction, the flip-flops are
cleared initially to zero by a high signal from the
clear MQC circuit, so that a multiplier digit can be
read into the circuit from register X. If the multiplier
contains five digits, they will be stored, one by one,
in the MQC FFs. The least significant multiplier digit
from register X is the first digit of the multiplier to
be stored in the flip-flops. The four bits of the
digit, X1 through X4, enter the flip-flops at gates 4A,
4P, 4C, and 4D, all of which are alerted by the IER-OR
control signal (section 3-78). A low X signal denotes
a l bit, a high X denotes a 0 bit, The four bits become
the Q outputs of the flip-flops. 1In the second stage
of multiplication, FS 61 alerts the gates of the countdown
circuit., Table 3-4 shows the operation of the gates and
their effect on the flip-flops. When the MQC has counted
down to zero for each multiplier digit, the Q outputs of
the flip-flops initiate a new phase of the multiplication
process at the IER FF. (See section 4-30.)

At the beginning of the divide instruction, in
the D1 step, the clear-MQC circuvit clears the flip-flops
to zero so that they can be used as a left shift path
for the contents of register X. When the IER-OR signal
alerts gates 4A, 4B, 4C, and 4D in the second and third
steps of division, the X1 through X4 outputs of register
X enter the MQC FFs to be stored for one pulse time.
Then, the X input bits become the Q outputs and return
to register X. In this way, the entire contents of
register X are left-shifted. (See section 4-35,1.)
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During the second step of division, the flip-flops
and the countdown circuit monitor the number of divisor-
to-dividend additions, and these numbers become the final
quotient digits. In preparation for this quotient-counting
operation, the four flip-flops are set initially to a
count of ten. The OR control signal from the OR FF makes
gate 1 permissive, jamming 1 bits into flip-flops 1, 2,
and 4. The output of the four flip-flops, then, is 1101,
the combination for the digit ten. The ten combination
is stored in the flip-flops until the first divisor-to-
dividend addition is accomplished, when the countdown
circuit places the combination for 9 in the flip-flops.

The countdown circuit reduces by a count of one the digit
stored in the flip-flops with each ensuing addition. After
the final addition of each add step takes place, the Q
outputs of the MQC go to register X and become the final
quotient digits.

In the select stacker instruction, 57, the num-
ber of the stacker which is to receive the card is
programmed into the p7 digit of the instruction word.

In the staticize step of the instruction the p7 digit

on the M lines is stored in the MQC flip-flops just as
in the shift instructions. The Q outputs of MQC which
result from the p7 digit are sampled in the synchronizer
circuits to select the specified stacker.

3-7T6. COUNTDOWN CIRCUIT. The countdown circuit consists
of a group of gates which reduce by one the digit stored
in the flip-flops. The circuit outputs are returned to
the flip-flops, where the new digit (the original digit
from the flip-flops minus one) is stored. This counting
procedure continues as long as FS 61 alerts the gates of
the countdown circuit. The circuit is used during the
shift, multiply, and divide instructions. Function signal
61 alerts the gates which sample for a specific combination
for the digit stored in the flip-flops. Table 3-4 shows
the various Q input combinations to the gates from the
flip-flops, the gates which are permissive to the input
combinations, the output signals of the gates and their
destination, and the output combination of the flip-flops.
The information in table 3-4 is applicable to all four
instructions involving the circuit,
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Table 3-4. MQC Countdown Gates

UCT Code Gate Inputs Qutputs Output Code
of MQC
Q4 03 292 01 :

= 1 1 0 1 17 01 N2B —p FFl 1100 = 9

= 1 1 0 0 15 n3 01 N4 —p FF14FF2 1011 = 8
NAB —p FF3

= 1 0 1 1 17 01 N2B —p FF1 1010 = 7

= 1 0 1 0 16 02 01 N3 —p FFl 1001 = 6
N3R —p FF2

= 1 0 0 1 17 01 N2B —p FFl 1000 = 5

= 1 0 0 O 18 01 02 03 |N1 —» FF3 0100 = 4
NIBE —p FF4

= 0 1 0 0 15 03 Q1 N4 —p FF1+FF2 0011 = 3
N4B —p FF3

= 0 0 1 1 17 N1 N2B —p FF1 0010 = 2

= 0 0 1 0 16 02 91 N3 —p FFl 0001 = 1
N3B —Pp FF2

= 0 0 0 1 17 01 N2B —» FF1 0000 = 0O

= 0 0 0 0 14 04 03 02 0l N5 —p FF2 0110 = Count

— below zero
18 01 02 03 IN1 —p FF3 (indicates
NlB —» FF4 improper div-
ision)
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3-77. CLEAR MOC CIRCUIT. The clear MOC circuit
generates a signal that clears the flip-flops to zero.
The CL?D output of the circuit is generated during the
staticize step of any instruction, and during the multiply
and divide instruction, During the first step of multi-
plication, FS 62 at gate 19 generates the CLO signal.

In the second, (D2) step of division, the CLO signal is
generated by control signal ORA+ at buffer 42, 1In the
final step of division (D3), the signal is generated by
FS 32A at buffer 42, The high CLQ signal blocks gates

5., 6, 7, and 8_of the flip-flops to restore the four
flip-flops to Q1, Q2, 03, and Q4 outputs. The flip-flops
are thus cleared to zero to enable new information to
enter.

3-78. IER-OR FLIP-FLOPS

The IER and OR flip-flops (figure Al3) control
the phases of the multiplication and division process.
(IER is from the suffix of "multiplier"”; OR is from the
suffix of "divisor”™.,) The IER ¥F is set initially during
the first step of multiplication at gate 11, which samples
for input signals indicating that the first step of the
instruction (Ml) is complete and that the second step (N2)
is ready to begin. The STR inputs to the gate, when low,
indicate that the static register has sequenced to the M2
step of the instruction. The 91 through Q4 signals indicate
that the QC flip-flops have been cleared to zero. During
future add steps of the same multiply instruction, the
same O inputs indicate that the countdown circuit has counted
down to zero from the specified number of additions for each
multiplier digit., As soon as the TQC counts tc zero, as
indicated at gate 11, the IER FF is set, generating high
signals IER Al+, IER A2+, and IER+, and low signals IER-OR,
and TER. These signals control the operations of the
multiply instruction (section 4-30).

During the divide instruction the OR FF provides
control signals for the division process. 1In the first
step of division, D1, FS 15 makes gate 9 permissive to set
the flip~flop and generate high signals ORA+ and OR+, and
low signals OR and IER-OR. These signals initiate the
first phase (complementing and left shift phase) of the D2
step. 4t the end of the complementing and shift phase,
timing signal tll3+ restores the OR FF, generating low CRA+,
GR+, and ITER-CR, and high CR, which initiate the add phase
of the N2 step. All complement and shift phases thereafter
are initiated at gate 10 which is alerted by FS 31 and is
made permissive by input signals indicating decimal carry.
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The MULTIPLY-DIVIDE ENDING TEST switch on the
engineer's panel is intended for maintenance purposes
primarily. When it is energized, a low output from the
switch makes gates 100 and 101 permissive. The STR in-
puts arrive at gate 100 when the second step of multi-
plication, M2, is in progress. The TSl and t'l11B- signals
indicate a specific storage location. In troubleshooting
the multiply or divide instruction, the instruction is
placed in a specific storage location so that the last
phase of the second step coincides with the Op0O pulse.
This pulse, generated by the cycling unit, always syn-
chronizes the maintenance oscilloscope with a specific
storage location. The programmed instruction should end
at the same time as the OpO pulse is generated, that is,
at t'11B~ which is the time when the TSl signal from
storage should occur. In the second step of division
gate 101 is also alerted by FS 31. The gate is made
permissive by energizing the MULTIPLY-DIVIDE ENDING TEST
switch. Signals TSl and t'l11B- also alert the gate.

When gate 101 is permissive, it generates the DEB and DEA
control signals. Signal DEB jams the OR FF to the add
phase at gate 12. Signal DEA initiates the third and
final step of division by setting the D3 FF (section 3-3).

The final step of a multiply-end operation is a
right-circular shift of the contents of registers A and
X. The final step of a divide-end operation is an inter-
change of the contents of the two registers. 1In this
interchange, the contents of register X are shifted through
the MQC FFs. The final quotient digit, computed in MQC,
is placed in the pl position of register A.

3-79. STORAGE UNIT

The storage unit performs two major functions,
word storage and computer timing. The storage unit stores
instruction words and data words which process input data
from punched cards or the manual keyboard. The stored
information can be read from the drum for use in the
processor or input-output synchronizers. The storage unit
sends various types of timing pulses to the control,
arithmetic, and input-output units to time the internal
operations of the system.
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3-80. STORAGE DRUM

The major component of the storageunit is the
rotating storage drum, Figure 3-1 shows, from a theoret-
ical standpoint, the simplified, functional arrangement
of the storage drum,

Information is stored on the surface of the drum
in the form of magnetized areas which are written and
read by read-write heads. The four bits of a digit are
written in parallel across the drum, A check bit is
written in the fifth bit position. The digits of an
information word are written serially around the surface
of the drum. A recorded word, therefore, consists of
12 digit positions around the drum, each digit consisting
of five bits across the drum. The main storage area of
the drum can store 5000 of these 12-digit information words.

The main storage area is divided into 25 areas
known as bands, around the circumference. FEach band has
200 word-storage locations. Each band consists of five
tracks, in which are stored the bits of a digit.

Of the 25 main storage bands, 20 are designated
normal-access bands (locations 0000-3999); and five are
designated fast-access bands (locations 4000-4999), Each
fast-access band is serviced by four read-write heads per
track (20 heads per band), which are 90 degrees apart.
Figure 3-1 shows only three of the four heads of a fast-
access track; the fourth head is on the underside of the
drum, The use of four heads makes any storage location
on a fast-access band availalle within a maximum of 50
word times, or one-quarter of a drum revolution. Each
normal-access track is serviced by only one read-write
head per track (five heads per band). Any storage loca-
tion on a normal-access band is available within a maximum
of 200 word times, or one complete drum revolution,

Figure 3-2 illustrates the bit pattern formed
by a stored computer word. A computer word consists
of 12 digits--ten information digits, one digit for the
sign, and one digit position for the space between words.
The stored word in the figure is: - 6187203459_. Tracks
1 through 4, with biquinary bits weighted 1, 2, 4, and
5 (in that order) store the bits of the digits. Track 5
stores the check bit (section 3-90). The example
shows the serial-parallel method of storage. That is,
the digits of a word are written serially, while the bits
of each digit are written in parallel across the drum.
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The storage locations for the 25 bands follow
this paragraph. Bands 1 to 20 are the normal-access
bands with a total capacity of 4000 words; bands 21 to
25 are the fast-access bands with a total capacity of
1000 words.

NORMAL-ACCESS BANDS

Band 1 0000-0199 Band 11 2000-2199
Band 2 0200-0399 Band 12 2200-2399
Band 3 0400-0599 Band 13 2400-2599
Band 4 0600-0799 Band 14 2600-2799
Band 5 0800-0999 Band 15 2800-2999
Band 6 1000-1199 Band 16 3000-3199
Band 7 1200-1399 Band 17 3200-3399
Band 8 1400-1599 Band 18 3400-3599
Band 9 1600~-1799 Band 19 3600-3799
Band 1

0 1800-1999 Band 20 3800-3999

FAST-ACCESS BANDS

Band 21 4000-4199
Band 22 4200-4399
Band 23  4400-4599
Band 24 4600-4799
Band 25 4800-4999

In figure 3-1, the normal-access band containing
the stored word example is band number 6, reading from
right to left and excluding the timing band. The stored
word is in the next to the last location of band 6 which
contains storage locations 1000 to 1199, or address 1198.
The addressing system is explained in detail in section
4-4.

3-81. BUFFER STORAGE AREAS. In addition to the 5000-word
capacity of the main storage bands, a complete band and
two tracks are used for input-output buffer storage.
Figure 3-1 shows that the print buffer area consists of
two tracks and that four tracks are divided between the
high-speed-reader buffer (locations 000-099) and the read-
punch-unit buffer (locations 0100-0199).

3-43



The buffer storage areas compensate for differences
in the speed of operation between the relatively slow in-
put-output devices and the fast rate of computation. For
example, the time necessary for the printer to advance and
print one line of information is approximately equal to
the time necessary for 30 drum revolutions. If the in-
formation to be printed were available to the printer only
from main storage locations, the processor could not process
other instructions for nearly 30 drum revolutions, because
the read-write heads which serve main storage would be
occupied with the transfer of information for three drum
revolutions and actual printing would take an additional 27.
To avoid wasting computer time, information to be printed
first is transferred from main storage to a buffer storage
area. Once the transfer to the buffer areas of information
to be printed is complete, the read-write heads which serve
main storage are free to transfer data and instruction words
as specified by the program.

Buffer storage areas are provided also for informa-
tion processed by the card reader and the read-punch device.
Information read from punched cards by either the card
reader or the read-punch unit is transferred to a buffer
storage area and then to main storage. Information which
is to be punched on cards first is transferred from main
storage to a buffer storage area and then to the read-punch
device.

The print buffer area consists of two tracks which
store information sufficient to print one line on the
printer. Eight read-write heads serve the two print buffer
tracks. Each track is served by heads mounted at 90-degree
intervals around the circumference of the drum. For more
detailed treatment of the print buffer area, see the
New Univac(% Type 7901 High-Speed Printer manual.

The card buffer storage area consists of four tracks
which are hereafter referred to as the card buffer band.
The card buffer band is divided into two parts; one half
serves the card reader while the other half serves the read-
punch device. The card buffer band is served by eight read-
write heads, two for each of the four tracks. The heads are
mounted at 180-degree intervals around the circumference of
the drum. For more detailed explanation of the card buffer
areas, see the manuals New Univac ® Type 7902 Card-Sensing
Punch Unit, 90 Column and New Univacd%’rype 7904 Card-Sensing
Unit, 90 Column. ’
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3-82, TIMING BAND. The timing band, five tracks wide,
controls the addressing of storage locations and the
generation of timing signals in the cycling unit.

Each of the 200-word storage locations around the
drum is identified by a combination of digits stored per-
manently in the timing band. The expanded view of the
timing band (figure 3-3) shows the code combinations
stored in a section of the timing band. When a storage
search takes place, the recorded combinations on the timing
band are read from the drum. The 200 unique timing band addresses
are read, one by one, by the timing band read circuits. The
TS signals, indicating storage addresses, are transferred to
the M lines and are compared with the desired address. When
the desired address corresponds to the address being read by
the timing band heads, the proper channel is selected and
the information is read from that location.

A time selection address is located on the word channel
directly preceding the word with which it is associated. This
allows one word time of delay for the addressed word to be
read by the read-write heads.

Only five timing-band word areas are shown in figure
3-3. The three lowest~order digit positions of each word
area contain the three digits indicating a channel across
the drum. Because the timing band addresses differ by one
word time from the main storage addresses, the digits 197,
stored in the uppermost word area in the figure, indicate
that any word stored across the drum in the associated channel
is located in the 196th position in one of the bands. The
band is selected in the band selection circuits (section
4-6) . The time-selection addresses stored in the timing
band are numbered 000 through 199,

A 1 bit is contained in track 5 for any digit con-
taining an even number of 1 bits. For example, the code
combination for time selection address 000 does not con-
tain any 1 bits. To ensure that an odd number of 1 bits
is read from the drum for any stored character, a 1 bit
is added in the fifth bit position of the digits. Because
the addresses can be numbered only from 000 to 199, the
most~significant digit of an address can be only a O or a
1. For this reason, the most-significant digit of the
channel address is identified by a single bit, the bit in
the track 1 position.

The timing combination shown in figures 3-1 and 3-3
is recorded permanently in the t6 position of every timing-
band word. The combination, 1101, is read by the timing-
band read circuits and goes to the cycling unit to generate
the signals used to time the internal operations of the
system (sections 3-84, 3-85).
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Signals that control the three input-output syn-
chronizers are also stored permanently in the timing
band. These signals are known as input-output sentinels
(section 3-86) and are stored in the bit positions
which are shown as empty in figures 3-1 and 3-3.

3-83. SPROCKET TRACK. In a single track around the
drum, there are 2400 bit positions. In the two sprocket
tracks, a permanent bit is stored in each of the 2400
positions. Two heads per track read the sprocket bits

to ensure that at least one is properly read every pulse
time. The sprocket signals go to the sine wave clock
circuits which generate synchronized A- and B-phase power
pulses. The power pulses control the magnetic amplifier
elements throughout the computer circuitry.

3-84. TIMING BAND READ CIRCUITS

The timing band read circuits (figure Al7) consist
of five amplifier circuits, which convert the combina-
tions stored on the timing band into time selection sig-
nals, the timing band flip-flop, and the timing error
flip-flop. The TS signal outputs of the read circuits
can be grouped into three categories: storage address
signals, timing-combination signals, and control signals.

The storage address signals, which are the three
lowest order digits of each word in the timing band, go
to the comparator of the arithmetic unit, via the M
buffers, to be used in the search operations. These
signals are stored in the tO, tl1, and t2 positions of the
timing band. A

Once every word time, the timing combination is
read from the t6 position of every timing band word into
the cycling unit. The cycling unit uses the 1101 combin-
ation from the timing band to generate signals which time
internal computer operations.

The TS outputs of the timing band read circuits
also work in conjunction with the timing signals from the
cycling unit as input-output sentinels. The sentinels,
which are used in controlling the input-output synchron-
izers, are explained in section 3-86.

The timing band flip-flop ensures that the t2
position of location 199 of the timing band contains a
zero because the next storage address is 000. During
the initial recording of the timing band, t2 of location
199 is recorded first and tl of location 199 is recorded
last. Since the recording is stopped at tl, it may overlap
into the t2 position, causing extraneous information to be
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recorded. To prevent the reading of this extraneous
information, readout of the 000 combination is simulated
by the timing band flip-flop.

The flip-flop is set at gate 20 by the A sentinel
in location 198, The setting of the flip-flop causes
the timing band read circuits to indicate O bits on the
TS1 through TS4 tracks and a 1 bit (check bit) on the
TS5 track.

The timing error flip-flop, also shown in figure
Al7, is explained in the error circuits section, section
4-390

3-85. CYCLING UNIT

The cycling unit (figure Al6), controlled by the
timing combination from the timing band, generates the
timing signals used to synchronize all computer operations.
The cycling unit consists of the delay line which pro-
duces the timing signals, the cycling-unit error flip-flop
(section 4-40) and the even word flip-flop.

. Every word time the timing combination TS4, TS3,

TS2 and TS1 (1101) is transferred from the timing band,
through the timing band read circuits, to the cycling

unit. The combination is present at gate 102 at té6B,
making the gate permissive and generating high signal t7A+.
One half pulse-time later, high t7B+ and low t7B- signals
are generated. The input signal continues through the
cycling unit, which is actually a delay line, generating
the many variations of timing signals. The A- and B-phases
of signals t0 through tll are generated in high (+) and low
(-) states. Generally, a high signal is used as a blocking
signal and a low signal is used as an alerting signal on
gates throughout the system.

The every-other-word flip-flop (EW FF) generates
signals which synchronize signals from the control panel
or input-output devices with the timing of the processor.
Control signal Quad+, generated by RPU drum revolution
counter (figure A26) sets the flip-flop, generating low
signal EW and high signal EW. These conditions exist until
time interval t1iB, when the high t11B+ signal at gate 48
overrides_low EW, changing the state of the flip-flop (EW
high and EW low). The flip-flop remains in_this state for
one word time until low signals tl11B~ and EW at gate 47 set
it again., The flip-flop thus changes state every word time.
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Most external signals (generated by manually or
mechanically operated switches) are sent to the set gates
of synchronizing flip-flops under the control of one of
the three output signals of the EW flip-flop. The output
signal of the synchronizing flip-flops is sent to another
gate that is also under the control of the same output
signal from the EW flip~flop. A timing signal alerts both
gates. Since the low output of the EW flip-flop and the
timing signal occur together only once every other word
time, the external signal must recirculate in the syn-
chronizing flip-flop for two word times. During these
two word times, if the signal is a weak or partial signal
it will build up or die out, If it dies out, that flip-
flop is set again the next time the EW flip-flop output
signal and the timing signal occur together because switch
signals last for more than two word times.

3-86. INPUT-OUTPUT SENTINELS

The input-output sentinels control the transfer of
information between the input-output devices and the buffer
storage areas, and between the buffers and main storage.
The sentinels are 0 bits or 1 bits recorded on tracks of
the timing band in specific positions of one or more word
locations, and are identified by one or more alphabetic,
and sometimes numeric, characters.

As shown in table 3-5, each timing-band word loca-
tion contains a timing band address (section 3-82), a
timing combination (section 3-85), and may also contain
one or more sentinels. The timing band address requires
nine bit positions, as indicated by X's in table 3-5 and the
timing combination, 1101, requires four bit positions.
The remaining bit positions of each timing band word are
available for the recording of input-output sentinels.
Table 3-5 is a composite of all 200 word locations of the
timing band, and shows the position of each sentinel in
the location or locations in which it is recorded.

r. . . .

Some sentinels are recorded in only one location of
the timing band. For example, the A sentinel is recorded
as a 1 bit on track 1 at the t9 position of location 198
of the timing band. The gates controlled by the A sentinel
require low TS1 and t9B signals, which occur together only
in the 198 location and restrict the operation of the gate
to once a drum revolution. The F sentinel is typical of
sentinels which are recorded in more than one location
around the band, and is recorded as a 1 bit on track 4 at
the t10 position of 14 word locations: 004, 013, 022, 045,
054, 066, 085, 098, 107, 129, 138, 151, 169, and 182. The
gates controlled by the F sentinel require low TS4 and t10B
signals, which occur together 14 times during one drum
revolution.
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Table 3-5. Input-Output Sentinel Chart

Timing Comb?;Ziggnt?gnals Sentinels | Produce Sentinel
Signals -

TS4 | TS3 | TS2 |TS1 M1 M2 M3 Pl
t11| 04| 05| 06 MI M2 M3 P2
t10 F E D c M1 M2 M3 P3
t9 BT1 | A M1 M2 M3 P4
t8 X PS | B oW GI 62 G3 R
t7 | M3 | M2 | M1 | v 61 62 G3 R2
t6 1 1 0 1 Gl G2 63 R3
t5 R6 | R5 | K TO Gl G2 63 R4
t4 Q3 | @2 | Q1
t3 J ST | I H
t2 G3 G2 Gl X
tl X X X X
to X X X X

3-49



Some sentinels are made up of unique combinations
of other sentinels. For example,_the Pl sentinel is a
combination of the sentinels M1, M2, and M3, and is
therefore recorded as a 1 bit on track 2, a O bit on track
3, and a 0 bit on track 4 at the t7 position of five word
locations: 107, 127, 147, 167, and 187. A barred sentinel,
such as M2, is recorded as a O bit.

A more detailed explanation of the sentinels, their
locations and function is found in the synchronizer
sections of the three input-output manuals.

3-87. WRITE CIRCUIT

The components of the write circuit (figures Al8
and A19) enable information from the computer to be written
on the drum. Information is transferred from the M buffers
of the arithmetic unit into the write circuits and converted
into the form necessary for recording. All information to
be written into storage from the processor must be trans-
ferred from the arithmetic registers by transfer instruc-
tions. Information to be written into storage from the
input-output buffers is sent directly to the M buffers and
the write circuits by buffer-to-storage transfer
instructions. The components of the write circuit are
described in this section. '

3-88. WRITE PEDESTAL GENERATOR. Before the write circuits
can be used for writing on the drum, the read circuits must
be deenergized. During any instruction which involves
writing information into storage, a high signal is applied
to buffer 104 and the write pedestal generator. The output
of the generator is a write pedestal which disconnects the
read amplifiers of the normal access heads. The IR
(inhibit read) output of the generator disconnects the

read amplifiers of the fast access heads.

3-89. WRITE INPUT CIRCUITS. The four bits of each digit
to be written are transferred on the M lines, into the
write input circuits. The barred M inputs (Ml through M4)
go to the write input circuits of the normal access_write
circuits_and into the phase modulation coder. The Wl
through W4 outputs of the circuits go to the phase modula-
tion coder of the fast access write circuits (figure A20).

3-90. CHECK-BIT CIRCUIT. The check-bit circuit checks
the accuracy of information written on and read from the
drum. The check is made to ensure that no bits have been
affected by failure of any of the transmitting elements.
When a digit to be written contains an even number of 1
bits, a 1 check bit is added. When a digit contains an
odd number of bits a 0 check bit is added. Because all
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digits contain an odd number of bits when recorded on

the drum, they should also contain an odd number of digits
when read from the drum. The read circuit maintains a
check on the number of bits read from the drum.

The digits of a word to be written are sent in
parallel on the M lines into the write input circuits
and the check-bit circuit. An even number of bits in
a combination generates a high CK signal. An odd com-
bination of bits causes the CK signal to be low. The
CK signal controls the writing of a check bit in the
phase modulation coder. For example, if the combination
for 7 (1010) is_applied_to the check-bit circuit, the
inputs are M4, M3, M2, MI. Only diode gate 26F is per-
missive to the input signals, and it generates a high
CK signal. The CK signal causes a 1 bit to be written
in the fifth bit position of the digit on the drum. The
check-bit circuit is used also to check the number of
bits when information is read from the drum.

3-91. WRITE FLIP-FLOP. The write flip-flop controls
the write operation by alerting or blocking the input
gates of the phase modulation coder. 1In the register-
to-storage and buffer-to-storage transfer instructions,
function signals 3, 72, and 98 alert the flip-flop
input gates. Control signals RSC2 (gate 5A) and RSC5
(gates 100, 101) set the write flip-flop and indicate
that the read flip-flop of the input-output buffer read
circuits is set. Information then can be read out of
the input-output buffer band and be written onto the
main storage. The set output of the write flip-flop is
a low signal which alerts input gates 20 through 25 of
the phase modulation coder. 1If the flip-flop is restored
the input gates are blocked. The W6 signal from the
flip-flop, when low, alerts the phase-modulation-coder
input gates of the fast access write circuits.

3-92. PHASE MODULATION CODER. The phase modulation
coder receives an input pulse and transforms it into
two positive sine waves one of which is delayed one-
half pulse time. The phase of the two output pulses
determines whether a 1 or a O is written on the drum.

Figure 3-4 shows a typical phase modulation
circuit with a 1 input (a 1 is a high input signal).
The high input pulse is complemented to a low by the
input complementer 1. Gates 2 and 2A, alerted by the
set output of the write flip-flop, are permissive to
the low pulse. Complementing amplifier 2 complements
the signal to a high pulse, which goes through a buffer
to one end of the write transformer. Complementer 2A
complements the low input signal to a high pulse which
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goes to amplifier 3. Amplifier 3 delays the pulse for
one-half pulse time, and sends it to the opposite end

of the write transformer. The first output of the trans-
former occurs one-half pulse time earlier than the second
output. The first pulse draws current in a positive
direction at the center-tapped write~head winding, supply-
ing the positive portion of the current waveshape. The
second pulse draws current in a negative direction at the
head winding to supply the negative portion of the wave-
shape. The current waveshape of a 1 recorded on the drum
is shown in figure 3-5a.

A O input to the coder (a O is a low input signal)
also produces two high outputs to the write transformer,
but with reversed timing. The low input is complemented
to a high by the input complementer 1. The high signal
blocks gates 2 and 2A but is buffed into amplifiers 4 and
4A. The output of amplifier 4 goes directly to one end
of the write transformer. The output of amplifier 4A goes
to the opposite end of the transformer via amplifier 5
which delays the pulse for one-half pulse time. The input
to both ends of the write transformer is a high pulse, but
the first input precedes the delayed input by one-half
pulse time. When the first output precedes the second, the
negative portion of the current waveshape on the drum pre-
cedes the positive portion (figure 3-5b). A Oll combination
would appear on the drum as a low-high, high-low, high-low
configuration (figure 3~5c).

__The check bit is also phase-modulated, at gate 25.
The CK signal is high when a 1 bit is to be added in the
fifth bit position and low when a O is to be written.

The outputs of the write transformers of the normal
access read-write circuits (figure Al9) are the WD signals
which go to the memory switches. The write transformer
outputs of the fast-access circuits are the WF signals.
They also go to the memory switch.

3-93. READ CIRCUIT

The components of the read circuit (figures Al8
and Al19) enable information to be read from the storage
drum. The major components of the read circuit are the
read flip-flop, the read output circuits, the check bit
circuit, the check~-timing flip-flop, and the memory-
check flip-flop. The latter two components are explained
in section 4-38, The check-bit circuit, which
functions in both the read and write operations, is ex-
plained in section 3-90.
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3-94, READ FLIP-FLOP. The read flip-flop controls

readout from the drum. When the flip-flop is set, a low
output signal makes the gates of the read output circuits
permissive to output from the drum. When the flip-flop

is in the restored condition, a high signal blocks the

gates to prevent the read circuits from reading from the drum.

The flip-flop can be set at gate 42C during a
print instruction. In this instruction, information is
read from main storage and transferred into the print
buffer storage. The gate is alerted by FS 42, and STR4
indicates that the print instruction, and not a paper
advance instruction, is taking place. The TS2 and t8B-
signals constitute a B sentinel (section 3-86).

During a storage-to-card buffer transfer instruc-
tion, the read flip-flop is set at gate 42B so that infor-
mation can be read from storage. Function signal 30
alerts the gate to set the flip-flop if the OW sentinel
(TS1 and t8B-) is present.

In a search operation the flip-flop is set so that
information can be read from a selected address. Function
signal 1 alerts gate 42A and the TS and OF signals indicate
that the search operation was successful. This gate is
blocked by high Block RD1 and Block RD2 signals during a
register search operation. '

The set output of the flip~-flop alerts gates 45A
and 45B, one of which is made permissive by FM (fast memory)
or NM (normal memory) signals. The FM signal indicates
that the information is to be read from the fast storage
bands, therefore by the fast access read write heads. If
FM is present, gate 45B operates to generate the RGF sig-
nal. This signal alerts the read output gates of the
fast access read circuits (figure A20). This allows the
fast access read heads to read information from the fast
access bands.

If the NM,signal is present, rather than the FM
signal, (only one can be present at a time) gate 45A
operates to alert the output gates of the normal storage
circuits. The NM signal indicates that information is
to be read from the normal access bands of main storage.

3-95. READ OUTPUT CIRCUIT. The four information bits
read from the normal access bands of the drum become the
DM'l through DM'4 signals. The four bits read from the
fast access bands of the drum become the DM15 through
DM45 signals. These signals go directly to the M buffers
and onto the M lines. The M lines transfer the outputs
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of the read circuit to the components specified by the
instruction presently being processed. The M lines also
return the read outputs to the check bit circuit. Here
the information digits are checked for an even number of

1 bits just as they were in the write operation. Section
4-38 explains the operation of the check -bit circuit, the
check timing flip-flops, and the memory-check flip-flop
in reading erroneous combinations from the drum.

3-96. MEMORY SELECTION CIRCUITS

The memory selection circuits control the memory
switches, which energize a specific read-write head for
reading or writing. Head selection, band selection and
switch selection are accomplished by the memory selection
circuits (figure A18).

3-97. BAND SELECTION FLIP-FLOPS. The band selection
flip-flops are divided into two groups, those which
determine the hundreds digit (p3) of the desired storage
address, and those which determine the thousands digit
(p4) of the address. For example, if the location to be
written into or read from is 3689, the p3 band selection
flip~flops generate signals which indicate the 6 digit

of the address and the p4 flip-flops generate signals
which indicate the 3 digit. Digits 8 and 9 are determined
in the comparator (section 3-53).

Register C contains the desired address. Its out-
puts are on the S lines during memory selection. The bits
of the p3 digit of the address are sampled by the five p3
band selection flip-flops (table 3-6). The table shows
that if the p3 digit of the address is, for instance, 2
or 3, the MS2 flip-flop is set generating signal MS2.

The MS2 signal goes to the switch~selection gate matrix
to control the selection of the proper memory switch.

The p4 digit of the storage address determines the
thousands digit of the desiredstorage location. Only the
two lowest-order bits of p4 are required to determine the
thousands digit because the digit ranges from only zero
to four. The two bits are read directly from register C
(signals €13, Cl4, C23, and C24) into the MS 10 and MS 20
flip-flops. The flip-flops are set or restored by the
signals from register C. Their outputs (MS 10 and MS 20)
indicate the fourth, or thousands digit of the address.
These output signals also go to the switch-selection gate
matrix. ‘ AU
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Table 3-6. DBand Selection Flip-Flops (p3)
p3 Digit p3 Bits Flip-Flop Gutput
S4 83 Ss2 S1

0 0O 0 0 O MSO

1 0 0 0 1 MSO

2 0O 0 1 O MS2

3 c 0 1 1 MS2

4 0 1 0 O MS4

5 1 0 0 O MS4

6 1 0 0 1 MS6

7 1 0 1 O MS6

8 1 0 1 1 MS8

9 1 1 0 O MS8




The fast/normal flip-flop determines whether the
desired location is the fast or normal access area of
storage. The C33 and C44 signals from register C indicate
whether the third bit of the p4 digit is a 1 or a 0. If
it is a 0, the pd4 digit is less than 4; therefore the de-
sired address is in locations 0000-3999. These are normal
locations and as a result the NM signal is generated. If
the third bit of p4 is a 1, the pd4 digit is a 4, therefore
the desired address is in locations 4000-4999, Because
these are fast access locations, the FM signal is generated
by the fast/normal flip-flop. The FM or NM outputs also
go to the switch-selection gate matrix.

3-98. CLEAR BAND SELECTION CIRCUIT. The band selection
flip-flops, which process the p3 and p4 digits, operate

in parallel with and at the same time as the time selec-
tion circuits which process the pl and p2 digits. If the
comparison circuits determine that the pl and p2 digits
are unequal, the TS FF generates TS. The TS signal indi-
cates that there is no need for further band selection.
Function signal 1 alerts the gate which samples the TS
signal. If TS is low, the circuit generates a high out-
put to restore the eight band selection flip~flops before
the outputs of the flip-flops can affect the switch selec-
tion circuits. The FS 30+ signal on gate 62 is low during
all instructions except those involving the input-output
buffers. Therefore, the gate is permissive at all other
times. During the instructions which involve the input-
output buffers, a specific band must be chosen but not a
specific location in that band. Therefore, FS 30+ blocks
gate 62 so that the band selection flip-flops are not
cleared. The flip-flops can, as a result, continue to
select a band within main storage until they are restored.

Aithough FS 1A is high during a search operation,
the effect of FS1 overrides that of FS 1A at gate 64.
However, when any instruction other than Sc is in process,
FS 1A is low. As a low signal, FS 1A generates a high
output which clears the band selection flip-flops.

3-99., HEAD SELECTION FLIP-FLOPS. The two lowest-order
digits of the desired address are compared with the same
two digits of the timing band addresses in the comparator
circuits. These two digits narrow the search to four
possible channels. The desired location then is in one of
four quadrants of the drum. Head selection 1 FF and head
selection 2 FF determine which of the four quadrants con-
tains the desired information. The outputs of the flip-
flops go to the memory-switch selection matrix. More
detailed information on the two flip-flops can be found

in section 4~5, in which is explained the complete memory
selection operation.
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3-100., SWITCH SELECTION CIRCUITS. The switch selection
gates, shown as a matrix in figure A18, sample the outputs
of the band and head selection flip-flops to determine
which memory switch is to be energized. Only one of the
switches can be energized by the 13 inputs to the gates,
and the output of the gates goes to a switch driver. The
elements of a switch driver are shown within the left
driver in the figqure. The outputs of the switch drivers
are the FS 0 through FS 38 signals, one of which energizes
the proper memory switch. The numbers within the switch
driver blocks on figure Al8 signify the bands controlled
by each driver.

If the storage location is within the 1000-1199
normal access band, gate 6A is permissive to the NM, MSO,
MS 10, and MS 20 low input signals. The switch driver
output is the FS 10 signal which energizes the proper
switch to read from the chosen band. The same switch
driver also serves the fast memory switches. In addition,
the driver selects a switch which energizes one of the
four heads of a fast access band. The FS 10_signal can
be generated also by input signals FM, MS2, QS2, and QS1
at gate 6B, The 4203 designation refers to band 4200,
head 3. The top number in each switch driver block re-
fers to the normal access band, the lower number refers
to both the fast access band and the head of that band.

3-101. MEMORY SWITCH. The memory switches (figure A21)
select a8 specific group of ten heads as dictated by the

FS signal inputs. The ten selected heads include five
normal access heads which record the five information bits,
and five fast access heads which also record five informa-
tion bits. The read and write circuits determine which
five of the ten heads are selected. For example, if the
FS 10 signal energizes switch 1000, ten heads are chosen.
However, the FS 10 signal was generated with the help of
the low FM signal, indicating fast access storage. 1In
reading from the drum the NM signal is therefore high and
blocks the normal read circuits from reading, while the

low FM signal allows the fast read circuits to read. As

a result, the NM signal blocks the transistor flip~flops

of the read units to block readout to the DM' line, while
the FM signal makes the transistor flip-flops permissive,
allowing information from fast access read heads to enter
the DM lines. In writing on the drum, the NM and FM signals
block the input gates of the phase modulation coders of '
either the normal or fast circuits (figures Al19 and A20).

The WF (fast storage) and WD (normal storage)
signals are the inputs to the selected heads when writing,
or the outputs of the heads when reading from the drum.
Section VI includes circuit descriptions of the read and
write circuits.
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SECTION IV

THEORY OF OPERATION

4-1. INTRODUCTION

Section II, by explaining the use of logical sym-
bols and elements, enables the reader to interpret the
logical circuitry of the processor, Section III, by
describing the logical components of the processor,
familiarizes the reader with the specific circuits
encountered in this section, section IV, and in the
Analysis of Instructions manual, The purpose of
this section is to apply the knowledge gained in the
foregoing sections to actual computer operations in
which more than just an understanding of the logical
circuits is necessary, Types of instructions not de-
scribed in section IV are treated on the more general
level in section V, All instructions are treated in
complete detail in the Analysis of Instructions
manual,

4-2., BASIC OPERATION CYCLE

The basic operation cycle consists of the steps
necessary to perform any instruction completely, All
instructions require at least three basic steps,
Instructions requiring only three steps are those in
which no operand is involved, such as a simple register-
to-register transfer, Most instructions, however,
require four basic steps because of the need for an
operand, For this reason, a basic operation cycle con-
sists of four steps, In instructions requiring only
three steps the third or search-for-operand step is by-
passed, The four steps of the normal cycle, with the
search for the instruction as the starting point, are:

(1) Search for the instruction (Sc),

(2) Staticize the instruction (Sz),

(3) Search for the operand (Sc-m),

(4) Execute the instruction (Ex),

When an instruction is completed, an ending pulse
is generated which clears the static register and starts

the next cycle by initiating a search for the next in-
struction in the program (search for the instruction).



When an instruction has been located on the drum it is
read from storage by the read circuits and is stored in
the static register and register C (rC) (staticize the
instruction), If the instruction requires an operand
another search is made for this quantity (search for the
operand), When the operand is located, the first step

of the instruction is executed (execute the instruction),
Any further steps in the instruction are executed in order
after the first execution step, At the completion of the
execution of the instruction, an ending pulse is produced
to start the sequence once more,

4-3. SEARCH~-FOR-INSTRUCTION STEP

After an instruction has been completed a signal
is applied to the ending-pulse buffer of the static
register, As shown in figure 4-1, the ending-pulse
buffer generates the EP signal which is applied to the
restore gates of the seven static-register flip-flops.
The high EP signal restores all seven flip-flops to their
barred outputs, which indicate O bits at t11B of the
execute step of the preceding instruction, The new out-
puts of the static register drive the instruction decoder,

Only the search (Sc) gateline of the instruction
decoder is permissive to the O bits, The search gate
interprets the two O's in the two lowest-order bit posi-
tions, STRl and STR2, and generates the 1A function
signal, Function signal (FS) 1A drives the function en-
coder and generates function signals 1, 58+, 63 and 74.
These four function signals and FS 1A control the search-
for-instruction step,

In the search-for-instruction step, the storage ad-
dress specified by the ¢ address in rC must be located,
the specified band selected, and the storage-read circuits
alerted to read the instruction word contained in the
address,

4-4, LOCATING THE STORAGE ADDRESS. In the search for a
storage address the following must be determined: the word
channel and drum quadrant containing the desired address,
the proper band, and the read-write head which is to be
energized to read the contents of the location, One of
four heads must be selected in reading from a fast-access
band, In normal access, however, only one head can be
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selected since there is only one head per track. In a search
for an address, the bits of the four c-address digits stored

in rC are used as follows: ; >

% .
pd p3 p2 pl
X XXX XXX X X XXX XXXX,

/ \_—Wf_—/ V
select 4 of 200

channels around
the drum

select one of 25 |
bands :
|
select one of 4 channels, quadrants, and heads

Because there are four heads spaced at 90-degree inter-
vals around the drum in fast-access storage, it is necessary
to theoretically divide the surface or circumference of the
drum into quadrants. It is necessary to refer to quadrants in
normal access because both types of access storage use the
same circuits. One of the four fast-access heads must be
energized to read or write at the time the quadrant containing
the desired storage address is approaching that head, minimiz-
ing the time required to read from or write onto the drum.

The pl digit and the three lowest order bits of p2 par-
tially represent the channel across the drum in which the cor-
rect address is found. If the complete address is 4469, pl
represents the 9 digit. However, the three lowest order bits
of p2 do not fully represent the 6 digit; they merely show
that the digit is either 1 or 6. Since addresses 000 through
199 are found within a band, the word can be in any one of
channels 019, 069, 119, or 169. These four possible combina-
tions for the time selection bits are shown in figure 4-2.

The most significant bit (MSB) of p2 and the MSB and least
significant bit (LSB) of p3 choose one of the quadrants, com-
pleting the selection of a channel and also selecting the head
to be energized for reading., The remaining bits of digit p3
and the three lowest order bits of digit p4 select the proper
band.

Digit p2 of 4469 is 6, or 1001 in biquinary code. The
three lowest order bits, 001, are common to both 1 and 6 in
biquinary code. Therefore if the MSB of p2 is a O, the ad-
dress is either 019, or 119; if it is a 1, the address is
either 069 or 169. 1In address 4469 the MSB of p2 is 1; there-
fore the address is in either quadrant 01 or 11 (addresses 169
or 069) as shown in figure 4-2.

Address 069 has an even hundreds digit; address 169 has
an odd hundreds digit. The least significant bit of p3 desig-
nates one of the two quadrants selected by the MSB of p2.
Selection is accomplished by combining the LSB of p3 with the
MSB of p3 to ascertain the evenness or oddness of p3.
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This combination of the MSB and LSB
cause the least significant bits of
form a pattern by which the oddness
be determined. The first column of table 4-1 shows that O,
the LSB of p3, if taken alone could indicate either an odd or
even decimal digit. The last column shows that combining the
LSB and MSB of each digit forms a pattern, When the combined
bits equal O, the digit is even; when they equal 1, the digit
is odd.

of p3 is necessary be-
the biquinary code do not
or evenness of a digit can

In the 4469 address, digit p3 is 4, or 0100, which is an
even-digit combination (0). Therefore digit p3 signifies that
the address is contained in a location having an even hundreds
digit, such as 069, 269, 469, 669, or 869. The MSB of p2 al-
ready has designated either the 169 or 069 channel., The p3
digit, being even, specifies the 069 channel and therefore
quadrant O1,.

The MSB of p2 and the LSB of p3, both of which deter-
mined the correct quadrant, also select one of the four heads
in a fast-access band. With the 000 address in a band under
the 00 head, the four quadrants and four heads are as shown
in figure 4-2. To determine the head to be energized, the
MSB of p2 and the LSB of p3 from rC and the timing combina-
tion from storage are quarter added. Table 4-2 lists the
possible combinations of these bits. The four conditions
shown under table 4-2a refer to the drum position in figure
4~3a; that is, quadrant 00 is under head 00. The conditions
under table 4-2b refer to the possible conditions when quad-
rant Ol is approaching head 00. Similarly, table 4-2c and
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Table 4-1.,

Biquinary Combinations

Oddness and Evenness of

Biquinary Code Decimal Even or 0dd2
MSB LSB Equivalent | MSB L.SB
0O 0 0 O 0 O and 0 =0
0O 0 0 1 1 O and 1 =1
0O 0 1 o 2 O and 0 = 0
0O 0 1 1 3 0O and 1 =1
p3 — 0 1 0 O 4 0O and 0 =0
1 0 0 O 5 1 and O = 1
1 0 0 1 6 ! and 1 =0
1 0 1 O 7 1 and O =1
1 0 1 1 8 1 and 1 =0
1 1 0 o 9 1 and 0 =1
8 0 = even; 1 = odd
Table 4-2, Head Selection
Timing Band ¢ Address
Combinations p3 p2 Head Table
p3 p2 S1 5S4 Selected Section
M1 M4 S4
0] 0 0 0 00
0 0 0 1 11 a
0 0 1 0 10
0 0 1 1 01
0 1 0 0 01
0 1 0 1 00 b
0 1 1 0 11
0 1 1 1 10
1 0 0 0 10
1 0 0 1 01
1 0 1 0 00 ¢
1 0 1 1 11
1 1 0 0 11
! 1 0 1 10 d
1 1 1 0 01
1 1 i 1 00

figure 4-3c¢ show the possible conditions when quadrant 10 is
table 4-2d shows the possible conditions
when quadrant 11 is approaching head 00.

approaching head 00;
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The cutaway view of the drum in figure 4-3a shows the
conditions specified in table 4-2a. It must be remembered
that the quadrant called for in the ¢ address is represented
by the two quadrant selection bits of rC; that is, the MSB of
p2 and the LSB of p3. If the 00 quadrant is under the 00
head, as in all four cases of table 4-2a, and the 00 quadrant
is called for by rC, combination of the two quadrants results
in selection of the 00 head. If the desired address is X in
quadrant 00, the 00 head must be selected as the drum rotates
in a counterclockwise direction. If the drum quadrants are in
the same position and quadrant 11 is specified in the ¢ ad-
dress, the 01 head must be selected.

With any of the other three quadrants under the 00
head, as in figure 4-3a, 4-3b and 4-3c, head selection again
depends on the quadrant to be read. For example, in figure
4-3c, the 10 quadrant is under the 00 head. Therefore, if
the 11 quadrant is to be read, the 11 head, which is most im-
mediately in the path of counterclockwise rotation of the drum
and quadrant 11, is selected. The same conditions in table
4-2c¢c (last line) verify the head selected in figure 4-3c.

Thus far, digits pl, p2, and part of p3 have selected
the proper storage channel, the quadrant containing the ad-
dress, and one of four heads to be energized in reading that
address. Digit p3 and the three LSB's of p4 determine which
of five fast-access bands contain the address. Digit p3 de-
termines the third digit, the hundreds digit, of the address;
the three lowest order bits of p4d determine the fourth, or
thousands digit of the address. A detailed explanation of the
memory search process is given in the following section.

4-5. COMPARISON AND HEAD SELECTION. The comparison opera-
tion (figure 4-1) begins with the comparison of the timing
band channel addresses with the address contained in rC. As
shown in the figure, the timing band signals enter the compar-
ator on the M lines from the M buffers: the c-address signals
from rC enter on the S lines from the S buffers. (Figure 4-1
and the logical diagrams in appendix A are pertinent through-
out this description.)

Function signal 63 alerts the c-address output gates of
rC. The gates are made permissive by the CT signal from the
conditional transfer flip-flop (CT FF). The CT FF is restored
to CT by the RCT outputs of the static register at the end of
every search operation. Digits pl, p2, and p3 of the ¢ ad-
dress in rC are transferred, through the permissive output
gates, to the S buffers. The p4 digit goes directly from rC
to the band-selection flip-flops. The output signals of the
four output gates of rC (figure Al) are Cl12, C22, C32, and
C42. The ¢ address from rC can enter the S buffers and the S
lines because FS 58+ has blocked the outputs of rA which nor-
mally enter the S buffers. The pl and p2 digits of the c ad-
dress are transferred on the S lines into the quinary and
binary equality gates of the comparator.
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Function signal 1 alerts the input gates of the
M buffers from t0 to t2B, The timing band combinations
signals TS1 through TS4 from the timing-band read circuit
enter the M buffers and the M lines,

Function signal 74 sets the complement flip-flop of
the sign-and-control circuit to produce a complement (CP)
signal for the comparison operation, The CP signal alerts
the binary and quinary equality gates of the comparator,
Function signal 74 also generates a CPS signal from the
CP FF for use in the comparison operation, The CP5 signal
drives the initial force-decimal-carry circuit which
‘generates the A and C decimal-carry signals, These signals
alert the quinary equality gates and binary carry gates
of the computer,

The pl digits from rC and storage arrive on the M
and S lines at time t1B, The quinary bits of pl (M1, M2,
M3, and S1, S2, S3) are compared in the quinary equality
gates of the comparator, Equality between the three M
bits and the three S bits makes one of the eight gates
permissive and causes a high output from one of the quinary
equality gates, The high output goes to a noncomplement-
ing amplifier which produces a high EQ output at t2B,

Before the comparison operation at tl1B of the
previous word time the time selection flip-flep (TS FF)
(figure 4-1) was set, The set state of the TS FF indi-
cates equality of the M and S bits. Inequality of the
M and S bits restores the TS FF, indicating that the
timing-band address under the TS head at that instant
does not match the ¢ address in rC, At various times
the TS output is sampled to see whether a match has been
obtained, Restoring the TS FF causes another search
cycle to be initiated at the time TS is sampled. If the
flip-flop remains set, it indicates equality of the tim-
ing address bits with the c-address bits, The TS FF __
input gate_21 (figure A12) restores the flip-flop te TS
only when EQ is low at time t2B or t3B, The EQ output is
low only when the quinary bits are unequal, resulting in
a _low output from the quinary equality gates, The high
EQ signal blocks input gate 21 to keep the TS FF set,

The binary bits of pl also are compared in the
binary equality gates of the comparator at the same time
(t1B) as the quinary bits are compared, Equality of bits
M4 and S4 in the gates alerted by CP produces a high out-
put signal which is buffed into a noncomplementing

4-10



amplifier to generate a high AY at t2B, This indication
of equal binary bits goes to gate 20, an input gate of
the TS FF, The high A' signal blocks the gate and the
TS FF remains set,

Inequality of M4 and S4 causes the binary equality
circuit to produce a low output to the noncomplementing
amplifiers, The output of the amplifiers is a low A’
signal, Input gate 20 of the TS FF is permissive to low
signals at time t2B, and the low A' signal restores the
TS FF to indicate inequality,

At time t2B, the quinary bits of digit p2 are
compared for equality in the quinary equality gates,
The comparison is accomplished in the same manner as for
the quinary bits of pl., The high EQ signal, indicating
equality of the quinary bits of p2, occurs at t3B and
keeps the TS FF set,

The binary bits of digit p2, M4 and 5S4, are com-
pared in the binary equality gates which are alerted by
the low_CP signal at t2B, Equality of the bits produces
a high A' signal, The most significant bit of p2 indicates
whether the desired address is above or below 50; it
therefore contributes to head selection.

The high A®' signal goes to the head selection
1 flip~flop (HS1 FF) of the memory selection circuit
(figure A18). The signal blocks gate 33 of the HS1 FF,
keeping the flip-flop restored to a low HS1 output. The
low HS1 output indicates a O in the_LSB of the quadrant
address: either 00 or 10, If the A' signal on gate 33
is low at time St3B, the gate operates to set the flip-
flop to a low HS1 output, The HS1 signal indicates a 1
in the LSB of the quadrant address: either 01 or 11,
The HS1 FF output goes to the switch-selection gating
matrix,

Also at St3B, the input gates of the HS2 FF sam-
ple the conditions which affect the selection of the MSB
of the quadrant address, The output of the HS2 FF is the
MSB of the two-digit head address shown in table 4-2,

All of the input gates of HS2 FF logically quarter
add their inputs, For example, gate 37E of the flip-flop
is permissive only to low signals S4, S1, M1, and A
(figure 4-4), The S4 and S1 signals are the MSB and LSB
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Figure 4-4, Quarter Addition of HS2 FF Inputs

of the p3 digit. Quarter addition of these two bits produces
a 1. The M1 signal indicates a 1 bit, and it _is quarter add-
ed to the result of the quarter addition of S4 and Sl bits.
Quarter addition of a 1_bit (S4, S1) to a 1 bit (M1) again
produces a 0 bit. The A signal, which has a value of 1, is
quarter added to the previous bit result to produce a final
result of 1. As a result, the HS2 FF is set to an HS2 output
to select a quadrant address with an MSB of 1. If either bit
of the quadrant address selected by the head selection flip-
flops is a 1, the fast-access bands are involved. If the 00
quadrant is selected, normal-access bands may be involved.

The low A signal has a value of 1 when the p2 digit
from the timing band is less than 5 and the p2 digit of rC is
S5 or larger. The low A signal has a value of O under all con-
ditions except those associated with the A signal. Gates 28,
29 and 31 of the comparator (figure Al2) determine from com-
parison of the MSB's of p2 whether the A or the A signal is
low._If one of the inputs to each one of these gates is high,
the A signal is low. This can occur only when the M4 bit is
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a 0 and the S4 bit is a 1. If this condition is not present,
one of the gates is permissive to the low inputs, generating
a low A signal, The low A signal is present when the MSB of
the timing-band p2 digit is equal to the MSB of the rC p2
digit or if the MSB of the timing-band p2 digit is a 1 and
the MSB of the rC p2 digit is a 0.

The conditions necessary to set the HS2 FF to an HS2
output (1) are shown in figure 4-4. 1If none of the eight
gates is permissive, the flip~-flop is restored to an HS2 out-
put (0). The outputs of the HS1 and HS2 FF's go to the memory
switch selection matrix together with the outputs of the band-
selection flip-flops.

If the quadrant address selected by the outputs of HSI
FF and HS2 FF is 10, 01, or 11, the input gate which produced
the 1 output (a high output) also causes a high signal to go
to amplifier 39 to generate a low RTS signal., The low RTS
signal goes to gate 22 of the TS FF (figure Al2).

__ The signals which make gate 22 permissive are low S3
and S4 which indicate O bits in the S3 and S4 bit positions
of pd. When S3 and S4 are O, addresses 0000 through 3999
(normal access) are involved; when S3 is 1, addresses 4000
through 4999 (fast access) are involved.

If either of the head selection flip-flops
has, by generating RTS, indicated a fast-access head and
the low S3 and S4 bits indicate a normal-access location,
gate 22 (figure Al8) restores the TS FF, When the HSI1
and HS2 flip-flops select a 00 head, the RTS signal is
high, The high RTS signal blocks gate 22, keeping the
TS FF set so that the selected head can be energized to
read or write,

When the search operation is unsuccessful, a high
TS signal is generated by the restored TS FF and sent to
input gate 7 of static register flip-flop 1 (STR FF1).
The high input blocks the gate to keep the flip-flop set
to a 0 bit, The flip-flop cannot be stepped to a 1 bit
output until the TS input is low at t5B or tlOB,

During instructions H, X, and J, which involve
writing on the drum because they are transfer-to-storage
instructions, the TS signal is sampled at gate 8 of static-
register flip-flop 1. A low TS signal indicates that the
timing band combination matches that of the ¢ or m address
in rC,

4-6. BAND SELECTION, The final step in locating an
address is the selection of the band specified by the p3
and p4 digits in rC, The correct band is selected by
digit p3 and the three lowest-order bits of p4, These
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seven bits indicate the hundreds and thousands digits of
the address and whether the address is in fast- or normal-
access storage,

The band is selected by the band selection flip-
flops. See figures 4-1 and Al8. The operation of
these flip-flops is explained in detail in section
3-97, The input gates of the band selection p3 and p4
flip-flops are alerted at St3B, the same time as the
quadrant selection flip-flops are alerted, At this time,
the three highest-order bits of the p3 digit from rC are
on the S lines., The S inputs to the p3 flip-flops gener-
ate MS signals which indicate one of five possible band
addresses specified by the hundreds digit of the address,
Digit p3 specifies one of the following band addresses:
000 through 199, 200 through 399, 400 through 599, 600
through 799, 800 through 999, The head selection
circuits determine, at the same time, a specific quadrant
of such a band address,

The band selection p4 flip-flops sample the two
lowest-order bits of digit p4 to determine the thousands
digit of the address, At time St3B, direct outputs of
rC are sampled by the MS10 and MS20 flip-flops., The C
signals are sent directly to the flip-flops without being
delayed at the S buffers so that all of the band and
head selection operations are initiated at time St3B.

The fast/normal flip-flop determines whether the
desired address is in fast- or normal-access storage,
At St3B, the third lowest-order bit of digit p4 is sam-
pled by the input gates of the flip-flop, The C33 and
C34 signals from rC indicate whether the desired address
is in normal-access locations 0000 to 3999 or fast-access
locations 4000 to 4999, For normal-access selection the
flip-flop generates the NM signal; for fast-access selec~-
tion the flip-flop generates the FM signal, These sig-
nals go to the switch selection matrix and to the read-
write circuits to control reading and writing by fast-
or normal-access heads,

The outputs from all the band selection and
head selection circuits appear at the switch selection
matrix at t4B, The clear band selection circuit,
which is explained in detail in section 3-98, clears all
of the band selection flip-flops and also the head
selection flip-flops if the pl and p2 digits are found
to be unequal,

If the search operation has located the correct
address, as indicated by a low TS signal, FS1 makes gate
42A (figure A19) of the read flip-flop permissive at
tBB. The permissive gate sets the flip~flop, the output
of which goes to gates 45A and 45B. One of these gates
is made permissive at t9B by the FM or NM signal from
the fast/normal selection flip-flop (figure A18). If
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gate 45B is made permissive, the low RGF signal alerts

the fast-access read output gates (figure A20) so that

the instruction word in the specified fast-access storage
locationcan be read from the drum onto the NDM lines., If
gate 45A is made permissive, a low signal (figure A19)
alerts the normal-access read-output gates so that the
instruction word can he read from normal-access storage onto
the DM' lines. The instruction word thus is read from
storage to be stored in the static register and rC, during
the staticize step., (See section 6-75 for a discussion
of read circuits in detail.)

Sections 3-100 and 3-101 explain switch selection
and the operation of the memory switch circuits.

4-7. STATICIZE-INSTRUCTION STEP

The primary function of the staticize step
(figure 4-5) is to store the two instruction digits of
the instruction word so that they can control the execu-
tion of the instruction, Other functions of the staticize
step (SZ) are to store the entire ten digits of the
instruction word in rC and to store the p7 digit of the
instruction word in the multiplier/quotient counter (MQC).
The word stored in rC, in addition to containing the
two instruction digits, contains the storage address of
the operand to be used in the instruction (m address) and
the address of the next instruction word (c address),
The p7 digit of the instruction word specifies the number
of shifts necessary in a shift instruction and the number
of the output stacker to be selected in the card reader
in a select stacker instruction, It is stored in the
MQC on every instruction so that no special preparation
is necessary if a shift instruction is called for by the
program,

At t10B of the search step, the output of the TS FF
is sampled to make certain that the search step was success-
ful, If the search was successful, the TS signal is low
at gate 7 of STR FF1 (figure A2).,__ Function signal 1 alerts
this gate which also samples the OF output of the overflow
FF at t10B of the search step, Because the conditions
necessary to generate a high OF signal are explained
in section 3-72, it is sufficient to say here that the
low OF signal indicates that no abnormal conditions are
present, When gate 7 is permissive to these signals, it
sets FF 1 to a low STR1 output, which indicates a 1 bit,
and generates a high RCT1 signal which restores the CT FF
(figure A12).

. Every staticize step causes the CT FF to be restored
to CT, This condition causes the ¢ address to be read
unless at a later time the CT FF is set to CT, As a re-
sult, an instruction which requires an operand sets the
CT FF at the end of the staticize step; otherwise the
next search is for the ¢ address,
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When FF1 is set to a 1 output (figure 4-5), the
input to the instruction decoder is UOUU 0X0l, since
only that flip-flop has changed, The decoder converts
this combination into FS 2A, which drives the function
encoder to generate function signals 2, 2+, and 62.
These signals control the functions of the staticize step,

41-8. STORING THE p7 DIGIT, Before storing the p7 digit
in the four flip-flops of the MQC, the flip-flops must

be cleared of previous information, At tUB of the static-
ize step, FS 62 at gate 19 of the clear-MQC circuit
(figures 4-5 and Al4) generates the CLQ signal, The CLQ
signal restores the four flip-flops to O at gates 5, 6,

7, 8.

Function signal 2 alerts the input gates of the
flip-flops at t7B, the time interval during which digit
p7 is on the M lines, The four bits of digit p7 enter
the flip-flops to be stored for future use if the
staticized instruction is a shift or select stacker
instruction,

4-9, STORING THE INSTRUCTION WORD, At tOA of the
staticize step, the p0 digit of the instruction word from
memory is present on the DM or DM' lines of the read-
output circuits (figures Al9 and A20). These signals
go directly to the M buffer and are on the M lines at
tOB, Function signal 2+ blocks the recirculation gates
of the four subregisters of rC, clearing the register.
Thus, at tOB of the staticize step, the p0 digit of the
instruction word enters the permissive input gates

of rC. Function signal 2 alerts the input gates to

the digits of the instruction word on the M lines.

4-10. STATICIZING THE INSTRUCTION, Once they have per-
formed their functions, the function signals generated

by the staticize step must be removed, At t8B of the
staticize step, FS 2 is low at gate 114 of the static
register (figure A2). This restores STR FF1 to a 0
output, which causes the function signals of the staticize
step to be lost at tllB,

At t9B the p9 digit of the instruction word is
present on the M lines as shown in figure 4-5, Function
signal 2 alerts the input gates of FF1, FF2, and FF4 at
t9B so that the p9 digit can enter, (Only three bits of
the p9 digit are of use in the processor.) To make certain

that no function signals are generated in the one pulse
time between the time digit p9 is staticized (t9B) and
digit pl0 is staticized (t10B), the high SP signal blocks
the instruction decoder for one pulse time, At t9B,
function signal 2 sets the stop flip~flop; gate 20 of

the stop flip-flop generates a high SP signal (figure A5).
The high SP signal blocks the instruction decoder,
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At t10B, the pl0 digit is present on the M lines,
Function signal 2 also alerts the input gates of flip-
flop 5, flip-flop 6, flip-flop 7 and flip~-flop 8 at t10B
so that the pl0 digit can enter, By t11B the two instruc-
tion digits are completely staticized in the static
register, Function signals required to execute the
staticized instruction are available from the instruction
decoder at tOA, and from the function encoder at tUB,

4-11. SEARCH-FOR-OPERAND STEP

In the search for an operand step, the storage
address designated by the m address of the instruction
word is searched for in the same manner as in the search-
for-instruction step, When located, the operand is read
from storagein time to be used in the execution step of
the instruction, In some instructions, the m address does
not contain an operand, It may instead contain one of
the following: a location to which information
must be transferred, the number of shifts in a shift
instruction, a stacker number in a select stacker instruc-
tion, or the number of lines to be advanced in the print
instruction,

The search-for-operand step is not required for
all instructions. It is necessary only in instructions
which require one of the following: an operand from
main storage, a storage location or band to be read
from or written onto, or the number of lines to advance
paper. The arithmetic instructions require an operand
as do the instructions which transfer information from
or to main storage.

4-12, INSTRUCTION CODE CHARACTERISTICS. Instructions
requiring operands can be identified by their instruc-
tion code. When the LSD (digit p9) of a staticized
instruction is a decimal 0, 1, 5 or 6, a search for
operand step is necessary. The two lowest-order bits,
00 for decimals O and 5, 01 for decimals 1 and 6, indi-
cate to the control unit that the storage location desig-
nated by the m address of the instruction word in rC
either contains an operand or is the location into which
information is to be transferred. The least-significant
digits of instructions which do not involve an operand
or storage location are other than O, 1, 5 or 6; there-
fore the two lowest-order bits of such instructions are
not 00 or 01, but 10 or 11. Table 4-3 shows the char-
acteristic codes of instructions requiring a search for
operand step.
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The search process required to locate an operand
to be used for input-output instructions is explained
along with the instructions in the input-output manuals.
The input-output instructions involving a search for
operand are those with an LSD of 1 or 6. The search
process for processor instructions, those with an LSD
of 0 or 5, is explained in the next paragraph.

4-13. LOCATING THE OPERAND, The search process required
to locate an operand in storage is identical to the search-
for-instruction process. Control of the operand search,
however, differs from control of the instruction search,
Figure 4-1 is also a block diagram of the search-for-
operand step. Differences between the instruction search
and operand search in the figure are indicated by the
notes, In locating an instruction, the ¢ address in rC
is compared with the timing band addresses; in locating
an operand, the m address in rC is compared with the
timing band addresses,

Although FS 63 alerts both the m-address output
gates and the c-address output gates of rC, the CT FF
determines which address is to be read out and compared.
When an instruction is staticized, the output of STR FF2
determines whether an operand is necessary, Table 4-
shows that the STR2 position of the staticized instruc-
tion is always O when a search for operand is required,

The STRZ output of the static register is sampled
by gate 12 of the CT FF (figure A12) at t10B of the
staticize step, If the STR2 signal is low, indicating
that a search must be made for the m address, the gate
is permissive, When gate 12 is permissive the CT FF is
set to CT, which controls readout of the m address from
rC, When gate 12 is blocked by high signal STR2 the
CT FF is restored to CT, which controls readout of the
¢ address, Tiae staticized instruction, however, has
generated new function signals for executlng the instruc-
tion so that the CT signal has no effect on rC until after
the execution step,

The CT output of the CT FF is available at the m-
address output gates of rC at tOB, The LSD of the m
address, p5, goes from rC to the S buffers and the S lines
and is available at the quinary and binary equality gates
of the comparator (figure Al12) at t1B, The comparison
and memory selection processes for the search-for-operand
step are the same as those of the search-for-instruction
step (section 4-3).
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The H, X, and J transfer instructions require a
search-for-operand step, but the operand is a storage
location into which information must be written, Because
these three instructions entail writing in storage,
time must be allowed for the write circuits to be prepared,
For this reason, the H, X, and J instructions generate
FS 3 for use in the search operation in addition to the
normal search (Sc) function signals, Function signal 3
alerts gate 8 of STR FF1 to sample the TS signal at t5B,
(In normal search, the TS signal is sampled three pulse
times later, at t8B.,) Sampling at t5B allows the write
circuits to prepare for writing by the time the execute
step begins, If the TS signal is low at t5B, the STR FF1
is set to a 1, initiating the execute step of the instruc-
tion stored in the static register,

4-14, EXECUTE-INSTRUCTION STEP

The execute~instruction step is initiated when the
seven bits of the two instruction digits are staticized
in the static register and either of the two lowest-order
bits of the p9 digit is a 1 (search-for-operand step is
unnecessary), or when the search for-operand step has
been completed and the STR FF1 has been stepped to a 1
output, In both cases the combination of bits stored in
the STR represents a specific instruction and can be
decoded by the instruction decoder, The combination in
the static register goes to the instruction decoder and
function encoder to generate one or more function signals
which execute the staticized instruction,

The Analysis of Instructions manual lists the
function signals generated for each instruction and the
purpose of each of these signals, Section 4-21, Arithmetic
Operations, and the input-output manuals explain the details
of the execution steps of typical instructions, The
instructions not covered in detail in that section and
the input-output manuals are treated in functional block
diagram form in section V,

4-15. INSTRUCTIONS WITH TWO EXECUTION STEPS. Many instruc-
tions involve two execution steps. The add instruction (70),
for example, adds two quantities in the first execution

step and complements if necessary the sum of the addition

in the second execution step. The function signals
generated for the first step (Al) of the add instruction
include FS 64, At t10B of the Al step FS 64 at the

stepping gate of the-STR (figure A2) restores FF1 and FF2.
Flip-flop 1 had been previously set to a 1 to accomplish

the Al step, Setting FF2 to a 1 output sets up the com-
bination in the static register for step A2; as a result,

a new set of function signals is generated to control

the A2 step. The stepping gate similarly controls FF1

and FF2 during many other instructions,
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Table 4-3 shows the code combinations for the
steps of all instructions., The table is divided into
instructions which require only one execution step and
those which require more than one, It is subdivided
further into instructions which require a search-for-
operand step and those which do not, The third column,
STR code, lists the code combinations for each step
of each instruction after it has been staticized in the
static register, The code positions marked by X are
bits which are unnecessary to the staticize step. The
X in the STR3 position of the LSD is included only to
balance each combination with the eight bits of the bi-
quinary code.

4-16. TIMING OF THE BASIC OPERATION CYCLE

The four steps of the basic operation cycle re-
quire a minimum of four word times to complete. In-
structions requiring no search-for-operand step take
only three word times., Instructions with more than
one execution step require more than four word times,
The timing of the basic operation cycle with and with-
out a search-for-operand step is shown in figure 4-6,
The timing of the various operations of the search-
for-operand step is identical to that of the search-
for-instruction step. Therefore the search-for-
operand step shows only the timing of operations
unique to it., Although many other operations occur
during each word time, only the ones necessary to ex-
plain the timing of the whole cycle are included.

4-17, PROCESSING A TYPICAL INSTRUCTION

This section applies the principles of the
basic operation cycle to the processing of a typical
instruction, the H(60) instruction. In the discussion
of the search-for-instruction step, the operation of
the storage read circuits was explained. The storage
write circuits can be explained with the H(60) instruc-
tion, which requires a transfer of information from
a register to a storage location,

In the search-for-instruction step, the H(60)
instruction is located in storage. In the stati-
cize step the instruction word is stored in rC, and
the two instruction digits, 60, are staticized in the
static register., In the H instruction the contents
of rA must then be transferred to a storage location.
The address of that location is the operand in the in-
struction, The execution step of the H instruction
controls the writing of the word from rA into the
specified storage location on the drum,
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Table 4-3 .

Instruction Code Combinations

INSTRUCTIONS WITH ONE EXECUTION STEP (SEARCH)

. .. STR Code
Instruction Biquinary Code 8765 4321 Steps
05 (Y): (m) —1xX 0000 1000 XXXX XXO0O0/| Sc 00
0000 1X01 Y 06
20 (P); Superimpose (m) 0010 0000] XXXX XX00 )| sSc 00
and (rA) —=rA 0X10 0XO01 ]| P2
25 (B): (m) —=rA 0010 1000 XXXX XX00 4§ scoO00
0X10 1X01 B 26
30 (L): (m) — rL 0011 0000 XXXX XXO00] sc 00
0X11 0X01|L3l
35 (E): Logically 0011 1000 XXXX XXO00 | Sc 00
multiply (m) and 0X11 1X01 | EZ36
(rA) —=rA '
5 (J): (rL) —= m 1000 0000| 1000 0XO0O0 | J-Sc 50
1000 0X01 J-Ex 51
60 (H): (rA) — m 1001 0000 1X01 XXO0O0 ]| H-Sc 60
1X01 0X01 | H-Ex 6l
65 (X): (rX) —=m 1001 1000 1X01 XXO00 | X-Sc 65
1X01 1X01 X-Ex 66
INSTRUCTIONS WITH ONE EXECUTION STEP (NO SEARCH)
12 (6): RR — UCT 0001 0010 0XO01 0X10]}6G12
(rA) + (xX) —=rA '
17 (R): UCT —= RR 0001 1010/ 0XO01 1X10 R 17
(rA) — ra + rX
47 (Z2): Select output 0100 1010 0100 1X10 22 47
stacker of fast reader
67 Stop 1001 1010| 1X01 1X10 /| Stop 67
72 (CC): Feed one card 1010 0010) 1X10 O0X10/| CC 72
(fast reader)
77 (K): (rA) —rxL 1010 1010 1X10 1X101) K77
82 (Q): (rd) : (rL) 1011 0010 1X10 0X10 Q 82

1f (rA) = (rL), go tom
If (rA) # (rL), go to c
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Table 4-3, Imstruction Code Combination (cont)

INSTRUCTIONS WITH ONE EXECUTION STEP (NU SEARCH) (cont)

87 (T): (rA) : (rL) 1011 1010 1IX11 1X10)| T®87

1f (rA) > (rL), go tom

1f (rA) < (rL), go to ¢

INSTRUCTIONS WITH TWO OR MORE EXECUTION STEPS (SEARCH)

55 (0): (m) + (xL) 1000 1000 XXXX XX00] Sc 00
— riA; remain- 1000 1X01 ]| DI 56
der — xX 10006 1X11 D2 58

1001 1X11| D368

70 (A): (m) + (xA) 1010 0000| XXXX XXO00| Sc 00

— rA 1X10 XX01 | Al T1
1X10 XX11| A2 73

75 (8): (rAd) - (m) 1010 1000 XXXX XXO00 | Sc 00
— rA 1X10 XXO01 ]| S176

1X10 XX11]| S278

85 (M): (m) x (rL) 1011 1000 XXXX XXO00| Sc 00
— 1A + 1X I1X11 1X01 /] Ml B6

1X11 1X11/{M288
INSTRUCTIONS WITH TWO OR MORE EXECUTION STEPS (NO SEARCH)

11 (PR1): Storage 0001 0001 0XO01 XXO01 | PR!1]
—» print buffer 0X01 XX11 | PR213

16 (PF1): Paper advance 0001 1001 0X01 XXO01 | PF116

0X01 XX11 | PF218

22 (I11): Test card 0010 0010|0X10 0X10 ]| 11122
buffer (read punch) 0X10 XX11|I1223

If loaded, go tom

1f not loaded, go to ¢

27 (121): If printing or 0010 1010|]0X10 1X10 | 121 27
paper feeding, go to ¢ 0X10 XX11}| 11228

I1f not printing or paper
feeding, go to m;

(rC) —rA

32 (N): Right circular 0011 0010} 0X11 XX10 | N 32

shift 0X11 0X11 |N33

rA —= rX;
rX —= rA n places
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Table 4-3. Instruction Code Combination (cont)

INSTRUCTIONS WITH TWO OR MORE EXECUTION STEPS (NO SEARCH) (cont)

37 (V): Left shift (rA) 0011 1010]0X11 XX10 V137
n places 0X11 1X11 v238

Lose MSD; place O in LSD

42 (131): Test card 0100 00100100 0X10 1I31 42
buffer (fast reader) 0X10 XX11 11223

If loaded, go to a

If not loaded, go to ¢

46 (W11): Card buffer 0100 100110100 1XO01 W11 46
(read punch) —= main 0100 1X11 W12 48
storage

62 (2S1): Zero suppress 1001 0010 |1X01 0X10 2s162
RR word in rA 1X01 0X11 25263

81 (W21): Start read 1011 0001 |1X11 0XO01 W21 81
punch unit and main 1X11 0X11 w2283
storage —= card
buffer (read punch)

96 (W31): Card buffer 1100 10011100 1X01 W3l 9%
(fast reader) 1100 1X11 w3298
— main storage
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4-18. SEARCH FOR OPERAND

The H(60) instruction is staticized in the static
register flip-flops by the staticize step as 1001 0XO00.

The

two lowest-order bits of the p9 digit are O's, indicating a
search., This combination is picked up by the H~X-J~Sc¢ and
Sc gate lines of the instruction decoder and generates FS 1A
and FS 3A. (The search steps of the H, X, and J instruction
require the same function signals; therefore, all are on a

common instruction decoder gate line.)

Function signal 1A generates FS 58+, FS 74,
FS 63 and FS 1, Function signal 58+ blocks readout
from rA onto the S lines. Function signal 74 sets
the CP FF to produce a CP signal. Function signal 63,
in conjunction with the CT signal, causes readout of
the m address from rC onto the S lines. Function sig-
nal 1 alerts the input gates of the M buffer to enable
the timing band signals from the drum to enter the M
lines,

The 1001 0X00 STR output combination also gen-
erates FS 3A (H-X-J Sc gate) which generates FS 3 to
alert the STR FF1 stepping gate. At t5B of the search-
for-operand step, the output of the TS FF is sampled
by gate 8 of FFl. A low TS signal and FS 3 make gate 8
permissive and step FF1 from a O output to a 1 output.
The new STR output combination of 1001 0X01 (61) is
present at the instruction decoder at téB.

At téB, FS 3 sets the write FF (figure Al19)
at gate 5B to prepare the write circuits for the execute
step of the instruction.,

When gate 8 of STR FF1 is permissive at t6A, a
high RCT2 signal is generated which goes to the input
gates of the CT FF and to buffer 104 of the write cir-
cuits. The high RCT2 signal restores the CT FF, gener-
ating the low CT signal which controls readout of the
¢ address from rC and generates the write pedestal
(section 6-77), The new STR combination causes the
function signals for search to end at t7A, The search-
for-operand step has located the operand, which is the
storage location designated by the m address.
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4-19, EXECUTE THE H(60) INSTRUCTION

In the execute step of the H(60) instruction
(figure 4-7), the contents of rA is recorded in the
storage address located by the search-for-operand step.
During the execution step, certain function signals are
generated by the new combination in the static register.
These signals control the transfer of the contents of
rA onto the M lines and into the storage write circuits,
the preparation of the write circuits to record on the
drum, and eventually the ending of the instruction.

At t7A of the search step the H gate line of the
instruction decoder generates FS 11A which generates
FS 11 and FS 21. These signals control the writing of
the contents of rA onto the drum.
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Function signal 11 alerts input gates TA, 7B,
7C, and 7D of the M buffers (figure A6). These gates
are permissive to the four bits of the pO digit (A1M,
A2M, A3M, and A4M) from rA at t7B, and the contents of
rA enters onto the M lines. Gate 6 of the M buffers,
also alerted by FS 1), also is permissive at t7B to a
low A- signal. This condition indicates that the sign
of the contents of rA, which has been stored in the rA
sign flip-flop, is minus. If the sign of rA is plus,
low A- is absent from gate 06. The sign position of
the word (t7B) on the AlM lines contains O, indicating
a plus sign. The word and its sign are sent from rA
onto the M lines and into the write circuits (figures
Al19 and A20),

At t4B of the execute step FS 21 operates gate
19 of the static register to generate the EP and Reset-
TS signals. Because the H, X, and J instructions in-
volve writing on the drum and therefore require less
time for execution than mest instructions, the EP
signal is generated early. The function signals for
the instruction are lost at t7B. The TS FF is restored
so that the set output of the flip-flop, TS, cannot
set the read flip-flop. Normally, at t8B, the read
flip-flop (figure A19) is set by FS 1, TS and OF.
All these signals will be present at t8B because the
function signals for search will be available at t7B.
To keep the read flip~flop restored until reading is
required, the Reset-TS signal restores the TS FF, keep-
ing the TS signal high. High TS blocks gate 42A of
the read flip-flop, keeping it restored. The zero
combination in the STR initiates a search for the next
instruction,

4-20. MEMORY WRITE OPERATION

During a write operation, information and check
bits are sent on the M lines to the phase-modulation
coder where each input signal is coded into a phase-
modulated pulse representation for recording.

The resulting pulse is amplified in the write amplifier
and drives the write heads.

At t7A, FS 11A electronically disconnects the
read amplifiers from the write circuits by generating
the write pedestal (section 6-77), Control signal
RCT2, present for only one pulse time, has generated
the write pedestal from t6A until t7A. For writing on
the fast-access bands the IR output of the write-
pedestal generator disconnects the read amplifiers of
the fast-access heads.,



The bits of each digit to be written are sent in paral-
lel to the check-bit circuit and to the write input circuits.
The check-bit circuit is explained in section 4-38. Each of
the four bits of the digit to be written is delayed a pulse
time by two complementing amplifiers before going to the input
gates of the phase-modulation coder, so that the check bit and
the information bits can be written simultaneously. Computing
the check bit requires a full pulse time. At t9B the informa-
tion bits and a check bit are present at the input gates to
the phase-modulation coder. The write flip-flop output alerts
the input gates at t8B and for a full word time thereafter.
The operation of the phase-modulation coder is explained in
section 3-92. The bits are converted into a phase-modulated
waveshape which goes directly to the read-write heads and is
written on the drum in the location specified by the m address.

4-21. ARITHMETIC OPERATIONS

4-22. ADDITION AND SUBTRACTION

4-23. ADD INSTRUCTION. The functions of the add instruction
are: add algebraically the quantity in the storage location
designated by m to the contents of rA, store the result in rA,
compute the sign of the sum, and store the sign in the rA

sign flip-flop. The quantity in storage is the addend; the
quantity in rA is the augend.

The following preparations for addition have taken
place before the Al step:

(1) The search-for-instruction step has been completed.

(2) The add instruction (70) has been staticized.

(3) The staticized instruction has initiated a search
for the operand (m address), which in this instruc-
tion is the addend,

(4) The augend has been stored in rA by a previous in-
struction and its sign has been stored in the A
sign flip-flop.

The add instruction requires two execution_steps, Al
and A2,
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(1) Al Step. In the first step of addition, Al, (figure
4-8a), the signs of the augend and addend are compared at the
input gates of the complement flip-flop (CP FF). The gates
determine from the two signs whether_the augend is to be com-
plemented (CP) or not complemented (CP) before addition. This
information controls the complementing circuit of the quinary
adder. The sign of the augend is compared with the CP output
of the complement flip-flop at the input gates of the rA sign
flip-flop to determine the sign of the sum. Once determined,
the sign of the sum is stored in the rA sign flip-flop. The
augend in rA is sent on the S lines into the binary and quinary
adders., The addend from the location designated by the m ad-
dress is sent on the M lines into the binary and quinary add-
ers, The adders add the two quantities digit by digit and
transfer the sum on the O lines into rA.

The staticized digits of the Al step (71) generate
function signals 4, 50, 55+, 64, and 75 at tOB to execute the
Al step. Function signal 4 alerts the input gates of the CP
FF. Gates 8 and 9 of the CP FF (section 3-7T1) operate during
the add instruction to sample the signs of the two quantities.
If the signs are unlike, one of the gates operates to set the
CP FF to CP, which will cause the augend digits to be comple-
mented. If the signs are alike, gates 8 and 9 are blocked,
the flip-flop remains restored to CP, and the augend is not
complemented.

Function signal 55+ blocks the recirculation gates of
rA, and the digits of the augend go to the S buffers and the
S lines. Function signal 50 alerts the quinary and binary
adder gates at tOB.

The quinary bits of the pl digit of the addend (M1,
M2, and M3) go to the input gates of the decimal carry adder
(figure All) and the quinary carry gates (figure Al2). The
input gates of the decimal carry adder sample the A and C
signals from the binary and quinary circuits to determine
whether a carry bit is to be added to the two digits being
added. Because the pl digits are the first to be added there
can be no carry, and the A or C signal, or both, will be low.
The outputs of the decimal carry adder go to the quinary adder.
They represent the quinary bits of each digit of the addend.

The quinary bits of the pl digit of the augénd (81, sS2,
and S3) go to the input gates of the complementing circuit
(figure All). If the CP (complement) signal alerts the
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gates, the circuit produces the complement of the
input bits. If the CP (ne complement) signal alerts
the gates, the quinary S bits pass through the cir-
cuit unchanged.

The quinary S bits and M bits also are sent in
parallel to the quinary carry circuit. Any combination
of quinary bits which indicates the need for quinary

- carry generates C and C' signals from the quinary carry

circuit. The gates are blocked by combinations which
require no quinary carry, generating the low C signal.
The low C signal, if generated, is used in conjunction
with the A signal to indicate a decimal carry into

the addition of the next two digits. The low C' sig-
nal indicates the presence of quinary carry and causes
a carry bit to be added in the addition of the binary
bits in the binary adder.

The quinary outputs of the decimal carry ad-
der and those of the complementing circuit are added
in the quinary adder gates. One (or two) of the adder
gates is permissive to the input combinations, pro-
ducing a high O output signal.* A high 0 output signal
indicates a 1 bit, a low O output signal indicates a
0 bit.

The binary bits of the two quantities are
added in the binary adder (figure Al12) at the same
time as the quinary bits. Initially, the M4 and S4
binary bits are compared in the binary equality gates.
The gates, alerted by CP, sample the two binary bits
during a normal addition. If either bit is a 1, a
signal indicating the 1 bit goes to the binary carry
circuit to generate a binary carry signal A, which
will be used with the C signal, if present, in the
addition of the next two digits. The carry circuit also
sends the A' signal to gate 6 of the binary adder. If
the C signal is low, gate 6 is permissive to the A’
signal and the 042 output is high, indicating a 1 bit
in the MSB of the sum digit. No decimal carry will
be generated if the C signal is low.

If the M4 and the S4 bits both have a value of
1, gate 30 of the force decimal carry circuit is per-
missive and the A and C signals are generated to force
an indication of a decimal carry to the next addition.

'Throughout the manual, O signifies the letter, as an
abbreviation for output, not zero.



If the M4 and the S4 bits both have a value of O,
the binary equality gates are blocked, generating low
signals A and A' which indicate no binary carry. The
low A' signal goes to gate 7 of the binary adder which
is permissive only if quinary carry is present, a con-
dition indicated by the low C' signal. If the gate is
permissive, the 041 output is high, indicating a 1 in
the MSB position of the sum digit. If quinary carry
is absent, the C' signal is high blocking gate 7 and
producing a low 041 bit. A low 041 output signal in-
dicates a O in the MSB of the sum digit. The O signal
outputs of the quinary adder and the binary adder are
sent to the sum input buffers of rA. The sum digits
are stored in rA during the Al step.

If the sum of two quantities with unlike signs
is zero, the sign of that sum must be forced to plus.
The TS FF is used as a control circuit to indicate this
condition to the rA sign flip-flop. Function signal 75
alerts restore gates 16 and 17 of the TS FF during the
Al step. If the signs of the two quantities being added
are unlike, the CP FF is set to CP. The CP, A, and C
signals are present during addition when the signs are
unequal. These signals alert the quinary-equality
gates, which compare for equality the digits being
added in the adders. The CP signal alerts the binary-
equality gates which also compare for equality. If
the first nine digits of the quantities being added are
equal, the TS FF remains set to TS. The TS signal goes
to the rA sign flip~flop to force the sign of the sum
to plus if the sum of the quantities is zero.

At t11B, FS 4 alerts the input gates of the rA
sign flip-flop and the overflow flip-flop. Gates 3,
6, and 7 of the rA sign FF compute the sign of the sum
(section 3-67) and store it in the flip-flop. Dur-
ing addition, the overflow flip-flop (OF FF) is set at
gate 29 when the input signals indicate that the sum
has exceeded the capacity of rA. When this possibility
is expected, the programmer provides for it by program-
ming a routine in the c+1 address, to be used only if
overflow occurs. The set output of the OF FF, OF, sets
the overflow delay flop to OF2+ during the next search-
for-instruction step. The OF2+ signal keeps the TS FF
set at buffer 82 to delay for one word time the read-
ing of the selected instruction word address. This
causes the c+]l address to be read instead of the ¢
address.



Function signal 64 alerts the STR stepping gate
at tl10B of the Al step. If the EP signal is low, the
gate steps FF1 and FF2 to 1 outputs. At this point,
however, FF1 is already generating a 1 bit output, so
that, in effect, only FF2 is stepped. The new 11
reading in the lowest order STR bits is converted in-
to function signals for the A2 step by the instruction
decoder and function encoder. The function signals
generated for the A2 step are 50, 55+ and 67.

(2) A2 Step. If the sum determined during Al is
the complement of the true sum, it must be complemented
to its true form in the A2 step (figure 4-8). The
sum determined during Al and stored in rA reads out
onto the S lines. Register A is cleared by FS 55+ to
make room for the true sum which will be determined in
the A2 step. '

Function signal 50 alerts the gates of the bi-
nary and quinary adders. The sum on the S lines goes to
the complementing circuit and the binary equality gates
for complementing if necessary. _If complementing is
unnecessary (sectiom 3-71), the CP signal is present
and the sum merely passes through the complementing
circuit., It also passes through the quinary and bi-
nary adders, as in the Al step, and returns to rA. No
addition takes place in the adders because there is no
quantity on the M lines to be added. (In subtraction,
however, a 1 is automatically added to the quantity
from rA in the decimal carry adder.)

Function signal 67 operates gate 17 of the
ending-pulse buffer circuit at t9B. At t10B the EP
signal is generated to clear the static register of the
add instruction and initiate a search for the next
instruction.
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4-24. SUBTRACT INSTRUCTION. The execution of add and
subtract instructions is identical; the two instruc-
tions differ only in control functions. The function
of the subtract instruction is to subtract algebraical-
ly the contents of the storage location designated by
the m address from the contents of rA, store the dif-
ference in rA, compute the sign of the difference and
store it in the rA sign flip-flop. The quantity in
storage is the subtrahend; the quantity in rA is the
minuend. The subtract instruction also requires two
execution steps, S1 and S2.

Although the instruction code for subtract is 75, the
staticized digits cause the same function signals to be gener-
ated as those generated for the staticized add instruction.
The STR FF4 output for subtract is an STR4 signal. As a re-
sult, gates 10 and 11 of the CP FF operate during subtraction
to determine whether the subtrahend is to be complemented.

When quantities with unlike signs are subtracted, the
process is the same as when quantities with like signs are
added. The sign of the subtrahend is changed, and the two
quantities are added. These conditions cause the CP FF to be
restored to CP so that no complementing takes place,

A special circuit in the function encoder operates dur-
ing addition and subtraction to control the CP FF and comple-
menting in the A2 or S2 step. The operation of this circuit
is described below.
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4-25. SAMPLE PROBLEMS. The many similarities and the few
dissimilarities of addition and subtraction may be illustrated
by two sample problems. In the examples two digits are first
added and then subtracted,

(1) Addition. 1In this sample addition problem column (A)
indicates the digits, (B) indicates their biquinary equiva-
lents, (C) indicates the bits of the digits as signals on the
M and S lines, and (D) represents the outputs of the decimal-
carry adder and complementing circuits. The M4 and S4 bits
are not included because they are added within the binary
adder. The addend is the contents of m, and the augend the
contents of rA.

EXAMPLE OF ADDITION

(4) (B) (C) (D)
+2 (m) = 0010 = M4 M3 M2 M1 = M3U M2U M1U
+1 (rA) = 0001 = S4 S3 S2 S1 = S3C S2C S1C

LOW LOW HIGH HIGH
SUM AFTER Al and A2: 04 03 02 01 = 0011 or +3

. Like signs in the add instruction restore the CP FF to
CP. The quinary bits of the augend, M3, M2, and M1, go to the
decimal-carry adder, which does not change their value. The
outputs of the circuit are M3U, M2U, and M1U, which have the
same quinary value (0l10) as the inputs. The quinary bits of
the addend, S3, S2, and S1 go to the complementer circuit,
which does not complement because the CP signal_is low.

The outputs of the complementer circuit, S3C, S2C, and SI1C,
have the same value (001) as the inputs. The binary bits of
the two digits, M4 and S4, go to the binary-carry circuit.
These two bits and CP generate a low 04 output from the binary
adder. A low output signal on the O lines is a 0O bit, which
goes to the A4 subregister of rA. The outputs of the decimal-
carry adder and complementer circuits go to the quinary adder.
Only gate 34 of the adder is permissive to the input combina-
tion. Gate 34 produces a high 012 output which goes to the

Al and A2 subregisters of rA., Hence the two lowest order bits
of the sum are 1 bits. Because only gate 34 is permissive,



the other gates are blocked. As a result, inputs to the A3
subregister from the quinary adder are low O signals, indica-
ting a O bit. The sum determined during the Al step, there-
fore, is 0011, or 3. In the A2 step this sum recirculates un-
changed through the complementer circuit because the CP FF re-
mains restored to CP. The rA sign flip-flop determines from the
signs of the two quantities that the sign of the sum is plus.

(2) Subtraction. In the first step of subtraction, SI1,
the input M and S bits indicated by (C) which go to the deci-
mal-carry adder and the complementer are the same as in ad-
dition. In subtraction, however, the decimal-carry adder adds
a 1l to the subtrahend and the complementer produces the 9's
complement of the minuend if the CP signal is present. (Com-
plementing is explained later in this section.)

The minuend is the contents of rA, and the subtrahend
the contents of m,

EXAMPLE OF SUBTRACTION

S1 STEP

(A) (B) (c) (D)
+2  (rA) = 0010 = $4 §3 S2 S1 —» complement — S3C S2C SIC
+1 (m) = 0001 = M4 M3 M2 Ml — add 1 —— M30 M2U M1U

HIGH HIGH LOW  LOW

SUM AFTER Sl: 04 03 02 01 = 1100 or 9

$2 STEP
(E) (F) (6)

1100 (from rA) = 54 S3 S2 ST —» complement — S3C S2C S1C
0000 (on M lines) = M4 M3 M2 M1 —* add 1 — M3U M2U M1U

LOW LOW LOW HIGH
SUM AFTER S2: 04 03 02 01l

1]

0001 or 1
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At tOB of the first step of subtraction (S1) the plus
signs of the two digits and the STR4 signal set the CP FF to
CP at gate 11. At tlA, high signal CP4 is generated for one
pulse time. Signal CP4 goes to the initial force-decimal-carry
circuit to force generation of the decimal-carry signals, A
and C. The A and C signals represent the 1 bit which is to
be added to the subtrahend in the decimal-carry adder. Signals
A and C, because they were generated by the CP4 signal, last
for only one pulse time. The quinary M inputs to the decimal-
carry adder represent a decimal 1; the outputs (D) represent
a 2. ‘

Complementing of the S input combination to the comple-
menting circuit is not evident from the output combination (D)
which retains the same quinary value. The result of complemen-
ting, however, is evident at the outputs of the adders. Only
gate 46 of the adder is permissive to the outputs of the deci-
mal-carry adder and complementer circuits;_it produces a high
03 output and low 02 and 0Ol outputs. The M4 and S4 bits,
with CP, send a low signal to gate 6 of the binary adder.

None of the quinary carry gates alerted by CP is permissive

to the M and S inputs. As a result, a low C signal alerts
gate 6 to produce a high 04 output, indicating a binary 1 bit.
The O input bits to rA at the end of the S1 step therefore
have a value of 1100 or 9. The decimal 9 is the 10's comple-
ment of the true answer.

Because addition of the two combinations in the Sl
step produced no decimal carry, the A and C signals from the
comparator (figure Al2) are low at tllB of the Sl step. Gates
62 and 63 of the function encoder (figure A4), alerted by the
'CP signal to the low A and C signals are permissive at tllB
of the S1 step. When the gates are permissive, low FS 74 is
generated. This function signal keeps the CP FF set to CP
and also generates the CP5 signal for one pulse time. The CP5
signal forces decimal-carry signals A and C to low from tlB
until t2B of the S2 step.

In the S2 step, the 1100(E) combination returns to
the S lines from register A as S4, S3, S2, S1 (F). The three
lowest order S bits go to the complementer which produces a
S3C, S2C, S1C (G) output combination.

During the S2 step there is no information on the M
lines, and the barred M signals are all low (F), The A and
C signals, which are present for one pulse time, cause a
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~decimal 1 to be added to the 0O value of the M bits. The re-
sulting output of the decimal-carry adder is M3U, M2U, MIU (G).

The outputs of the decimal-carry adder and complementer
go to the quinary adder. Only gate 32 is permissive to the
‘input combination. Gate 32 produces a high Ol output, while
the 02 and 03 outputs of the quinary adder and the 04 output
of the binary adder are low. The output combination of the
quinary and binary adders, 000l or one, returns to the sum
input gates of rA, The plus sign of the result is computed
by the rA sign flip-flop (section 3-67),

4-26. MULTIPLICATION

Multiplication in the system is accomplished by itera-
tive additions and shifts of the multiplicand. The multipli-
cand is added to itself the number of times specified by each
digit of the multiplier., The multiplication process has two
steps, MI and M2, The processor can multiply a ten-digit
multiplicand by a ten-digit multiplier. In such a case the
20-digit product will be stored in rA and rX. The least sig-
nificant part of the product is stored in rX; the most sig-
nificant part of the product is stored in rA.

Before multiplication, the multiplicand is placed in
rL by a programmed transfer instruction. 1In the first step
of multiplication (M1) the multiplier is transferred from its
storage location to rX. A code combination, the multiplier
sentinel, is placed in the LSD position of rA. The sentinel
will signal the end of multiplication and cause the multipli-
cation process to end.

In the second step, M2, the multiplicand in rL is
added to itself in the adder the number of times indicated by
the LSD of the multiplier. The LSD of the multiplier is
stored in the multiplier/quotient counter (MQC) which counts
the number of additions. The sum of these additions is re-
turned to rA. The contents of rA and rX are next shifted
right one digit position, placing the LSD of rA in the MSD
position of rX. The LSD in rA before each shift becomes the
LSD of the product, This process of adding and shifting con-
tinues until the LSD of the product is the LSD of rX.
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The sentinel also is shifted during the shift op=~
erations. Initially it is shifted from the LSD position
in TA to the MSD position of rX. Every ensuing shift
operation shifts the sentinel one more place to the right
until it reaches the LSD position of rX. It is then
shifted into the MQC where it ends the multiplication
process.

The M2 step consists of two phases, designated

IER and IER.

During each IER (shift) phase, the contents of rA
and rX are shifted one place to the right, the sentinel is
shifted one place, and the LSD of rX, which contains the
multiplier, is shifted into the MQC to control the number
of additions.

During the IER (add) phase, the multiplicand is
added to the sum of additions from the previous IER phase
the number of times specified by the multiplier digit in
MQC. The new sum is returned to rA for the next IER
phase.

4-27. GENERAL DESCRIPTION. The multiplication method

used in the processor is illustrated by the sample problem

in figure 4-9, 1In the problem, the number 1234 is multi-

plied by 4321. Although the processor can multiply two
ten-digit numbers, the sample problem is confined to two
four-digit numbers. Figure 4-9a shows the method used by

the computer; figure 4-9b shows the method as used in the
processor circuits., The circled digits and the final four
digits in figure 4-9a are the product digits, The first com-
puted product digit is 4 and it is the LSD of the final product,

During the M1 step, the multiplication sentinel
(S) is placed in the LSD of rA, and the multiplier is placed
in rX. The M2 step begins with a shift phase in which the
sentinel is shifted from rA to the MSD position of rX.
The multiplier in rX is also shifted right, causing the
LSDs 1, to be transferred to the MQC. The next phase of
M2 is the add phase in which the multiplicand from rL is
added to the contents of rA the number of times specified
by the digit stored in MQC. The MQC digit is 1; therefore
the multiplicand 1234 is added to the contents of rA, which
at this point is 0000. The sum of the addition, 1234, is
returned to rA. The MQC counts down to O after the neces-
sary number of additions has occurred, and a zero digit in
MQC initiates the next shift phase.
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In the next shift phase, the contents of rA
(1234) is shifted to the right, causing the LSD of the
first partial product, 4, to be shifted into rX. At the
same time that rA and rX are shifted, the sentinel ad-
vances to the right one more place. The LSD of the multi-
plier in rX, 2, is shifted into MQC to control the number
of additions in the next add phase. The multiplicand,
1234, is added to the shifted contents of rA, 0123, twice
as specified by the MQC. The two additions produce the
second partial product, 2591. The second partial product
is also shifted, the LSD, 1, becoming the second quotient
digit when placed in the MSD of rX. The product digits
and sentinel in rX again shift to the right, creating the
MSD vacancy into which the partial product digit, 1, is
placed. The LSD of rX, 3, is transferred to the MQC.
The MQC therefore permits three additions of the multi-
plicand, after which a zero reading starts the next shift
phase. This process of alternating shift and add phases
continues until the sentinel reaches the LSD position of
rX and is shifted into MQC. The sentinel combination in
MQC ends the multiplication with the most significant
part of the product in rA and the least significant part
in rX.

4-28. INITIAL CONDITIONS. The following preparations
for multiplication take place before the M1l step:

(1) A transfer instruction places the multipli-
cand in rLL and its sign in the rL sign flip-
flop.

(2) The instruction word is located in the search-
for-instruction step.

(3) The multiply instruction (85) is staticized in
the static register.

(4) The multiplier in the storage location designated
by m is read from the drum in the search-for-
operand step.

(5) STR FF1 is jammed to 1. The combina-
tion in the STR is 1011 1X01, which generates
function signals at tOA and tOB to carry out the
M1l step.

4-29. M1 STEP. The sign of the final product in multi=-
plication is determined during the M1l step (figure 4-1Va)

by the rA sign flip-flop, which compares the signs of the
multiplier and multiplicand. The sign of the multiplicand
already has been stored in the rL sign flip~flop during the
transfer instruction. The sign of the multiplier enters the
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rX sign flip-flop at tOB at gates 34 and 35, which are
alerted by function signal 78. At tOA, the rA sign flip-
flop is set to A- by FS 13A to prepare for the comparison
of the signs of the multiplier and multiplicand. At tll1B
of the M1 step, FS 86 alerts gates 1 and 2 of the rA sign
flip-flop. If the signs of the multiplier and multipli-
cand are alike (X+ and L+, or X- and L-), the flip-flop
is restored to A+. If the signs are unlike, gates 1 and
2 are blocked and the flip~flop remains set to A-,

At tOB, FS 62 operates gate 19 of the clear-MQC
circuit. At tlA the CLQ signal clears the MQC flip-flops,
which receive the LSD of the multiplier in the M2 step. At
tOB, FS 56+ blocks the recirculation gates of rX, and FS 76
alerts the input gates to the multiplier which enters on
the M lines.

Register A is cleared during the Ml step so it
can receive the partial products during the M2 step. At
tOB, FS 55+ blocks the recirculation gates of rA. At
tl1B, FS 13 operates the multiplier sentinel gate of rA.
When this gate operates, it jams 1's into the Al and A3
subregisters. As a resulty, the LSD of rA is the multi-
plier sentinel combination, 0101. Register A now contains
the sentinel and nine zero digits. Function signal 58+
blocks the normal output gates of rA so that the sentinel
remains within the register.

At t10B of the M1l step, FS 64 alerts the STR step~
ping gate which jams STR FF2 to a 1 output to initiate the
M2 step. Function signals for the M2 step are generated
at tOA and tOB of the M2 step.

At t11B, gate 11 of the IER FF samples the STR
output signals which_indicate that the M2 step has been
staticized, and.the Q (0) outputs of the MQC flip-flops,
which indicate that the circuit has been cleared. If these
two conditions are met, the IER FF is set at tOB to initiate
the IER phase of the M2 step. The flip-flop generates low
control signals IER at tOB and IER-OR at t1B, high control
signals IERAl+ from tOA to tOB only, IERA2+ at tlA, and
TER+ at tOB., These signals control the IER phase of the
M2 step.

4-30, M2 STEP. The M2 step staticized in the static
register generates FS 55+ and_FS 66. These signals are pre-
sent during both the IER and IER phases of M2. Other
fuixction signals, however, are generated during each of

the two phases by the outputs of the IER FF,
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(1) 1IER Phase. At the beginning of the IER shift phase,
control signal IERAl+ generates FS 59 for one pulse time from
tOB to t1B. Beginning at t1B, control signal IERA2+ is high,
and it generates FS 59 and 56+.

At tOA of the IER phase, FS 14-1A jams the rX sign flip-
flop to X+. At tOB of the IER phase, the low IER control sig-
nal alerts rX sign flip-flop, gate 33, which samples the sign
of rA from the rA sign flip-flop. If the sign of rA is minus,
the rX sign flip-flop is restored to X-; if it is plus, the
flip-flop remains set to X+. Thus the signs of both parts of
the final product will be identical.

Function signal 59 alerts the right-shift gates of rA
and rX and the circular-shift gates of rX so that a right
shift of both registers can take place. Function signal 56+
blocks the recirculation gates of rX; function signal 55+
blocks the recirculation gates of rA. During the first IER
phase, the right-shift operation causes the multiplication
sentinel, in the LSD position of rA, to be shifted into the
MSD position of rX. At the same time, the LSD of the multi-
plier in rX is shifted into the MQC flip-flops. Control sig-
nal IER-OR alerts the input gates of the four MQC flip-flops
to the outputs of the rX subregisters.

Function signal 66 alerts the output gates of rL,
which stores the multiplicand during multiplication. The
multiplicand in rL is transferred to the M lines and into the
adder circuits in preparation for the add phase (IER). The
partial product stored in rA after each shift phase is on the
S lines and is also an input to the adder circuits.

During every IER shift phase, the IER control signal
alerts gate 18 of the ending-pulse circuit to sample for the
0101 sentinel in MQC. When the sentinel is present in the
MQC flip-flops, the gate is permissive and the EP signal is
generated to end multiplication,.

(2) TER Phase. During this phase the contents of rA is
added in the adder to the multiplicand from rL. The IER add
phase is initiated at t11B of the IER phase by the t11B+
timing signal at gate 40 of the IER FF. The signal restores
the flip-flop at tOA, and the polarities of the signals gen-
erated by the flip~flop during the IER phase are reversed for
the IER phase. The IER+ output, which is now low, goes to the
instruction decoder. If the staticized M2 signals are present
and the IER+ signal is low, FS 14-2A is generated. Function
signal 14-2A in turn generates FS 50 and 61. Function signal
50 alerts the binary and quinary adders. Function signal 61
alerts the countdown gates of the multiplier-quotient counter.
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After each shift phase, the multiplicand is added
to the partial product in the binary and quinary adders,
just as in addition (section 4-23). The sum of each
addition is returned to rA. The MQC countdown circuit
counts down to zero from the multiplier digit stored in
it during the shift phase. When the reading in the
MQC flip-flops is zero, the IER FF is set to initiatey,
the IER shift phase again,

After the last multiplier digit has been processed and
the necessary additions have been periormed, the sentinel
is shifted into the MQC flip-flops. 1In the next shift
phase, the IER signal alerts the ending-pulse gate 18,
If the sentinel (0101) is stored in MQC, the Q1 and Q3
signals from the MQC flip-flops are low. Only the senti-
nel has 1 bits in these positions. The EP is generated
and, at tOB, a search for the next instruction is initiated.

4-31, DIVISION

In the method of non-restoring division used in

the system the programmer scales the dividend so that

it will be smaller than the divisor. Within the processor
the dividend is logically multiplied by ten and comple-
mented. The divisor is added to this new form of the
dividend until addition produces an overflow carry. The
remainder is complemented and multiplied by ten (shifted
left), and the divisor is again added to this new dividend.

The number of divisor-to-dividend additions is
monitored for each step and these numbers (or their com-
plements) become the final quotient digits. The end of
the division process is signaled by a sentinel that has
been stored in the least significant digit position of a
register and is shifted with each step toward the most
significant digit position. When the sentinel becomes the
most significant digit, the division process ends.

4-32. GENERAL DESCRIPTION. 1In the first phase of the
division process, the dividend is shifted left and com-
plemented. In the next phase, the divisor is added to the
complemented dividend. Because the dividend is in its
complemented form, the resulting quotient digit is also

in complemented form. The quantity which remains after
the divisor-to-complemented-dividend additions is the
complemented remainder as shown:

complemented quotient

divisor )complemented dividend
+ divisor

complemented remainder
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The complemented remainder becomes the dividend of the

next phase in which the next quotient digit will be de-
termined. Before being used as the next dividend, how-
ever, this complemented remainder is complemented again
to return it to its original or true form as shown:

quotient

divisor )dividend
+ divisor

remainder

In the next succeeding phase the dividend, quotient,
and remainder again become the complemented form of their
actual value. The cycles of the shift and complement
phases alternate throughout the division process, and are
differentiated as even cycles and odd cycles.

The odd cycles of the shift and complement phase
always precede the even cycles. In the odd cycles the
dividend, the quotient, and the remainder less the divisor
are the 9's complement of their real value. In the even
cycles the three quantities are represented in their un-
complemented form.

It must be remembered that although the quantity
contained in rA at the end of every add phase is the re-
mainder of that phase it becomes the new dividend necessary
for the determination of the next quotient digit. There-
fore, to arrive at a five-digit quotient, there must be
five dividends, each dividend being the remainder of the
previous division.

The quotient digits derived from each cycle are
stored in rX, the contents of which is left shifted and
complemented until division ends. The quotient digit de-~
rived during an odd cycle is complemented an odd number
of times so that when it is transferred to rA it is in its
true form. The quotient digit derived during an even cycle
is complemented in rX an even number of times so that when
transferred to rA it too is in its true form.

In the sample division problem (figure 4-11) the
divisor, 0.133, is divided into the dividend, 0.032. The
MQC column shows the state of the MQC countdown circuit
at each successive addition. The Phase column shows
whether the computer is_in the shift-complement phase
(OR) or the add phase (OR). The distinction between odd
and even OR phases is explained 1later in this section.
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Step MQC Phase TA rX rL

D1 0 003200 000001 013300

/17 /1117
D2 10 OR odd 967990 | 999980 | 013300

9 OR + 133
981290
8 + 133
994590
7 +_ 133
C007890 999980
/117 1117

10 OR even 921000 000120

OR + 133
934300

+_ 133
947600

+ 133
960900

+ 133
974200
+ 133
266 967500
540 + 133
532 C000800 | 000120
800 /177 /117
798
02 10

. 2406

.133: .0320000

4 B - e T = - )

odd 991990 998750

gl 8

+_133
C005290 | 998750
/111 /117

even 947000 012400

10

S

+_133
960300
8 + 133
973600
7 + 133
986900
+ 133

0 | 000200 | 012400

\\“
D3 0 024060 000200 013300

Final
Quotient | Carry Divisor

OR = shift and complement phase OR = add phase
Figure 4-11. Division Process 3Nns

4-50



For simplification the division process described
is for a six-digit register rather than the 12-digit regis-
ter used in the system. The least significant digit
position in each register is the sign position and remains
unchanged throughout the process. The most significant
digit is the SBW position.

The divide instruction consists of the three steps
D1, D2, and D3. In the D1 step the following takes place:

(1) MOC is cleared to O.
(2) The dividend is placed in rA.

(3) The division sentinel (0001) is stored in LSB
position of rX,

The first phase of D2 is the odd OR phase, in which
the contents of rA and rX are individually shifted left and
complemented. The 003200 combination in rA therefore be-
comes the quantity 967990. Similarly, the 1 sentinel and
the contents of rX become the quantity 999980,

In the next phase, the OR phase, the divisor is
added to the dividend, The 133 divisor can be added to
the complemented dividend three times before a decimal
carry occurs., Meanwhile, the MQC counts down from ten to
seven, This ends the OR phase with a 7 digit in MQC, the
remainder in rA, and the rX sentinel shifted one digit
position to the left,

In the next phase, the even OR, the remainder is
shifted left and complemented to the quantity 921000,
which becomes the new dividend for the computation of the
next quotient digit. 1In the left shift operation, a O
replaces, in the LSD position, the MSD shifted to the left
out of the register. The quotient digit 7, stored in MQC,
is placed in the LSD position of rA after the sentinel is
shifted left, and both are complemented. The quantity in
rA becomes 000120, of which the 1 is the sentinel and 2 is
the first quotient digit. At the end of the OR phase the
MOC is jammed to ten,

In the next OR phase a count of the divisor is
again added to the dividend., Six such additions take place
before a decimal carry occurs. As a result, the MOC counts
down to 4 and the OR phase ends,

The next OR phase causes the remainder, 000800, to
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be complemented and shifted, the sentinel to be shifted,
the digit 4 from MQC to be placed in rX, and the contents
of rX to be complemented. The MOC is again jammed to ten.

Addition’of_givisor to dividend (remainder) again
takes place in the OR phase, Only one addition takes place
before decimal carry occurs; thus, the digit in MQC is 9.

In the next OR phase, the remainder 005290 is
shifted and complemented to a quantity of 947000, the
new dividend for the last add phase. The sentinel is
shifted into the next MSB position, The quotient digit
9, computed in previous add phase, enters the MSB posi-
tion of rX, and the contents of rX is complemented. The
quantity in rX is now 012400, The O is the SBW, 1 is the
sentinel, 2 is the first final quotient digit, 4 is the
second final quotient digit, and O is the sign position.

The final addition phase, OR, steps MQC down to 6
and leaves a remainder in rA of 000200,

In the previous OR phase the 1 sentinel was shifted
to the MSB position of rX, signifying the end of division.
The OR add phase takes place as described, but the sentinel
has begun to initiate the D3 step, which starts as OR ‘ends.

In the D3 step, the contents of rA and rX are inter-
changed; the final quotient is stored in rA and the final
remainder in rX. The quotient digit, 6, derived from the
last set of additions, goes uncomplemented to the LSD posi-
tion of rA to become part of the quotient., The sign of the
quotient also is computed during D3 in the rA sign flip-flop.

Examination of the problem shows that the quotient
digits resulting from an odd OR phase are complemented an
odd number of times; the quotient digits resulting from an
even OR phase are complemented an even number of times.
This process ensures that the final quotient, transferred
to rA, is the true quotient.

4-33. INITIAL CONDITIONS. The following preparations for
division have taken place brfore the D1 step:

(1) The search-for-instruction step has been completed.
(2) The divide instruction (55) has been staticized.

(3) The dividend (operand) has been located by the
second search step.

(4) The divisor has been placed in rL by a previous in-
'struction, either an L or a K instruction.
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4-34. D1 STEP. 1In the first execution step of divis%op. D1
(figure 4-12), registers A and X are prepared for division,
the rX and rA sign flip-flops are prepared for the com-
putation of the sign of the quotient and the sign of the
remainder, MQC is cleared, the division sentinel is placed
in rX,and at the end of Dl the static register is stepped

to D2, The divisor has been stored in rL by a previous
instruction,

Function signral 55+ blocks the recirculation gates
of rA to clear the register of its contents. Function
signal 77 alerts the input gates of rA, making them per-
missive to the M and S lines., However, since only the
dividend on the N lines is to be read into rA at this time,
FS B82A holds the outputs of the S buffers low so that the
S lines cannot read into rA,

Function signal 56+ blocks the recirculation gates
of rX to clear the register. The division sentinel is
generated by FS 15 at the division sentinel gate to place
an 0001 combination in the LSD position of rX.

Function signal 62 alerts gate 19 of the clear MQC
circuit at tOB to generate the CLQ signal at tlB., The CLQ
signal clears the MQC flip-flops to zeros.

The sign of the divisor has been stored in the rL
sign flip~-flop by a previous instruction. At the beginning
of D1, the rX sign flip-~flop is set to X+ at tOB by FS 78
at gate 35. If the sign of the dividend is minus, gate 34
is permissive, causing an X- to be stored, The signs of
the divisor and dividend are sampled in the D3 step to de-
termine the sign of the quotient.

At tl1lB of the Dl step FS 15 alerts gate 9 to set
the OR FF, (figure A15),initiating the first OR cycle of
D2 at tOB. The flip-flop generates the IER-OR, ORA+, and
OR control signals.

At t10B of D1, FS 64 alerts the STR stepping gate
to step STR FF1 and STR FF2 to outputs STR1 and STR2.
The combination in STR is now 1000 1X11 which generates
the D2 function signals,

4-35, D2 STEP. The D2 step consists of alternating shift
and complement phases (OR) and add phases (OR). The first
phase of D2 is always the OR phase and is followed by the
OR phase.
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(1) OR Phase. The OR phase (figure 4-13) is initiated
by the setting of the OR FF at the end of D1 (figure 4-12).
The D1 function signal 15 sets the flip-flop at tllB at
gate 9.

The ORA+ control signal, generated during D1, is
a high signal which sets the CP FF, producing a low CP
output. Signal ORA+ also generates a CLQ signal at the
clear-MQC circuit at buffer 42, The CLQ signal clears the
MQC flip~flops.

(a) Complementing and Left Shift of rA. The contents
of rA (dividend) normally reads onto the S lines:; when
normal recirculation of the register is blocked by FS 55+,
the register is cleared. The first three bits of the
dividend (S1, S2, and S3) on the S lines are read into the
quinary-adder complementer circuit. The CP signal, which
alerts the complementing gates, causes the first three bits
of the dividend to be complemented. The quinary bits (S1C,
S2C, and S3C) return to rA at the left shift gates. 1In re-
circulating through the complementer circuit the first three
bits are delayed one pulse time, the time necessary to effect
a left shift of rA, The fourth bit of rA is delayed (shifted
left) within rA and recirculated to the left shift gates as
an A"4 signal. The fourth bit is complemented by gate 42
which is alerted by the CP signal., Function signal 71 alerts
the rA left-shift gates, and the left-shifted, complemented
dividend enters and is stored.

(b) Complementing and Left Shift of rX. Function sig-
nal 56+ blocks the recirculation gates of rX, and the con-
tents of the register including the sentinel enters the input
gates of the MQC flip-flops. The IER-OR control signal, gen-
erated during D1, alerts these gates. The MQC flip-flops,
which have been cleared by the CLQ signal, supply one pulse
time of delay for the X1, X2, X3, and X4 outputs of rX. One
pulse time after entering the flip-flops the X input bits be-
come the Q outputs of the flip-flops and return to rX at the
quotient complementing gates. The OR control signal alerts
these gates, which complement the Q inputs from MQC. 1In the
first OR cycle only the sentinel is stored in rX whereas in
succeeding OR cycles the sentinel and quotient digits are

stored in rX. The entire contents of rX is complemented and
shifted left.

(c) Complementing the LSD of rA. In the first OR
phase the original dividend is complemented and left shifted.
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In an ordinary left-shift-otf-rA instruction, the vacancy
created in the LSD position is filled with a zero. 1In divi-
sion, however, the dividend is complemented, and the digit
which becomes the LSD must also be complemented. On alter-
nate phases, therefore, the LSD of rA is either nine or zero.
During the odd OR phases (shift and complement) the LSD of rA
is nine. During the even OR phases (complement and shift) the
LSD of rA is zero. .

The LSD complementer gate of rA is alerted by the OR
output of the OR FF. At t1B the gate samples the X4D output
of rX, which is the SBW position. Only the X4D bit is neces-
sary to determine whether a nine digit or a zero digit is
stored in rX. If the SBW of rX is zero, it is complemented
to a nine in the LSD of rA; if the SBW of rX is nine, it is
complemented to a zero in the LSD of raA.

(d) Jam MQC. At t11B of each OR phase the OR
signal makes gate 1 permissive, jamming ones into MQC flip-
flops 1, 3, and 4. This action stores a ten combination in
MQC to allow countdown during the OR phase.

(e) Initiate OR Phase. At the end of the OR
phase a tl1B+ high signal restores the OR FF to an output of
OR+, initiating the OR phase.

(2) OR Phase. During the OR phase (figure 4-14) the
divisor from rL and the dividend from rA go to the quinary
and binary adder circuits where the two quantities are added.
The MQC countdown circuit monitors the number of additions.
The sum of the divisor-to-dividend additions returns to rA
for temporary storage.

(a) Addition. The divisor, already placed in rL
by a previous instruction, is recirculating within rL.
Function signal 66 and the OR FF output, OR+, which is low at
this time, make the rL output gates permissive. The contents
of rL continues to recirculate but also reads onto the L
lines to the M buffer and the M lines. The M lines go to the
quinary and binary adders. Function signal 55+ blocks recir-
culation of rA, and the dividend reads into the S buffers and
the S lines. The S4 bits of the dividend on the S lines read
into the binary adder circuit. The three lowest order bits
read into the quinary-adder circuit, as in the addition
process (section 4-23). Function signal 50 alerts the quinary
and binary adders to the M and S inputs. The divisor and
dividend are added and the sum emerges on the O lines. With
each addition, the MQC countdown gates, alerted by FS 61,
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reduce the number stored in the MQC flip-flops by one every
tlB of the OR phase. When decimal carry occurs, the remainder
is still on the O lines and the MGC contains the number of
additions performed. Function signal 31 alerts gate 10 of the
OR FF throughout the D2 step to sample the OF, A, C, S3, and
54 signals. The A and C signals at t11B indicate that the
addition of the pl0O digit has produced a decimal carry to the
pll digit., The S3 and S4 signals (1100=9) indicate that the
pll digit is a nine. If a decimal carry is added to the final
digit to be added, a nine, a carry condition will occur.__The
OF FF is restored during the add phases, generating low OF.

If present, these signals set the flip-flop te the OR phase by
generating the OR, ORA+, and IER-OR control signals.

{b) End of D2 Step. During every OR phase of D2,
the division sentinel advances toward the MSD position of rX.
At t9B of the tenth OR cycle the sentinel sampling gate 27
examines the X1 bit of rX which, if present, indicates the
sentinel in the MSB position of rX. If the gate is alerted by
OR, indicating that the last addition has ended, the OF FF is
set, generating OF._ The OF signal makes it possible to step
to D3, if the last OR phase is complete.

4-36. D3 STEP. In the D3 step (figure 4-15) the contents of
rA and rX are interchanged, placing the final quotient in rA
and the remainder (carry) in rX. The sign of the quotient
also is computed during D3 and the instruction is ended.

(1) Interchanging rA and rX. Function signal 31
alerts input gate 001 of the D3 FF (figure A2) throughout the
D2 step. When the fellowing signals are present on the gate,
the D3 FF is set, initiating the third step of division, D3:

(a) OF, indicating that the sentinel is the MSD
of rX.

(b) A and C, which indicate that a carry or re-
mainder is present.

{(c) S3 and S4, which indicate the presence of
the digit nine in the SBW of rA.

(d) STRH which indicates that improper division
has not occurred. (Improper division gener-
ates EP, which clears all STR flip-flops to
ZETO0.) _
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Because OF is low, OF is high, blocking gate 10 of the OR FF,
g0 that the flip-flop remains_restored. Coincidence of these
signals at t11B of the tenth OR phase sets the D3 FF, which
generates FS 32 at tOB. Function signal 32A is generated at
t1A. When the D3 FF is set, it also steps FF5 to a 1 output,
resulting in a combination that cannot be decoded by the in-
struction decoder. As a result, no function signals are
generated by the instruction decoder and the D3 FF now gener-
ates its own function signals. The flip~fleop is restored
every word time by the tl11lB+ signal.

./

Function signal 32A drives the function encoder to
generate FS 55+, 56+, 86, and 67. Function signal 55+ blocks
recirculation of rA. The remainder, from rA, goes to the S
buffer and the S lines. Function signal 32 alerts the remain-
der of rX input gates to the S inputs. (Function signal 56+
blocks recirculation in rX. Function signal 32 also generates
the IER~OR control signal which alerts the input gates of the
MQC flip-flops to the X lines from rX. Function 51gna1 32A
clears the MQC flip-flops every pulse time by generating the
CLQ clear signal at the clear MQC czrcult.)

As the quotient in rX is shlftededu11ng the one pulse
time «f delay supplied by the MQC flip-flops, the remainder on
the S lines reads into rX. The outputs of rX are read through
the MQC flip-flops. Function signal 32 alerts the quotient
input gates of rA to the quotient on the Q lines. Thus the
remainder is transferred into rX and the quotient is trans-
ferred into rA., Function signal 67 ends the instruction at
11JB of the D3 step by generating the EP signal at t9B.

(2) Sign of the Quotient. During the D3 step the sign
of the quotient is computed at gates 01 and 02 of the rA sign
flip~-flop., Function signal 86 alerts these gates to sample
the sign of the divisor, which is stored in the rL 51gn flip-
flop. and the sign of the d1v1dend. which is stored in the
rX sign flip-flop. The rA 31gn flip-flop already has been
set to A-. If the X and L signs signify a minus sign for the
quotient, the rA sign flip-flop remains set to A-. If the X
and L outputs signify a plus sign, the flip-flop is restored
to store an A+ for the sign of the quotient.

4-37. ERROR CIRCUITS

A constiant check on system errors or abnormal con-
ditions in the input-output devices is maintained by four
flip-flops: the memory-read error flip-flop, the timing-
error flip-flop, the cycling-urit error flip-flop, and the
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input-output (I/0) abnormal-condition flip-flop. The signals
produced by the setting of any of these flip-flops.except the
I/0 abnormal-condition flip-flop, set the stop flip-flop. The
signal generated by the stop flip-flop blocks the gates of the
instruction decoder so that the next instruction staticized

in the static register will not be executed until the cause of
the condition is remedied and the operator restarts the com-
puter. An error or abnormal condition which develops in one
of the input-output devices sets the I/0 abnormal-condition
flip-flop. '

4-38. MEMORY-CHECK FLIP-FLOP

When information is written into main storage the
check~bit computer (figure A19) ensures that an odd number of
1 bits is recorded on the drum for each digit. The check-bit
computer performs the same check on information read from
storage. If the digit read from storage contains an even
number of 1 bits, a low CK signal is generated. If the digit
contains an_odd number of 1 bits, a low CK signal is generated.
The CK and CK signals go to the memory-check flip-flop to
indicate whether a O or a 1 check bit was necessary when the
bit was written on the drum. The value of the check bit being
read from the drum is indicated by the DM5 signal output of
the read circuits., The check bit is found on the DM35 line
during the fast-storage read operation. The memory-check
flip-flop is set to a high MRE output (memory read error) to
indicate an error under two conditions:

(1) If a_Q checkbit is present, as indicated by the
low CK signal, and there is a 1 check bit being
read as indicated by the low DMS signal, or

(2) if a 1 check bit is preseht as indicated by a low
CK signal and a 0 check bit indicated by the low
DMS signal.

The memory-check flip-flop can be set to a high MRE
output only if the check-timing flip-flop is set. This check-
timing flip-flop is set at tOB if the RD signal is present,
indicating that the main storage read flip-flop is set. The
low output of the check-timing flip-flop alerts gates 53A and
53B of the memory-check flip-flop to sample for check bit
error condition.

The high MRE signal lights the MAIN STORAGE and
PROCESSOR OFF NORMAL indicators on the control panel and
sets the stop flip~flop (figure A5). The high SP output
of the stop flip-flop goes to the instruction decoder

4-62



to block the generation of function signals for the ex-
ecution of the next instruction until the error condition

is remedied. The operator must press the start button
generating a high ST (start) signal. This signal restores
the memory read error flip-flop to a low MRE output and

the stop flip-flop to a low SP output. The low SP signal
enables the instruction decoder to generate function signals
which enable the processor to resume operations.

4-39. TIMING-ERROR FLIP-FLOP

The timing-error flip-~-flop (figure A17) samples
the output digits of the timing band read circuits. When
originally recorded on the timing band of the drum, each
permanent timing combination contains an odd number of 1
bits., The timing-error flip-flop maintains a constant
check on the digit outputs of the timing-band read circuits
to ensure that each digit contains an odd number of 1 bits.
Thus, the operation of the drum and of the read circuits
is constantly checked.

Gates 2, 3, 4, and 5 of the timing-error flip-flop
test the TS1, TS2, and TS3 outputs of the timing band read
circuvits, Gates 6 and 7 test the TS4 and TS5 outputs.

An even combination of 1 bits alerts two of the gates,
setting the flip-flop to a high TE (timing error) output.

For example, gates 2 and 6 operate if the TS combination

is 0 0000, This combination contains an even number (zeroc)
of 1 bits; therefore an error exists. Gate 2 operates to
send a high signal to buffer 14 and then a low signal to

gate 9. Gate 6 operates to send a high signal to buffer

16 and then a low signal to gate 9. Both inputs to gate 9
are therefore low, setting the flip-flop to a high TE output.

The timing-error flip-flop is set to a high TE
output, indicating an error, under two conditions:

(1) If each of the two groupings of gates receives
an even combination, (even + even = even) or,

(2) if each of the two groupings receives an odd
combination (odd + odd = even).

A normal-odd input combination in one grouping plus an

even input combination in the other grouping (odd + even = odd)
puts a high on both set gates and the timing error flip-flop
output, TE, remains low. If an error exists the high TE

signal lights the TIMING ERROR and PROCESSOR OFF NORMAL
indicators on the control panel and sets the stop flip-flop.
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4-40. CYCLING-UNIT ERROR FLIP-FLOP

The cycling unit error flip-flop (figure Al6)
constantly checks the synchronization of the timing com-
bination iﬂg%t to the cycling unit., This combination,
TS4, TS3, TS2 and TS1, must be present at t6B of every
word time to properly synchronize processor and input-
output operations, If this combination is absent at
t6B, the cycling unit error flip-flop generates a signal
that stops the processor and indicates the condition on
the control panel for remedial action.

Gate 3 of the flip-flop is blocked by the high
t6B+ signal at t6B, which is the exact time that the timing
combinationshould be present. At any time other than téB,
the t6B+ signal is low. Therefore, if the bits
of the timing combination are low at the gate at any time
other than t6B, the gate is permissive, setting the flip-
flop. Gates 4, 5, 6, and 7 check the individual bits of
the timing combination for synchronization. These gates
are alerted by the t6B- signal at té6B. A malfunction is
present if any one of the TSl, TS2, TS3, and TS4 signals
is low at t6B, since only the timing combination signals
should be low at that time., If the input signal to one
of these gates is low at t6B, the gate is permissive,
This condition again sets the flip-flop to a high CUE
output. The low output signal from buffer 11 lights the
CYCLING UNIT ERROR and PROCESSOR OFF NORMAL indicators on
the control panel and the high CUE signal sets the stop flip-flop.

4-41. INPUT~OUTPUT ABNORMAL-CONDITION FLIP-FLOP

Any abnormal operation of one of the three input-
output devices produces a signal that goes to one of the
three set gates of the master I/0 abrormal-condition flip-
flop (figure A2). On the next card cycle or print in-
struction, the flip-flop is set by the function signal
generated by the instruction and the signal that indicates
the abnormal condition, For example, abnormal operation
of the printer causes a low AOP (Abnormal Operation Printer)
signal to be generated. The next print instruction (16 or
11) in the program generates FS 41, which alerts gate 100
to the AOP indication, The permissive gate sets the I/0
abnormal-condition flip-flop, generating high Jam I2A and
Jam I2B signals., The Jam I2A signal sets FF 1, 2, and 6,
to 1 outputs. The Jam I2B signal restores FF 5 and 8 to
0 outputs. This staticizes the second step of a test in-
struction. The abnormal condition signals, AOT and AOR,
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from the read punch and card reader respectively, similarly
affect the I1/0 abnormal-condition flip-flop when the in-
struction involving these devices is staticized. These
signals set the flip-flop, which in turn, jams the STR FF's
to the second stage of a test instruction.

This new reading generates function signals that
transfer the unexecuted instruction still in rC to rA for
storage. The second stage of a test instruction normally
transfers the contents of rC to rA and also sets the CT FF
so the rext instruction is taken from m instead of c. (See
112, under instruction 22, Analysis of Instructions manual.)
This setting of the CT FF is prevented by an inhibiting
Jam I2B signal which blocks the gate.

The contents of rC is transferred to rA for future
use by the programmer. This transfer takes place without
clearing rC. Jam I2A ensures that the next instruction is
taken from c+1 address by setting the OF FF and restoring
the CT FF. The assumption is made that the programmer has
stored, in the c+l address, a routine which brings the com-
puter to a stop.

4-42. MANUALLY-CONTROLLED OPERATIONS

The computer can operate either on a continuous or
a noncontinuous basis., Although the computer normally
functions in the continuous mode, facilities are provided,
mainly for troubleshooting and testing procedures, to operate
the computer in the noncontinuous or step-by-step mode,

The operator controls the mode of operation of the
computer by depressing one of the six pushbutton lights on
the control panel under OPERATION. These buttons light
when pushed and are mechanically interlocked so that only
one can be pushed at a time. When the CONTINUOUS button
is pushed, the computer operates continuously until a pro-
grammed stop instruction is staticized in the static register,
until an error occurs, or until the operator stops computa-
tion by pushing the STOP button. To place the computer in
a noncontinuous mode one of the five buttons marked ONE
LINE PRINT, ONE CARD RPU, ONE CARD HSR, ONE INSTRUCTION,
or COMPARISON STOP must be pushed, The logical operation
of the noncontinuous modes is described in the following
paragraphs.
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4-43. ONE LINE PRINT

When the ONE LINE PRINT button is pushed, the computer
stops on the first step of the next advance-and-print
instruction. When this button is pushed an EPR signal is
generated and sent to buffer 101 of the abnormal-operation-
printer flip-flop (figure A35).

When any one of the noncontinuous pushbutton switches
is energized, the NC (noncontinuous) signal is generated.
The NC signal is used to synchronize the control panel input
signal with internal computer signals. It alerts gate 1 of
the synchronizing flip-flop which is permissive at tOB if an
EW signal is present. Because the NC signal is generated by
a manually controlled switch, it may be a weak or partial
signal at tOB., The synchronizing flip~-flop stores the NC
signal for two word times, during which the signal either
dies out or builds up into a strong signal.

If the original NC signal dies out, the synchronizing
flip-flop is restored and then set again with a strong signal
when the next EW signal is available. At the end of the two
word times, the signal goes to gate 9 of the I0S FF., Gate 9
is alerted by the EW signal and is permissive at tOB if the
input signal is low, setting the flip-flop. The I0S FF
generates an I0S signal which is sent to set gates 19, 22,
23, 24, and 25 of_the stop flip-flop. Setting the 10S FF
generates a high I0S signal which restores the synchronizing
flip-flop.

When gate 25_is permissive, it sets the stop flip-flop
to low SP and high SP outputs. The SP signal blocks the
instruction decoder so that no function signals are
generated. When the operator pushes the START button a
high ST signal is generated to restore the stop flip-flop.
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4-44, ONE CARD RPU

When the ONE CARD RPU button is pushed, the computer
stops on the first step of the next card-cycle instruction
involving the read-punch unit. When this button is pushed,
a TECC signal is generated and sent to buffer 40 of the
abnormal-operation-RPU flip-flop (figure A26).

4-45. ONE CARD HSR

When the ONE CARD HSR button is pushed, the computer
stops on the first step of the next card-cycle instruction
for the card reader. When this button is pushed, an RECC
signal is generated and is sent to buffer 73 of the abnormal-
operation-reader flip-flop (figure A25).

4-46. ONE INSTRUCTION

When the ONE INSTRUCTION button is pushed, the computer
stops after the next instruction is staticized. The operator
uses this mode of operation to type information into the
computer from the keyboard. When this button is pushed, a
staticize-every-minus (SZE-) signal is generated and sent to
gate 23 of the stop flip-flop. Function signal 2 alerts
gate 23 during the staticize step of the next instruction.
When the gate is permissive the stop flip-flop is set.

4-47. COMPARISON STOP

The fifth noncontinuous button, COMPARISON STOP,
differs from the other four in that it stops the computer
after a Q or T instruction has been executed but before
the computer searches for the next instruction. The
function of both the Q and T instructions is to compare
two quantities and, on the basis of this comparison, to
determine whether the next instruction should be taken
from the m or the ¢ address. Two illuminated pushbutton
switches on the control panel indicate to the operator
whether the next instruction to be searched for will be
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in the m or ¢ address, When the operator has depressed

the COMPARISON STOP button, the computer stops after the
comparison is made and the next address has been select-

ed, If the operator wishes to override the address de-
termined by the comparison he pushes the apgro riate button.
The m or ¢ button changes the state of the CT FF and

lights the lamp associated with the chosen address, The

RUN button is then pushed and the computer searches for

the next instruction,

When the COMPARISON STOP button is pushed a QT
Stop signal is generated and sent to gate 24 of the stop
flip-flop. The STR signals that make gate 24 permissive
are common only to t