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1 • IWlRODtJClJON 

This docu•ent is intended to give an Jnsight into aulti-th~ead 
IJllS 9C as tapte•ented in OS/3. It defines tile •uttf-tllteed 

. co11cept • and contains infor•atii:>n relating to systea ce>ntrot. 
record tocks,. file usage and ACTl<>N prograa design. T•e 
info r•ation ts intended prt•a rtt y for those tndiv.idu• ts wt tilt" an 
organization who are responstble t~r t~e tapte•entatto~ of a 
au l t t-thread IMS 90 sys te• and the de stgn of ACTION p rogra•s. 

It ts assuaed that the reader has a kftowledge of the fellowing 
Sperry Univac publications: 

J~S 90 Prcgra••ers Reference "anvat'UP-8083 

CS/3 I~S 96 Systea Support functiens. UP~8364 

l~S 90 Applications tlser Gutue,. UP-8614 
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2. OVERVIEW 

The OS/3 IMS 90 syste• is available in both a single thread and • 
aulti-thread version. Single-thread IMS 90 provides low volume 
applications with low-memory serial Message processing while 
multi-thread I~S 90 provides the large volu•e application the 
saae consistent services as single thread with con,urrent 
transaction processing requiring a modest aeaory increase. 

The obvious reason predicating any consideration toward use of 
multi-thread IMS 90 is response tiae. for the new user. it may 
be the apprehension that single-thread l"S 90 will not be 
sufficient to eeet the response tiae required. For the 
single-thread IMS.90 user this Migration is usually apparent in 
a~ increase in votuee. As volume increases, the need for 
consistent response tiaes becomes a major concern. 

With the decision to use aulti-thread IMS 90, the user aust be 
conscious of the affect the application •ar have on H'S 90 
perf or ma nee. 

This paper is intended to ~ssist the potential aulti-thread I~S 
90 user in attaining favorable results through extended 
explanations of IMS 90 facilities. 
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3. MULll-TffREAD lfl'S 90 

• 3.1 fHILTl-lffREAD IMS 90 CON.CEPT 

• 

• 

Multi thread l"S 90 is. briefly. the processing of several user 
requests concurrently, as opposed to serially. Multi thread IMS 
90 provides the capability to process input messages while 
concurrently processing input/output requests for existing 
threads and coe11unication output requests for ter•inating 
threads. 

Ptulti thread IMS 90 achieves its perforaance capabilities via 
four functions: 

Pl ul t i t as k i n g 

Overlap of 1 /f; requests 

Concurrent execution of user action programs 

S ti c k in g po we r 

AQdf tional perfor•ance iaproveaents are obtained by e•ploying 
aethods that enable IM~ 90 to optimize the available system 
resources and share its own internal resources. 

Multi thread IMS 90 is designed to •aintatn a saooth systea 
balance while processing large volu•es of input. and still 
•aintain acceptable response tiaes and provide increased system 
throughput. 

Multi-tasking 

Multi-tasking provides •ulti-thread IMS 90 with the ability to 
co'nc l.lrre n l ty schedule t ran sac ti ons for inc o•ing aes sages• process 
output aessages for terainating actions/transactions and service 
outstanding I/O requests for existing threads (actions>. 

There are four subtasks which are always present in the 
aulti-thread I~S 90 syste•• The priaary (job step) subtask is 
used •ainly for startup and shutdown. The secondary subtask. 
known as the I~C task, is utilized exclusively by the Internal 
Message Control (l~C> routines, the ICA" interface for IMS 90. 
The tertiary subtask. known as the Main Task• is e•ployed for the 
execution of aainline code of IMS 90: the scheduling and 
terainating of transactions as well as the execution of user 
action pro9ra11s. One or aore additional subtasks 11ay be 
allocate~. via the job card. to process 1/0 requests on behalf of 
a user action progra•• 
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I 
I 
I 
I 

JOB STEP TASK 

I INITIAL I 
I PHASE Of I 
I STARTUP I 

'------------' t 
I 

-----~---------------1--------------------------
I I I I 
I I I I ----.-.----- I --------- --~-------

IN TERN Al I I I I I 
MESSAGE I I I I/0 I I 1/0 
CONTRO l I I I SUBTASK I••• .1 SUBTASK 
SUBTASK I I I I I 

I 
I 
I 
I 

I----------' I I __________ I 

·------~---· I 
MAIN I SUBTASK 

APPLICATIONS I 
j MANAGEMENT l 

'-------------~---· 
FIGURE 3-1: Multi-Thread IMS 90 Tasking Structure 
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3.1.2 

• 

3 .1.3 

Overlapping of 1/0 Requests 

Because single-thread IMS 90 executes through a single Tee. IMS90 
is waited until the coapletion of each 1/0 request. In 
•ulti-thread IMS 90, a subtask is siaply ~llocated fro• th~ 
available pool. whenever an action (thread) requests an I/O 
function be perfor•ed. After issuing the 1/0 order to data 
aanagement, l"S 90 aay continue to servic~ other requests fro• 
the Main Task, the IMC Subtask or the other 1/0 Subtasks. Upon 
ccapletion of the 1/0 function, the thread will be queued for 
subsequent execution by IMS 90. The nu•ber of subtasks specified 
on the Job card predicates the nu•ber of 1/0 subtasks available 
during the online execution of IMS 90 (i.e, a value of 5 allows 
for 2 1/0 subtasks, 6 allows for 3 1/0 subtasks etc.> A value of 
6 is usually sufficient. 

Concurrency of Action Progra• Execution 

~ulti-thread IMS 9E allows for 2 or •ore threads to access the 
same action progra• concurrently. This feature not only 
ccmtributes to the efficiency of UIS 90 but also conserves 
resources which •ay be eaployed toward scheduling and execution 
of additional threads. Details of this feature will be described 
in Sec ti on 7 • 

• 3.1•4 Sticking Power 

• 

Undoubtedly the most transparent feature of aultt-thread IMS 9-0 
is sticking power which allows an·~ction prograa <non-resid•nt> 
to remain in main aemory until that space ts needed for 
subseq'uent processing. When an action terainates, the space the 
action program occupies is essentially de-allocated, but not 
re-used as long as there is available space in the storage pool 
t e continue the processing of i ncoa ing transact ions. If this 
action program is tieeded again, it can be scheduled without being 
reloaded. 

However, if an action prog raa which is in ae•ory has no potential 
users, ano the space it occupies in the storage pCJot beco•es 
critical toward the scheduling of a new thread, the action 
progra• space will be returned to the storage pool and be 
available for the scheduling of the new thread • 
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4. THREAD DEFINITION, COMPONENTS AND CONTROL 

4.1 THREAD DEFINITION 

Jn •~lti-thread IMS 90, a thread, which for siaplicity's sake 
will be defined as a unit of work within the IMS 90 environ•ent, 
consists of the following attributes: 

1. Thread Control Block (THCB) 

2. Terminal Control Table <JCT> 

3. Activation Record (A/R) 

4. User Act ion Progr a11 

5. file 1/0 Areas 

4 .2 THREAD COMPONENTS 

A thread can be associated ~ith every input 11essage and. is active 
only for the length of the !S!!~! for which it is assigned. 
Therefore.·it is conceivable that several threads aay be 
allocated and deallocated during the span of a transaction. 

4.2.1 Thread Control Block (THCB) 

The THCB contains all necessary inforaation pertaining to an 
action. It contains pointers to all areas of the activation 
record as well as the action. prograa and terainal control 
entries which are active on behalf of a thread. 

When a thread is created, it is identified as either routine or 
u rg e n t i n pr io r it y • 

Threads ire ordered in a linked list which are serviced on a 
rcund-robin basis. Each thread that is designated as ready 
receives control when its turn comes and retains contr-ol until it 
•ust wa1t on soae facility. Subsequently, this action is aarked 
as busy and contrcl is passed to the next thread that is ready. 
If n-0 action threads are •arked as ready, control will be 
transferred to the initial thread routine to deter•ine if a new 
thread can be created. 

4.2.2 Ter11inal Control Table (TCT> 

Each ter11inal in the IMS 90 environ•ent has a TCT. The JCT 
serves-as a link between the terainal and the thread which is 
active on its behalf as well as providing constant terairial 
status and accumulated 11essage counts. 
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4.2.3 

• 

• 

Ac ti vat ion Record (A /R > 
, 

Each thread is allecated a corresponding activation record. This 
is. in essence. the users' area for any data aanipulation. Areas 
within the activation record are allocated based on values 
supplied in the ACllON section of the configurator. The A/R is 
ceaprised of the Progra• lnforaation Block (PIB>, Input Message 
Area (JMA>. Work Area (WA>, Output "essage Area (OMA> and the· 
Ccmtinuity Data Area ,(CDA). The areas provide the user with 
facilities for program status, reception of input •essages, 
teaporary work areas, output reply aessages to the terminals and 
essentially a coa•on data area for ~ucceeding actions 
respectively. An AIR is static for the length of the action for 
which it exists. 

figure 4-1 graphically depicts the 11ulti-thread IMS 90 A/R in 
aain storage and paraaeter list at the tiae an action prograa is 
given control. 

ACTIVATION RECORD (A/R) Rel. ADl>R. 

I PROGRAM JHf ORMA 11 ON BlOCk (p 18) I A I 
1---~---------------------------1-------1 
IOUTPUT MESSAGE AREA (OMA) I e I 
l ----·-------------------------.. -1-------1 
ICONTINUJlY DATA AREA (COA). 'I c I 
1----~--------------------------1-------1 
I wORk ARE A <wA> I D I 
1-------------------·-----------..i 1-------1 
I INPUT MESSAGE AREA (l"A> I E I 1-----,..._ _______________ • _________ 1-------1 
IDEfINED RECORD AREA (ORA) I f I 

·---~---------------------------•-------· 
Reg. 1 AT ACTION PROGRAM ENTRY 

(PARAM LIST) 

IAREA Rel. ADl>Rel 
1·-----.1-----------1 
I PI B I A I 
1-----1-----------1 
I IMA I E I 
1-----1-----------1 

'I WA I D ' 
1-~--1-----------1 
I O~A l B I 
1-----1-----------l 
I to A I c I 
1------1-----------1 
I ORA I f I 

·-----•-----------· 
• FIGURE 4-1: Multi-thread IMS 90 Activation Record Layout 
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R1 
R1 

ll1 
R1 
R1 

4.2.4 Vser Action Prograas 

Actiofl prograas ate loaded upon request. if not already in 4lt 
•e•ory, or are specffied as per•anently resident at configuration 
tt•e. Non-resident action progra•s are l¥1aded randoaly vtthtn 
the Ifl!S ~O •ain storage pool. Resident actfon pregraas are 
leaded e>nce at startu~ tiae and tflen peraanently il'estde in the 
••in storage pool taaedtately ptecedtng the l"S 90 Input Staging 
Area. 

4.2.S file IIC Areas 

file 1/0 areas are allocated for ~ach lSA"IJRAR file an action 
wishes to access b4tfore the thf"Nd is sdteduled. I/0 areas are 
allocated based upon inforaati9n supptted tn tt•e .#IL£S paraaete_r 
ef t•e AClJC>N section of the l"S 90 conft9urator. J/fJ areas are 
sflareable between thteada, tapflytng s iapty that ff an 110 area 
already eatsts when a t'read ts tnitt•ttzrd• tt will be share~ 
wt th the extsting thread. Oaa Relative ftles are not buffered; 
ttlerefcire. an 1/CJ area ts not .allocated vften t11e threaff ts 
sctied11led. 

"ost cf the resources eaployed tiy a thread are untqw attd apart 
troa eUaer active threads in the 11i•· 'Tfterefore. eactt thread • 
•tsst • h1 Sette vay • be u11tquel y :idenU fia bte fro• •the r act tve 
tflreads tn the systea. le achieve tltts, t"S 90 .,.tttzes the 
unique date and tiae staap vlttch ICA" provides vtth each input 
aessage. Jf the tftcoafng •essage indicates the tnittatton of a 
new transact ion• tile date and ti ae st ••P ts placea tn the· 
ler•h1at Control Table CTCT> anl! corresponding Thread Control 
Bleck Cl1tce>. This unique sta•P reu tfls througltout the Ute of 
the transaction regardless of the n .. ber of actions tftvolved or 
tnie s cf st1ccess tori eaployed. Since If' S 90 aartipul ates tit e 
aate-tiae staap to guarantee unfqvene ss • the tfae st••s> cannot be 
used as a valid ti•e of day. However. as of Release 6.0, a vatfd 
date a11d ttae o.f Actton Scheduled is eade avatlab'l'e in the PUt. 

Stitise1are11t to at location ef the lttte and fnsertion of the 
date-tiae sta•P• the ~ser AIR ts ~ltocated and co~respondf n9 
addresses are placed tn ••• THtB. any required 1/fJ areas are 
allGcated and t~etr corresponding addresses placed tn the file 
tcritrct labte (ftllt the user ac-tton prograa is ltoaded (if i'tOt 
resident>, the Progra• Control Table >CPCT> addresa ts placed 1n 
t~e t~ce. the user input •essage is edited into t~e l"A froa the 
Jt1pt1t Staging Area anc control is transferred to ithe unr action 
prcgra• at its designated entry potnt ~ddress. 
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ftg~•e 4-2 shows th~ •ulti-thread IMS 90 •~•ory layout • 
_____________________ ... _., _________ . ______________ .._,,.-..~.-.--------._,.;;:--------~-·--.. 

IPIEA11'8l.E • TC8 ... s 
IGPtll FIL£ lABLE & EXlENT ARE A • I 
l--·-·~ ..... ,..... ..... ___ _....~----.-----~-...--~--------~ .. --.. ~--... _-~-............. __ ..._._ ............ ~.1 
IJ"S 90 LGAD MODtil.E 
I 
ICGNlAINS 1> tAlA lllANA6U•EN1 .. ODU-1.:ES 
I (EXtlUDEI> If SHA RED DATA tUiT > 
I 2> Dlf ... s• F~ll• ftt•s SIB 
I 3> ltl*s• ttl*s 
I 4) NAlllUtft I AUt>It 1/0 AREA 
I S> IMS 90 CO~E 
·l~AJW ~10RA6£ S~8POOl 

I 
ICCltllAJNS FOR EAClf AtllVE THREAD 
8 1) THREAD. CONTROL 8lD·CIC (lff(B > 
I 2) AtllVATlON RECORD (AIR) 

I 
I 
I 
a 
I 
I 
I 
I • ·• I 

I I•<t.UtE.S P IB • JM A• WORK• O•A • t DA I 9R A 

I 
I 
I 
I 
I 
I 

I 3) AtltON f'ROGfUPt (NON-RESI•£Nl) 
I 4) flt.E 110 AREAS (£11<.(E9T DMR> 
I S> flLE LOCKS, RECORD LOCICS 
I ..................... _..._._ ...... ___ ,,..,..., .... _,.._. .......... ~~"':"_,.._ ..... _ ..... ,~ •. - ... ~- .................... ~ ........ ~.-----:-. ·a 
l1AS« lflAT£0 CONTROL ENTRIES I 

IRES lDENt ACT18N PR06RAMS and SU8PR06R:AMS • I~--- ...... ,. ............................ -. .............. --.-.....-:-~---~~--~--..--... ~~--...... .._~-:·--....... .-.._. ....... I 

• • I IWPUl Pl£SSA'E StA6IN6 AREA .. I 
,I :1 
t ~---.. -.- ............... ~ .. -~ .. -'*";.,. .... '9:" __ .,...._. __ ..... ~-~-~-~.-..-...~----------..---~---------.... 1 
I I 
ICGNflSURATlON TABLES (Transactton td •able • Acto,. Control I. 
I table• Progra• tontro l tab·te > I 

--1 ....................... ~-------------.-..,.. ............. __ .....__ ...... _......,._...._ ....... ~ ...... .;.._ ....... _..~ ........ ----~----·-I 
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5. LOCK FEATURE OF fllllUL Tl-THREAD IMS 90 

5.1 LOGICAL LOCKS 

The lock feature of •ulti-thread IMS 90 is provided to •aintain 
the integrity of the users' data files during online execution. 
It is not the intent of this docuaent to describe the lock 
mechanism as this is done quite adequately in the IMS 90 
Progra•er Reference Manual UP-8083 and UP-8614 (as of release 
5.2>. Instead, a description of when locks are i•posed as well 
as when they are released, is provided to enable users to detect, 
eliainate and avoid both bottlenecks and deadlocks which •ar 
occur in a multi-thread IMS 90 system. 

Either of two logical lock options, lock-for-update or 
leek-for-transaction, •ay be selected for a Oaa Relative, ISAM or 
IRA~ files in the File section at <ORfiguration time. 

s.1.1 lock-for-update 

For. Daa Relative files, the lock-for-update option causes a lock 
tc be i•pcsed for a logical !~!S!~ when the record is ~etrieved 
via the GETUP function or added to the file via the INSERT 
function. for ISA~ files. the GETUP and INSERT functions will 
i•pose a logical lock for the 1ilt being accessed. These locks 

• 

prohibit access to the record (DAMR and IRAM> or file (ISAM> by • 
other transactions until this lock is released. It does not 
prohibit further access to the saae record or tile by the sa•e 
transaction. These locks are released when one of the following 
occurs within the transaction which iaposed the lock: 

1. For the GETUP, the record is updated by •eans of a PUT or 
DELETE functicn. for an INSERT function, the lock is 
released upon successful return fro• Data Manageaent. 

2. The action in which the lock was i•posed or a subsequent 
action ter•inates with the TERMINATION-INDICATOR of the PlB 
set to 'N' <noraal transaction teraination> or 'A' 
<voluntary, abnoraal transaction ter•ination> or 'S' <sa•e 
as 'A' with a request for snap) or the transaction 
involuntarily• abnor•ally ter•inates. 

3. The Program in which the lock was iaposed or a subsequent 
Progrom terainates with the TERMINATION-INDICATOR set to 'E' 
(external successor> or 'D' (delayed internal successor>. 

The LOCK-ROLLBACK-INDICATOR of the PlB is not appltc~ble for 
files which have had the lock-for-update option specified since 
l~S 90, in this case, does not perfora online recovery for those 
files. 
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5 .1.2 Lock-1 or-transact ton 

The lock-for-transaction, with OAM Relative and IRAM files, 
causes' a lock to be i•posed for a logical t~£2t~ when the record 
is retrieved VIA the GETUP function or added to the file via the 
INSERT function. for ISAM files, the GETUP and INSERT will 
i•pose a logical lock for the 11lt as well as the Lt£2£q being 
accessed. These tocks prohibit access to the record or file by 
other transactions until this lock is released. It does not 
prohibit f~rther access by the sa•e transaction. These locks are 
releas~d when one of the follo~ing occurs within the transaction 
which iaposed the lock: 

1. The action in which the lock was imposed or a subsequent 
action terminates with the TER~lNATION-INDltATOR set to 'N', 
'A' or 'S' or the transaction involuntarily, abnormally 
terainates. 

2. The action which terainates with the TERMINATION-INDICATOR 
set to ef th er 'E' or 'o' and the LOCK•ROLLBACK-lNDICATOR set 
to 'H' with pending locks outstanding. The logical file 
lock i11posed by the GETUP. is released and a record lock is 
i•posed providing file access to concurrent threads. 

3. The action in which the lock was iaposed or a subsequent 
action terainates with the TER"INATION-INDICATOR set to 'E' 
or 'o' and the LOCK-ROLLBACK-INDICATOR set to 'R'. In this 
case~ only those locks that have been iaposed via GETUP 
function requests, and for which no corresponding PUT or 
DELETE function requests have been issued• are released. 

4. the action in which the lock was iaposed or a subsequent 
~ction terainat~s with the TER"INATJON-INDICATOR set to 
either 'N'• 'E', or 'O' and the LOCK-ROLLBACK-INDICATOR set 
to 'o' to cause a> the rollback of all updates performed by 
this transaction to the previous rollback point, b} the 
release of all locks active for this transaction, and c> to 
cause a new rollback point to be established for this 
t ran sac t ion. 

5. The action in which the lock was iaposed or a subsequent 
action terainates with the TERMINATION-INDICATOR set to 
either 'E' or 'o' and the lOCk-ROLLBACK-INDICATOR set to 'N' 
will cause IMS 90 to establish a new rollback point for the 
transaction. Subsequent requests for file rollback will be 
effective only to the new rollback point. This assuaes that 
other rollback points are not established later in the 
transaction by subsequent actions. 

finally, logical file locks iaposed for ISAM files cannot be 
carried fro• action to·action. Any file l~cks active at action 
ter•ination will be released: 

1. file and record locks will be released for pending updates 
if the LOCK-RCLLBACK-INDICATOR is set to ""R'. 
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2. If a SETL was issued. an ESETL will be issued by IMS 90 if 
it is not done by the action prograa. 

5.2 CONTROL .AND RELEASE OF INTERNAL LOCKS 

5.2.1 ACllON Program Control 

The user action prcgraa aay. at its own discretion. at action 
ter•ination specify subsequent lock discipline via the 
LOCk-ROLLBACK-INDICATOR (LRI) of the PIS. lock discipline is 
a¥ailable only for those files which have specified 
lock-for-transaction (LOCK=TR> in the FILE Section of the I"S 90 
Conf igurator. Usi~g Leck-for-update (LOCK=UP) does not provide 
lock carryover across succeeding actions. The default value for 
the LRI is 'N'• which releases all locks previously iaposed by 
this action and establishes a new rollback point. 

The holding of locks across actions requires the specification of 
either 'R' or 'ff' for the lRl at action teraination. 

Specifying the value of 'ff' will cause IMS 90 to hold all locks 
active for this action and any preceding actions within this 
transaction. The value 'R' in the LRI at action teraination will 
release any pending locks active for this action as well as any 
pending locks active for previous actions within this transaction 
which aay have been held over. A pending lock is defined as one 
f()r which a GETUP .. as issued but the corresponding PUT or DELETE 
function was not issued. 

lf during an action progra• execution the d~ter•ination is aade 
that any previous updates are. void due to current circu•stances; 
these updates, for the existing action and any previous actions 
for which locks were ht.ls!. •ay be rolled back. to the last 
rcllback point. Specification of 'O"" in the LRI at action 
termination will force all updates perforaed by this transaction, 
or to the last established rollback point if one has been 
established since initialization of this transaction, to be 
rclled back to their initial status. further, all locks active 
for this transaction will be released and a new ~ollback point 
establish~d for this transaction, providing the 
lt'reination-Indi,ator is not set to 'N'. As previously stated, 
the rollback facility is available only for files which have 
leek-for-transaction specified. 

Table 5-1 sumaarizes the function of each of the 
LOCK-ROLLBACK-INDICATORS. 
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TABLE 5-1: LOCK-ROLLBACK-Ihl>ICATOA (LRI) Values - (LOCK=lR) 

------------------------------------------------------------~--
t LRI I I 
I VALUE I fUHCTlON I 
1-----1--------------------------------------------------------~-1 
I R IRelease all pending locks. ,Pending locks are I 
I lincoapleted function requests <i.e. GETUP w/o I 
I lcorresponding PUT or DELETE function>. I 
-----..1-----~-~-~----------------·------------------------------1 

ff IKold all locks. ~his includes pending and I 
lcoaplete function locks,. I 

~----1---------------------------------------------------------1 
N IRelease all locks active to this point iaposed by this I 

ltransaction. Establish a new rollback point for this I 
ltransaction. I 

-----1-------------------------------------~-------------------1 
O &Rollback all updates active by this transaction to the I 

llast rollback point. Establish a new rollback point for I 
lthis transaction. I 

I _____ I ____ ,... __ ~------------------------------------------------·-' 

11111 S 90 Internal Control 

Whenever a lock is iaposed by an action. the lock will reflect 
the date and ti•e sta•p of the thread which imposed the lock • 
further. a bit-aap in the TCT is updated to reflect the file for 
which the lock was i•posed. Subsequent requests to release locks 
or ncraal iransaction ter•ination. causes this bi~ aap in the TCT 
to be scrutinized to deteraine which files <FCT's> sho~ld be 
scanned in locating locks held by this transaction. When 
scanning each files' lock list entries. the date-tiae staap 
assigned to this transaction is used to identify and release any 
a~d all locks which •ay exist for the transaction in the list 
being analyzed. 

Upon successful action/transaction teraination and releasing of 
existing locks <if not held across actions> the user's output 
aessage is scheduled for delivery and all allocated resources are 
released. If the ~ction has indicated a successor, the ter•inal 
re•ains .in interactive-aode and the next incoaing aessage will 
not initiate a new tran~action • 
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6.1 f IlE SHARING 

All data files are shareable vtthtn the I"S 90 e1L¥ironaent thru 
ff le fllanage•ent. ISA", IRA"• DAiii Relative and SAfll files are 
shareable a•ong actions on a func tion-by-functfon basts. ISAfll 

'and IRA~ ftles ••Y be allocated e~ctuatvety to an actton for a 
series of sequential file opera~tons. files a~e ~ubseqvently 
deallccated either ex,ttcttly by t~e acttoft or fa~lfcttty at 
action ter•tnatton. 

6 .2 fl LE UICKS 

1 ab le s 6-1 a11d 6-2 su•aartze vl\an loc-ts are i•posed and re teased -i• function calls. 

TABLE 6•1: LOCk-fOR-UPOAlE 

• I ' IREL EA SE IRETlUEVEIW ILL NOT Rf ;.I NO • I lfll£ RECORDI FILE ·t LOCKED ITRIEVE LOCK-I LOCKS I 
I ILfJC:K I LOtK I LO CIC t RE tJ>RD 1£0 RECORD I 1111 POSED I 
1--~------~--1----1-----~t-~---~t---~~~~~1~-.------_,..~-1----~---1 

ISEll tx c 1 >I I t t I I 
IESEll I I IX (1 > t I t t 
f 6Elltfl tx<3>1 X(2) t t I x t I 
IUISERl 11(3)1 1(2) tX<l > I t Jr ' I 
IPllT/DElElE I I x (2} tx<3 > I • I I 
IGEl CSEQfnt >I I ' ' x I I Jr I 
IEET CIANDOPl>I I t ·I I • I x I 
1_ ....... ,.. ........ _ ... _1 _____ 1 .. _ • .,_ .... -t ............... _1 .......... ---'-·----...,..._._. .... t __ - ___ 1 

lABLE ~-2: LOtKfD-FOR-lRANSA~llON 

---- .. ---.----------.. - .... 9t ..... -.-.-...-.~----~--~ ... -------------------------·~---
I I • IRELEASEtREfRJEYEIWlll NOT RE-f .. 0 I 
I IFllEtaEtORDI FILE ·f LOCICEI ITRJEYE LOCI-I lC>tKS I 
I ILC>CK I LO Ck I LOCK t RE CORD IED RECORI> t lfltPOSED I 
1--------------·--1·---1--·---e----------t--r::.-----1-----------~~1-------1 
fSETL txt1>1 f t • • I 
IESEll I I txu > ... I I I 
l6ETllF txt:na )((2) .. ' I x t I 
IINSERl IX<3>1 X(2) IX (3 > t I x t I 
IPlJl/DEltlE t I J(2) ,. (3 > I I t I 
l6El CSEQNTL>I I t I x I I x I 
l6El CIUNl>OfO I • t ' I • • x I 
I ____________ ..... _ t_ .... _ l_ .. _ ...... _l _______ ,., i_~ ..... --... t ... _ ........... ~~---·I ....... ______ ·I 

1. ISA~ and JRA" files 
2. All files. 
3. far ISA" only. 
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7. ACllON PROGRA" CONSIDERATIONS 

• 7.1 ACTION PROGRAM DESIGN 

• 

• 

One of the priae factors predicating the overall perfor•ance and 
aeaory size of aulti-th~ead lMS 90 is the initial design of the 
user action prograas. It is iaperative that the design of the 
user action progra•s receive the utmost attention in any system 
design. The action progra• should never be construed as an 
online batch-type job. It is in the better interests of response 
tiaes and over•tl availability of l~S 90 resources that action 
prograas abstain fro• extensive sequential searches on ISAM or 
IRA~ files or extensive updating of any one or group of files in 
a single action. 

There are relatively few rules which should be considered when 
designing an efficient aulti-thread l"S 90 action progra•• 
Several of the following points reflect response tiae 
considerations; .the reaainder directly affect ae•ory sizes which 
could deteraine whether or not an extra thread can be scheduled 
for execution. · 
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Figures 7-1 and 7-2 depict the relationships between a 
Transaction, Action and Progra• in the IMS 90 environaent. 
Figure 7-1 indicates a simple relationship where a single action • 
program execution constitutes a transaction, action and progra•• 
figure 7-2 shows a coapound relationship where several action 
iterations •ake up the total transac~ion and in the final 
sequence, multiple action prograa executions coaprise the 
resulting action. 

INPUT MESSAGE l l I 
PROCESSING fprograalActionltransaction 
OUTPUT MESSAGE I I I 
NORMAL TERPHNATIONI I I 

FIGURE 7-1: SHtPLE TRANSACTION/ACTION/PROGRAfll RELATIONSHIP 

INPUl JlllE SSAGE I I l 
PROCESSING I I I 
EXTERNAL SUCCESSION I PROGRAM I ACTION I 
' (locks held - No Rollback Point>t I a 

l 
l 

IN PU T fl!E S SAG E I I 
P ROC ESSI NG I I I 
DELA YE I> INTERNAL sue c E SS ION I PROG RAP! I ACTION I 

( N Cl lock s he l d - Logical I I l 
Rcllback Point t • I I • I TRANSACTION 

I 
IfliPUl MESSAGE I I ' P ROC ES SI NG • I I 
IMMEDIATE INTERNAL SUCCESSION IPR OGRAM I I 

(L <>cks hel o - No Rollback Point>I I a 
I ACTION I 
I I 

P ROC ES SI NG I I I 
NORMAL TER~I NATI ON I PROGRAM I I 

(IMPLIED ROLLBACK POINT) I I & 

l 

FIGURE 7-2: COMPOUND TRANSACTlON/ACTION/PROGRAfll RELATIONSHIP 

R1 7.1.1 Type of Action Progra111. 

R1 
fi1 
R1 
R1 
'Rt 
R1 
R1 
R1 
R1 

The aost efficient fora of action progra•s in a aulti-thread 
environ1tent is the re-entrant <BAL) or shareable (COBOL>. 
Re-entrant and shareab~ action progra•s can provide processing 
of several concurrent threads. Serially reusable actions cannot 
provide this type of processing because they are self-modifying. 
when possible and "1hen there· is a choice of action pro9ra111 types 
tc be used for an n~s 90 application, re-entrant or shared code • 
should be used. In any case, care should be exercised in the 
design of an IMS 90 application to re111ove the potential of 
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11 deadtccts tsee Section 8. Deadlock>• 

a1 
R1 
11 

-11 
11 ., 
11 

Re-entrant and Shareable action programs allow 11uttfple threads 
co"current access. 11. for exaspte, thread 1 has pro9ra1t-A and 
ttiread 2 also requests Prograa-A. Tltread 2 will be queued until 
pregrae-A tssues a fu,,ctton req11est to t"S 90. At this tiee 
thread 2 will be given use of progr•-A· Vften th-read 2 perfor•s 
a function request to l"S 90. thread 1 vtll be re-scheduled fot 
ptcgraa-A and so on. 

1.1.2 ACtION Progra• Stze 

1.1.3 

1.1.• 

tceeJ> the size of actten prograas as •lntaal as possible. Never 
destgfl an actton prograa to do tt all. The tar9e1f' tlH~ action 
progra•• the fewer nuaber of concurrent threads tlttat can be 
schedt1led. The abject of aulti•ttu·eJd JlllS 9C is -to service as 
aany requests as posstble 9 concurrent ty. large a'ctton prograes 
tend to not only occupy •o,.e aeaory but also haaper concurrent 
pt'e>ce.ssing due to bei1tg either CPU bound or iapos,tng eatended 
l tsts e>f tocks for records and/:or files vhtcl\ ate also need•d bJ 
ot•er threads. these sttuattons ••Y also lead to extended 
periods of internal watttng for resources to becoae aYatlat>te. 

I/Cl Requ-ests 

Do as few 1/0"'s as possible. A rule ef thuab to follow to 
prcvtc1e perfor•ance and ettatnat~ ext~nded lockfng of files and 
records, is to ti•ft actf,on progr•s .to seven 110 .. s. 'rant•d 9 

th is wit l not always be the case; but undt-r no cf.f'c UltS tanc es 
should tt becoae the except ton. 1.ong sequential 9earches on 
Indexed files <SETL/ESElL) should '• avoided at alt costs. A 
li•ft af 1110-20() t/O"'s should be tl\e !lt••f11u• fo,. seqUeftttal 
search fun ct tons. Extended sequent ta l furtct ions lock out ttte 
file fro• all users af\d cause nit only increased response ttaes 
btit also deacttocl sttt.1attons. If sl'quenttat searches •re a 
necessity• rand<>• GEt•s shout d be etap &01ed vi th the ac tton 
p rag raa tncreaent tng Ute ket' each t ta e. This· wt t-l et tatna te ft te 
le•ktng and per•tt access to all users~ 

Nuater of files Accessed 

Access as few files as posstbte. Before a thread can be 
sche~t.1led, alt resources that wit~ be needed for executtcm eust 
be secured. This includes l/O areas for each file. A tack ef 
a Ya t la ti le rescurces wit t cause a thread to be queued and a 
s•atter thread to be scheduled. If an I/O area needed 'for a 
t ransacttcin being scheduled has· been 4tl located previously for an 
extsttng thread. this J/O area ~itl be shared between the two 
ttireacls. But this aay not always be tbe case. fior exaeple 9 tf a 
thread to be scheduled needs four separate ISAM or IRA" ft les 
111ttcse average blocksize is 2K byti.s; an extra 8K bytes of 
Clfertread aetnory exists fer this thl'ead, if the fttes reques·ted 
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are not being used by currently active threads. 

7.1.5 Locks 

I•pose locks only when necessary. The Majority of deadlocks that 
occur in an established aulti-thread IMS 90 environ•ent originate 
fro• file locks, record locks and the use of serially-reuseable 
programs. 

lf the user is performing siaple interrogation of a file or a 
selected group of records within a file, the rando• GET function 
should be used instead of the GETUP or SETL sequences. The SETl 
function will iapose file locks for ISAM and IRAM files. The 
GETUP function will iapose file locks for ISAM and record locks 
for JRAM and OAMR files. 

Providing for as •any of the above points as possible when 
designing action programs will assist greatly in attaining and 
aaintaining the desired through-put necessary for any 
a~plication. 
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8. OEAOLOC KS 

• 8.1 DEADLOCK OEflNlllON 

• 

• 

The deadlock situaton occurs when Multi-Thread IMS 90 detects an 
uncorrectable situation within the transaction aix which will 
indefinitely inhibit the processing of one or •ore threads due to 
conflict in availability of necessary resources. Deadlocks 
result fro• in cons iste nc ie s in user design of the overall 
application. Whenever a transaction is in design phases. the 
user aust also be cognizant of other transactions which •ay be 
active concurrently within the IMS 90 syste• mix. The design of 
a transaction should be done in such a way so as not to cause 
direct conflict with other transactions over available resources. 

8 .2 DEAD LOCK SITUATIONS 

The following sections are exaaples which provide explanations of 
feasible ceaolock situations. 

Deadly Embrace - File Availability 

Thread 1 iss~es a GETUP (and i•poses a lock> for FILE-A and a 
subse~uent GETUP for FILE a. Thread 2 which is executing 
conctJrrently with thread 1 1 issues a GETUP <and i11poses a tock) 
on flLE-B and isstJes a subsequent GETUP to FILE-A. 

This is •ore co•monly referred to as a 9t!.2.l~=!.!1~!!!!• Both 
threads will be waited indefinitely because Thread 1 holds the 
lock for FILE-A which Thread 2 is waiting for, and Thread 1 will 
be waited for fllE-B which thread 2 holds the lock for. The only 
resolution is for IMS 90 to cancel one or both threads and allow 
ter•inal operators to reenter the transactions. 

In order to avoid this situation all action prograas should 
access all files in the same order and insure the PUT or DELETE 
is issued as soon as possible after the GETUP is perfor11ed. 

8.2.2 Oeadly Eabrace - Progra• Availability 

This situation can only occur with serially-reuseable 
<non-shareable> action prograas. 

Thread 1 eaploys program-A which issues a GETUP (and imposes a 
leek) for fllE-X. SubsPquently, a PUT is issued <record is still 
lecked) and succession <regardless of type) is done to program-a. 
Prograa-A" also. elects to carry the record lock over to program-a. 
Thread 2 has 111eanwhile been scheduled using prograa-B which 
issues a GETUP to flLE-X requesting the saae record thread 1 is 
hclding • 

this also is a deadly e111brace. Thread 1 cannot continue because 
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thread 2 has Progra•-B. Thread 2 has been queued because the 
record requested is locked by thread 1. 

If program-a were shareable or reentrant,. thread 2 would be 
queued for the record,. and thread 1 would proceed through 
succ es si on and execution of Prograa-e. When the re cord lock is 
released,. thread 2 would continue nor•al processing. 

8.2.3 Pending Locks 

When using Iamediate Internal Succession the user should exercise 
great care not to leave pending locks when terainating the action 
program. lock discipline is not interrogated during l••ediate 
lflternal Succession and pending locks noraatty ieply !ilt locks 
(except for DAMR files>. If the user intends to perfora 
I••ediate Internal Succession an ESETL,. PUT or ~elete should be 
issued for each outstanding S_ETL and GETUP respectively before 
action prograa teraination. This will eliminate any unnecessary 
~aiting by other threads for the files being held by this action. 

8 .z.4 Record Lock 

~hen a record is locked by a thread,. regardless of filetype,. all 
subsequent requests for access to that record ~ill be queued • 

The •ost coaaon occurence of this situation is when one or •ore 
transaction types update a control record for a file. This 
should be avoided whenever possible. 

These are the coe•on causes of deadlocks. Care should be taken 
to avoid these situati~ns and thus eli•inate any bottlenecks that 
will ha.per processing. 
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9. ~UL1J-1HREAO IMS 90 MODULES and General Flow 

• 9.1 MULTI THREAD HIS 9C MODULES 

• 

• 

The fellowing secti~ns give a brief description. by functional 
area, of each of the Multi thread l~S 90 aodules • 
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9.1.1 functional Area - STARTUP 

The START-UP modules prepare IMS 90 for on-line executi~n. 

MODULE 
ttAPI E 

1 
ZBllSTART 

2 
Z Q#S TART 

REQUIRED 
VS. OPTIOhAL 

------------
R 

R 

FUNCTIONS 

1 • R E AO S PAR AM CAR D 
2. CALLS ZQ#START 
3. ASSIGNS SECONDARY STORAGE KEY 
4. ATJ}CHES SUBTASKS 
5. ATTACHES MAIN SUBTASK STXIT 

CODE 
6. OPENS FILES 
7. ESTABLISHES STORAGE POOL 
8. LOADS RESIDENT ACTION PROGRAMS 
9. CALLS ZB#LOAO TO LOAD ON-LINE 

PHASE 

1. READS CONFIGURATION TABLES fROPI 
NAME REC 

2. PERFORMS NECESSARY LINKAGE 
eETlfEEN TABLES 

3. ALLOCATES INPUT MESSAGE 

• 

STAG ING BUFFER AREA • 

3 
l C#P!OPMT 

3 
ZC#IOPEN 

2 
ZC/#BTCHA 

3 
l C#B TC HX • 
1 

R 

R 

() 

PERFORMS INTERNAL MESSAGE CONTROL 
ORIENTED START-UP PROCEDURES 

1. LINK TO ICAP! VIA MOPEN SVC 
2. SEND 'IMS READY' MESSAGE 

TO APPROPRIATE TERMINALS 
3. ATTACHES IMC SUBTASK, 
4. ACTIVATES STXIT AND OPCOM 

STXIT CODE IF OPCOM=YES 

EXECUTES ACTUAL ICAP! MOPEN 

PROCESSES // PARAM BA CARO 

PERFORMS BATCH ORIENTED 
INITIALIZATION PROCEDURES 

FUNCTIONS 1 - 4 ARE EXECUTED UNDER JOB STEP TASK; 5 - 8 UNDER 
"A IN SUB TA S k • 

2 
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EXECUTES UNDER JOB STEP TASK • 

• 3 
EXECUlES UNDER IMC SUBTASK • 

• 

• 
OS/3 Technical Bulletin #6 

I 

23 September, 1979 
Rev. 1 



9.1.2 functional Area - THREAD SCHEDULING 

The THREAD-SCHEDULING •odules allocate and deallocate action • 
related resources and control thread execution~ 

MODULE 
NAME 

4 
Z l#TM 

4 
Z11'IMC 

l B#LOAD 

4 
l A#A S 

4 

REQUIRED 
vs. OFTIONAL 

R 

R 

R 

OS/3 Technicai Bulletin #6 
Rev. 1 

FUNCTIONS 

1. SCHEDULES THREADS AND 1/0 FOR 
THREADS 

z. CREATES THREADS 
3. TERMINATES THREADS 
4. WAITS THREADS FOR INTERNAL 

FACILITY 
5. POSTS THREADS WHEN FACILITY 

AVAILABLE 
6. REQUESTS 1/0 SUBTASK FOR THREAD 
7. POSTS THREADS WHEN 1/0 COMPLETE 
8. CONTAINS INTERRUPT TIMER STXIT 

CODE 
9. CONTAINS PROGRAM CHECK START 

CODE 
10. CONTAINS ABTERM STXIT CODE 

AWAKES IMC SUBTASK FOR OUTPUT PROC 

LOADS IMS 90 PHASES 

1. ALLOCATES MAIN STORAGE 
RESOURCES FOR ACTION VIA 
ZS#flllSflll 

2. CALLS ZC#RDflllT TO BUILD IMA 
3 • CALLS ZJ#SCHED TO READ DOR AND 

DETERMINE ORA SIZE 
4. CREATES THREAD FOR ACTION 

VIA ZT#TM 
S. CALLS ZA#LOADR TO LOAD PROGRAM 
6. CALLS ZF#GEN2 TO READ CONDATA 
7. SETS UP SECONDARY STORAGE 

PROTECTION FOR USER 
8. DEALLOCATES MAIN STORAGE 

RESOURCES FOR TERMINATING 
ACTION 

· 9. CALLS ZF#GEN2 TO WRITE CONDATA 
10. CALLS Zf#GEN2 TO PERFORM FILE 

MANAGEMENT TERMINATION 
PROCEDURES 

11. REQUESTS OUTPUT PROCESSING 
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4 
l S#fll·SM 

Z. A#lOAOR 

ZQ#JOnnn 

where: 

5 

nnn=CONf IO 
0 f NET WOR-K 
SEC TI.ON IN 
C ON f 1 G UR AT 0 R 

6 
Z '11fflll"SO 

4 

R 

R 

R 

ALLOCATES AND DEALLOCATES 
(CONDlllONALLY OR UNCONDITIONALLY} 
BLOCKS Of STORAGE FROfll THE MAIN 
STORAGE POOL 

LOADS USER ACTION PROGRAMS 

1. CONTAINS THOSE TABLES REQUIRING 
ASSEMBLY GENERATION 

A• IMS 90 AND USERR DATA FILE 
OlfS 

e. ItAM-lMS 90 SHARED TABLES 

2. CONTAINS PREALLOCATED 1/0 
AREAS FOR AUDfllE AND NAMEREC 

1. SENDS ERROR Pl ESSAGES TO CONSOLE 
2. PRINTS SNAP fOR ABNORMALLY 

TERMINATED ACTIONS 

EXECUTES UNOE R ~UN SUBTASK • 

5 
EXECUTES UNDER CONTROL 

" EXECUTES UHDE R COt.lROl 
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9.1.3 functional Area - INlERNAL MESSAGE CONTROL (IMC) 

The IPIC aooules control the coa11unications environ11ent U.e.. • 
ter1dnal input and output>. 

[ll!Ol>ULE 
NAME 

3 
lC#lfllCMT 

3 
l C# l lP PIT 

3 
Z Ctlf KY MT 

3 
ZC#MlCIU 

7 
ZC#OPCOM 

Z C#lCOOE 

4 
Z C#ROPll 

4 
ZC#ED.-T 

REQUIRED 
Vs. OPTIONAL 

R 

0 

R 

0 

R 

R 

0 
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FUNCTIONS 

1. DIRECTS PROCESSING Of INTERNAL 
"ESSAGE CONTROL (IMC) MODULES 

2. CONTAINS All ENTRY POINTS FROI" 
ICAM AND DETERMINES SUCCESSIVE 
PROCESSING 

3. CONTAINS INTERFACE WITH 
APPLICATION MANAGEMENT FOR 
~UTPUT PROCESSING 

1. QUEUES INPUT MESSAGE FOR 
APPLICATION MANAGEMENT 

2 • PROCESSES REGULAR TERMINAL 
COMMA Nl>S 

3. ALLOCATES AND DEALLOCATES 
BUFFERS FROM THE INPUT MESSAGE 
STAGING AREA FOR INPUT AND 
OUTPUT MESSAGES 

PROCESS FUNCTION KEYS 

PROCESSES MASTER TERMINAL COMMANDS 

ALLOWS SEVERAL MASTER lER~INAL 
COMMANDS TO BE ENTERED FROM CONSOLE 

SENDS AUTOMATIC STATUS MESSAGES TO 
APPROPRIATE TERMINA(S UNDER CONTROL 
Of THE IMC INTERRUPT TIMER STXll 
CODE 

DETERMINES SIZE OF IMA AND "OVES 
USER-DESIRED INPUT MESSAGE INTO 
l~A. PERFORMS NO EDITING, GENERAL 
EDITING AND/OR LOWER CASE 
TRAhSLATION AS SPECIFIED IN ACTION 
SECTION 

• 

PERFORMS EXPANDED INPUT PROCESSING • 
ON INPUT BASED ON EOll RECORD 
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3 
ZO#QUTMT 

3 
ZO#UNSMT 

3 
l O#C ONPIT 

Z I#TAB 

2C#U4fr,l 

7 

R 

0 

0 

R 

0 

CREAlED ev OffLlNE EDIT TABLE 
GENERATOR (ZH#EDT) 

1. CONTROLS OUTPUT MESSAGE PRO­
CESSING AT ACTION TERPllNATlON 

z. CONTROLS OUTPUT MESSAGE PRO­
CESSING DURING ACTION VIA 
SEND COMMAND BY OIRECllNG 
USE OF UNSOLICITED OUT-
PUT MODULE (ZO#UNSMT) 

1. PROCESSES COKTlNUED RESPONSES 
TO ORI61NATING TERMINAL 

2. PROCESSES SWITCHED OUTPUT 
(J.E., OUTPUT TO OTHER THAN 
ORIGINATING TERMINAL) 

3. CONTROLS USE OF UNSOLICITED 
OUTPUT INDICATOR 

1. VERIFIES AUXILIARY DEVICE 
SPECIFICATION IN USER OUTPUT 
MESS AGE 

2 • CONTROLS CONTINUOUS OUTPUT BY 
HANDLING DELIVERY NOTIFICATION 

3. CONTROLS OUTPUT-fOR-lNPUl 

SERVES AS TRANSLATE TABLE FROM 
LOWER CASE 10 UPPER CASE 

PROClSSES DOWN-LINE LOAD 
REQUESTS TO A U1S400 TERMINAL. 

EXECUTES UNDER CONTROL Of OPERATOR COPIMUNICATIONS ISLAND CODE • 
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9.1.4 functional Area - 8AlCH PROCESSING 

The BATCH PROCESSING aodules control the proce5sing of batch 
transactions thro~gh IMS ~o. 

MODULE 
NAME 

l C#ZZB TH 

3 
l CIB TC Ht 

3 
1 CIB lHMT 

ZC#BPRT2 

3 
ZC#BPRT 

3 
l C#BPRT3 

3 
Z C#BPRT4 

REQlJIREO 
VS. OPTIOhAL 

R 

0 

() 

0 

0 

0 

0 

0 

OS/3 Technical Bulletin #6, 
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FUNCTIONS 

DECODES ICAM SVC REQUESTS FROM 
OTHER IMC MODULES 

PROCESSES ZZBTH MASTER TERMINAL 
COMMAND 

DIRECTS THE PROCESSING OF BATCH 
fUNCTIONS 

PERFORMS ~ULTI-THREAO DEPENDENT 
OPERATIONS 

CONTAINS A PRINTER Olf 

CONTAINS A PRINTER Dlf 

CONTAINS A PRINTER DTF 

CONTAINS A PRINTER DTF 
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9.1.5 functional Area - FILE MANAGEMENT 

flLE "ANAGEMENT •odules control the access to all IMS 90 and user 
data files. 
MODULE REQUIRED 

NAME VS. OPTIONAL fUNCTIONS 

4 
Z f#GEN2 

6 
2 f#S JMR1 

6 
Z f#S IAMS 

6 
l f#A llD IT 

6 
Zf#ISAM 

6 
l f#D AMR 

R 

R 

R 

0 

R 

0 

QS/3 Technical Bulletin #6, 
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1. INTERCEPTS ALL REQUESTS FROM 
ACTION PROGRAMS ANO FROM l~S 90 
MODULES TO ACCESS/UPDATE FILES, 

2. VALIDATES PARAMETER 
3. SELECTS AHO GIVES CONTROL TO 

THE APPROPRIATE MODULE TO 
EFFECT THE REQUEST 

4. MANAGES RECORD LOCKS 
5. PERFORMS FILE MANAGEMENT RE­

LATED TERMINATION PROCEDURES 
AT ACTION END INCLUDING RE­
COVERY PROCEDURES AT ABNORMAL 
TERMINATION 

1. PROCESSES REQUESTS FOR ACCESS 
TO TME NA~EO. RECORD FILE 
(I.E., GET, GETC) 

z. MAINTAINS A MAIN STORAGE 
SUBFILE Of THE MOST RECENTLY 
AC CE SSE I> RE CORD 

PROCESSES REQUESTS FOR ACCESS TO 
THE CONDATA FILE <I.E., GET, PUT) 

PROCESSES REQUESTS TO AUDIT FILE 
(J.E., GET, PUT) 

PROCESSES THE FOLLOWING RANDOM AND 
SEQUENTIAL REQUESTS TO ISAM USER 
DATA FILES 

1. GET 
2. GETUP 
3. PUT 
4. DELETE 
5 • INSERT 
6 ~ SETL 
1. E.SETL 

PROCESSES THE FOLLOWING REQUf~TS TO 
DAM RELATIVE ORGANIZATION 
(RELATIVE RECORD) USER DATA FILES 
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f, 

Z Fii SEQ 

Zf#TRACE 

Z FRSBPRM 

6 
l F#TOM2 

Z6#SNAPM 

6 
Z f#O PC2 

6 
Zf#IRAM 

0 

6 
0 

0 

0 

4 
0 

0 

0 

OS/3 Technical Bulletin #q 
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t • GET 
2.. GETUP 
3. PUT 
4 • DELETE 
5. INSERT 

PROCESSES PUT REQUESTS TO SEQUEN­
TIAL USER DATA FILES 

WRITES BEFORE AND AFTER I~AGES TO 
A JOURNAL TAPE FOR OFflINE RECOVERY 

USER SUBPROGRAM INTERFACE 

•RITES OUTPUT MESSAGE TO 
lOMflLE WHENEVER A ROLLBACK 
POINT IS ESTABLISHED. 

EDITS SNAP OUTPUT 

PROCESS OPEN/CLOSE Of 
FILES IN RESPONSE TO ZZOPN/ZZCLS 

PROCESS THE FOLLOWING RANDOM 
AND SEQUENTIAL REQUESTS TO 
JRAM USER DATA FILES. 
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9.1.6 functional Area - DEflNED RECORD MANAGEMENT 

DEFJNED RECORD MANAGEMENT con~rols all requests to user defined 
files. 

"Ol>IJLE 
NAME 

4 
l J#SCHED 

4 
Z J#D RM7 

RE QUI RED 
VS. OPTIONAL __ .,... ________ _ 

R 

0 

fUNCTIONS 

REQUESTS THE RETRIEVAL OF THE 
APPROPRIATE DATA DEFINITION RECORD 
ANO DETERMINES THE SIZE Of THE 
DEFINED RECORD AREA REQUIRED FOR 
THIS DEFINED FILE 

INTERPRETS AND DIRECTS FUNCTION 
CALLS FROM UNIQUE AND USER ACTION 
PROGRAMS WHICH INVOLVE A DEflNEO 
FILE. DEFINED RECORD MANAGEMENT 
SUPPORTS RANDOM RETRIEVAL. 
SEQUENTIAL RETRIEVAL 9 AND RANDO~ 

UPDATE Of DEFINED FILES FRO~ ONE 
OR MORE LOGICAL FILES 
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9.1.7 functional Area - SHUTDOWN 

SHUTDOWN perforas those functions necessary to terainate IMS 90. • 

MODULE 
NAME 

Z l#SHO WN 

REQlJIREO 
vs. OPTIONAL 

R 

OS/3 Technical Bulletin #6, 
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FUNCTIONS 

1. WRITES RESTART RECORDS TO 
NAME REC 

2. CLOSES All FILES 
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9.Z "ULTITHREAD IMS 90 GENERAL FLOW 

Figures 9-1. 9-2 and 9-3 are provided to summarize the general, 
internal procesing flow thru several of the functional areas of 
aulti thread I"S 90 • 
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9.2.1 Input Message 

figure 9-1 shows the general processing for an input •essage from .• 
recieipt b~ IMS 90 to the scheduling and loading of an ACTION 
p ro1g ra•• 

I 
I ICAP\ 

1 
I 

------- (2) -------------
1 <1>1 IMC 1---------1 I 
1-->ISUBTASKI ->ITHREAD MGMT I 

------- <3>1 l-------------1 
->IACTION SCHED.I 

->l l<-
1 &------------1 I 

\ lERMINA L/ (4)1 l GEN. REQ. f l 
\ I I I PR oc·. I I 

I l---~---------1 l<S> 
->AMAIN STORAGE I I 

' "ANAGEMENT I ' 
l-------------1 I 
I ------- I I 
I I ACTIONI I<-
& IPR OGRAM I I 
I ------- I 

1. ICAM notifies Internal Message Control of an input •essage • 

2. Internal ~essage Control perforas editing of the input 
aessage, queues the action and awales the •ain task. 

3. Threaa Manage•ent schedules Action Scheduling to allocate 
resources to process the input. 

4. Action Scheduling gives Main Storage Manage11ent Control to 
allocate space for Control Blocks. Action Progra11 and the 
A ct i vat ion Record. 

5. Once this has been done, Action Scheduling loads the Action 
Progra11 and 11oves the input message into the users Input 
Message Area (IMA). 

FIGURE 9-1: GENERAL fLCW - INPUT "ESSA6E 
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9.2.2 GET Request 

figure 9-2 is provided to show the internal processing of an 
AtllON program GET request for a record in ~ user data file. 

l THREAD MGl'lll I 
1--------------1 1/0 
( ACTION SCHED I SUBTASK 
l--------------1 (3) ----------

-> l GEN RfQ PROC 1------>I FILE I 
I t l<------IMANAGEMENTI 

U> I 1--------------1 <4> I I 
I l~AJN STORAGE I --,-------
1 l MANAGEMENT I I (3) 

I 1--------------1 v 
l l At lI ON I ----------->' PROGRAM I I 0 ATA I l ______________ t IMANAGEMENTI 

1. User Action Program requests a record to be retrieved fro• a 
user data file. 

2. General Request Processor gives control to the appropriate 
File f!anageaent module. 

3 • file ~anage•ent awakes an I/O subtask which issues the 
request for the record from Data Management. 

4. The record is returned to the Action through File ~anageaent 
and General ReQuest Processor. 

FIGURE 9-2: GEhERAL FLOW - GET REQUEST 
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9.2.3 Teraination Processing 

lhe general processing flow for terntination fro• an ACTION 
prog ra• is shown in figure 9-3. 

--------- ------------ (3) -------------
1 l <4> l 1<----1 I 
I I CA fl! l <--- l HIC S UBTAS k 1-----> ITH RE AO flfGJlllT l<-l _________ I 1 ____________ 1(5> --t I 1<2> 

I (6 >I 1-------------1 I 
I ~I I-
v --IACTION SCffEO l<-

f 1-------------1 I 
---------- I I I I 
\ TERMINAt./ (7) I iGEN REQ PROC I I 

\ I I 1-------------1 1<1> 
----- ->&MAIN STORAGE I I 

I "ANAGEMENT I I 
1-------------1 I 
1 ACTION I I 
I PROGRAM 1--l _____________ I 

1. User Action Progra111 terainates itself and Action Scheduling 
deallocates the resources for this action. 

2. Action scheduling then initiates output 111essage processing. 

3. Thread Management issues a CAWAKE to the IMC task. 

4. The Il'IC subtask takes the output 111essage and issues an 
fl\WRITE to ICAM. 

5. Once the outp~t aessage is passed to ICAflf 9 the Internal 
Message Control Task awakes the 111ain task. 

6. Thr~ad ~anage•ent notifies Action Scheduling to co•plete 
termination processing. 

7. Action Scheduling gives control to Main Storage l'tanage•ent 
to release the areas assigned to the Activation record• 
Cantrol Blocks, and Action Prograa. 

FIGURE 9-3: 6EhERAl FLOW - TERMINATION PROCESSING 
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