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A Hote on the Householdezr Mzthod for the Reduction
of g Symmetiric Matrix %o a Codiagonal Yorm

Introduction

, Rollett and Wilkinson( 1) bhave discussed & rearrangement of
the order of calculation of the Givens(e) method for the reduction of
a symmetric matrix to a codiagonal form which reduces the number of
times that the matrix must be reand from a backing store. In their
papey they remark that the Householder method (Wilkinson(s )) appears to
require twice as many scans of the data, and consequently, for slow
backing stores, is slower than Glvens method, although taking 1/2 the
nunber of multiplicetlons. This nole suggests an organization of the
computations of the Householder method vhich mainteins the arithmetic
advantege and only requires the same'nmber of gcans of the data as the
Rollett-Wilkinson method,

Simply stated, the methods consists of caelculating during one
scan only the two vecbors necessary 0 make the transformation but
delaying making the transformation uniil the metrix is read out for the
caleulation of the vectors during the next pass.

I. Methed
The Householder method involves finding & unit vector

T
oy = (xl, Xy === 5 xn)

such that the orthogonal matrix

P -P-1-2¥¥

can be used to trensform the matrix A so that PAP has zeros in the

{1,3); (1,%); (1,5); --- and (1,n) positions. y‘_r_ can be chosen so that

Xy = 0. The process is then repeated on the sub-matrix cbtelined by

deleting the first rov and column of PAF. The final result after

n - 2 applications iz 5 codlagonal matrlx,



The following notation is used:

Iower case letters are data and intermediate vresults. TIn
particular, 8,4 ¥ the elements of A, X, are the elements
of w, and p 1 and g , ave the elements of the wi]kmson( 3)
vectors p snd g.

Upper case letters refer to storage locations in the main
random access memory. Five banks of storesge of n locations
each are needed. They ave Ags Bys Ci, P, and Q,. A, is

used to hold the last row of the matxix read from the backing
giore, Bi is used to put the Xy in after these are calculated.
Ci holds the X, from the last scan. Pi is used to accumulate
the elements of p as they are formed. {[These should be more
than single precision since they accumulste an inner product.)
Qi hold the 9y calculated on the last scan. Initially Ci and Qi
must be cleared to zero. (Or bebter still, terms involving
them not calculated on the first scan.)

The calculation steps exre given in terms of the storage locations;
the contents of the locations are mentioned to ald the reader following
the Wilkinson'3) paper. The matrix A is assumed to be in backing store,
stored by row in its upper triengular form. The result of one pass is ‘o
transform the matrix, reducing the last n - 2 elements of its Tirst row
to zero, and to use the storage locations vacated to smave the vector v
for future work. n - 2 applications of the process to successive
sub-matrices reduce the matrix to the required form,

The aritimetic and data moving for the rth pass 1s as follows:

1) Read the 2 row:

A,j=°'r3 3 J=7y ™M1, ~-1n

2) A:’:AJ ~QJCr-Qer ; J=I‘, Nl’ -=- 0L
(This step nced not be performed when r = 1.)

2 2 2
3) 8= +~J'{AH1 * Ao+ -+ A



L)

5)

6)

T)

9)

10}

| n
Boyy = %pyy = +V(1/2 + 12 2t
Bk=xk=QAk H k=:+2,r+3,;-—n

sign (A ,)
where Q - gk
™+l

= - 3
B, = -8 sign (Aﬁl) (This is the new Ar, n1 Slement)
Pr= Pp =B, 8sien (A l)
Regtore the rth rovw of the matrix using the contents of

Apr Bryye B 2! "7 0 By

(The actual value of the ¥°® row is A, B, 0,0 -, 0,

but the eod:lagona.l is being saved in 1ocations Bl, Be -——-

B as it is calculated so that there are r - 1 locations

' apare in the rB - ¥ov to store the w vector.)
Bet P = Pryy = Ppyp = —------ =Peo

A. Read the k™ row of the matrix into A
i.e.A3=akj 5 Jd=k, kK1, -- n

B. Calculate A} - Ay - Q0 - ULy I=k, - n

Lhls 8TEP anu wie LeXY Cal ue VML LLRU WASR I = L,

. ¥
C. StoreAk, -—Anbackasthenewkhm

i.e. a.kJ=AJ 3 J=k --n

D. P =P +Yk By,
: = ktl, -- n
P:j Pj+BkAj 9 3 kg

These products should be sccumulated double precision,

-3-



E. Do steps 10A to 10D for k = x+1; ™8, --n

u
., T - Z.z;“ P, (This is the Wilkinson K = v A w)

12, Qj=2(PJ~TEJJ 5 J=14l, --n

&= 2%

(These are double the elements g 3 which are used to form
the transformed metric.)

- - 4 T - T -
(gﬁg)ij = (ﬂ 2wg ~29 i*-)ij = aiJ - BiQi - qui)
13. Save the B 3 foy the next step in storage bank C 3
C’j:BJ 3 J=r1, --n

Vhen passes r = 1, v = 2, ~- r = n ~ 2 have been completed;
the last two rows, namely elemenis &, -1,8-1? n»l, a and a‘n;n nust be
updated. The letter is in An 80 can be treated immediately with the
formula:

Az'l'zAn"?QnCn

This element can be read back and then the (n--].).':'h TOW can
be read and trested appropristely. If after this has been done, A (now
containing anuln) is stored in B _,, the co~diagonal is in locations
Bl’ 32, -~ 5 Bn-l and the diagonal 1s in the backing store in its originsl
position. The locations originalliy bholding the off diagonel elements now
contain the verious w used in the transformation.

II. Comparison with other methods.

This process tekes epprovimately 2n3/3 multiplications, there
are no additional multiplications over the usual Householder method due to
this orgeanization of calculation. This compares to approximately lm /3
maltiplicetions in the symmetric Given's method. The number of backing
store refevences is idemtical to the Rolleti-Wilkinson version of Given's
method or to methods taking advantages of speclel characteristlcs of the
packing store to be eble to read rows or columns at full speed.

Sl



This method uses én storage locations holding n double precision
and Un single precision mmbers in the main store, sgainst 4n in the
Rollett-Wilkinson msthod. For unsymmetric matrices; a simple extension
of this technique uses approximately 5*%3/ 3 mulbiplications, against
approximetely 102;3/3 for Givens, but it now requires Tn storage locations
in the main memory since it is now necessary to calculate both p = A y:‘?_
and v = ¥ A as A is unsymmetric, although only one requires a double
precision bank of storage, since now a full row of A is read each time
so that each element of p can be calculated double precision and ‘then

rounded to single precision before being stored.
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