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PREFACE

This manual, Sys5 Administrator’s Handbook, is written for a
system administrator with a UNIX' background. This manu%
explains how to use Sys5 to set up and configure your Plexus
P/35, P/55, P/60, P/75, P/90, or P/95 system for users. It is not
written for casual Sys5 users.

Before you begin, please read the document Read Me First which
provides:

e an overview of manuals shipped with your Plexus system

e abstracts of each manual

¢ information on additional publications which can be ordered
from Plexus

Before reading this manual, you should have your system
installed. See your system’s Installation Guide for installation
instructions. This manual will refer you to additional manuals
comprising the A T & T manual set. Plexus also provides Mainte-
nance Manuals for your Plexus system. The Maintenance Manu-
als are designed and written for service personnel and original
equipment manufacturers (OEMs) and provide specific informa-
tion regarding the components and maintenance of your Plexus
system. Following is a list of manuals that might be of interest to
you:

1 UNIX is a registered trademark of AT&T.
® Plexus is a registered trademark of Plexus Computers, Inc.
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¢ your latest Sys5 Release Notice

e the Maintenance Manual for your system

e Volumes comprising the UNIX Sys5 set. These volumes are
documented in Read Me First.

e Sys5 UNIX Error Message Reference Manual

Notation Conventions

The following notatation conventions are used in this manual:

bold face

italic

typewriter

is used for commands you enter exactly as shown
(i.e. ps -aef), for command and utility names (i.e.
cpio(1)), and to show what you would type at
your terminal keyboard.

is used for commands for which you must substi-
tute a value. For example, in the following com-
mand kill -9 XXXX you would substitute XXXX
with the actual process number to be killed (such
as 3271). Italic type is also used for manual
titles, (i.e. Sys5 UNIX User’s Reference Manual.

is used for displays the system returns such as:
Initializing VCPO

Instructions to enter commands are set off from the rest of the
text and are in bold face type. Press the RETURN key after
each command line unless instructed otherwise. Numbers in
parentheses after a command name — such as dnld(1) indicate
the section of the Sys5 UNIX Reference Manual in which docu-
mentation for that command can be found.
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UNIX quickly.
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INTRODUCTION

This chapter:

¢ introduces you to the Plexus systems this manual is written
for.

explains how to use this manual.

provides a checklist of procedures to complete.

defines who should read this manual.

explains the responsibilities of the system administrator,
including how to maintain a system logbook.

e describes the major types of users and how to become the
superuser.

Before You Begin

Before you begin, read the Preface. Not only does the Preface
describe how this manual is organized, but it also:

e refers you to a guide, Read Me First, which outlines the con-
tents of Plexus and A T & T manuals.

¢ provides an annotated bibliography of commercially available
UNIX books.
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Introduction to Plexus Systems

This manual describes how to perform Sys5 system administra-
tion procedures on Plexus P/35, P/55, P/60, P/75, P/90 and P/95
systems.

Plexus’ newest system, the P/90, features a powerful, true 32-bit
68020 job processor. The surrounding circuitry allows it to exe-
cute at clock speeds up to 20MHz while maintaining zero wait
states. The P/90 system also features the industry standard
VMEDbus, a 1/4-inch 60Mb cartridge tape drive, and one VMEbus
communication processor (VCP). It runs Plexus’ Sys5 version of
the UNIX operating system.

The P/90 system is expandable and can provide up to:
e 32 serial ports (with 4 DB-9 Link cards)
¢ 4 parallel ports (with 1 P-4 Link card)
¢ 16Mb of main memory

e three disk drives in the main cabinet and up to sixteen disk
drives in a fully expanded P/90 (main cabinet plus two expan-
sion cabinets)

e two expansion cabinets (each housing up to 8 additional disk
drives and two types of removable media) (i.e. 1/4-inch car-
tridge tape, 1/2-inch cartridge tape (expected to be available at

a later date), and optical disk (expected to be available at a
later date).

The P/90 is object-code compatible with the full-line of Plexus
68020-based systems, making is easy to transport applications
from one Plexus system to another.

This manual refers to Plexus systems in two major categories:
Multibus systems and VMEbus systems. The following table
defines Plexus Multibus and VMEbus systems. Refer to this table
as you read the remainder of this manual.
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Table 1-1. Plexus System Description
Multibus Systems VMEDbus Systems

P/35, P/55, P/60, P/75 P/90, P/95

How to Use This Manual

Read this manual chapter by chapter. That is, start with this
chapter, and continue to Chapter 2. Next, read Chapter 3 and so
on. Do not skip chapters unless this manual tells you to do so.
The chapters are organized in a step-by-step fashion.

See the Sys5 UNIX Error Message Reference Manual for a com-
plete description of error messages.

Checklist to Complete

This manual assumes that you have installed the Plexus system
using the Installation Guide that shipped with your Plexus sys-
tem. A checklist of procedures to configure and maintain the Sys5
system software is provided below. Check off each item in the
checklist as you complete the procedure.

[0 Introduces Plexus systems Preface, Chapter 1
[0 Describes hardware and software = Chapters 2-3

[0 Startup the System Chapter 4

[0 Set Up Root’s Login Environment Chapter 5

[0 Set Up I/0 Devices Chapter 6

[0 Learn about Sys5 File Systems Chapter 7

[0 Increase Root and/or Swap Chapter 8

[0 Configure Disks Chapter 9

[0 Create User Accounts Chapter 10
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At this point, your Plexus system is set up and ready to use. You
will need to perform tape backups, preventive maintenance pro-
cedures, and check the system’s disk free space. You will also
need to reboot the system and check the file systems when:

¢ the system is brought down gracefully
¢ and if the system crashes.

The following chapters contain information pertaining to day-to-
day operations.

Shutdown the system Chapter 4

Backup Procedures Chapter 11
Disk Mirroring Chapter 12
Managing System Processes Chapter 13
Crisis Recovery Chapter 14
Stand-alone Programs Chapter 15

Duties of the System Administrator

One person must be appointed to take overall responsibility to
ensure the soundness of your Plexus system and its Sys5 operat-
ing system. This person is the system administrator. This docu-
ment, which explains how to configure and set up your Plexus sys-
tem, is written for a system administrator with a UNIX back-
ground.

At times, the day-to-day management of a multi-user system can
be unpredictable and exciting. However, there are certain routines
that must be followed. Some of the routines a system administra-
tor performs include:

¢ starting up and shutting down the system
¢ configuring disks
¢ setting up file systems

e setting up serial and parallel devices (terminals, printers, and
modems)
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¢ setting up the printer spooler

e setting up the root account (.profile for the Bourne shell or
.cshrc and .login for the C shell).

¢ adding new users to the system and setting up users’ environ-
ments

¢ removing obsolete users and reorganizing their files
e making tape backups of file system(s)
¢ restoring file systems and files

e monitoring systems operation and resources (disk free space,
file management, etc.)

¢ performing preventive maintenance (cleaning tape drive heads,
cleaning filters).

¢ installing and maintaining application software
¢ performing recovery if the system crashes

¢ solving users’ problems

¢ installing new software releases

e maintaining the system logbook

The system administrator will also be the point of contact for user
questions and problems. Effectively answering questions and solv-
ing problems affects how the system operates. It is extremely
beneficial to have an in house expert available should users have
questions about the system or Sys5. Problem solving skills are
required for the system administrator to narrow down, diagnose,
research, and solve a system software problem which might affect
users.
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Alternate System Administrator

There should also be a designated alternate to the system
administrator. This person should be just as knowledgeable as
the primary administrator. The system administrator and alter-
nate system administrator should cooperate with each other to
ensure adequate coverage and supervision of the system.

[ NOTE] It is recommended that there be at least one primary
and one alternate system administrator for each
Plexus system installed.

Both system administrators should work together so that both
acquire extensive experience and practice in working with the sys-
tem. Most of the system administrator’s responsibilities are actu-
ally fairly easy to perform. Once the system is set up and has
stabilized, the system administrator will find that the actual
duties to be performed will take less and less time.

During the initial setup, however, the duties may take a lot of
time. This is because the task of configuring the system is cou-
pled with the system administrator’s lack of experience.

It is also recommended that during the initial familiarization
stage, the system be used as a learning tool for any and all
assigned to the system before the system is brought up and made
generally available to users. This is usually a difficult task to
work out with impatient managers who see the system being used
for playing and not for constructive work. But, if the system
administrator is new to the Sys5/Plexus environment, the time
spent in privately learning the system at the outset will pay off
later in experienced system management with a minimum of corr-
uption to important work files.
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System Logbook

The system logbook is a critical tool used by the system adminis-
trator to organize the above responsibilities. The system
administrator’s running record of the total system activity should,
at an absolute minimum, include the following:

1. The date your Plexus system was delivered, installed, and
accepted.

2. Detailed dated records on how the system was configured,
including:
a. file systems created, their names, sizes, labels, etc.

b. user accounts which were added or deleted.

c. information explaining which system ports are con-
nected to which peripherals (i.e. terminals, printers,
etc.)

d. installation of any application software (where
installed).

e. any changes made to any of the files in the root file
system.

3. Dated reports of system failure including a detailed listing of
any error messages displayed on the console terminal as well
as any information which can be obtained on system activity
prior to the failure. This is critical!

4. Dated reports on any visits by Plexus personnel and services
performed (e.g. what components were replaced, what
software was modified or recreated).

5. The dates of any file system checking errors encountered and
what was done to correct such problems.

6. The dates of file system backups, including the file system
name and what procedure was used to back up file systems.
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Table 1-2 presents an example of logbook entries.

Table 1-2. Sample Logbook Entries

DATE TIME PROCEDURE

6/16/86 1100: Full backups of /dev/dsk/0sl (root) using
/etc/dump; full backups of /dev/dsk/0s3
(/user) and /dev/dsk/0s4 (/lang) using cpio.

6/16/86 1600: Installed Rev 1.4; increased Nswap to 20000
Installed cpio of /etc/passwd, /etc/profile

6/17/86 0800: Added user jones, group admin mode 775;
Added user ryan, group mktg mode 664

6/17/86 1200: Incremental backup of /dev/dsk/0s3 (/user)
and /dev/dsk/0s4 (/lang) using cpio.

Types of Users

On a Sys5 system there are two types of users:
¢ Privileged users
¢ Functional users

Briefly, privileged users are responsible for system administration
of a Sys5 system and functional users are normal users. A dis-
cussion of both types of users follows.

Privileged Users

Privileged users have special powers and privileges beyond those of
ordinary users. Besides root and bin, there are other privileged
users including adm (for system accounting), lp (for spooler
administration), and sys (for system files).
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The first privileged user is root (the super-user). When you log
into the system as root and give the appropriate password, you
can execute any system command, and access any directory or
file, regardless of protections. Virtually all procedures for system
configuration and setup require that you be logged in as root.

The second and less used user identity is bin. The bin user does
not have special privileges directly. However, bin does own many
important system files. This ownership allows the bin user to do
many things to these files. Beyond widespread directory/file own-
ership, including all system commands, bin has no special powers.

When you log into the system as bin, you are placed in bin’s home
directory, /bin. This directory contains most of the Sys5 com-
mand files, most of which are owned by bin. Some bin files are
owned by root because they are set user id (setuid) programs and
will not run properly if ownership is changed to bin.

" How to Become the Root Super-user

There are three (3) ways to become the super-user.
1. At the login prompt, enter:
root
then enter the correct password. The system will place you

in root’s home directory ( / ) . Your shell prompt (#) will
remind you that you possess super-user powers.

2. When you are logged into the system as yourself you can
take transitive powers of root without logging off by entering:

su
and the proper root password. This "switch user” command

is frequently called going super-user. It spawns a super-user
shell for you to work with until you enter:

<CTRL d>

to kill that special process, and return to your normal user
state. When you go super-user, you are kept working in your
current directory, and returned there when you exit. A login
of su activity is kept in the file /usr/adm/sulog.
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To obtain the true root environment use the — option with
su:

su —
This gives you the true root environment until you enter:
<CTRL d&>

which kills that special process and returns you to your nor-
mal user state.

3. When the system is brought up to the single-user state, who-
ever is on the console terminal is immediately given super-
user powers. The reason for this is that all of the standard
procedures performed in single-user mode, such as file sys-
tem checking, repairing, backing wup, mounting, and
unmounting require root’s powers.

Powers of the Root Super-User

[ NOTE ] Logging in as either administrative user gives you
broad powers, which can be easily misused. Be aware
of what directory you are in when you create
trash/working files. DO NOT corrupt the integrity of
important system directories such as: root ( / ), /bin,
or /etc. Also, do not corrupt the integrity of the Plexus
released file system /dev/dsk/0s1.

Permissions and restrictions do not apply to the root user. There-
fore, root can read and/or write anyone’s files/directories or
remove them. Hence, if you are logged in as root, you have the
potential to destroy anything from a single file up to an entire file
system. Without cautious use of these powers, a properly func-
tioning Sysb file system can be reduced to a critical mess. For
instance, by entering an incorrect command, root could remove
most of the system commands — thus paralyzing the system.
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If such a command is executed, the system administrator must:
¢ halt the system
o restore the entire root file system from a tape backup

This is a time consuming and disruptive task. What makes
matters worse is that there are many commands that can allow
total dismemberment of an otherwise healthy system.

As a system administrator you must recognize the swift and ubi-
quitous powers of the super user. Carefully the heed important
precautions that follow.

Precaution:
Keep super-user login activity to an absolute minimum.

Why:

By using super-user powers only when absolutely required, you
minimize the possibility of opening up Pandora’s box. It is not
wise for anyone to do every-day system work as the super-user.

Precaution:
Limit knowledge of the super-user password.

Why:

It would be best if only two individuals, the system administrator
and the alternate system administrator, know the root password.
Logging in as root or su is the only key to super-user powers,
therefore, limiting the number of system users who can become
the super-user limits super-user power.

Precaution:

Carefully check each command before pressing RETURN.

Why:

The normal Bourne shell prompt is $ . The normal C shell prompt
is % . The root prompt is # . The # prompt should remind you to

carefully check each entry before pressing RETURN. There are no
restrictions to super-user power; what you enter is carried out.
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Functional Users

All other users on Plexus Sys5 systems are referred to as func-
tional users. The functional user accounts are really the wor-
khorse accounts of the system. That is where all the on-the-job
files and directories are created, used, and destroyed. Unlike root
and bin, each functional user id (UID) and home directory
(HOME) must be created by the super-user.

[ NOTE] The home directories of ordinary users are created by
the system administrator and should reside on an
alternate file system from root and bin. This is to par-
tition storage of user work files from Sys5 system files.

Like bin, the power of normal users extends over the files they
own. Their ability to use (i.e. read, write, or execute) other
users’ files depends on the protections assigned to those files by -
the other users or the super-user.

System Passwords

Your Plexus system comes with no password established for root,
bin, and other privileged users. Therefore, it is wise to establish
passwords for all predefined accounts as soon as the system is in a
booted state. Root can establish a password for itself and anyone
else. See the section "Setting Up System Passwords" in the
chapter Startup and Shutdown for additional information.
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HARDWARE COMPONENTS

Overview

This chapter describes the basic hardware components of your sys-
tem. It gives you background information about different

hardware categories.
The major topics covered are:

( ) e hardware components comprising your P/35, P/55, P/60, P/75,
P/90, or P/95 Plexus system

¢ individual system descriptions

o peripheral devices available

C
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Overview of Plexus Systems

This section describes the basic system configuration, board place-
ment, and expansion capabilities of the P/35, P/55, P/60, P/75,
P/90, and P/95 systems.

P/35 System
This section describes:
e component parts of the P/35
¢ slot assignments
¢ controls and indicators
¢ dimensions and weight

¢ expansion capabilities of the P/35

P/35 System Description
The basic P/35 system contains:
e 68000 job processor (can be upgraded to 68020)
e Up to 8Mb of memory (two 4Mb memory boards)

e Up to two Intelligent Communication Processors (ICPs) (can
be upgraded to two Advanced Communication Processors)

e Hard disk/cartridge tape controller (IMSP)
e Power supply

e Multibus backplane

e One hard disk drive

e 45Mb cartridge tape drive

The second memory board and second ICP are optional.
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P/35 Slot Assignments

The P/35 card cage slot assignments are presented in Table 2-1.
Note that second memory (Memory 1) and second ICP/ACP
(ICP/ACP 1) are optional.

Table 2-1. P/35 Card Cage Slot Assignments

Non-Ethernet Ethernet Ethernet
Config 1 Config 2
Slot # Board Name Board Name Board Name
1 Memory 0 Memory 0 Memory 0
2 Memory 1 Ethernet Memory 1
3 Processor Processor Processor
4 ICP/ACP 1 ICP/ACP 1 Ethernet
5 ICP/ACP 0 ICP/ACP 0 ICP/ACP 0O
6 IMSP IMSP IMSP

Note that Ethernet is positioned in slot 2 with one memory board.
If your system has one communications processor, the Ethernet
board is positioned in slot 4.

P/35 Controls and Indicators
The P/35 system controls are:

e a SYSTEM POWER on/off keyswitch and a power on indicator
which are mounted on the front panel of the unit.

e a RESET pushbutton which is mounted on the rear panel of
the unit. The RESET pushbutton, when pushed, resets the
processor and reboots the system software.

P/35 Dimensions and Weight

The outside dimensions of the P/35 are presented in the following
table.
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Table 2-2. P/35 Dimensions and Weight

Dimension English Metric
Height 10.5in. 27 cm.
Width 19 in. 48 cm.
Depth 24 in. 61 cm.
Weight 65 Ib. 29 kg.

Shipping weight 75 Ib. 34 kg.

P/35 Storage Expansion Module

A custom designed System Expansion Module (SEM) is available.
This unit is a small cantilever stand designed to hold a single
P/35 system. The SEM expands the P/35 disk capacity to three
disk units (one internal, two external). The SEM consists of a
top, a column, and a base. The column can house two 8-inch disk
units and their associated cables; the base can house the disk
drive power supply units. Instructions for mounting a P/35 sys-
tem onto a SEM are given in the SEM Installation Guide manual.
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P/55 System
This section describes:

e component parts of the P/55

P/55 slot assignments
¢ expansion capabilities of the P/55

additional information

P/55 System Description
The basic P/55 system contains:
e 68020 job processor
e Up to 8Mb of mémory (two 4Mb memory boards)
¢ Up to two Advanced Communication Processors (ACPs)
e Hard disk/cartridge tape controller (IMSP)
¢ Power supply and cooling fans
Multibus backplane
One hard disk drive
60Mb cartridge tape drive

One reel-to-reel tape drive

e CPC tape controller

P/55 Slot Assignments
The P/55 slot assignments are indicated in the following table.
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Table 2-3. P/55 Card Cage Slot Assignments
Slot # Board Name

Memory 0
Memory 1
68020 CPU
ACP 1
ACP O
IMSP

Oy v O

[ NOTE] If you have an Ethernet board, insert the Ethernet
board in either slot 2 (if you have one memory board)
or in slot 4 (if you have only one ACP). The second
memory board and second ACP are optional.

P/55 Storage Expansion Module

A custom designed System Expansion Module (SEM) is available.
This unit is a small cantilever stand designed to hold a single
P/55 system. The SEM expands the P/55 disk capacity to three
disk units (one internal, two external). The SEM consists of a
top, a column, and a base. The column can house two 8-inch disk
units and their associated cables; the base can house the disk
drive power supply units. Instructions for mounting a P/55 sys-
tem onto a SEM are given in the SEM Installation Guide manual.

Additional Information

For additional information on the P/55’s features, see the P/55
Installation Guide. The P/55 Maintenance Manual provides addi-
tional technical information, cabling requirements, and preventive
maintenance procedures.
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P/60 System
This section describes:

e component parts of the P/60

P/60 slot assignments
e expansion capabilities of the P/60

additional information

P/60 System Description

The basic P/60 system contains:

68020 job processor (68020 job processor in older systems)
1Mb to 16Mb of memory (four 4Mb memory boards)

up to 5 ICPs (I/0O controllers) (can be upgraded to 5 ACPs)
Hard disk/cartridge tape controller (IMSP)

Power supply

Multibus backplane

One disk drive

¢ reel-to-reel tape drive with CPC tape controller

“

P/60 Slot Assignments

The card cage PC board slot assignments for the P/60 are shown
in the following table:

¢
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Table 2-4. P/60 Card Cage Slot Assignments

Non-Ethernet Ethernet
Slot # Board Slot # Board
1 Processor 1 'Processor
2 Memory 3 2 Memory 3
3 Memory 2 3 Memory 2
4 Memory 1 4 Memory 1
5 Memory 0 5 Memory 0
6 ICP/ACP 4 6 ICP/ACP 3
7 ICP/ACP 3 7 ICP/ACP 2
8 ICP/ACP 2 8 ICP/ACP 1
9 ICP/ACP 1 9 ICP/ACP O
10 ICP/ACP O 10 Tape Controller
11 Tape Controller 11 Ethernet Controller
12 Disk Controller 12 Disk Controller

In the previous table note that slot assignments 1 through 5 are
reserved for processor and memory only. Slots 6 through 12 can
be a combination of input/output controllers: ACP, ICP, disk,
tape, ethernet, others, etc.
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P/60 Expansion Cabinet

An expansion cabinet is available for the P/60 system. The P/60
expansion cabinet is free-standing and located next to the main
P/60 system cabinet. The cabinet is mounted on -casters.
Shielded cables from the expansion cabinet connect to mating con-
nectors inside the P/60 system cabinet.

The P/60 expansion cabinet can contain:
¢ one reel-to-reel streaming tape drive.

e One or two 443Mb fixed disk drives, with or without the
streaming tape drive.

e One or two 586Mb fixed disks.

Space must be left at the rear of the unit to permit opening of the
rear cover and access to the rear of the cabinet. Space must also
be left in front of the cabinet to enable technicians to extend the
slide-mounted units out from the cabinet and to work around
these units. In some cases the unit must be pulled out to enable
the side cover(s) to be removed and to also extend a unit so that it
can be worked on from the side. To satisfy the above conditions it
would be necessary to leave a space at least 3 feet in depth behind
the cabinet and a space at least 5.5 feet in front of the system.

For additional information, see the P/60 Expansion Cabinet
Installation Guide manual.

Additional Information

For additional information on the P/60’s features, see the P/60
Installation Guide. The P/60 Maintenance Manual provides addi-
tional technical information, cabling requirements, and preventive
maintenance procedures.
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P/75 System
This section describes:
e component parts of the P/75
e expansion capabilities of the P/75
¢ Common Circuits Board capabilities

¢ additional information

P/75 System Description

A minimum, single-cabinet P/75 system is composed of the follow-
ing major components:

¢ 68020 processor board
¢ 4Mb (1Mb in older P/75s) to 16Mb of memory
¢ Advanced Communications Processor I/0 Controller (ACP)
e Hard disk/cartridge tape controller (IMSP) ~
e Power supply and cooling fans
e Multibus backplane \
¢ One or two 8-inch hard disk drives
— 142Mb drives
— 286Mb drives
e 60Mb cartridge tape drive

P/75 Slot Assignments

The card cage slot assignments for the P/75 are shown in the fol-
lowing table.
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Table 2-5. P/75 Card Cage Slot Assignments

Ethernet Non-Ethernet
Slot # Board Name Slot # Board Name
0 CCB 0 CCB
1 68020 CPU 1 68020 CPU
2 Mem 3 2 Mem 3
3 Mem 2 3 Mem 2
4 Mem 1 4 Mem 1
5 Mem 0 5 Mem 0O
6 ACP O 6 ACP O
7 ACP1 7 ACP1
8 ACP 2 8 ACP 2
9 Ethernet 9 ACP 3
10 IMSP 10 IMSP
11 EMSP 2 11 EMSP 2
12 EMSP 1 12 EMSP 1
13 EMSP 0 13 EMSP 0
14 reel-to-reel _ 14 reel-to-reel
tape controller tape controller

* Slots 6-10 can contain up to 5 ACPs.

[ NOTE] When possible, leave empty slots on the component
side of the CPU, ACPs, Ethernet, IMSP, and EMSPs.

P/75 Expansion Cabinets

Expansion Cabinets are available for the P/75 computer. The
cabinets are mounted on casters.

The P/75 can accommodate up to four expansion cabinets. Each
P/75 expansion cabinet bolts to the adjoining P/75 cabinet. Cables
within each expansion cabinet connect to an adjoining cabinet
through the use of connectors. These connectors are mounted on a

\, panel in a duct connecting the cabinets.
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Each expansion cabinet can contain the following:

reel-to-reel streaming tape drive (no disk drives)
reel-to-reel streaming tape drive plus

a. one 443Mb disk drive or

b. one 586Mb disk drive or

c. two 443Mb disk drives
One to four 443Mb fixed disk drives (no tape).
One or two 586Mb fixed disk drives (no tape).

For additional information, see the Expansion Cabinet Installation
Guide manual.

P/75 Common Circuits Board

The Common Circuits Board (CCB), which resides in slot 0, per- -
forms the following functions:

Note that the built-in auto-dial / auto answer modem is a stan- -

Bus clock sigrial generation

Priority coding/decoding

Reset signal generation

Power control for the P/75 and Expansion cabinets

Power fail signal generation

Special Interrupt notification

Multibus active slot indication

Two levels of temperature sensing: 45° C +5°, and 70° C +5°.
D.C. voltage level monitoring

Uninterruptable Power Source Interrupt connection

On board 300/1200 bps modem (North American systems only)
LED board status indicators

dard P/75 feature facilitating isolation of hardware and software
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problems (North American systems only).

For additional information on the CCB, including LED indicator
values, see the P/75 Maintenance Manual.

Additional Information

For additional information on features of the P/75, see the P/75
Installation Guide. The P/75 Maintenance Manual provides addi-
tional technical information, cabling requirements, and preventive
maintenance procedures.

(
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P/90 System
This section describes:

e component parts of the P/90

P/90 card cage slot assignments

e expansion capabilities of the P/90

additional information about the P/90 computer system

P/90 System Description

The P/90, Plexus’ newest system, is based on 5 1/4-inch disk and
tape technology. A minimum single-cabinet P/90 system is
comprised of the following components:

¢ 68020 processor board (20MHz and soon 25MHz)
¢ One memory board

e One VMEbus Communications Processor I/0 Controller (VCP)
e One SCSI host adapter controlling: |

— up to three 5 1/4-inch hard disk drives selected from the fol-
lowing (Fyjitsu 67Mb, Fuyjitsu 135Mb, Fujitsu 315Mb, or
Maxtor 260Mb — formatted) using the Enhanced Small
Device Interface (ESDI).

— one 1/4-inch 60Mb cartridge tape.
e Power supply

Figure 2-1 illustrates the disk and tape devices the SCSI host
adapter controls.
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Figure 2-1. Devices in the Main Cabinet Controlled by the SCSI
Each SCSI host adapter can control up to the following:
¢ two disk controllers (each controlling up to two hard disks).

e one 1/4-inch cartridge tape controller (controlling one tape
drive).

e one 1/2-inch cartridge tape controller (controlling one tape
drive). Half-inch cartridge tape is expected to be available at a
later date.

e one optical disk controller (controlling 5 1/4-inch optical disk
which is expected to be available at a later date).

P/90 Slot Assignments

The memory board, job processor board, and bus arbiter board
occupy the first three slots of the card cage (see Table 2-6). A sin-
gle VMEbus communication processor board (VCP) fills slot four.
Slots five through eight are reserved for Ethernet or network
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protocol boards (DDN/SNA) and host adapter boards. Note that
the first host adapter board is installed in slot 8 (see Figure 2-4).

[ WARNING ] Board placement in a P/90 is very important. In
slots 4 through 8, either a board or a jumper
module must be installed. If there is an empty
slot, a jumper must be inserted from the backside
of the backplane.

Table 2-6. P/90 Card Cage Slot Assignments

Non-Ethernet Ethernet

Slot # Board Slot # Board
8 Host Adapter 0 8 Host Adapter 0
7 Host Adapter 1 7 Host Adapter 1
6 ‘Host Adapter 2 6 Host Adapter 2,

Ethernet or DDN/SNA

5 Host Adapter 3 5 Ethernet or DDN/SNA
4 VCP 4 VCP
3 Arbiter 3 Arbiter
2 68020 CPU 2 68020 CPU
1 Memory 1 Memory

P/90 Expansion Cabinets

To provide the P/90 with disk and tape expansion capabilities, the
P/90 can accommodate up to two expansion cabinets. These
expansion cabinets are expected to be available in the future.

Additional Information

For additional information on the P/90s features, see the P/90
Installation Guide. The P/90 Maintenance Manual provides addi-
tional technical information, cabling requirements, and preventive
maintenance procedures.
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P/95 System

This section describes:
e component parts of the P/95
e P/95 card cage slot assignments
¢ expansion capabilities of the P/95
e Arbiter board capabilities

¢ additional information about the P/95 computer system

P/95 System Description

A minimum, single-cabinet P/95 system is composed of the follow-
ing components:

¢ 68020 processor board
{ ¢ Up to three memory boards
¢ VMEbus Communications Processor I/O Controller (VCP)

Cartridge tape controller

AMSP disk controller

¢ Power supply

One 142Mb or 145Mb 8-inch hard disk drive
e 60Mb cartridge tape drive

P/95 Card Cage Slot Assignments

Tables 2-5 through 2-7 illustrate card cage slot assignments for
the P/95.
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[ WARNING ]

Board placement in a P/95 system is extremely
important. The first five slots contain the CPU,
memory, and arbiter boards. Either a board or a
jumper module can be installed in slots 6 through
17. If there is an empty slot, a jumper must be
inserted from the backside of the backplane.

Also, because of the size of the modem on the
arbiter board, a board must not be installed in
slot 6.

Table 2-7. P/95 Card Cage Layout — Stand-alone System

2-18

Slot # Board Name
1 Memory Board 2
2 Memory Board 1
3 Memory Board 0
4 CPU

5 Arbiter
6

7

8

9

no board
VCP 0
VCP 1
VCP 2
10 VCP 3
11 DDN or SNA
12 ethernet
13 no board
14 no board
15 disk controller
16 no board
17 cart. tape controller
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Table 2-8. P/95 Card Cage Slot Assignments — One Expansion

Cabinet

Slot #

Board Name

Memory Board 2
Memory Board 1
Memory Board 0
CPU

Arbiter

no board

VCP 0

VCP 1

no board

Ethernet

disk controller

disk controller

disk controller

disk controller

no board

reel-to-reel tape controller
cart. tape controller
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Table 2-9. P/95 Card Cage Slot Assignments — Two Expansion

Cabinets
Slot # Board Name

1 Memory Board 2
2 Memory Board 1
3 Memory Board 0
4 CPU
5 Arbiter
6 no board
7 VCP 0
8 VCP 1
9 VCP 2

10 VCP 3

11 SCSI, DDN, or SNA

12 disk controller or ethernet

13 disk controller/Multibus adapter
14 disk controller

15 disk controller

16 reel-to-reel tape controller

17 cart. tape controller

P/95 Expansion Cabinets

Expansion Cabinets are available for the P/95 computer. The
cabinets are mounted on casters.

The P/95 can accommodate up to four expansion cabinets. Each
P/95 expansion cabinet bolts to the adjoining P/95 cabinet. Cables
within each expansion cabinet connect to an adjoining cabinet
through the use of connectors. These connectors are mounted on a
panel in a duct connecting the cabinets.

Each expansion cabinet can contain the following:
o reel-to-reel streaming tape drive (no disk drives)
o reel-to-reel streaming tape drive plus

a. one 443Mb disk drive or
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b. two 443Mb disk drives
¢ One to four 443Mb fixed disk drives (no tape).

P/95 Arbiter Board
The Arbiter board performs the following functions:

Bus clock signal generation
Priority coding/decoding

Reset signal generation

Power control for the P/75 and Expansion cabinets

Power fail signal generation

Special Interrupt notification

Two levels of temperature sensing: 45° C +5°, and 70° C +5°.

D.C. voltage level monitoring

Uninterruptable Power Source Interrupt connection
On board 300/1200 bps modem (North American systems only)
LED board status indicators

Note that the built-in auto-dial / auto answer modem is a stan-
dard P/95 feature facilitating isolation of hardware and software
problems (North American systems only).

For additional information on the P/95 Arbiter board, including
LED indicator values, see the P/95 Maintenance Manual.

Additional Information

For additional information on the P/95s features, see the P/95
Installation Guide. The P/95 Maintenance Manual provides addi-
tional technical information, cabling requirements, and preventive
maintenance procedures.
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Hardware Comprising Plexus Systems
Each Plexus system is comprised of component parts such as:
e Backplane
¢ Power Supply
¢ Job Processor
¢ Memory Boards
¢ Communication Processors
¢ Disk and Tape Controllers
e Disk Drives

MV TN
® 1Lapé urives

Options

These component parts are described in the following sections.
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Backplane

Your Plexus system contains various boards including: CPU,
memory board(s), communication processor(s), disk controller(s),
and tape controller(s). Additional boards, such as network boards,
are available from Plexus as options. These boards are connected
to each other by another board set perpendicularly called a back-
plane. This backplane, containing the system I/0 bus decides who
gets to talk and when amongst the several boards. The bus pro-
vides a path for connecting the I/O boards and provides rapid
timed transfer of data between boards. Table 2-10 describes the
system I/0 bus in Plexus systems.

Table 2-10. System I/0 Bus Summary
System Name System I/O Bus

P/35, P/55, P/60, P/75 IEEE-796 Multibus
P/90 and P/95 VMEDbus

P/90 and P/95 VMEbus Backplane

The VMEDbus relies on a daisy chain to pass a bus grant signal.
The signal starts at the edge of the backplane and is passed from
board to board until it arrives at the board requesting the
VMEDbus.

On the P/90, the VMEbus begins at slot 8 and goes through slot
4. A memory board, the 68020 job processor, and the Arbiter
board reside in slots 1 through 3. On the P/95, the VMEbus
begins at slot 17 and goes through slot 6. Memory boards, the
68020 job processor, and the Arbiter board reside in slots 1
through 5.

If any slot (6 through 17 on the P/95 or slot 4 through 8 on the
P/90) is not occupied by a board, a jumper module must be
inserted into the upper connector of the unused slot in the back of
the backplane. This requirement ensures that the bus grant sig-
nal will be passed to all boards.
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Power Supply

A power supply unit provides the needed voltages for the boards
via the backplane. Also, fans provide necessary ventilation.

The P/35, P/55, P/60, P/75, P/90 and P/95 are equipped with a
multiple-output, switching power supply providing overvoltage and
short-circuit protection. The P/75 power supply is controlled by
the Common Circuits Board (CCB). The P/90 and P/95 power
supply is controlled by the Arbiter board. See your Maintenance
Manual for voltage and amperage information.

Job Processor

The Plexus systems described in this manual are based on the
Motorola 68000 family of job processors. The job processor, which
provides processing power for your Plexus system, handles all
communications between different I/0 boards on the I/0 processor
bus.

These job processors are 32-bit (68020) or 16/32-bit (68000) job
processors. The 68020 job processor in the P/90 and P/95 sys-
tems provides the highest CPU performance compared with other
Plexus Multibus 68020 systems. Table 2-11 lists the standard
configuration for the CPU board.

Table 2-11. Job Processors in Plexus Systems
System Standard Job Processor

P/35 Motorola 68000

P/55 Motorola 68020 (12.5MHz clock)
P/60 Motorola 68020 (12.5MHz clock)
P/75 Motorola 68020 (12.5MHz clock)
P/90 Motorola 68020 (20MHz clock)*
P/95 Motorola 68020 (20MHz clock)*

* At a later date the 68020 running at 25MHz is expected to be
available

For additional information on systems architecture, see the Techn-
ical Summary manual. Contact your sales representative for a
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copy of the Technical Summary.

Memory Boards

This section discusses memory boards in Multibus and VMEbus-
based systems. For additional information, see the Technical
Summary manual.

Memory Boards in Multibus Systems

The memory subsystems used in Multibus Plexus systems
include: .5Mb (in older systems), 1Mb, 2Mb, and 4Mb boards.
Each memory board provides random access memory (RAM) for
your system. This memory is volatile memory. That is, when the
system is shut down, what is in the system’s memory is not
remembered.

Memory Boards in VMEbus-Based Systems

The P/90 system can contain up to one memory board. The P/95
system can contain up to three memory boards (48Mb maximum).
Memory boards of differing capacities can be used in the same sys-
tem.

Memory boards in VMEbus-based systems take advantage of the
higher densities provided by SIMMs (Single Inline Memory
Modules). Each SIMM contains 9 surface mounted DRAMs on a
small PC board. With 256Kbit DRAM, a memory board can store
16Mb. Each SIMM is installed in socket. Presently, each
memory board in a VMEbus system has a maximum capacity of
16Mb (using 256Kbit DRAM). The 16Mb memory board can be
populated in the following capacities: 2Mb, 4Mb, 8Mb, and 16Mb.

Memory Board Overview

Multibus and VMEbus memory boards are very similar. For sim-
plicity of discussion, each board will be treated as identical. Each
Plexus system has a minimum of one memory board. Each
memory board contains quite a few individual memory chips
adding up to the total amount of available random access memory
(RAM), depending on the memory board installed in your system.
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The memory is accessible by any of the other boards through
direct memory access (DMA) and the I/0 Processor Bus. DMA is
a procedure designed to gain direct access to main memory and
transfer data to and from main memory without involving the
CPU. Besides interfacing directly through DMA, the memory
board also interfaces via the CPU through the high speed memory
bus. This bus is also contained on the backplane.

Plexus systems feature automatic single-bit error correction on all
memory systems. This is done by the hardware and does not
delay access to and from memory.

Communication Processors

The number of users each system can support is directly related to
the communications board(s) installed. The Intelligent Communi-
cation Processor (ICP), Advanced Communication Processor

(ACP), and VMEbus Communication Processor (VCP) provide =~

communication links between your Plexus system and serial dev- "
ices (terminals, serial printers, modems) and parallel devices
(parallel printers). Table 2-12 describes the standard communica-
tion processors available in Plexus systems.

Table 2-12. Communication Processors in Plexus Systems

System Communication
Name Processors

P/35 ICPs

P/55 ACPs

P/60 ICPs or ACPs
P/75 ACPs

P/90 and P/95 VCPs

Each ICP supports eight (8) serial ports and 1 parallel port. Each
ACP supports sixteen (16) serial ports and one parallel port. The
number of parallel and serial ports each VCP can support is
described later in this section.

Although the P/60 system is shipped with ICPs as standard com-

munications processors, you can upgrade ICPs with ACPs.
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Installing one or more ACPs in a P/60 will also require that you
install a cooling modification. Contact Technical Software Support
at Plexus Computers for additional information. The following
table lists the maximum number of ICPs, ACPs, and the max-
imum number of users for each system. Note that all systems
can mix ICPs and ACPs in the same system.

Table 2-13. Number of Serial I/0 Ports — Multibus Systems
Plexus Maximum # Maximum # Maximum # Maximum #

System of ICPs of Serial of ACPs of Serial
I/O Ports /O Ports
P/35 2 16 2* 32
P/55 n/a n/a 2 32
P/60 5 40 5% 80
P/75 n/a n/a 5 80

n/a = not available; * = upgradable option

As indicated in Table 2-6, with five ICPs the P/60 has 40 serial
I/0 ports.

On VMEDbus systems, serial and parallel ports are provided by
installing line interface cards (Link cards) and VMEbus Commun-
ications Processors (VCPs) in your P/90 or P/95. The same types
of Link cards are available for the P/90 and the P/95. The P/90
can support up to 32 serial ports and 4 parallel ports.

The actual number of serial and parallel ports your P/90 or P/95
system can support depends upon the type of Link cards installed.
The types of Link cards are offered include:

e DB-9 Link card (eight serial ports per card with DB-9 connec-
tors).

e P-4 Link card (four parallel ports per card). The connectors on
the P-4 Link card are IBM PC compatible.

For pinout information, see the chapter "Setting Up I/0 Devices".
For additional information, see your Installation Guide.

Hardware Components 2-27



Intelligent Communications Processor

The Intelligent Communications Processor (ICP) is a powerful 16-
bit processor module designed to handle serial and parallel I/0
tasks in P/35s and P/60s. The ICP provides the buffering and
processing required to support high-speed communications with
terminals, modems, printers, and other serial devices.

The ICP, a double-height Multibus module, is controlled by a 16-
bit processor with 48Kb of memory. Each ICP controls eight (8)
RS232C serial ports and one (1) Centronics'-type parallel printer
port. Each serial port has full modem support and a maximum
transfer rate of 19.2Kb. The serial ports are capable of supporting
the asynchronous and bisynchronous protocols.

Advanced Communications Processor

The ACP is a double-height Multibus card which manages com-

munications for Plexus’ P/55 and P/75 systems. The ACP is ~ -

available for the P/95 system and is also available as an option for
the P/60 system. The ACP, controlled by a Motorola 68000 pro-
cessor and with 512Kb memory, allows segments of the operating
system and customized communications and terminal handling
programs to be downloaded to the ACP and executed locally.

Each ACP controls sixteen serial ports (terminals or modems) and
one parallel (Centronics-type) port. The serial ports are RS232C
compatible and have the modem control lines necessary to support
standard asynchronous and synchronous modems. These ports
are capable of asynchronous or synchronous protocols at software-
selectable rates up to 19.2Kbaud. All sixteen serial ports can

operate at the maximum rate simultaneously since each port has
its own DMA channel.

T Centronics is a trademark of Centronics.
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VMEbus Communications Processor

The VMEbus Communications Processor (VCP) manages com-
munications for the P/90 and P/95 systems. The P/90 system
supports up to one VCP. The P/95 system supports up to four
VCPs. The VCP provides an interface between the Plexus job pro-
cessor. It also provides serial ports (terminals, serial printers, and
modems) and parallel ports (IBM PCf{ compatible connections).
The VCP consists of a main logic board and up to 5 optional I/0O
boards, Link cards). See the section "Serial and Parallel Ports" in
this chapter for additional information on Link cards.

The VCP has two local processors which coordinate the movement
of information between the job processor and attached devices.
The Motorola 68020 main processor is aided by a high speed, bit
slice processor performing the Direct Memory Access function.

The VCPs data bus is connected to the I/O cards (Link) forming
the 170 of your system. Since the I/O is connected directly to the
data bus, a scheme has been developed to translate a device name,
such as /dev/tty5, into a physical port on a VCP.

Additional Information

See the chapter "Board Descriptions” in the P/95 Maintenance
Manual and the P/90 Maintenance Manual for information on
Link card and VCP switch settings.

T

IBM PC is a trademark of International Business Machines Corporation.
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Disk and Tape Controllers

Table 2-14 illustrates the disk and tape controllers available for
Plexus systems.

Table 2-14. Disk and Tape Controllers Available

System Disk and Tape Function
Controllers
P/35 IMSP Controls disk & cart. tape
P/55 IMSP Controls disk & cart. tape
P/60 IMSP Controls disk drives (stand-alone)
EMSP Controls disk drives (expan. cab.)
CPC tape cont. Controls reel-to-reel tape
P/75 IMSP Controls disk & cart. tape :
(stand-alone) 7
EMSP Controls disk drives (expan. cabs.)
CPC tape cont. Controls reel-to-reel tape
(reel-to-reel tape drive in
expansion cabinets only)
P/90 disk cont. Controls disk drives
cart. tape cont. Controls cart. tape drive
SCSI Controls disk & cart. tape
controllers in main cabinet.
P/95 AMSP Controls disk drives
cart. tape cont. Controls cart. tape (stand-alone)

reel-to-reel tape cont.

Controls reel-to-reel
tape (expansion cabinets only)

Each controller is described in the following subsections.
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Intelligent Mass Storage Processor (IMSP)

The IMSP is an intelligent disk and cartridge tape controller con-
taining its own Z8001 job processor. It is used in Multibus sys-
tems. It receives commands from the CPU to move blocks of data
between system memory (RAM) and the disk drives or cartridge
tape drive. The processor’'s 256Kb address space is organized as
follows: 16Kb local ROM, 128Kb local RAM, and 64Kb shared
RAM. The 128Kb of local RAM is used to buffer a number of sec-
tors, to decrease the number of disk accesses when the system
experiences a heavy processing load. These buffers store the infor-
mation from the disk and pass it to each process as if it were the
only process using disk.

The IMSP uses an industry-standard SMD type disk interface and
also controls the cartridge tape drive (QIC02 type cartridge tape
interface). It records and reads using the QIC-11 tape format.
The intelligent cartridge tape drive performs many of the func-

tions normally required of a tape controller. It communicates with

the IMSP over eight data lines and eight control lines.
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Enhanced Mass Storage Processor (EMSP)

The performance of larger Plexus Multibus systems (P/60 and
P/75) is greatly improved through the use of additional disk drives
in Expansion Cabinets. In the P/75, one to four EMSP boards are
used to interface with hard disk drives located in the main or
Expansion Cabinets.

The EMSP controller is a disk controller only. The EMSP utilizes
an advanced job processor-based design to achieve high
throughput and implement advanced performance features such
as overlapped seek operations, overlapped data transfers, and 32-
bit error correction codes (ECC) to ensure data integrity. Each
EMSP can support a maximum of four disk drives. Multiple
EMSPs can be run in parallel when very fast access -or support for
very large amounts of data storage is required.

AMSP Disk Controller

The disk controller for the P/95 system is the Advanced Mass -
Storage Processor (AMSP), which is a standard size VMEbus
board. The AMSP enables the P/95 to utilize high capacity disk
drives employing the Enhanced Storage Module Device (ESMD)
interface. The AMSP utilizes a 68000 job processor-based design
to achieve high throughput and implement advanced performance
features such as overlapped seek operations, overlapped data
transfers, and a 32-bit ECC error control to ensure data integrity.
Initially, each AMSP can support up to 2 disk drives. At a later
date, each AMSP can support up to 4 disk drives.

Thus, the P/95 system can initially support 10 disk drives. At a
later date, the P/95 system can support up to 16 disk drives.
Multiple AMSPs can be run in parallel when very fast access of
support for very large amounts of data storage is required.

Disk errors are handled by the built-in error correction facilities of
the AMSP controller. During a disk read operation, the disk con-
troller can detect and automatically correct an erroneous burst up
to 11 bits in length. Error detection and correction is performed
by a 32-bit error code appended to each sector ID or data field .
when the field is written to the disk.
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SDC-Fixed ESDI Disk Controller — P/90

The SDC-Fixed ESDI disk controller is a member of a family of
disk controllers developed around the SCSI disk controller (SDC).
The SDC-fixed ESDI disk controller is an intelligent high level
interface between the SCSI bus and the ESDI disk drives enabling
electronic controls of the SCSI bus, automatic handling of bus pro-
tocol, and retry/ECC correction for the fixed drives.

1/4-inch Cartridge Tape Controlier — P/90

The SCSI host adaptor controls the %" cartridge tape controller.
The %" cartridge tape controller controls the 60Mb cartridge tape
drive in the P/90 system.

1/2-inch Cartridge Tape Controller — P/90

The SCSI host adaptor controls the 1/2-inch tape controller. The
tape controller controls 1/2-inch cartridge tape drive which is
expected to be available at a later date.

1/4-inch Cartridge Tape Controller — P/95

The %" cartridge tape controller controls the 60Mb cartridge tape
drive in the P/95 system using the QIC-02 interface. It records
and reads the QIC-11 tape format.

Reel-to-Reel Tape Controller — P/60 and P/75

On Multibus systems, the %" reel-to-reel tape drive is controlled by
the CPC controller. It has a Pertec-type interface. This controller
has its own job processor and a local memory buffer.

Reel-to-Reel Tape Controller — P/95

The %" reel-to-reel tape controller controls the %" reel-to-reel tape
drive in the P/95 system. It has a Pertec-type interface. This
controller has its own microprocessor and a local memory buffer.
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Disk Drives

Plexus systems use a variety of high technology Winchester disk
drives starting with 5 %" drives and advancing to 8" and 9" drives
(14" drives on older Plexus systems). For every system, there is a
minimum of one disk drive.

P/90 drives use the Enhanced Small Device Interface (ESDI).
P/35, P/55, P/60, and P/75 drives use the Storage Module Device
(SMD) interface. The SMD controller is an industry standard
interface which allows the addition of any SMD type disk drive.
Up to four (4) disk drives can be daisy-chained together on each
IMSP, EMSP, or AMSP controller. The P/95 drives use the
Enhanced Storage Module Device (ESMD) interface.

Optical Disk

The Plexus optical disk is a Write-Once Read-Many (WORM) opti-
cal disk designed to archive and retrieve very large amounts of -
data (1Gbyte per disk side). The stand-alone optical disk is sup- -
ported on the P/55. The P/75 and P/95 systems can support up
to 8 rack mountable optical disk drives. For installation and user
instructions, see the Optical Disk User’s Manual. At a later date,
5 %" optical disk is expected to be available for the P/90 system.

On Multibus systems, a SCSI adaptor is required to use optical
disk. On the P/95, the Multibus adaptor and the SCSI adaptor
are required to use optical disk.
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Tape Drives

Your Plexus system comes with at least one tape drive. Use tape
drives for off-line storage (i.e. backups). The following table lists
the default tape drive configuration for each Plexus system.

Table 2-15. Tape Drives in Plexus Systems

System Tape Drive(s)

P/35 45Mb 1/4-inch cartridge tape drive is standard.

P/55 60Mb 1/4-inch cartridge tape drive is standard.

P/60 1/2-inch reel-to-reel tape drive is standard. A stand-alone
1/4-inch cartridge tape drive (optional) is also available
(60Mb or 45Mb).

P/75 60Mb 1/4-inch cartridge tape and/or up to four 1/2-inch
reel-to-reel tape drives in the Expansion Cabinets.

P/90 60Mb 1/4-inch cartridge tape drive is standard.

P/95 60Mb 1/4-inch cartridge tape and/or up to four 1/2-inch

reel-to-reel tape drives in the Expansion Cabinets.

Tape Drive Features

The tape drive features are described in this subsection.

P/35

The standard tape drive for the P/35 is a 45Mb %" cartridge tape
drive. This drive uses high-density tape cartridges to store infor-
mation. The cartridge tape drive features streaming operation.

P/55

The standard tape drive for the P/55 is a 60Mb %" cartridge tape
drive. This drive uses high-density tape cartridges to store infor-
mation. The cartridge tape drive features streaming operation.
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P/60

The standard tape drive on the P/60 is a %" reel-to-reel 1600 bpi
unit featuring horizontal mounting, automatic threading, and
dual-mode operation. In streaming mode, which is used for disk
backup, the tape drive stores 46Mb of data in 4.8 minutes on a 10
%" 2400-foot reel of tape. In normal start/stop mode, the
ANSI/IBM-compatible drive provides a convenient method for
exchanging data with other computer systems.

P/75 and P/95

The standard tape drive for the P/75 and the P/95 is a 60Mb %"
cartridge tape drive. This drive uses high-density tape cartridges
to store information. The cartridge tape drive, which features
streaming operation, also provides media compatibility with
smaller Plexus systems.

P/90

The standard tape drive for the P/90 is a 60Mb %" cartridge tape \
drive. This drive features streaming operation for fast disk
backup and provides media compatibility with other Plexus sys-
tems.
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Storing Data on Tape

Tapes are the best method of storing large data files, when that
data is not in constant use. Also, tapes are used to backup your
complete disk file system as insurance against disk disasters.
These can include user mistakes in removing files, total corruption
of an entire file system, hardware problems with the disk units,
and other such critical situations. Two methods of storing data on
tape are discussed in the following paragraphs.

The first way, known as archiving, is typically invoked using the
cpio or tar command (cpio is recommended). This method
should be used for temporarily storing large amounts of informa-
tion that take up disk space when freeing up disk space is a neces-
sity. It is also used to transfer files of any type (except device
files) from one Plexus system to another.

The second means for using tape is for backup dumps to guard
against losing important user and system files in the case of a

~ disk or other system failure and is invoked with the Sys3 com-

mand, /etc/dump. Note that there are two dump commands in
the Plexus release of Sys5. Plexus carried over the Sys3 dump
program. It resides in the /etc directory. Use /etc/dump to
dump file systems to tape. The new Sys5 command /bin/dump is
an octal dump. Backing up writes an image of what is on the disk
onto the tape so that, if necessary, an entire disk file system can
be reconstructed easily.

Tape archiving, on the other hand, writes out files and directories
as they appear to the user. As we will see in the chapter describ-
ing file systems, the organization of files and directories that the
user sees is much different than the way things are organized on
the disk itself. Both tape archiving using cpio and backups to
tape using the Sys3 command /etc/dump will be described later in
the chapter "Backup Procedures”. Other commands which can be
used in place of /etc/dump for backup purposes are fbackup (not
available on VMEbus-based systems), volcopy, finc, and dd.
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Peripheral Devices

Peripheral devices are devices external to your Plexus system and
include: terminals, modems, parallel printers, and serial printers.
Following is a discussion of each peripheral device.

Terminals

You will have one or more types of terminals connected to your
system. These terminals will be the primary point of contact
between the user(s) and the system itself. These terminals might
be a CRT type terminal (TV screen type), or they might be a
hard-copy device (typewriter-style that prints the output on
paper).

Each of your particular type of terminal will probably have an on-
line/off-line, on-line/local or conv mode switch which must be in

the on-line position to communicate with the computer. Different

types of terminals operate at different speeds (baud rates). These
speeds are usually controlled by a switch that is located on the
terminal or is programmed into the terminal.

The asynchronous ASCII terminals are connected by an RS232
cable to any one of the serial ports. How to connect terminals is
described in the chapter Setting Up I/0 Devices.

Normal video display terminals usually operate at 9600 baud, full
duplex, no parity, and 1 stop bit. Serial port (software) and termi-
nal (hardware) characteristics can be set independently.

Modems

Modems, either hard-wired or dial-up, can also be connected to the
serial ports by means of a NULL modem cable. The physical port
on the ICP itself, must also be altered to expect a modem connec-
tion (DCE) as opposed to a terminal (DTE). All ICP ports are
configured for DTE connection at the factory. ACPs and VCPs are
totally software configurable. How to configure your system for

modem use (with ACPs and VCPs) is explained in the chapter

Setting Up 1/0 Devices.
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Line Printers

Plexus systems support two kinds of printers: parallel and serial.
These printer types will be discussed in the subsections that fol-
low.

Parallel Printers

A parallel printer is usually a high speed printer and is tradition-
ally used to print out large amount of data for drafts or any other
non-letter-quality purpose.

On Multibus systems, each ICP or ACP has one parallel port
specifically designed to support parallel interface. This port is
composed of a DB37-pin female connector. Pinouts for the cable
will be described later in this manual. Parallel cables for Multibus
systems can be ordered from Plexus. The printer itself can be of
any manufacturer, but it must support a Centronics interface in

- order to function properly. All of the output settings for the

~ printer are controlled purely by hardware switch settings on the
printer itself. The Centronics interface standard was adopted to
provide a common hardware interface to the parallel port driver.

On VMEbus-based systems, the parallel printer cable needed is a
25-pin IBM PC compatible cable. This IBM PC compatible cable is

" available at any major computer store. The printer itself can be of
any manufacturer, but it must support the IBM PC compatible
interface in order to function properly. Parallel Link cards (P-4)
are available from Plexus.

Serial Printers

A serial printer is usually a lower speed, high print quality device
used for correspondence and generating forms. You can connect a
serial printer to any one of the system’s serial (tty) ports just as
you would connect a terminal. How to set up a serial printer is
described in the chapter Setting Up I/0 Devices.
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SOFTWARE COMPONENTS

This chapter:
e presents an overview of the Sys5 operating system.
e describes the three major file types.

e describes the Sys5 root file system stfucture, including a
description of each directory under root ( /).

e provides information on the block and character device
( numbers used in /dev.

e gives a brief explanation describing when to run stand-alone
programs (/stand or from the release tape).
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Sys5 Operating System Overview

The Sys5 operating system is a package of software that manages
the resources of your Plexus system. The software of any com-
puter system is a collection of files. These files contain executable
code which can be read and interpreted by the system to perform a
set of functions. '

The Sys5 operating system is divided into four major parts:
e the kernel
¢ the file system
e Sys5 utilities
e the shell

Following is a brief description of each part of the operating sys-
tem.

The kernel includes the scheduler and memory manage-
ment functions, and is the basic resident
software on which the entire system relies.
It is the only part of the system per-
manently resident in memory. The job of
the kernel is to control user processes and
manage system resources. The Sys5 kernel,
unix, is a program that is loaded when a
Plexus system is started. It runs continu-
ously until shutdown.

The file system is the organization scheme for storing data
on disk. The Sys5 file structure is organized
in a tree-like structure, comprised of files
and directories.

The Sys5 utilities  consist of executable commands and libraries
that enable the Sys5 user to perform a
variety of system and user tasks.
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The shell is the command interpreter. The shell
listens to your terminal and translates
users’ requests into actions on the part of
the kernel and the many utility programs.
After the shell finds programs that the user
wants to execute, the shell passes those
tasks to other parts of the operating system
for scheduling, input, output, and execution.
Thus, the shell is the primary user interface
to utilities and applications.

Sysb is an interactive operating system. As
you enter commands, the system obeys the
commands and  displays  appropriate
responses. Sysb is a multi-tasking operating
system. That is, the operating system can
schedule and perform many tasks simultane-
ously. Sysb5 is also a multi-user operating
system: more than one person can use the
system simultaneously.

[ NOTE] The kernel should only be modified by a Sys5 guru
(someone who knows what (s)he is doing). The kernel
will only need to be changed if you install new
hardware, if a new version of the operating system is
installed, or if system user patterns change and you
discover that you need new or additional system
resources. It is strongly recommended that you con-
tact Plexus or your support staff for specific instruc-
tions on kernel modifications before attempting it your-
self no matter how you feel about your expertise!
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File Types

As mentioned previously, the Sys5 file system is the organizing
structure for data. The file system contains three types of files:

ordinary files

directories

special files

3-4

are files you create for productive system
work. Simply put, a file is a container for
information. Ordinary files can contain exe-
cutable object code, shell scripts, binary data,
or ASCII text. You can create ordinary files
by using one of the utilities (such as an edi-
tor) or by redirecting 1/0.

are files which group other files and direc-
tories. You can think of a directory as a con-
tainer for other directories and files. Direc-
tories are created with the mkdir command.
A directory contained within another direc-
tory is called a subdirectory. Subdirectories
can contain files and more subdirectories. In
Sys5, directories supply the matrix which
superimposes a hierarchical structure on the
file system.

are device names. Special files are created
using the mknod command and are listed in
the /dev directory. Some examples of special
files (device names) are: /dev/tty4 (serial
device tty4), /dev/rrm/Om (reel-to-reel tape
drive 0, raw device), /dev/rpt/Omn (car-

tridge tape device 0, raw device with no

rewind), /dev/ppO0 (parallel port 0).
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Sys5 Root File System Structure

This section introduces you to the Sys5 main directory structure.
It gives you a general idea of how the system hierarchy of direc-
tories, ordinary files, and special files are organized. The Sys5 file
system is organized into directories structured in a hierarchical
scheme, converging at the top (inverted tree) in the directory
called root ( /). Figure 3-1 illustrates the root file system struc-
ture.

/ (root)

|

bck bin dev etc lib lost+found mnt stand tmp unix usr

Figure 3-1. Root File System

Figure 3-2 illustrates the result of listing the contents of the root
( /) directory with the long ( -1 ) option ( 1s -1 /). Your display
might be different.

drwxr—-xr-x 2 root sys 32 Aug 16 11.02 bck
drwxrwxr—x 2 bin bin 1504 Mar 5 14:46 bin
drwxr-xr-x 9 root sys 2064 May 8 11:43 dev
drwxrwxr—x 3 root sys 1600 May 27 10:53 etc
drwxrwxr—x 3 bin bin 336 Dec 20 09:03 1lib
drwXrwxrwx 2 bin bin 1024 Apr 25 16:26 lost+found
drwxr-xr-—x 2 root sys 32 Aug 16 07:14 mnt
drwxrwxr—x 2 bin bin 240 Dec 20 09:05 stand
drwxrwxrwx 2 root sys 816 May 27 11:26 tmp
~YWXIWXIr—X 1 root sys 294659 Dec 20 12:41 unix
drwxrwxr—-x 20 Dbin bin 368 Feb 20 17:17 usr

Figure 3-2. Listing the Contents of the Root Directory
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The line items beginning with d are directories; line items begin-
ning with a dash (-) denote files. In the / (root) directory, usually
the only file is unix, which is the operating system program, or
kernel. An explanation of the previous listing is illustrated in Fig-
ure 3-3.

Protections # Indiv. Group # Date File
links owner owner bytes Created or name
Modified
ArwxXrwxr-x 3 root sys 1600 May 27 10:53 etc
~rWXYWXIr-—X 1 root sys 294659 Dec 20 12:41 unix

Figure 3-3. Listing the Root File System With the Long Option

Root File System Description

~ The major root subdirectories (i.e. bin, dev, etc, lib, stand, usr)
are explained in detail below because you will use them frequently.
These follow a list of brief descriptions of the remaining items in
the root directory.

bck System backup mountstub directory, otherwise
empty.
mnt This is an empty directory (i.e. no subdirectories

or files are under it). This is a convenient direc-
tory into which mount stub directories can be
placed.

lost+found  This is a directory that the file system check pro-
gram, fsck, uses to deposit files that somehow are
disconnected from their original directory. It pro-
vides a place where the fsck program can place
the orphaned file. If no orphan files are present in
lost+found with numerical names, it is usually
empty. THERE SHOULD BE ONE lost+found -
directory for EACH sys5 file system created. ‘
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unix The file unix is the image of the Sys5 operating
system. It is read into main memory when the
operating system is loaded into memory (i.e when
you boot the system). This is an object file and
should not be displayed or modified. If it is
removed, you will not be able to reboot the system
after a failure, power-up, or system reset. You
will have to boot from the release tape.

stand This directory contains executable programs used
to examine, check, and repair the system when it
cannot be booted in the normal manner. These
stand-alone programs can only be executed from
the boot prompt ( : ) and never when the system
has been successfully brought up.

tmp This directory is the system scratchpad. Certain
applications (i.e. text editors, spreadsheets, data-
base management systems, and compilers)
require this writable directory to create temporary
working files to store data during execution.
Applications usually remove these tmp files after
execution. This directory will most likely be
empty if no users are logged in to the system.

The files in /tmp are assigned a unique file name
by the application (usually a prefix followed by a
unique number). File names that are prefixed
with an "Ex" and "Rx" are temporary files created
with one of Sys5’s editors. By looking at the own-
ership of the file, the system administrator can
tell which user is currently using the file.

Take care to not remove these files while the
unsuspecting user is executing a program which
uses them. Because files in /tmp are cleaned out
during system startup (i.e. the contents of /tmp
are purged when the system is re-initialized), DO
NOT PUT ANY IMPORTANT FILES IN THIS
DIRECTORY.
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/bin Directory

This directory contains executable files only, which comprise about
half of the Sys5 utilities. Because these files are compiled pro-
grams, you cannot display or edit them. These programs are exe-
cuted at the shell command prompt. The commands which reside
in this directory represent the most commonly used commands for
Sysb5 system users. Some of the commands in the bin directory
include cat, Is, and date. As the system administrator, you can
add programs to the /usr/bin directory or you can create your own
bin directory in /usr (i.e. /usr/local or /usr/local/mybin).
Because new releases overwrite /bin, keep your own programs in
/asr/local or /usr/local/mybin.

/dev Directory

The /dev directory contains all of your device files. Device files are
referred to as special files. Sys5 references all of your system dev-
ices and peripherals through these special files. Some of the spe-
cial files include: /dev/kmem (kernel memory), /dev/ttyX (serial
device ttyX where X is the serial port number), /dev/rpt/Om (car-
tridge tape drive 0, raw device), /dev/rrm/Omn (reel-to-reel tape
drive 0, raw device with no rewind), and /dev/pp0 (parallel printer
0).

Those device entries with protection bits beginning with a ¢ refer
to raw devices (sometimes referred to as character devices). Raw
devices handle an arbitrary number of characters at a time
without processing them (i.e. not putting them in a buffer first).
Device entries with protection bits beginning with a b denote block
devices. I/0 is conducted in blocks of characters (i.e. 1024 charac-
ters or bytes to a block). Device entries with protection bits begin-
ning with a d refer to directories. Invoke Is of the directory to list
the block or character subdirectory information.
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Following is a sample listing of the dev directory. Depending upon

the devices you have set up, your listing might look quite
different.

CYW—IrW—Irw-— root other 30, 1 May 18 22:55 acl
root other 30, 2 May 18 22:55 ac2
root other 0, 0 May 29 09:38 console

root sys 336 Feb 16 12:00 dsk

CXW-IW—Irw—

CIW——W——W—

NN =

drwxXrwxr—x

Figure 3-4. Partial Listing of the /dev Directory

Major Device Numbers

The major block and character device numbers are displayed in
the fifth column of the ls -1 listing and are defined in the file:
/usr/src/uts/m68/cf/conf.c. Because there are two types of dev-
ices (block and character), there are two tables. The first table,

~ bdevsw is located about half way through the conf.c file. This is

a listing of the major block device numbers. The second table,
cdevsw, which follows the bdevsw table, is a listing of the major
character device numbers. To display the contents of conf.c on
the screen enter:

more /usr/src/uts/m68/cf/conf.c

[ NOTE] BE CAREFUL! The conf.c file is the main configuration
file for the kernel. It defines some system table sizes
and some parameters such as what device drivers are
used in the system. Do not change any of the informa-
tion in conf.c unless you have a good working
knowledge of what you are doing! Use cat or more to
view the file’s contents.
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Major Block Device Numbers (Multibus)

Following is a description of the major block device numbers for
Multibus systems. Before creating new devices in the /dev direc-
tory, check this list with the file conf.c.

0

The mi driver (/dev/dsk/XsXX). This is a generic disk
driver for mirrored and non-mirrored disks.

The mt driver, (/dev/mtX). This is not presently used.

The pd driver, (/dev/dsk/XsXX). This controls the
IMSP disk drives.

RAM driver, (/dev/ram/X). This driver allows you to
use system memory as a disk.

Not currently used.
Not used.

The xy driver (/dev/dsk/XsXX) on Multibus systems.
This controls the EMSP disk drives.

For the P/95 system, this is the sm driver
(/dev/dsk/XxXX), which controls the AMSP disk drives.

Not currently used.
Not currently used.

The od (optical disk) driver (/dev/od/XsXX). This
block device controls the optical disk drive.

10 — 14 Reserved for user use.

3-10
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Major Character Device Numbers (Multibus)

Following is a list of current major character device numbers and
a brief description of each device driver. Before creating new dev-
ices in the /dev directory, check this list with the file conf.c.

0

The us driver, (/dev/console). This drives the system
console.

Not currently used.

The mm driver. This is the memory device. The minor
device numbers control which chunk of memory to use,
kernel data space, data sink, etc. Special file names
include: /dev/mem, /dev/kmem, /dev/mbiomem,
/dev/mbmem, and /dev/liomem.

The mi driver. This is the generic disk driver for mir-
rored and non-mirrored disks. Special file names
include: /dev/rdkX and /dev/dsk/Xsxx. X is the phy-
sical disk number (0, 1, etc), xx is the logical disk
number (0-15).

The mt driver, (/dev/rmtX). This was supposed to be
the generic tape driver for Sys5. However, it is at
present not used. Use /dev/rrm or /dev/rpt instead.

The pd driver, (/dev/rdsk/XsXX). This controls disk
drives connected to the IMSP.

The pt driver. This controls the cartridge tape drive.
Special file names include: /dev/rpt/Xm (with rewind),
/dev/rpt/Xmn (no rewind). X is the drive number.

RAM disk driver, (/dev/rram/X). This driver allows
you to use system memory as a disk.

The rm driver. This controls the reel-to-reel tape
drives. Special files include: /dev/rrm/Xm (with
rewind), /dev/rrm/Xmn (with no rewind). X is the
drive number.

The xy driver, (/dev/rdsk/XsXX). This controls the
EMSP disk drives.
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10 — 12 Reserved.

13

14

15

16

17

18

19

20

21

22

23

24

3-12

The sy driver for (/dev/ttyX) (X is the terminal
number). This device represents the controlling termi-
nal for any process.

The ic driver. The name that references this driver is
(/dev/icX) (where X is the ICP number [0, 1, 2, etc]).
This controls the ICP.

The sp driver, (/dev/ttyX). This is the serial port
driver which controls the ICP terminal ports.

The pp driver, (/dev/ppX) (where X is the parallel
printer port number). This is the parallel-port driver,
which controls the ICP printer ports.

The ncf driver (no corresponding device). This is not
available to you.

The vpm driver, (/dev/vpmX) (where X is the ICP &

number, i.e 0, 1, 2, etc.) This is used to communicate
between a user program and an ICP executing virtual
programmable memory.

The tr driver, (/dev/trace). This is used by some dev-
ice drivers to communicate with user programs.

The err driver, (/dev/error). This device is used to
pass errors from the kernel to a user process.

The prf driver, (/dev/prf). This device is an interface
used to profile the operating system.

The vtty driver, (/dev/vttyX) (where X is the vtty
number). This device is used to control the virtual ter-
minal devices that are available in NOS.

The im driver, (/dev/imX) (where X is the IMSP
number). This device controls the IMSP itself, rather
than the peripherals attached to it.

The hdlc driver, (/dev/hdle). This device controls the /

ICP for the hdlc protocol.

Software Components
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25

26
27
28

29

30

31

32

33
34
35
36

37

The ft driver. This device controls caching cartridge
tape. Some special file names are: /dev/rft/Om
(rewind), /dev/rft/0mn (no rewind). This requires spe-
cial disk setup for use.

Reserved.
Reserved.

The crm  driver, (/dev/crm/Xm) (rewind)
(/dev/icrm/Xmn) (no rewind) where X is the drive
number. This device controls a reel-to-reel tape in cach-
ing mode. It is recommended not to use this driver
with the reel-to-reel cache drive, such as the GCR.

The ccb driver, (/dev/ecb). This device is for the P/75
only. It controls the common circuits board (CCB).

The acp driver, (/dev/acX) (where X is the ACP
number (1, 2, 3, etc)). This device controls the ACP.

The ACP serial port driver, (/dev/ttyX) (where X is the
ACP serial port number). This is the serial port driver
which controls the ACP ports.

The ACP parallel port driver, (/dev/ppX) (where X is
the port number 0, 1, 2, etc.). This is the parallel port
driver which controls the ACP parallel printer ports.

Not supported.
Not supported.
Not supported.

The ACP dynamic download driver. There is no device
name associated with this driver.

The od (i.e. optical disk) driver (/dev/rod/XsXX). This
raw device controls the optical disk drive.

38 — 49 Reserved.

50 — 59 Reserved for user use.
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Major Block Device Numbers (VMEbus)

Following is a description of the major block device numbers for
VMEbus-based systems. Before creating new devices in the /dev
directory, check this list with the file conf.c.

0

10
11
12
13
14

3-14

The mi driver (/dev/dsk/XsXX). This is a generic disk
driver for mirrored and non-mirrored disks.

Not used.
Not used.

RAM driver, (dev/ram/X). This device allows you to use
system memory as a disk.

Not currently used.
Not used.

For the P/95, the sm driver (/dev/dsk/XsXX). This controls
the AMSP disk drives.

For the P/90, the sd driver (/dev/dsk/XsXX), which controls
the MMSP disk drives.

Not currently used.
Not currently used.

The od (optical disk) driver (/dev/od/XsXX). This block dev-
ice controls the optical disk drive.

Reserved.
Reserved.
Reserved.
Reserved.

Reserved.
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Major Character Device Numbers (VMEbus)

Following is a list of current major character device numbers and
a brief description of each device driver for VMEbus-based sys-
tems. Before creating new devices in the /dev directory, check
this list with the file conf.c.

0

The us driver, (/dev/console). This drives the system
console.

Not currently used.

The mm driver. This is the memory device. The minor
device numbers control which chunk of memory to use,
kernel data space, data sink, etc. Special file names
include: /dev/mem, /dev/kmem, /dev/mbiomem,
/dev/mbmem, and /dev/liomem.

The mi driver. This is the generic disk driver for mir-
rored and non-mirrored disks. Special file names
include: /dev/rdkX and /dev/dsk/Xsxx. X is the phy-
sical disk number (0, 1, etc), xx is the logical disk
number (0-15).

The mt driver, (/dev/rmtX). This was supposed to be
the generic tape driver for Sys5. However, it is at
present not used. Use /dev/rrm or /dev/rpt instead.

Not used.

For the P/95, the qc driver. This controls the cartridge
tape drive. Special file names include: /dev/rpt/Om
(with rewind), /dev/rpt/Omn (no rewind). Plexus sup-
ports cartridge tape drive O only.

For the P/90, the st driver. This controls the cartridge
tape drive. Special file names include: /dev/rmt/Om -
rewind, /dev/rmt/0mn - no rewind. Plexus supports
cartridge tape drive O only.

RAM disk driver, (dev/rram/X). This driver allows you
to use system memory as a disk.
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10
11
12
13

14
15
16
17
18
19

20

21

22
23
24
25

3-16

The tth driver. This controls the reel-to-reel tape
drives. Special files include: /dev/rrm/Xm (with
rewind), /dev/rrm/Xmn (with no rewind). X is the
drive number.

For the P/95, the sm driver, (/dev/rdsk/XsXX). This
controls the AMSP disk drives.

For the P/90, the sd driver (/dev/rdsk/XsXX), which
controls the MMSP disk drives.

Reserved.
Reserved.
Reserved.

The sy driver for (/dev/ttyX) (X is the terminal
number). This device represents the controlling termi-
nal for any process.

Not used.
Not used.
Not used.
Not used.
Not used.

The tr driver, (/dev/trace). This is used by some dev-
ice drivers to communicate with user programs.

The err driver, (/dev/error). This device is used to
pass errors from the kernel to a user process.

The prf driver, (/dev/prf). This device is an interface
used to profile the operating system.

Not used.
Not used.
Not used.
Not used.
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26
27
28

29

30

31

32

33
34
35
36

37

38 — 47
48
49

Reserved.
Reserved.

The tth driver, (/dev/crm/Xmn - no rewind, or
/dev/erm/X - rewind) where X is the drive number.
This device controls a reel-to-reel tape in caching mode.
It is supplied for compatibility with other systems.

The ccb driver (/dev/ccb). This device controls the
Arbiter board.

The vep driver, (/dev/veX) (where X is the VCP
number (0, 1, 2, 3, etc)). This device controls the VCP.

The VCP serial port driver, (/dev/ttyX) (where X is the
VCP serial port number). This is the serial port driver
which controls the VCP ports.

The VCP parallel port driver, (/dev/ppX) (where X is
the port number 0, 1, 2, etc.). This is the parallel port
driver which controls the VCP parallel printer ports.

Not supported.
Not supported.
Not supported.

The VCP dynamic download driver. There is no device
name associated with this driver.

The od (i.e. optical disk) driver (/dev/rod/XsXX). This
raw device controls the optical disk drive.

Reserved.
VCP virtual system device table driver.

Reserved.
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Inside conf.c

This section discusses some constants in the file conf.c, the main
configuration file for the kernel. A complete list of parameters for
shared memory are defined. In addition, the constants NBUF,
CDLIMIT, and NFILE are described.

[ WARNING ]

CDLIMIT

MAXUP

NBUF

3-18

Do not change any of the constants in
Jusr/src/uts/m68/cf/conf.c unless you have a
good working knowledge of what you are doing!
Contact Plexus Software Support for additional
assistance.

Defines the default maximum file size. It should
yield a long integer, such as 1L<<11, which

defines how many kilobytes the file can be. Itis =~ .

currently 2048Kb, allowing files to grow to 2Mb.

This can be changed to suit your environment.

You can also use the unlimit program which

allows you to create large files.

Defines how many concurrent processes may be
owned by a user-id (not superuser). If you have a
common login for many users in an environment
like data entry, you may need to increase this to
avoid a situation where a program may abort and
display the message "cannot fork", because
the current user-id has MAXUP processes already
in the process table. It should not be larger than
NPROC. The current setting allows any user-id to
have 25 processes active.

Specifies how many system buffers to allocate. If
you increase the number, disk read/write time
decreases, but amount of memory available to the
user drops, so probably more swapping needs to be

done. However, if you only have a few users, a lot

of memory, and disk speed is important, you can
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NCALL

NCLIST

NFILE

NFLOCKS

increase NBUF. This number must be a multiple
of 4. Each entry in this table uses 26 bytes of
memory, plus actual buffer space. NBUF 0
defaults to 10 percent of physical memory.

Determines the size of the system table that con-
tains a list of functions that are to be invoked at
some time in the future (in 50ths of a second
increments) by the clock handler. The call-out
table is used by terminal handlers to provide ter-
minal delays and by various other I/0 handlers.
If this table overflows the panic message
"timeout table overflow" will display, and
your system will stop. Each entry in this table
uses 6 bytes of memory.

Specifies how many character list buffers to allo-
cate. The buffers are linked together to form
input/output queues for various character devices.
The ICP kernel also contains some clist struc-
tures, which means this number is already about
as small as it can be. Each entry in this table
uses 28 bytes of memory.

Defines how large the file table is. Each entry in
the table represents an opened file, either via
open, creat, or pipe. When this table is full, the
diagnostic no file displays, and no more files can
be opened until some are closed. Each entry in
this table uses 88 bytes of memory.

Defines how many file locks can be active at any
time. Remember that some files may have more
than one region locked at a time, while others are
never locked. This is a Plexus extension to stan-
dard System V, which did not support locking of
files. Each entry in this table uses 10 bytes of
memory.
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NMOUNT

NPROC

NTEXT

SHMALL

SHMBRK

SHMEM

SHMMAX

3-20

Defines how many mounted file systems there
may be at one time. The root file system (/) is
always the first entry in this table. When this
table is full, no more mounts can be done, and an
error will be returned. Each entry in this table
uses 8 bytes of memory.

Specifies how many process table entries to allo-
cate. Each entry represents an active process.
The swapper scheduler is always the first entry,
and init is always the second. This number
depends on the number of terminal lines and how
many processes get created by each user. Each
entry in this table uses 30 bytes of memory.

Specifies how many text table entries to allocate.
Each entry represents an active read-only text
segment, which was created using the —i or —n
option to the C compiler (cc) or link-loader (1d).
When the table overflows, the diagnostic message
"out of text" displays. Each entry in this
table uses 12 bytes of memory.

Specifies the maximum amount of shared memory
that can be allocated system wide. The default
value is 512 clicks, 250Kb.

Specifies the number of clicks between the end of
the data segment and the beginning of the first
shared memory segment if the default starting
address is used allowing the user to continue to
use sbrk(2) or brk(2). The default value is 16
clicks, 8 Kb.

Specifies whether to include shared memory code.
A value of 0 indicates no shared memory. A value
of 1 includes shared memory.

Specifies the maximum size of a shared memory
segment.

Software Components



(

SHMMIN

SHMMNI

SHMSEG

SMAPSIZ

SYNCRATE

Specifies the minimum size of a shared memory
segment.

Specifies the maximum number of shared memory
segments in the system.

Specifies the maximum number of shared memory
segments in the system.

Specifies how many entries there can be in the
free-swap-blocks list. Each entry in this table
represents a block on the swap device that is not
in use. If the list overlfows because this constant
is too small, your system will crash in a very
unpredictable manner. We recommend that you
do not modify this constant from its current
value. Each entry in this table uses 4 bytes of
memory.

Allows some control over the sync call made by
/etc/init every 30 seconds. If SYNCRATE is left at
zero as shipped, there will be no change from pre-
vious releases. However, setting SYNCRATE to a
positive value sets a limit to the number of buffers
written when /etc/init does its periodic sync. This
does not affect the normal operation of the sync
command or the sync system call. Setting SYN-
CRATE reduces the number of unnecessary disk
writes of blocks in temporary files, and improves
the effects of the buffer aging algorithms. The
suggested value for the SYNCRATE is 30 per disk
drive.
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/etc Directory

The /etc directory contains most of the Sys5 commands and files
that the system administrator uses in the setup and daily opera-
tion of the system. It can also be thought of as the superusers’
toolkit, and it contains many editable text files which are used by
the superuser to tailor the system. As such, programs in this
directory are not accessible to regular users for execution.
Although the /etc directory contains many system files and pro-
grams, the files introduced below are the major files that should

concern you:

bcheckrc  brc checklist cron
cshprofile dconfig ddate dump
eccdaemon fsck fsdb getty

gettydefs group grpck init
inittab labelit mkfs mknod

motd mount mvdir ncheck
openup passwd profile ps_data
pwck rc restor setmnt
shutdown termcap ttytype umount
utmp wall

Following is a brief description of each file:

bcheckrc

brc

checklist

cron

3-22

The shell script bcheckrc performs all the neces-
sary consistency checks to prepare the system to
change into multi-user mode. It prompts to set
the system date and to check the file systems
with fsck.

The shell script bre clears the mounted file sys-
tem table, /etc/mnttab, and puts the entry for
the root file system into the mount table.

Text file that tells fsck which file systems to
check when no parameters are specified.

The clock daemon program used to invoke pro- -

grams at specified times.
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cshprofile
dconfig

ddate

dump

eccdaemon
fsck

 fsdb

getty

gettydefs

group

grpck

init

Software Components

Sample login shell text used with the C shell
(csh).

Program to configure logical disk partitions and
parameters.

Data file (used by the /etc/dump command) con-
taining the date of the last full dump and infor-
mation on incremental dump dates.

A Sys3 program used to backup entire file sys-
tems to tape.

Memory error logging daemon program.

File system checking and repairing program. This
program should be used each time the system is
brought up and before using /etc/dump or one of
the Sys5 backup utilities.

Interactive and thorough file system debugger
program.

(get tty) This program runs as a process on each
tty which is not in use. getty calls the login pro-
gram which allows you to log in.

This text file contains information used by
getty(1M) to set up the speed and terminal set-
tings for a line. It supplies information on what
the login prompt should look like. Also, it supplies
the speed to try if you indicate that the current
speed is not correct by typing a <break> charac-
ter.

The text file containing information on group
identification and members for the establishment
of user groups.

A program which checks for errors in the

/etc/group file.

The program to change system states (i.e. to go
from single-user to multi-user).
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inittab

labelit
mkfs

mknod

motd

mount

mvdir

ncheck

openup

3-24

A text file used by init to set tty speed and login
characteristics for serial ports. inittab also
starts certain initialization files such as
bcheckre, bre, and rc.

A program used to label file systems.

A program used to make/remake a new (empty)
file system.

A program used to make a device special file in
the /dev directory.

Message of the Day. A text file which is displayed
to all users immediately after they log in.

With arguments, mount attaches (mounts) disk
file systems to Sys5 directories. Without argu-
ments, it displays which file systems are currently
mounted.

A program used to move entire directories from
one location to another within a file system.

A program used to get a file’s name from its inode
number.

A program daemon used to keep commonly
accessed files opened continuously in memory.
Because the inode is kept in memory when a file
is open, it is faster to get to the file. Because the
block addresses are in memory, the system can go
directly to the data on the disk.
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passwd

profile

ps_data

pwck

rc

restor

setmnt

An important text file containing information
which identifies to the system all users’ accounts
on your system. For backup purposes, it should
be copied to passwd.bak. Your Plexus system can-
not boot if passwd is corrupted or the file does not
exist.

A shell command file which is executed when each
user using /bin/sh logs in before their individual
.profiles execute. This is a useful shell command
file for setting characteristics which apply to all
users running the Bourne shell (/bin/sh).

Data which is created by ps as a file to locate
tables in the kernel. If ps has problems it should
be deleted. It will be recreated at the next use of
ps.

A program which reports possible errors in the
passwd file.

A shell text executed by init when changing sys-
tem states. It is responsible for starting all the
daemon processes (i.e. processes that run continu-
ally in the background such as cron, openup,
and lpsched. It also performs other initialization
and housekeeping functions).

A Sys3 program used to restore individual files or
entire file systems from a backup tape created
with the Sys3 utility /etc/dump.

A program which cleans up an inaccurate mount
table mnttab file. It is normally executed from
the rc file but can also be directly invoked from
the shell.
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shutdown

ttytype

umount

utmp

wall
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A shell command which is used to bring the sys-
tem down gracefully from multi-user to single-
user state.

A text file which identifies which TERM type
corresponds to which tty port. The information in
ttytype is used by tset and login to initialize the
TERM variable at login time.

A program which detaches (umounts) mounted
file system(s) from Sys5 root directories.

A data file accessed by the who command. utmp
keeps track of who is currently logged in to the
system.

(write all) A program that sends a broadcast mes-

“sage to all users. It is used by root to notify users

that the system is going down, or other messages

when immediate and disruptive notification is .

required.
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/usr Directory

The /usr directory is the only standard Sys5 directory in the root
file system which contains extensive subdirectories. The /usr
directory contains many directories and files used to support other
commands and programs on the system. Users interact with the
system by the use of shell commands which are located in the /bin
directory and /usr/bin directory. Some of these commands use
other files to store data or to execute independently to do their job.

Some of its subdirectories (/usr/bin, /usr/plx, /usr/games) con-
tain more user-invoked programs. About half of the Sys5 shell
commands reside in /bin. The other half reside in /usr/bin. The
subdirectories under the /usr directory are described below.

adm This is the directory where all of the data collection files
are kept for the system accounting function. Informa-
tion contained in these files is used for generating sys-
( tem reports through the use of accounting programs in
/usr/lib/acct. System accounting simply collects data
and provides reports on the activity of your system (i.e.
who logs on, how long, what commands are performed,
the CPU time involved, etc.).

bin This is the second major Sys5 user command directory
where about half of the Sys5 commands reside. The
commands and programs available to users in /usr/bin
are executable simple files. Programs in /usr/bin are
available for general use by everyone. As the system
administrator, you should not add programs to
/usr/bin. Instead, you should set up your own com-
mand directory in /usr (i.e. /usr/local or
/usr/local/mybin). Setting up your own command
directory in /usr not only makes it easier to upgrade to
a new release but also keeps programs which are not
part of the AT&T release separate.

games  This is the directory containing various game programs
that come with your system.

( include This directory contains all the include text files used in
C programs.
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lib

mail

man

news

plx

pub

spool

src

tmp
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This directory contains a wide variety of files and
archives which serve as libraries and support files for
Sys5 programs and commands. Included are support

files which are used by compilers, troff/nroff (text for-

matter), accounting, cron, uucp, mailx, and SCCS.

This directory contains files by username containing
electronic mail messages sent/read by the standard
Sys5 command, mailx. Otherwise, it is empty.

This directory contains all the system manuals. It is
an on-line version of the following manuals: Sys5 UNIX
User’s Reference Manual, Sys5 UNIX Programmer’s
Reference Manual and Sys5 UNIX Administrator’s
Reference Manual. Loading of this directory is optional.

This directory contains files that are accessible by users
via the news program. If you create a file in the
/usr/mews directory with a message relevant to all
users on your system, users will be notified at login
which news files are available for reading. See news(1)
in the Sys5 UNIX User’s Reference Manual.

A directory containing more Sys5 commands. These
commands are either programs written at Plexus (such
as tape, copytape, dial) or are part of the UC Berke-
ley enhancements package. These commands are
included in Plexus’ release of Sys5 to provide more
capabilities.

A public directory containing ASCII text files and tables
of general interest.

A directory containing spooling devices, buffers, and
associated commands.

A directory containing certain source code files and
libraries used to reconfigure the operating system file
/unix.

An alternate scratchpad directory (like /tmp) used by
some of the compilers and third party applications pro-
grams. It is usually empty.
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The major Sys5 directories described in this chapter all come with
the system as delivered from Plexus. These major Sys5 direc-
tories reside on the root file system part of the disk.

The disk can be divided into separate logical disks. Sys5 treats
these logical disks as if they were separate physical disk drives.
Depending on the storage capacity of the disk, you can make up to
15 separate file systems on a single physical disk drive. For
example, you might want to store your user directories and files
on one file system, your application programs on another. As you
create alternate file systems, you will also want to create an
empty directory in the root file system that you use to attach
(mount) the contents stored on one of the file systems, so that
those directories and files become a part of the overall Sys5 hierar-
chy. Later chapters will explain in detail how to set up file sys-
tems.

/stand Directory

Programs in the /stand directory are stand-alone programs. That
is, these programs are run independently of Sys5. They are run
at the boot level prompt ( : ).

After pressing RESET, the system performs a self-test. Then, the
boot prompt ( : ) displays prior to loading /unix. To invoke a
stand-alone program at the boot prompt, you must specify the
device and location of the stand-alone program you want to run.
A listing of the /stand directory and a description of the stand-
alone programs follows. Instructions explaining how to invoke
stand-alone programs are given in the chapter Stand-alone Pro-
grams.
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Enter the following command and a listing similar to Figure 3-5
(which follows) is displayed:

Is -1 /stand

—IWXIWXI—X 1 bin bin 42474 Feb 16 12:00 cat
~“YWXIWXIX—X 1 bin bin 42632 Apr 22 10:26 dconfig
—“IWXIWXI—X 1 bin bin 42812 Feb 16 12:00 dd
—“IWXIWXI—X 1 bin bin 66178 Apr 2 16:01 dformat
~IWXIWXI—X 1 bin bin 40942 Feb 16 12:00 du
—“TWXIWXI—X 1 bin bin 55842 Feb 16 12:00 fbackup
—IWXYWXI—X 1 bin bin 62720 Feb 16 12:00 fsck
—IWXIXWXI—X 1 bin bin 53482 Feb 16 12:00 fsdb
—TWXIWXX—X 1 bin bin 52964 Feb 16 12:00 help
—~IWXIWXI—X 1 bin bin 50748 Feb 16 12:00 1s
“ITWXIWXI—X 1 bin bin 46392 Feb 16 12:00 mkfs
~IWXIWXI—X 1 bin bin 42308 Feb 16 12:00 od
—IWXIWXI—X 1 bin bin 49544 Feb 16 12:00 restor

Figure 3-5. Listing (Is -]) of the /stand Directory (Multibus)
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Following is a description of the stand-alone programs’ functions.
Most of the stand-alone commands are described in the Sys5 UNIX
Administrator’s Reference Manual.

cat §
dconfig i

dd f

dformat %

du f
fbackup %

fsck #
fsdb %
help § %

Is ¥
mkfs §

od ¥

restor §

Concatenates and prints files.

Configures a disk with initialization information
and the logical file system layout for Sys5.

Device-to-device copy program. Can read out of
file systems.

Disk format. Formats a disk drive, prompts for
format information, and enables sparing of bad
disk sectors.

Reports disk usage.

Fast backup. Does a quick image backup from
disk to tape, or restore from tape to disk.
fbackup is not available on the P/90 or P/95.

Interactive file system consistency check.
File system debugger.

Gives information about the release tape and how
to use stand-alone programs.

Lists contents of directories.

Makes file system. Creates and organizes a bare
file system.

Octal dump. Dumps a file to the screen in octal
or hex or ascii format.

Restores a file system from dump tape.

T See the Sys5 UNIX User’s Reference Manual.
¥ See the Sys5 UNIX Administrator’s Reference Manual.
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When To Run Stand-Alone Programs

The capability to run programs independently from Sys5 is some-
times required to create, alter, or repair the environment in which
Sys5 runs. Under certain circumstances, you could not change
the Sys5 environment without disabling the operating system ker-
nel (and your accumulated files and programs) at the same time.
Programs of this category alter or maintain the organization
and/or format of the disk drive(s).

Some Sys5 stand-alone utilities are provided, not to alter the
environment, but to check system status of various parameters
while the system is down. Others provide device-to-device copying,
backup, and/or restore capabilities when it is inconvenient or
impossible to bring the system up to single-user or multi-user
mode first. All of these stand-alone programs with the exception of
fbackup (not available on the P/90 or P/95), help, and dformat

are also available as regular Sys5 commands which can be

invoked if the system is booted successfully.

Although you will frequently run the Sys5 versions of several
stand-alone programs described in this chapter, for some programs
you will rarely find it necessary to invoke stand-alone programs,
unless it is not possible to boot the system.

You will occasionally need to invoke stand-alone programs if you:
¢ Install a new disk
e Increase the swap area or change its location
e Spare some bad disk tracks
e Implement more than two file systems on your disk
e Change the default logical disk sector addresses on the disk

Note that most of these functions are performed occasionally and
are performed in single-user mode while running /unix. Addi-
tional information about stand-alone programs is described in the
chapter Stand-alone Programs.
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STARTUP AND SHUTDOWN

This chapter describes:
e how to connect the system console
e how to start up and log in to your Plexus system
e how to shut down your Plexus system
e how to change system states

In the last section describing system states, an explanation
describing what actions the system takes when the system is
‘brought up for the first time (single-user mode — init state s) and
when the system changes from single-user mode (init state s) to
multi-user mode (init state 2) is presented. The procedures
described in this chapter assume that the computer is installed
correctly and all parts are functioning correctly as described in
your Installation Guide.
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Connecting the System Console

To connect the system console to your Plexus system, refer to the
pinout information in Table 4-1 for your cable.
Table 4-1. Console Port Pinouts

Signal Computer Console Signal
Name Console Port Terminal Name

DB-25 DB-25
RXD 2 2 TXD
TXD 3 3 RXD
GND 7 7 GND

Normal Startup

When you turn the power on or press the RESET button, the sys-
tem automatically begins its startup routine. It completes its
self-test, then waits for the command to boot the operating sys-
tem. When the operating system is booted (loaded from disk), the
system comes up to single-user mode. The system can be used in
single-user mode or brought to multi-user mode, init state 2. A
step-by-step procedure is provided in the section Startup, Login,
and Shutdown Procedures.

PROM Self-test and Diagnostics

The system self-test program activates immediately after the sys-
tem is powered on or reset. When it has completed its tests, the
following message appears on the console:

PLEXUS SELFTEST REVX.X COMPLETE

Partial completion of this message indicates self-test failure and a
hardware problem. Typically, the words PLEXUS SELFTEST REVX.X
appear quickly and the word COMPLETE takes longer.

The system co;itains a bootstrap PROM that monitors system per-
formance durihg the bootstrap procedure. If the system cannot

complete the bootstrap procedure, it returns an error message

either directly before or after the message, /unix.
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Startup, Login, and Shutdown Procedures

A step-by-step procedure of the startup sequence appears below.
Both the visual display and necessary actions are displayed.
Depending on your system configuration, your display might differ
slightly. The P/55 display is shown below.

1. Turn your new Plexus system on by turning on the key. A
message displays when the system has passed self-test:

PLEXUS SELFTEST REVX.X COMPLETE

The CPU checks each board in the system and displays the
system configuration:

SYSTEM CONFIGURATION im acO act ex0 x.xMb

Where: im is the IMSP
ac0 is ACPO
aclis ACP1
ex0 is the ethernet controller 0
X.XMDb is memory size

[ NOTE] Your systems’ configuration display may differ
depending on the boards in your system.

Additional boards that might be displayed include:

Communication Processors:
vcX is VCP number X (P/90,P/95);
icX is ICP number X (P/60)

Tape Controllers:
ptX (P/35,P/55,P/75 cart. tape)
qcX (P/95 cart. tape)
stX (P/90 cart. tape)
rm (any system with reel-to-reel tape)
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Disk Controllers:
pd/xsy zzz (IMSP)
xy/xsy zzz (EMSP)
sm/xsy zzz (AMSP)

sd/xsy zzz MB host=n sid=n lun=n size=nnnnnn (MMSP)

Where: x = the number of the physical disk
y = the number of the logical disk
zzz = disk drive capacity
host = host adapter number
sid = SCSI ID
lun = logic unit number
size = number of 512-byte sectors

If a board in your system does not appear on the display,
shut the system down (see the section Shutting Down the
System in this chapter) and check the board. With the P/90,
the SCSI host adapter board will not be displayed. For
further information on self-test and diagnostics, see your
system’s Maintenance Manual.

Next, the system displays the boot prompt revision followed
by the boot prompt ( : ).

PLEXUS PRIMARY BOOT REVX.X

At the boot prompt ( : ), press a carriage return and the
operating system kernel, /unix, will load.

[NOTE] From the boot level prompt ( : ), you can also
execute stand-alone programs. To avoid system
failure, read the chapter Stand-alone Programs
before booting any program other than /unix.

The system displays:

/unix
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A short pause and the display continues:

Sys5/X.X.:sysX. Xxxx

real mem = nnnnnn

avail mem = nnnnnn

INIT: SINGLE USER MODE

Where: X.X. is the revision level (such as 5.2)
xxx is the number of users

When the root prompt displays ( # ), the system is in single-
user mode.

3. At the # prompt, enter the following command to change to
multi-user mode (init state 2) and send logins to terminals.

init 2
The system returns:
INIT: New run level: 2
4. Next, the system asks:
Is the date <date> correct? (y or n)

If date is correct, enter y. If the date is not correct, enter n
and the correct date in the format mmddhhmm/fyy], where:
mm is month, dd is day, Ah is hour (24 hour clock), the
second mm is minutes, and yy is the year (optional). These
must be two digit numbers. See date(l) in the Sys5 UNIX
User’s Reference Manual.

5. The system then displays:
Do you want to check the file systems? (y or n)

Enter y. This executes the file system consistency check
program, fsck. fsck checks all file systems listed in the file
/etc/checklist. We recommend that you ensure file system
integrity with fsck before using the system in multi-user
mode. Plexus recommends checking the file systems every
time you reboot your system. The program fsck(1M) is
described in the Sys5 UNIX Administrator’s Guide in the
chapter File System Checking and in the Sys5 UNIX
Administrator’s Reference Manual.
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After executing fsck, the system displays a message similar
to the following:

Initializing IMSP (if IMSP installed)

cron started '

initializing ICP0O (if ICPO installed)

initializing ACP0O (if ACPO installed)

initializing VCPO (if VCPO installed — VMEDbus)

Then the login prompt appears:
Console Login:
The system is now in the multi-user state.

If the startup sequence fails, see the chapter, Crisis Recovery for
corrective action.

Logging In

Plexus systems are shipped with a few active accounts, one of
which is root. You must create additional user accounts. To log
in, at the Console Login: prompt enter:

root

The system responds by returning some basic messages regarding
the revision level of the operating system software, followed by the
root or superuser prompt, #.

[ NOTE] Root is the super user account. Normal permissions
are ignored. Therefore, what you enter is carried out.
BE CAREFUL!!!
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Setting Up System Passwords

Initially, the root account has no password. The root password
gives read/write/execute permission on any file, directory, or pro-
gram on your system. Obviously, root, as well as other system
accounts, should have a password. Plexus Computers recom-
mends that you add a password to the root account now. At the #
prompt enter:

passwd root

To ensure a correct password entry, you are prompted twice to
enter the password you have selected. The password must have
at least six characters and must contain at least two alphabetic
(upper or lower case) letters and at least one numeric or special
character. The password you enter will not display on the screen.

You should also set up a password for all system accounts except

. synec. For a list of valid system accounts, enter:

cat /etc/passwd

The syntax of setting up a password for a system account is:
passwd sysacct

For example, to enter a password for the bin account, enter:
passwd bin

The procedure is the same as creating a password for root. See
the Sys5 UNIX User’s Reference Manual (passwd(1l)) and the
Sys5 UNIX Programmer’s Reference Manual (passwd(4)) for more
information on passwd.

Logging Out

Log out by entering <CTRL d>. (Hold down the CTRL key and
press the d key simultaneously—like using the shift key).
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Shutting Down the System

Shutting down the system means changing from multi-user state
to single-user state. Your Plexus system MUST be shut down by
executing the /etc/shutdown program.

[ NOTE] If you have disks mirrored and are running Sys5,

Release 1.5 or later, you do not have to perform any
special procedures to shutdown your system. The
/etc/shutdown procedure described in this section is
adequate.

To shut the system down, follow the step-by-step procedure
described below:

1.

Be sure you are logged in as root. You should be on the sys-
tem console. If you are not on the console, Sys5 will change
the console to the port that /etc/shutdown is being run
from.

Execute the /etc/shutdown program. Enter:
/etc/shutdown X
Where: X = seconds of grace period (default = 60 sec).

The system asks if you wish to send your own shutdown
message if there are other users logged in. If you wish to
enter your own message, respond affirmatively and enter
your message. Conclude by entering a <CTRL d> on a line
by itself.

The program /etc/shutdown sends a series of messages to
all active terminals, warning that the system will shut down
in X seconds (the length of the grace period mentioned
above). This program also determines all active processes,
kills all active processes, and flushes the buffers to disk.
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3. This takes several minutes and you will be prompted for
yes/no responses when necessary. When asked the following:

Busy out (push down) the appropriate
phone lines for this system.
Do you want to continue ? (y or n)

Hang up any modems and enter:
y
The system displays the following:

All currently running processes will now be killed.
Wait for INIT SINGLE USER MODE before halting.

INIT: New run level s
INIT: SINGLE USER MODE
#

[ NOTE] Do not enter anything until the phrase INIT: SIN-
GLE USER MODE appears followed by the #
prompt. This might take several seconds.

4. Update the super-blocks and flush the system buffers by
entering:

sync

The system is now in single-user mode. It may be used in single-
user mode, restarted by pressing the RESET button, turning the
keyswitch, entering sys reset (systems with the 68020 micropro-
cessor only), or it may be turned off by switching the system
power switch to the OFF position.

It is advisable to run fsck to check the integrity of your file sys-
tems prior to powering the system off.
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System States

Read the remainder of this chapter if you want to know more
about system states on your Plexus system. The remainder of
this chapter describes what actions the system takes when:

e the system is brought up for the first time

e the system changes from single-user mode (init state s) to
multi-user mode (init state 2)

Entering Single-User Mode

Towards the end of the system bring up procedure, Sys5 runs the
program /etc/init. /etc/init, an executable program in binary for-
mat, is responsible for the events that follow, including creating
the super-user shell.

The init process looks in the /etc/inittab file for a default entry

listed below:
is:s:initdefault:

Where: is is one or two characters used to uniquely identify
an entry.
s is the run-level (i.e., system state). In this case,
init s (single-user mode) is specified. initdefault is
the action field. The initdefault action is scanned
when init is initially invoked (when the system is
brought up for the first time). init uses this entry
to determine which run level to enter. init takes
the highest run level specified in the run level field
and uses that as its initial state.

Because only one run level (run level s) was specified, the system
is brought up in single-user mode (init state s). If init does not
find an initdefault entry in /etc/inittab, it requests an initial run
level from the system console at boot time.
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Entering Multi-User Mode

When you first bring up your system, you will be in single-user
mode (init state s) because of the initdefault entry in /etc/inittab.
You change from single-user mode (init state s) to multi-user
mode (init state 2) by entering:

init 2
When you enter init 2, the init process selects lines in the
/etc/inittab file which specify run level 2. The /etc/rc file is called
by init. This file is a shell script and lists processes to be per-
formed. Some of the tasks the system performs when going to

multi-user mode include mounting file systems and starting
processes which run in the background, such as cron.

On the following pages are sample listings of the /etc/rc file.
This file is different for systems with the Motorola 68000
microprocessor (Multibus-based system), and systems with the
Motorola 68020 microprocessor with either the Multibus or
VMEbus-based systems. There is a listing for each type of sys-
tem, and a somewhat detailed explanation of sections of the
/etc/rc file for the Motorola 68020 Multibus-based system (Ver-
sion S1.7 of UNIX).

Lines beginning with a # are comments.
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Figure 4-1, following, is a listing of the /etc/rc file for Motorola
68000 systems, Version M1.7, Multibus systems.

# @#Mrc.sh 7.2

export T2

TZ = “cat /etc/TIMEZONE~

if [ ' -f /etc/mnttab ] ; then

/etc/devom / | grep -v swap | grep —-v root | /etc/setmnt
fi )
set “who -r~
CurrentState=$7
TimesInCurrentState=$8

PreviousState=$9

case $CurrentState in

sl1)
if [ $TimesInCurrentState —-ne 0 ] ; then
# put umounts here S~
sync A
fi
2)
if [ $TimesInCurrentState -eq 0 ] ; then
sync
sleep 3 ¢ time for the above sync to happen
/etc/dnld -dd -a 5000000 -f fusr/lib/dnld/imsc -o /dev/im0
fi
# put mounts here (/usr, etc.)
# Uncomment the following to have /1ib mounted as a read
3 only ram disk.
3 This may require installing some software products in
# single user mode

#

#SIZE="du -s /lib | awk ~{ print $1 }°~°
#SIZE="expr \( $SIZE / 20 \) + $SIZE"
#if /usr/plx/ramdisk /dev/rram/a ${SIZE}k ; then o
# echo "Allocated ${SIZE} kilobytes of ram for /1ib"
# mkfs —-q /dev/rram/a $SIZE
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#

else

mount /dev/ram/a /tmp >/dev/null

(cd /l1ib ; find . —depth -print | cpio —-pdm /tmp >/dev/null)
umount /dev/ram/a

/dev/ram/a /lib -r

echo "Mounted /l1lib as a read only ramdisk”

echo "Did not make ramdisk for /lib"

Uncomment the following to have /bin mounted as a read
only ram disk. This will improve the start up time for
all commands in /bin.

This may require installing some software products in
single user mode

$SIZE="du -s /bin | awk ~{ print $1 }°°
#SIZE="expr \( $SIZE / 20 \) + S$SSIZE"~
$#if fusr/plx/ramdisk /dev/rram/b ${SIZE}k ; then

# echo "Allocated ${SIZE} kilobytes of ram for /bin"

# mkfs -q /dev/rram/b $SIZE

* mount /dev/ram/b /tmp >/dev/null

# (cd s/bin ; find . —-depth -print | cpio -pdm /tmp >/dev/null)
¥ umount /dev/ram/b

¥ mount /dev/ram/b /bin -r

¥ echo "Mounted /bin as a read only ramdisk"”

telse

¥ echo "Did not make ramdisk for /bin"

$fi

#

# Uncomment the following and give a reasonable value
3 to USRTMPSZ to have /usr/tmp be a ramdisk. USRTMPSZ
* is the amount of memory allocated, in megabytes.

# This technique could also be used for /tmp, however
# ex.preserve would not be able to retrieve temporary
# files that were being edited when the system was

# shutdown.

#
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#USRTMPSZ=1

#if /usr/plx/ramdisk /dev/rram/c ${USRTMPSZ}lm ; then

¥ echo "Allocated ${USRTMPSZ] megabytes of ram for /usr/tmp"
* mkfs -q /dev/rram/c “expr ${USRTMPSZ} \* 1024~

¥ mount /dev/ram/c /usr/tmp

* echo "Mounted /usr/tmp as a read/write ramdisk”

telse

¥ echo "Did not make ramdisk for /usr/tmp"

#fi

¥

¥ Uncomment the following to have a directory of executables in
# ram. Add any files you want in ram to the definition of $FAS
# The directory is called /fast. This technique

¥ provides the most flexibility in what goes into ram, but to

# be effective all users must have /fast added to their shell

# path. If /bin is being loaded into ram, it is simpler to .

* link all fast executables there. Then there is no need ti

# change the users environment o
#

#FAST="\

#/usr/bin/fgrep \

#/usr/bin/lp \

#/usr/bin/mailx \

#/usxr/bin/vi \

"

#FASTSZ=0

#for £ in $FAST ; do

# SIZE="du -s $f | awk ~{ print $1 1}~

# FASTSZ="expr $FASTSZ + $SIZE"

#done

#FASTSZ="expr \( $FASTSZ / 20 \) + $FASTSZ"

#if /usr/plx/ramdisk /dev/rram/d ${FASTSZ}k ; then
3 echo Allocated $FASTSZ kilobytes of ram for /fast

3 if [ ¢ -4 /fast }; then mkdir /fast ; fi

# mkfs —q /dev/rram/d S$FASTSZ

# mount /dev/ram/d /fast 7
# cp $FAST /fast \~//
# 1ln /fast/vi /fast/ex
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* ln /fast/vi /fast/view

# echo "Mounted /fast as a read/write ramdisk"
telse

¥ echo "Did not make ramdisk for /fast”

#fi

if [ $TimesInCurrentState -eq 0 ] ; then
/usr/lib/ex3.9preserve -—
rm —f /tmp/*
fi
# put chowns for uucp L-devices DIR devices here, i.e.
# chown uucp /dev/tty0
rm —f f/usr/spool/uucp/LCK*
rm —f f/usr/adm/acct/nite/lockx*
mv /usr/adm/sulog /usr/adm/OLDsulog
mv /usr/lib/cron/log /usr/lib/cron/OLDlog
. > f/usr/lib/cron/log
( . [fetc/cron
“~ echo cron started
% /bin/su - adm -c¢ /usr/lib/acct/startup
# echo process accounting started
$# rm —f /usr/spool/lp/SCHEDLOCK
% /usr/lib/lpsched
# echo "LP scheduler started”
#/usr/lib/errdemon
techo errdemon started

¢ /bin/su - sys -c "/usr/lib/sa/sadc /usr/adm/sa/sa date +3%3d4d~"

if [ $TimesInCurrentState -eq 0 ] ; then
¥ ICP’s (if any) are first starting at number zero and incrementing
# upward by one. Then ACP’s (if any) numbered starting with one mo
# than the last ICP number and incrementing upward by one.
# example: 1 ICP and 2 ACP'’s
# /etc/dnld -4 -f /usr/lib/dnld/icp -o /dev/ic0 —a 4000
* /etc/dnld -L -da 1 2 —-f /usr/lib/dnld/acp —a 2000
# example: 3 ICP’s and 1 ACP
# /etc/dnld -d -f /usr/lib/dnld/icp -o /dev/ic0 —-a 4000
/etc/dnld -4 -f /usr/lib/dnld/icp -o /dev/icl —a 4000
(;» /etc/dnld -4 -f /usr/lib/dnld/icp -o /dev/ic2 —a 4000
¥ /etc/dnld -L -da 3 1 —-f /usr/lib/dnld/acp —a 2000
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# example: 0 ICP’s and 4 ACP’s
¥ /etc/dnld -L -da 0 4 —-f /usr/lib/dnld/acp -a 2000
# example: 2 ICP’s and 0 ACP’s
# /etc/dnld -4 -f /usr/lib/dnld/icp -o /dev/ic0 —a 4000
# /etc/dnld -d —-f /usr/lib/dnld/icp —-o /dev/icl -a 4000
# Uncommented the following lines that are appropriate for your
# configuration. )
¥ /etc/dnld -d —f /usr/lib/dnld/icp -o /dev/ic0 —a 4000
# /etc/dnld -d —-f /usr/lib/dnld/icp -o /dev/icl -a 4000
# /etc/dnld -d -f /usr/lib/dnld/icp -o /dev/ic2 -a 4000
# /etc/dnld -d -f /usr/lib/dnld/icp -o /dev/ic3 —a 4000
# /etc/dnld -d -f /usr/lib/dnld/icp -o /dev/ic4 -—a 4000
# comment: —da <starting acp #> <% of acp’s>
# /etc/dnld -L -da ? ? —-f /usr/lib/dnld/acp —a 2000
# This section of commands are for specifying modem ports on ACP’s.
# Remember, on ICP’s, hardware jumpers need to be changed to
# select a port to be either local or modem. For ACP’s, a comm~nd
# line must be placed here to inform the ACP that a port is
# connected to a modem or it will default to local mode. —
# (ex. stty —clocal </dev/tty##)
sleep 3
echo Configure Modem Ports

# stty —clocal </dev/tty##

fi

# rm -f /usr/spool/lp/SCHEDLOCK

# /usr/lib/lpshut >>/dev/null 2>>/dev/null

# /usr/lib/lpsched

# echo "LP scheduler started"”

# sleep 1
esac
Figure 4-1. Sample /etc/rc File, Motorola 68000, Multibus (M1.7)

AN
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C

Figure 4-2, following, is a listing of the /etc/rc file for Motorola
68020 systems, Version S1.7, Multibus systems.

# @(#)Src.sh 7.2

export T2
TZ="cat /etc/TIMEZONE™
if [ ' -f fetc/mnttab ] ; then
/etc/devnm / | grep —-v swap | grep —v root | /etc/setmnt
fi
set “who -r~
CurrentState=$7
TimesInCurrentState=$8

PreviousState=$9

case $CurrentState in

sy

if [ $TimesInCurrentState -ne 0 ] ; then
# put umounts here
sync

fi

if