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1. 

REPORT to the ASSOCIATION FOR COMPUTING MACHINERY 

We submit herewith our first attempt at a glossary of the 
terms which are used in discussing the applications of digit"al 
computers to science" engineering and industry. 

Fbr convenience in comparison" all related compound terms 
have been listed under the noun rather than the adjective; and" 
for breVity" no extensive cross'-referencing has been provided. 
For example" erasable storage is found under storage, and there 
is no entry at all under erasable. 

The list does not attempt to include the common terms of' 
bUSiness" mathematics" or logic unless they have acquired an 
added meaning. Neither are the words which are used in the de
sign" construction and maintenance of computers given unless 
they are also terms used regularly by the programmers. Term
inology used in the applications of punched card and "analog 
systems is omitted since it is not clear Whether these should 
be included in one general list or in several separate ones. 

Even in the iight of these restrictions" this glossary is 
at best tentative and incomplete. It will improve as it is 
used"'-provided that those who use it Will make known their com
ments" mild or violent. The eommittee Will continue to collect 
opinions" arbitrate disagreements" and publish the results (next 
edition goal: May" 1955). But supplying the opinions" correct
ing the mistakes" and accepting the compromises needed to make 
a truly satisfactory glossary is the resonsibility of every ACM 
member and every computing machine user. 

To encourage the reticent and assist the indolent" a ques
tionnaire has been enclosed on Which may be recorded an opinion 
of any or all of' the words defined here. Specific suggestions 
of' new terms and revised meanings are especially encouraged. 
Extra copiesot the questionnaire may be obtained by sending 
a stamped" self-addressed envelope to the commi tteechainnan. 
Continued interest and help from all who are concerned should 
enable the approximation to a definitive glossary to converge 
rapidly. 

June 2" 1954 
Committee on Nomenclature 
Grace Murray Hopper" Chairman 



2. FIRST GLOSSARY OF 

Access Time - (1) the time interval between the instant at which 
information is: (a) called for from storage and the instant 
at which delivery is completed" i.e." the read time,; or 
(b) ready for storage and the instant at which storage is 
completed" i.e." the write time • 

. (2) the latency plus the word-t1me o 

Accumulator - the zero,-access register (and associated equip
ment) in the arithmetic unit in which are formed sums 
and other arithmetical and logical results. 

Accuracy -tccorrectness·'" or freedom from error. Accuracy con
trasts with precision; e.g." a four-place table" cor
rectly computed" is accurate; a six-place table contain
ing an error is more precise but not accurate. 

Adder - a device capable of forming the sum of two quantities. 

Address - a label such as an integer or other set of char
acters which identifies a register, location" or device 
in Which information is stored. 

Absolute Address (Specific Address) - the label(s) as
signed by the machine designer to a particular 
storage location. 

Relative Address - a label used to identify a word in 
a routine or subroutine with respect to its pos
ition in that routine or subroutine. Relative 
addresses are translated into absolute addresses 
by the addition of some specific "reference" ad
dress,,· usually that at which the first word of 
the routine is stored. 

Symbolic Address (Floating Address) - a label chosen to 
identify a particular word" function or other in
formation in a routine" independent of the loc~ 
ation 01' the information within the routine. 

Arithmetic Unit - that portion of the hardware of an automatic 
digital computer in Which arithmetical and logical oper
ations are performed. 

Assemble; Assembler, Assembly Routine; Assembly - see Routine. 

Base (radix) - a number base; a quantity used implicitly to 
define some system of representing numbers by positional 
notation. 

Binary - involving the integer 21. as in a binary number system 
(base 2)" a binary choice {between 2 alternatives)" or 
a binary operation (combining 2 quantities)o 
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~ - a binary digit; a quantum of information; a single pulse 
in a group of pulses. 

Block - a group of words considered or transported as a unit. 
See also Item and Message. 

Breakpoint - a point in a routine at which the computer may, 
under the control of a manually-set sWitch, be stopped 
for· a visual check of progress. 

~ - a path over which information is transferred; a trunk. 

Calculator - see Computer. 

Call-number - a set of characters identifying a subroutine 
and containing infor.matiop· concerning parameters to be 
inserted in the subroutine, information to be used in 
generating the subroutine, or information related to 
the operands. 

Call-word - a call-number which fills exactly one word. 

Capacity - the upper and lower limits of the numbers Which may 
be processed in a COPlPuter register, eog., in the accum
ulator. Quantities which exceed the capacity usually 
interrupt the operation of the computer in some fashiono 

Carry .., (1) the digit to be added to the next higher column 
when the sum of the digits in one COlumn equals or ex
ceeds the number base; 

(2) the process of forwarding the carry digit. 

~ - storage for one unit of information, usually one char
acter or one word. More specific terms (column, loca
tion, and block), are preferable since there is no uni
formity in the use of the term cell. 

Channel - a path along which information, particularly a series 
of digits or characters, may flow. In storage Which is 
serial by character and parallel by bit (eog., a mag
netic tape or drum in some coded-decimal computers), a 
channel comprises several parallel tracks. In a cir
culating memory, a channel is one recirculating path 
containing a fixed number of words stored serially by 
word 0 See also Group and Track. 

Character - (1) one of a set of elementary symbols such as 
those corresponding to the. keys on a typewriter. The 
symbols may include the decimal digits 0 through 9, the 
letters A through Z, punctuation marks, operation sym
bols, and any other single symbols Which a computer may 
read, store, or write. 

(2) a pulse-code representation of such a symbol. 
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Check - a means of verification. 

Built-in Check - any provision constructed in hardware 
for verifying the accuracy of information trans
mitted~ manipulated~ or stored by any unit or 
deviee in a computer. 

Duplication Check - a check which requires that the re
sults of two independent performances (either .con
currently on duplicate equipment or at a later 
time on the same equipment) of the same operation 
be identical. 

Twin Check - a continuous duplication check achieved 
by duplication of hardware. 

Mathematical Check - a check making use of mathematical 
identities or other properties~ frequently with 
some degree of discrepancy being acceptable; e.g.~ 
checking multiplication by verifying that A·B = B·A~ 
checking a tabulated function by differencing~ etc o 

Redundant Check - a check which uses extra digits~ short 
of complete duplication, to help detect malfUnc~ 
tions or mistakes. 

Summation Check - a redundant check in which groups 
of digits are summed, usually without regard for 
overflow, and that sum checked against a prev
iously computed sum to verify accuracy. 

Parity Check - a summation check in which the 
binary digits, in a character or word, are 
added (modulo 2) and the sum checked against 
a single~ previously computed parity digit; 
i.e.~ a check Which tests whether the num
ber of ones is odd or eveno 

Clear - to replace information in a storage device by zero 
as expressed in the number system employed. See Erase. 

~ (noun) - a system of symbols and of the rules for their 
use in representing information. 

Computer Code (Machine Code) - the code representing 
the operations built into the hardware of the com
puter. 

Instruction Code - the sy.m.bols~ names~ and definitions 
of all the instructions Which are directly intel
ligible to a given computer or a given executive 
routine. 
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Operation Code - that part of an instruction which des
ignates the operation to be performed. 

Pseudo-code - an arbitrary code, independent of the 
hardware of a computer~ Which must be translated 
into computer code if it is to direct the computer. 

Pulse-code - sets of pulses to which particular mean
ings have been assigned; the binary representa
tions of characters. 

~ (verb) - to prepare problems in computer code or in pseudo
code for a specific computer. 

Coding - the list, in computer code or in pseudo-code, of the 
successive computer operations required to solve a given 
problem. 

Absolute, Relative, or SymbOlic Coding - coding in which 
one uses absolute, relative, or symbolic addroesses, 
respectively. 

Automatic Coding - any technique in which a computer is 
used to help bridge the gap between some n easiest" 
form, intellectually and manually, of describing the 
steps to be followed in solving a given problem and 
someUmost efficient)) final coding of the same pro
blem for a given computer. Two basic forms, defined 
under Routine, are Compilation and" Interpretation. 

Collate - to combine two or more similarly ordered sets of 
items to produce another ordered set composed of infor
mation from the original sets. Both the number of items 
and the size of the individual items in the resulting 
set may differ from those of either of the original 
sets and of their sums. 

Column (Digit Column) - one of the character or digit pos
itions in a positional notation representation of a 
unit of information. Columns are usua~ly numbered from 
right to left column, zero being the rightmost column 
if there isono point, or the column immediately to the 
left of the point if there is one. 

Command - a pulse, Signal, or set of signals initiating one 
step in the performance of a computer operation. See 
Instruction. 

Comparator - a device for comparing two different transcrip
tions of the same information to verify the accuracy of 
transcription, especially of one copy of tape from an
other. 
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Compare - to examine the representation of a quantity for the 
purpose of discovering its relationship to zero, or of 
two quantities for the purpose of discovering identity 
or relative magnitude. 

Comparison - the act of comparing and, usually, acting on the 
result of the comparison. 

Compile; CompilerlCompilingRoutinej Compilation - See 
Routine. 

Complement - a quantity which is derived from a given quantity, 
expressed to the base n, by one of the following rules 
and Which is frequently used to represent the negative 
of the ~iven quantity. 

(a) Complement on n: subtract each digit of the 
given quantity from n.,..l, add unity to the least 
significant digit, and perform all resultant 
carry-s. For example, the twos complement of 
binary 11010 is 00110,; the tens complement of 
decimal 456 is 544. 

(b) Complement on n-1: subtract each digit of the 
gi ven quantity from n.:1o For example, the ~ 
complement of binary 11010 is 00101; the nines 
complement of decimal 456 is 543. 

Computer'" (I) any·device capable of accepting information, 
applying prescribed processes to the information, and 
supply'ing the results of these processes; 

(2) sometimes, more specifically, a device for per
fanning sequences of arithmetic and logical operations; 

(3) sometimes, still more specifically, a stored
program digital compute;r> capable of performing sequences 
of internally-stored instructions, as opposed to calcul
ators on Which the sequence is impressed manually (desk 
calculator) or from tape or cards (card programmed cal
cUlator) • 

Conditional - subject to the result of a comparison made during 
computation; subject to human intervention. 

Contents - the information stored in any storage medium. 

The S:YI(bOI ( ) is used to indicate" the contents of"; 
e.g., m) indicates the contents of the storage loc
ation whose address is ~ (A) indicates the contents 

of register A; (T2) indicates the contents of ~the 
tape on input-output unit two. 

Control Sequence - the normal order of selection of instructions 
for execution. In some computers, one of the addresses in 
each instruction specifies the control sequence o In most 
other computers the sequence is consecutive except where 
a jump occurs o 
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Control Unit - that portion of the hardware of an automatic 
digital computer which directs the sequence of operations~ 
interprets the coded instructions~ and initiates the 
proper commands to the computer circuits to execute the 
instructions. 

Convert; Converter, Conversion Routine; Conversion - see Routine. 

~ - to reproduce information in a new location replacing 
whatever was previously stored there and leaving the 
source of the information unchanged. 

Counter - a device~ register~ or storage location for storing 
integers, permitting these integers to be increased or de
creased by unity or by an arbitrary integer~ and capable 
of being reset to zero or to an arbitrary integer. 

Control Counter or Program Counter, Cycle-counter or B-box 
- special counters constructed of hardware and 
contained in the control unit. 

Cycle (noun) - (1) a set of operations repeated as a unit; 
(2) a non-arithmetic .shift in Which the digits 

dropped off at one end of a word are returned at the other 
end in circular fashion; cycle right and cycle left. 

Major Cycle - the maximum access time of a recirculating 
serial storage element; the time for one rotation~ 
e.g.~ of a magnetic drum or of pulses in an acous
tic delay line. A whole number of minor cycles. 

Minor Cycle - the word time of a serial computero 

Cycle (verb) - to repeat a set of operations a prescribed num
ber of times including~ when required~ supplying necessary 
address changes by arithmetic processes or by means of a 
hardware device such as a B-box or cycle-counter. 

Cycle Index - the number of times a cycle has been executed; 
or the difference~ or the negative of the dif
erence~ between that number and the number of 
repetitions desired. 

Cycle Count - to increase or decrease the cycle index by 
unity or by an arbitrary integer. 

Cycle Criterion - the total number of times the cycle is 
to be repeated; the register Which stores that 
number. 

Cycle Reset - to return a cycle index to its initial value o 

Debug - to isolate and remove all malfunctions from a computer 
or all mistakes from a routine. 
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Define - to isolate, uniquely identify, and describe an oper
ation or a set of operations such as a subroutine. 

Diagram - a schematic representation of a sequence of subroutines 
designed to solve a problem; a coarser and less symbolic 
representation than a flow chart, frequently including 
descriptions in English words. 

Digit - one of the n symbols of integral value ranging from 0 
to n-1 inclusive in a scale of numbering of base n, es
pecially one of the ten decimal digits 0, 1, 2, 3, 4" 5, 
6" 7" 8" 9. 

Check Digit - one or more redundant digits in a character 
or word" which depend upon the remaining digits in 
such a fashion that if a digit changes, the mal
function can be detected. 

Coded Decimal Digit - one of ten arbitrarily-selected pat
terns of ones and zeros used to represent the dec
imal digits. 

Double-precision Quantity - a quantity having tWice as many 
digits as are normally carried in a specific computer. 

Dump - to withdraw all power accidentally or intentionally. 

DC Dump - the condition resulting when DC power is with-
. drawn from a computer Which uses volatile storage" 
i.e." loss of stored information. 

Dummy - an artificial address, instruction, or other unit of in
formation inserted solely to fulfill prescribed conditions 
(such as word-length or block-length) without affecting 
operations. 

~ - to rearrange information. Editing may involve the dele
tion of unwanted data" the selection of pertinent data, 
the insertion of invariant symbols such as page numbers 
and typewriter characters, and the application of standard 
processes such as zero-suppression. 

Erase - to replace all the binary digits in a storage device by 
binary zeros. In a binary computer, erasing is equivalent 
to clearing, while in a coded decimal computer where the 
pulse code for decimal zero may contain binary ones, clear
ing leaves decimal zero While erasing leaves all-zero pulse 
codes. 

Error - the amount of loss of precision in a quantity; the dif
ference between an accurate quantity and its calculated 
approximation. 

(see next page) 
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Truncation Error - the error resulting from the use of only 
a finite number of terms of an infinite series, or 
from the approximation of operations in the infin
itesimal calculus by operations in the calculus of 
finite differences. 

Inherited Error - the error in the initial values; espec
ially the error inherited from the previous steps 
in the step-by-step integration o 

Rounding Error - the error resulting from deleting the less 
significant digit~ of a quantity and applying some 
rule of correctien to the part retained. 

Errers .occur in numerical methods; mistakes occur in pro
grams, ceding, data transcriptien, and operating; malfunc
tions occur in cemputers. 

Exchange - to interchange the contents .of two storage devices .or 
locations. 

Extract - to replace the contents .of specific columns of a quan
tit¥ (as in,dicated by some other quantity called an extrac
tor) by the centents .of the cerrespending celumn at a third 
quantity; to remove frem a set .of items of infermatien all 
these items that meet seme arbitrary criterion. 

Field - a set .of .one or more characters (net necessarily all 
lying in the same word) Which is treated as a whole; a 
unit of information. See alse Item, Key. 

Oard Field - a set of card columns fixed as to number and 
position into which the same unit of information 
is regularly entered. 

File - a sequential set of items (not necessarily all of the same 
- size). 

Fixed-point Representatien - a netatien .or system of arithmetic 
in which all numerical quantities are expressed by a pre
determined number of digits with the point implicitly lec
ated at seme·predetermined position. 

Fleating-point Representation - a notatien in which a number x is 
represented by a pair of numbers y and z (and two integers 
n. and m which are understeed parameters in any given repre
sentatien) with y and z chosen se that x = y.nz Where z is 
an integer, .ordinarily either m > Iy) ::::> min, .or y = 0 (where 
n is usually 2 .or 10 and III is usually 1). The quantity y 
is called the fraction .or mantissa; the integer z is called 
the exponent or characteristic. 

Flow Chart-agraphical representation of a sequence of op
erations, using symbols to represent the operations 
such as compute, substitute, compare, jump, copy, read, 
write, etc o A flow chart is a more detailed represent-
ation than a diagram. 
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Flow Diagram - a diagram. See Diagram and Flow Chart. 

Force - to intervene manually in a routine and cause the com
puter to execute a jump instruction. 

Function Table - two or more sets of information so arranged 
that an entry in one set selects one or more entries 
in the remaining sets; a dictionary; a device construc
ted of hardware, or a subroutine, which can either (a) 
decode multiple inputs into a single output or (b) en
code a single input into multiple outputs. 

Generate; Generator, Generative Routine; Generation - see 
ROutine 0 

Hardware - the mechanical, magnetic, electrical, and electr
onic devices from which a computer is constructed. 

Ignore - a typewriter character indicating that no action 
Whatsoever be taken. (In Teletype or Flexowriter code, 
all holes punched is an ignore)o 

Information - a set of symbols or an arrangement of hardware 
that designates one out of a finite number of alterna
tives; an aggregation of data Which mayor may not be 
organized. 

Input - information transferred from secondary or external 
storage into the internal storage of the ~omputer. 

Instruction - a set of characters which defines an operation 
together with one or more addresses (or no addre?s) and 
Which, as a unit, causes the computer to operate accord
ingly on the indicated quantities. The term "instruc
tion U is preferable to the terms Cf command" and" order" j 
command is reserved for electronic Signals; order is re
served for ec the order of the characters II (implying se
quence) or "the order of the interpolation" , etc. 

Breakpoint Instruction - an instruction Which, if some 
specified switch is set, will cause the computer 
to stop. 

Conditional Breakpoint Instruction - a conditional jump 
instruction which, if some specified switch is 
set, will cause the computer to stop, after 
Which either .the routine may be continued as 
coded or a jump may be forced. 

Zero-address Instruction - an instruction specifying 
an operation in Which the location of the oper
ands are defined by the computer code, so that 
no address need by given explicitly. 

(see next page) 
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One-address Instruction (Single-address Instruction) -
an instruction consisting of an operation and 
exactly one address. The instruction code of 

11. 

a single-address computer may include both zero
and multi-address instructions as special cases. 

Two-, Three-, or Four-address Instruction - an instruc
tion consisting of an operation and 2~ 3~ or 4 
addresses~ respectivelyo 

One-plus-one-, or Three-plus-one-address Instruction -
a two- or four-address instruction~ respectively~ 
in which one of the addresses always specifies 
the location of the next instruction to be per
formed. 

Multi-address Instruction - an instruction consisting 
of an operation and more than one address. 

Interpret, Interpreter, Interpretive Routine, Interpretation -
see Routine. 

Item - a set of one or more fields containing related inform
ation; a unit of correlated information relating to a 
single person or object. 

Jump - an instruction or signal which~ conditionally or un
conditionally~ specifies the location of the next in
struction and directs the computer to that instruction. 
A jUmp is used to alter the normal sequence control of 
the computer. Under certain special conditions~ a jump 
may be forced by manual intervention. 

Key - a set of characters~ forming a field~ used to identify 
an item. 

Latency - in a serial storage system~ the access time less the 
word time~ e.g. the time spent waiting for the desired 
location to appear under the drum heads or at the end 
of an acoustic tank. 

Library - an ordered set or collection of standard and proven 
routines and subroutines by which problems and parts of 
problems may be solved, usually stored in relative or 
symbolic coding.' (A library may be subdivided into var
ious volumes~ such as floating decimal, double-precision, 
or complex, according to the type of arithmetic employed 
by the subroutines.) 

Location - a unit storage position in the main internal stor
age~ storing one computer word; a storage register. 
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Loop - the repetition of a group of instructions in a routine. 
See also Cycle. 

Closed Loop - repetition of a group of instructions in
definitely. 

Malfunction - a failure in the operation of the hardware of a 
computer. See also Error. 

Memor¥ - see Storage o 

Merge - to produce a single sequence of items, ordered accord- " 
ing to some rule (i.e., arranged in some orderly sequence), 
from two or more sequences previously ordered according 
to the same rule, without changing the items in size, 
structure, or total number. Merging is a special case 
of collation. 

Message - a group of words, variable in length, transported 
as a unit. See also Item. 

Mistake - a human blunder which results in an incorrect ins~ruc
tion in a program or in coding, an incorrect element of 
information, or an incorrect manual operation. See also 
Error. 

Modifier - a quantity, sometimes the cycle index, used to al
ter the address of an operand. 

Modify - (1) to alter i"n an instruction the address of the 
operand. 

(2) to alter a subroutine according to a defined para
meter. 

Notation, Positional Notation, Number S¥stem - a systematic 
method for representing numerical quantities in which 
any quantity is represented approximately by the factors 
needed to equate it to a sum of multiples of powers of 
some chosen base n. That is, a number x 

a nq + a nq-~ + .•. + a n + a + a n-~ + ... 
q q-~ 1. 0 -~ 

+ a n-P 
-p 

i.:.,s. i 
=.1.. ain , with n > a i ~ 0 for all i, is· represented by 

1.=..:p 

.4 " 

aqa ••• a a a .0. a , with a point to the right 
q-~ ~ 0 -~ -p 

of a to identify ito For example, in decimal notation 
o 

familiar to all~ in Which n equals ten, x = 371.426 
represents 3·10 + 7-10 + 1 + 4·10-~ + 2-10-2 + 6-10-3

• 

(continued on next page) 
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Similarly in binary notation, in which n equals two i x = 1101.01 represents 1-23 + 1_2 2 + 0·2 + 1 + 0-2-
+ 1.2-2

, which equals 13.75 in decimal notation. In 
writing numbers, the base is sometimes indicated as a 
subscript (itself always in decimal notation) whenever 
there is any doubt about what base is being employed 
(e.g., 1101.11 = 13.75 ). 

2 ~o 

Coded Decimal Notation (Binary-coded Decimal) - decimal 
notation in which the individual decimal digits 
are represented by some binary code. . 

Bi-guinary Notation - one of any numbrr of mixed-base 
notations in which the term n in the defin-

t i-~ i ion above is replaced by the product jon, m 0 

In the biquinary system, mj is two for j odJ, 
~ for j even o 

S-
Normalize - see Standardize. 

Operand - anyone of the quantities entering or arising in an 
operation. An operand may be an argument, a result, a 
parameter, or an indication of the location of the next 
instruction. 

Operation - (1) a defined action; 
(2) the action specified by a single computer in

struction or pseudo-instruction; 
(3) an arithmetical, logical, or transferal unit 

of a problem, usually executed under the direction of a 
subroutine. 

Computer Operation - the electronic operation of hard
ware resulting from an instruction. 

13. 

Complete Operation - an operation which includes (a) 
obtaining all operands from storage, (b) perform
ing the operation, (c) returning resulting oper
ands to storage, and Cd) obtaining the next instruc
tion. 

Arithmetical Operations - operations in which numerical 
quantities form the elements of the calculation 
{e.g., addition, subtraction, multiplication, 
division) • 

(see next page) 
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Operations - operations in which logical (yes
or-no) quantities form the elements being oper
ated on (e.g.~ comparison~ extraction). A 
usual requirement is that the value appearing 
in a given column of the result shall not de
pend on the values appearing in more than one 
given column of each of the arguments. 

Transfer Operations (Storage Operations) - operations 
which move information from one storage loc
ation or one storage medium to another (e.g.~ 
read~ record~ copy~ transmit~ exchange). Trans
fer is sometimes taken to refer specifically 
~movement between different media; storage 
to movement within the same medium. 

Red-tape Operations -operations which do not directly 
contribute to the result; i.e.~ arithmetical~ 
logical, and transfer operations used in mod
ifying the address section of other instruc
tions, in counting cycles, in rearranging data, 
etc. 

Although many operations fit the above defin
itions of two or more of the terms arithmet
ical, logical, transfer, and red-tape, these 
terms are frequently used loosely to divide 
the operations of a given routine or of a 
given instruction code into four mutually 
distinct classes depending on the primary func
tion intended for the given operation in the 
the case at hand. 

Operation Number - a number indicating the position of an oper
ation or its equivalent subroutine in the sequence form
ing a problem routine. When a problem is stated in pseudo' 
code each step must sometimes be assigned an operation 
number. 

Order - a defined successive arrangement of elements or events. 
See also Instruction. 

Output - (1) information transferred from the internal storage 
of a computer to secondary or external storage. 

(2) information transferred to any device exterior to 
the computer. 

Overflow (over capacity) - in an arithmetic operation, the gen
eration of a quantity beyond the capacity of the register 
or location which is to receive the result. 
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- to combine several different flshor~l elements of inform
ation into one word; e.g., storing one man~s pay number, 
pay rate, tax exemptions, etc., in different sets of digit 
columns in one word, or storing several different pay
ments in one word o 

Parallel - handled simultaneously in separate facilities. See 
also Transfer and Storage. 

Parameter - (1) in a subroutine, a quantity which may be given 
different values when the subroutine is used in differ
ent main routines or in different parts of one main rou
tine, but which usually remains unchanged throughout 
anyone such use. 

(2) in a generator, a quantity used to specify-in
put-output devices, to designate subroutines to be in
cluded, or otherwise to describe the desired routine to 
be generated. 

Preset Parameter - a parameter incorporated ,into a sub
routine during input. 

Program Parameter - a parameter incorporated into a sub
routine during computation. A program parameter 
frequently comprises a word stored relative to 
either the subroutine or the entry point and 
dealt with by the subroutine during each refer
ence. It may be altered by the routine and/or 
may vary from one point of entry to another. 

Patch - a section of coding inserted into a routine (usually 
by explicitly transferring control from the routine to 
the patch and back again) to correct a mistake or alter 
the routine. 

Point (base point, radix point) - the dot that marks the sep-
aration between the integral and fractional parts of a 
quantity; i.e., between the coefficients of the zero 
and the minus one powers of the number base. It is 
usually called, for a number system using base two, a 
binary pOint; for base ten, a decimal pOint, etc. See 
Notation. 

Post Mortem - a routine which, either automatically or on dem
and, prints information concerning the contents of the 
registers and storage locations at the time the routine 
stopped, in order to assist in the location of a mistake 
in coding. See Routine. 

PreciSion - the degree of exactness with which a quantity is 
stated; a relative term often based on the number of 
significant digits in a measurement. See also Accuracy. 
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Prestore - (1) to set an initial value for the address of an 
operand or a cycle index; to restore. 

(2) loosely, to store a quantity in an available 
or convenient location before it is required in a routine. 

Program (noun) - a plan for the solution of a problem o A com
plete program includes plans for the transcription of 
data, coding for the computer and plans for the absorp
tion of the results into the system. The list of coded 
instructions is called a routine, Which see. 

Program (verb) - to plan a computation or process from the 
asking of a question to the delivery of the results, in
cluding the integration of the operation into an existing 
system 0 Thus programming consists of planning and coding, 
including numerical analysis, systems analysis, specific
ation of printing formats, and any other functions nec
essary to the integration of a computer in a system. See 
Code (noun)o . 

Automatic Programming - any'technique in Which the com
puter is used to help plan as well as to help 
code a problem. See Coding o 

Optimum Programming - improper terminology for minimal 
latency coding, i.e., for producing a minimal lat
ency routine. See Routine. 

Pseudo-code - see Code (noun). 

Pseudo-random Sequence (Pseudo-random Numbers) - a sequence of 
numbers produced by a definite recursive rule but satis
fying one or more of the standard tests for randomness. 

Quantity - a positive or negative real number in the mathematical 
sense. The term quantity is preferred to the term number 
in referring to numeric data; the term number is used in 
the sense of natural number and reserved for "the number 
of digi ts", the It number of operations", etc 0 

Random Access - access to storage under conditions in which the 
next position from Which information is to be obtained is 
in no way dependent on the previous one. 

Range - the set of values over which a function may vary. 

Read - to copy, usually from one form of storage to another, 
particularly from external or secondary storage to inter
nal storage; to sense the meaning of arrangements of hard
ware. 

Real-ti~e Operation, On-line Operation, Simulation - processing 
data in synchronism with a phYSical process in such a 
fashion that the results of the data-processing are use
ful to the physical operation. 
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Record (Reference Record) - (1) a listing of information, usually 
in printed or printable form. 

(2) one output of a compiler consisting of a list 
of the operations and their positions in the final spec
ific routine and containing information describing the 
segmentation and storage allocation of the routine o 

Record (verb) - to copy or set down in reusable form for future 
reference. 

Register - the hardware for storing one or more computer words. 
Registers are usually zero-access storage devices o See 
Storage. 

Rerun (noun, verb) - use of a rerun routine; to make use of a 
rerun routine. See Routine. 

Reset - to return a device to zero or to an initial condition. 

Restore - (1) to return a cycle index, a variable address, or 
other computer word to its initial value. See also Re
set. 

(2) periodic regeneration of charge, especially in 
volatile, conaenser-action storage systems. 

Rewind - to return a magnetic tape to its beginning. 

Rollback - equivalent to rerun When referring to tape-sequenced 
computers; to recapture tape-inscribed data. 

Routine - a set of coded instructions arranged in proper 
sequence to direct the computer to perform a desired 
operation or series of operations. See also Subroutine o 

Executive Routine (Master Routine) - a routine designed 
to process and control other routines. A routine 
used in realizing (/ automatic coding1

). 

Compiler (Compiling Routine) - an executive routine Which, 
before the desired computation is started, trans
lates a program expressed in pseudo-code into 
machine code (or into another pseudo-code for 
further translation by an interpreter). In ac
complishing the translation, the compiler may be 
required to: 

Decode - to ascertain the intended meaning of the 
individual characters or groups of characters 
in the pseudo-coded program. 

Convert - to change numerical information from 
one number base to another (e.g., decimal to 
binary) and/or from some form of fixed point 
to some form of floating-point representation, 
or vice versa. 

(see next page) 
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Select - to choose a needed subroutine from a file 
of subroutines. 

Generate - to produce a needed subroutine from 
parameters and skeletal coding. 

Allocate - to assign storage locations to the 
main routines and subroutines, thereby fixing 
the absolute values of any symbolic addresses. 
In some cases allocation may require segmen
tation. See Segment. 

Assemble - to integrate the subroutines (supplied, 
selected, or generated) into the main routine, 
ioe., to: 

Adapt - to specialize to the task at hand by 
means of preset parameters. 

Orient - to change relative and symbolic ad
dresses to absolute form. 

Incorporate - place in storage. 

Record - to produce a reference record. See Record. 

Interpreter (Interpretive Routine) - an executive rou
tine which, as the computation progresses, trans
lates a stored program expressed in some machine
like pseudo-code into machine code and performs 
the indicated operations, by means of subroutines, 
as they are translated. An interpretive routine 
is essentially a closed subroutine which operates 
successively on an indefinitely-long sequence 
of program parameters (the pseudo-instructions 
and operands). It may usually be entered as a 
closed subroutine and exit ted by a pseudo-code 
exit instruction. 

Diagnostic Routine ~ a specific routine designed to 
locate either a malfuction in the computer or 
a mistake in coding. 

General Routine - a routine expressed ~n computer coding 
designed to solve a class of problems, specializing 
to a speciftc problem when appropriate parametric 
values are supplied. 

Minimal Latency Routine - especially in reference to 
serial storage systems, a routine so coded, 
by judicious arrangement of data and instruc
tions in storage, that the actual latency is 
appreciably less than the expected random-access 
latency. 

(see next page) 
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Rerun Routine (Rollback Routine) - a routine designed 
to be used in the wake of a computer malfunction 
or a coding or operating mistake to reconstitute 
a routine from the last previous rerun pointo 

Rerun Point - that stage of a computer run at 
which all information pertinent to the 
running of the routine is available either 
to the routine itself or to a rerun rou
tine in order that a run may be reconsti
tuted. 

Service Routine - a routine designed to assist in the 
actual operation of the computer. Tape compar
ison, block location, certain post mortems, and 
correction routines fall in this class. 

SpecifiC Routine - a routine expressed in specific com
puter coding designed to solve a particular math
ematical, logical, or data-handling problem. 

Test Routine - a routine designed to show that a com~ 
puter is functioning properly. 

Run (noun) - one performance of a program on a computer; per
formance of one routine, or several routines automat
ically linked so that they form an operating unit, 
during which manual manipulations are not required of 
the computer operator. 

Scale - to change the scale (i.e. the units) in which a var
iable is expressed so as to bring it within the capacity 
of the machine or routine at hand. See also Standard
ize. 

Segment (noun) - in a 'routine too long to fit into internal 
storage, a part short enough to be stored entirely in 
the internal storage and containing the coding necessary 
call in and jump automatically to other segments. Rou
tines which exceed internal storage capacity may be 
automatically divided into segments by a compiler. 

Segment (verb) - to divide a routine in parts each consisting 
of an integral number of subroutines, each part capable 
of being completely stored in the internal storage and 
containing the necessary instructions to jump to other 
segments. 

Sense - (1) to examine, particularly relative to a criteriono 
(2) to determine the present arrangement of some ele

ment of hardWare, especially a manually-set switch. 
(3) to read holes punched in paper. 
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Sentinel - a symbol marking the beginning or the end of some 
element of information such as a field, item, block, 
tape, etc; a tag. 

Serial - handled one after the other in a single facility. 
See also Transfer and Storage. 

Shift - to move the characters of a unit of information column
wise right or left. 

Arithmetic Shift (Numerical Shift) - to multiply or divide 
a quantity by a power of the number base. 

Cyclic Shift (Logical or Non-arithmetical Shift) - a shift 
in which the digits dropped off at one end of a 
word are returned at the other in circular fashion. 

SkiR - an instruction to proceed to the next instruction; a 
ublankll instruction. 

Sort - to arrange items of information according to rules de
---- pendent upon a key or field contained by the items. 

Standardize - to adjust the exponent and mantissa of a floating-
point result so that the mantissa lies in the prescribed 
normal range. See Floating-point Representation. 

Storage - (1) any device into which units of information can 
be copied, Which will hold this information, and fram 
Which the information can'be obtained at a later time. 

(2) devices, such as plugboards, Which hold inform
ation in the form of arrangements of physical elements, 
hardware, or equipment. 

(3) the erasable storage in any given computero 

The term cc memory" is one of the last remaining words of 
the "magic brain" class. The term storage is preferred. 

Internal Storage - storage facilities forming an integral 
physical part of the computer and directly con
trolled by the computero See also Location and 
Register. 

Secondary Stora~e - storage facilities forming not an 
integra part of the computer but directly linked 
to and controlled by the computer; e.g o, magnetic 
drum, magnetic tapes, etco 

External Storage - storage facilities divorced from the 
the computer itself but holding information in 
the form prescribed for the computer; e.g., 
magnetic tapes, magnetic Wire, punched cards, 
etc. 

(see next page) 
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Erasable Storage - storage media which can be erased 
and reused; eogo~ magnetic tapes. 

Non-erasable Storage - storage media which cannot be 
erased and reused~ such as punched paper tapes~ 
and punched cards o 

Parallel Storage - storage in Which all bits~ or charac
ters~ or (especially) words are essentially 
equally available in space~ without time being 
one of the coordinates. Parallel storage con
trasts with serial storage. When words are in 
parallel~ the storage is said to be parallel 
bl words; when characters within words (or bi
nary digits within words or characters) are dealt 
with simultaneously~ not one after the other~ 

Serial 

the storage is parallel b) characters (or par
allel by bit respectively • 

Storage - storage in which time is one of the 
coordinates used to locate any given bit~ char
acter~ or (especially) word o Storage in which 
words~ within given groups of several Words, 
appear one after the other in time sequence, 
and in which access time therefore includes a 
variable latency or waiting time of zero to 
many word-ttmes~ is said to be serial by word o 
Storage in which the individual bits comprising 
a word appear in time sequence is serial bl bito 
Storage for coded-decimal or other non-binary 
numbers in Which the characters appear in time 
sequence is serial bl character; e.g.~ magnetic 
drums are usually serial by word but may be 
serial by bit~ or parallel by bit~ or serial 
by character and parallel by bit~ etc. 

_Dm_am-......i_c __ S"""lit .... o_r..-a;lo,o)g ..... e (Oirculating or Recirculating Storage) -
storage such that information at a certain pos
ition is moving in time and so is not always 
available instantly; e.g.~ acoustic delay line~ 
magnetic drum. 

Static Storage - storage such that information is fixed 
in space and available at any time; e.g.~ flip
flop, electrostatic~ or coincident-current mag
netic-core storage. 

Volatile Storage - storage media such that if the applied 
power is cut off~ the stored information is 
lost; e.g., acoustic delay lines, electrostatic 
tubes. (see next page) 
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Non-volatile Storage - storage media which retain in
formation in the absence of power; e.g.~ mag
netic tapes~ drums~ or cores. 

Buffer Storage - (1) a synchronizing element between 
two different forms of storage~ usually be
tween internal and external. 

(2) an input device in which inform
ation is assembled from external or secondary 
storage and stored ready for transfer to in
ternal storage. 

(3) an output device into which in
formation is copied from internal storage and 
held for transfer to secondary or external 
storage. 

Computation continues while transfers between 
buffer storage and secondary or internal stor
age or vice versa take placeo 

Temporarz Storage - internal storage locations reserved 
for intermediate and partial results. 

Working Storage - a portion of the internal storage 
reserved for the data upon which operations 
are being performed. 

Zero-access Storage - storage for which the latency 
(waiting time) is negligible at all times. 

Store - to transfer an element of information to a device 
from which the unaltered information can be obtained 
at a later time. 

Subroutine - the set of instructions necessary to direct the 
computer to carry out a well defined mathematical or 
logical operation; a subunit of a routine. A sub~ 
routine is often written in relative or symbolic coding 
even when the routine to Which it belongs is not. 

Closed Subroutine - a subroutine not stored in its 
proper place in the linear operational sequence~ 
but .stored away from the routine Which refers 
to it. Such a subroutine is entered by a jump~ 
and provision is made to return~' ioe.~ to jump 
back to the proper point in the main routine 
at the end of the subroutine o 

Open Subroutine - a subroutine inserted directly into 
the linear operational sequence~ not entered 
by a jump. Such a subroutine must be recopied 
at each point that it is needed in a routine o 

(see next page) 
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Library Subroutine (Standard Subroutine) - a member 
of a subroutine library. 

Static Subroutine - a subroutine which involves no 
parameters other than the addresses of the 
operands. 

23. 

Dynamic Subroutine - a subroutine'which involves para
meters~ such as decimal point position or item 
size, from which a relatively coded subroutine 
is derived. The computer itself is expected 
to adjust or generate the subroutine according 
to the parametric values chosen. 

Substitute - to replace an element of information by some 
other element of information. 

System - an assembly of components united by some form of 
regulated interaction; an organized whole o 

Number System - see Notation. 

Tag - a unit of information, whose composition differs from 
that of other members of the set so that it can be 
used as a marker or label} a sentinel. 

Tank - a unit of acoustic delay line storage, containing 
---- a set of channels each forming a separate recircul

ation path. 

Track - in a serial magnetic storage element, a single path 
containing a set of pulses. 

Transcribe - to copy~ with or without translating,from one 
external ~torage medium to another. 

Transfer - (1) to transfer data; to copy~ exchange, read~ re
cord, store, transmit, transport, or write data; 

(2) to transfer control; to jumP. 

Serial Transfer - a system of data transfer in which 
the characters of an element of information 
are transferred in sequence over a single, 
path in consecutive time positions o 

Parallel Transfer - a system of data transfer in which 
the characters of an element of information 
are transferred simultaneously over a set of 
paths. 

Transform - to change information in structure or composition 
without altering the meaning or value; to normalize, 
edit~ or substitute 0 
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Translate -. to change information (e oE5o" problem statements 
in pseudo-code" data" or coding) rrom one language to 
another without signiricantly arrecting the meaning. 

Transmit - to reproduce inrormation in a new location replac"; 
ing whatever was previously stored and clearing or er
asing the source of the information. 

Transport - to convey as a whole from one storage device to 
another. 

Trouble-shoot .., to search for a coding mistake or the cause 
of a computer mal function 0 

Trunk - a path over which information is transferred; a bus. 

Unconditional - not subject to conditions external to the 
specific instruction. 

Unpack - to decompose packed information into a sequence of 
separate words or elementso See Pack. 

Vnwind - to code explicitly" at length and in full" all the 
operations ofa cycle thus elimlnatingall red-tape 
operations in the final problem coding. Unwinding may 
be performed automatically by the computer during as
sembly" generation or compilation. 

Validity - correctness; especially the degree of the close
ness by which iterated results approach the desired 
correct result. 

Verifier - a device on which a manual transcription can be 
verified by comparing a retranscription with it char
acter-by-character as it is being retranscribed. 

Verify - to check a data transfer or transcription" espec
ially those involving manual processes. 

Word - a set of characters Which occupies one storage 100-
---- ation and is treated by the computer circuits as a 

unit and transported as such. Ordinarily a word is 
treated by the control unit as an instruction" and by 
the arithmetic unit as a quantity_ Word lengths are 
fixed or variable depending on the particular computero 

Word-time - especially in reference to words stored 
serially" the time required to transport one 
word from one storage device to another 0 See 
also Access Time. 
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- (1) to transfer information to an output medium. 
(2) to copy, usually from internal storage to external 

stor~e. 
(3) to record information in a register" location or 

other storage device or medium. 

~ - positive binary zero is indicated by the absence of 
digits or pulses in a word; negative binary zero in a 
computer operating on one's complements by a pulse in 
every pulse position in a word.; in a coded decimal mach
ine, decimal zero and binary zero may not have the same 
representation. In most computers, there exist distinct 
and valid representation both for plus and for minus 
zero. 

Zero Suppression - the elimination of non-significant zeros 
to the left of the integral part of a quantity before 
printing operations are initiated; a part of editing. 

~ - a portion of internal storage allocated for a partic
ular function or purpose. 
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It will be of great assistance to the Committee on Nomenclature if you 
will complete this questionnaire and return it to the Chairman, Dro Grace 
Murra.y Hopper, Remington Rand, Inc., 1624 Locust Street, Phila.delphia. 3, Pa 0 

1. On the back of this sheet are listed all of the terms defined in the 
First Glossary. .Please indicate on each any feeling you have about it, 
using the following key or any legible notation you desireo 

no mark 

x: 

I have not studied thiS, or else I have no opinion to offero 

The definition is ok as it stands. 

The meaning is ok but the wording should be improved 0 

The meaning given is inco~rect or 1mcomplete, I submit anothero 
(circle the word and supply a revised definition below) 

This word should be dropped from the glossary., 
(dra.w a line through the. word, and indicate a 6ubs~itute if 
any) 

I find the term and/or its meaning unfamiliar and imcompre
hensible. It needs to be revised, but I cannot say how 0 

2. What other areas should be covered? 

a) What other areas would you like to see covered in this glossarY$ 
bearing in mind that a comprehensive glossary including engineering 
terminology is being prepared by an I.R.E. committee'? 

Business? Math? Logie? Engineering? Punched Cards? Analog Systo1 

Other: 

"6) What other areas would you like to see c"overed in a separate glossary? 

BUSiness? Math? Logic? Engineering? Punched Cards~ Analog Syste? 

c) Can you name any existing glossaries which include terms in the 
added areas you suggest? If so what are they? 

d) If you would like to assist actively in expanding the ACM glossary 
in a new area, what area{s) would you be interested in~ 

30 What new terms should be defined in the area. of the present glossary? 
How? -:flow do you redefine those terms that you circled on the back of 
this questionnaire? Use additional sheets if necessaryo 
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access t:i:me 
accUlJiulator 
aecuraey 
adder 
address 

absolute address 
(specifie, address) 
relative:a.ddress 
~ymbolic address 
(floating address) 

arithmetic unit 
base 
(radix) 
binary 
bit 
block 
breakpoint 
bus 
cal1=number 

call-word 
capacity 
carry 
cell 
channel 
character 
check 

built-in cheek 
duplication check 

twin check 
mathematic"al check 
redundant check 

summation check 
parity check 

clear 
code (noun) 

computer code 
(machine code) 
instruction code 
operation code 
pseudo-code 

, pulse-code 
code (verb) 
coding 

abso, relo, symbo c. 
automatic coding 

cOllate 
column 
(digit column) 
co1llD1B.nd 
co~arator 
compare 
comparison 
co~plement 
computer 
conditional 
contents 
control sequence 
control unit 
copy 
counter 

debug 
define 
diagram 
digit 

check digit 
coded deco digit 

double...,prec. quant. 
dump 

DC dump 
dummy 
edit 
erase 
error 

truncation error 
inherited error 
rounding error 

, exchange 
extract 
field 

card field 
file 
fixed-point repres. 

, floating-point repr.es. 
flow chart 
flow diagram 
force 
function table 
hardware 
ignore 
information 
input 
instruction 

breakpoint in~truco 
condobreakpt. !nstr. 
zero-address instruc. 
one-address instruc. 
{single-address instrJ 
two-, three~, or four-

address instruc. 
one-plus-one,or three
plus~one ,'ad,o·, jin...s.truc. 

multi-address instruc. 
item 
jump 
key 
latency 
library 
location 
loop 

closed loop 
malfunction 
merge 
message 
mistake 
modifier 
modify 
notation, posito noto, 

number system 

control counter or 
program counter 9 

cycle-counter or B-box 
cycle (noun) 

binary 9 ternary,quat., 
quino, octal, deco, 
duodeco9 sexadeco, 
duotrio notation 

eoded deco notation 
(binary coded dec.) 
bi-quinary notation 

operand 
major cycle 
tninor cycle 

cycle (verb) 
cycle index 
cycle count 
eye Ie criterion 
cycle reset 

operation 
computer operation 
complete operation 
aritho operations 
logical operations 
transfer operations 
(storage operations) 

red-tape operations 
operation number 
order 
output 

shift 
aritho shift:, 

. (numerical, ~h:i.ft.) 
cycle shift '" 

overflow (over capacity) 
pack 

(logical or'non"" 
aritho shift) 

skip , p~rallel 
parameter 
• '~preset parameter 
;:program parameter 

patch 
PQ~nt 
(b~·se' pt 0 " radix pt.) 
post mortem 
'precis 10.11 
pre store 
program (noun) 
program (verb) 

, auto ° programming 
optimum progr~ing 

pseudo-random sequenoe 
(pseudo~random numbers) 
quantity 
random access 
range 
read 
,re~i-time op~r.,· .()n-

line opero, stmulo 
record 
(reference record) 
record (verb) 

. register 
rerun (noun, verb) 
reset 
restore 
rewind 
rollback 
routine 

executi~e routine 
(master routine) 
compiler 
(compiling routine) 

decode 
convert 
select 
generate 
allocate 
assemble 

adapt 
orient 
incorporate 

record 

sort 
standardize 
storage 
, internal sto~age 

secondary" storage 
external storage 
erasable storage. : 
non-erasable "'sior'~ 
parallel ~torage 
serial storage 
dynamic storage 

(stor)(circo or recirc. 
static storage 
volatile storage 
non-volatile storage 
buffer storage 
temporary storage 
working storage 
zero-access storage 

store 
subroutine 

closed subroutine 
open subroutine 
library subroutine 
(standard subrCOl) 
static subroutine 
dynamic subro~tine 

substitute 
system 
tag 
tank 
track 
transcribe 
transfer 

serialttransfer 
parallel transfer 

transform 
translate 
transmit 
transport 
trouble-shoot 
trunk 
unconditional 
unpack 
unwind 

interpreter 
(interpreting routine) 
diagnostic routine 
general routine 

validity 
verifier 
verify 
word 

word-time 
write 

mino latency routine 
rerun routine 
(rollback routine) 

rerun point 
service routine 
specific routine 
test routine 

run (noun") " 
scale 
segment (noun) 
segment (verb) 
sense 
sentinel 
serial 

zero 
zero-suppression 
zone 


