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## 8-1 INTRODUCTION

This chapter will discuss the kinds of pulse and level notation used in the following chapters. This notation is the kind that is found on the TX-2 block schematic drawings.

There are several types of computer notation. However, certain forms of notation appear over and over again and serve as the basis for the pulse and level notation.

First, all the physical parts of the computer are identified, i.e., the flip-flops, registers, memories, etc. are given names. These names, wherever possible, are in the form of mnemonic abbreviations. However, since single letters are used to name registers, the mnemonic derivation is not always obvious.

Consider a typical build up of names and abbreviations. Normally the $P$ register contains the address of the next instruction and the $Q$ register the address of the next operand. PK (the $P$ counter) distributes time levels during the instruction cycle and $Q K$ (the $Q$ counter) distributes time levels during the operand cycle. Now consider the $\mathrm{PKIR}_{\mathrm{CF}}$ register. The roots of the abbreviation for this register are: $P K$ ( $P$ counter), $\mathbb{R}$ (instruction register), and CF (configuration). A "free" translation of the abbreviation might be: "The register in which the configuration bits are stored during the instruction cycle."

Once the significance of the PKIR $_{\text {CF }}$ abbreviation is known, it is natural to guess that PKIR ${ }_{\text {OP }}$ is the register in which the operation code bits ( $O P$ ) are held during the instruction cycle. Similarly, QKIR ${ }_{O P}$ is the register in which the operation bits are held during the operand cycle. In this way a sizeable nomenclature is built up from a relatively small number of roots.

These names for the registers are in turn used as the roots in naming logical variables whose truth values depend on the state of associated registers, flip-flops, etc. For example, $\mathrm{PKIR}_{\mathrm{CF}}^{1} \mathrm{~L}$ is the name of the logical variable which is "true" (i.e., has the logical value "ONE") when the first flip-flop in the PKIR ${ }_{\text {CF }}$ register is a ONE. Assuming the significance of PKIR $_{\text {CF }}$ is known, it is only necessary to understand the effect of adding the subscript 1 and the superscript 1 on the PKIR $_{\mathrm{CF}}$ root to form a comprehensive understanding of the full $\mathrm{PKIR}_{\mathrm{CF}}^{1}$ abbreviation.

The truth value of a variable can be determined in the computer by measuring the voltage on a wire whose voltage represents this variable, as described in Chapter 3 . The relationship between the variable and the voltage is indicated in the following figure by labeling the wire with the variable and placing an arrowhead on the wire. If the arrowhead is hollow, then ground voltage on the wire corresponds to truth value for the variable. Similarly, a solid arrowhead indicated -3 volts on the wire corresponds to truth value for the variable.


Still another type notation identifies the dynamic processes occurring in the computer. These processes are usually represented physically by 0.1 microsecond wide pulses on the wires which are labeled by this symbology. (Chapter 3 describes these dynamic processes.) For example, the following symbology is used to identify the process of jamming the contents of the PKIR $_{O P}$ register into the $Q_{K K I R}^{O P}$ register and is represented by a 0.1 microsecond wide negative pulse on the associated wire.

$$
\xrightarrow{\text { PKIR }_{O P} \longrightarrow\left\{\text { QKIR }_{O P}\right.}
$$

This pulse is usually the output of a register driver. The symbol is interpreted as the RD pulse which causes the contents of $P_{K I R_{O P}}$ to be jammed (copied) into the QKIR ${ }_{O P}$, i.e., the symbology "names" the pulse. This symbology brings up a convention which should be clarified. Normally the content of a register ( ) is symbolized by

$$
(\quad)
$$

However, what should be symbolized by

$$
\mathrm{PKIR}_{\mathrm{OP}} \longrightarrow \mathrm{~J} \longrightarrow \mathrm{QKIR}_{\mathrm{OP}}
$$

is frequently simplified to

$$
\mathrm{PKIR}_{O P} \longrightarrow \dot{S} \longrightarrow \mathrm{QKIR}_{\mathrm{OP}}
$$

The jargon used to describe the computer and its operation is based on the types of symbology just described.

Specifically, this chapter will discuss the notation for:
Register and Flip-Flops
Pulses
Flip-Flop Levels
Logic Net Levels
RD Logic Equations

## 8-2 REGISTERS AND FLIP-FLOPS

Most of the parts in the computer that are given logical identities are either flip-flops or assemblages of flip-flops. The assemblages are generally called registers.

Normally, the individual flip-flops never have single letter abbreviations. The mnemonics used to identify the flip-flops gives some hint of their function and sometimes indicates the type or subclass the flip-flop belongs to. Thus,

ST - STatus control flip-flop found in In-Out control units.
$\mathrm{PI}_{3}$ - instruction cycle (P) interlock (I) flip-flop. Since there are more than one of these, the subscript indicates that this is the number three PI interlock.
EB - E register Busy interlock flip-flop. Since there is only one of these, no subscript is required.

The identification of flip-flops within a register is quite straightforward. The data registers such as A, B, C, D, E, etc. have ordered quarters and ordered bits within the quarter. The order reads from right to left. Fig. 8-1 shows the E bit symbology. The i.j flip-flop in this register, i.e., $E_{1 . j}$, is the $j$-th flip-flop in the i-th quarter.

The counter registers are not quartered, so a single number ordering is sufficient. Most counters are made up of both an alpha and beta register. These are identical registers except the flip-flops in one are pulsed by alpha gated clock pulses and the flip-flops in the other are pulsed by beta gated clock pulses. $\mathrm{PK}_{\alpha .3}$ and $\mathrm{PK}_{\beta .3}$ are typical examples of flip-flops in the alpha and beta PK counter registers, respectively.

8-3 GENERAL PULSE NOTATION

There are three basic types of pulses:

1) Clock pulses.
2) Register driver pulses (gated clock pulses).
3) Gated register driver pulses (the pulse inputs that SET, CLEAR, and COMPLEMENT flip-flops).

8-3.1 CLOCK PULSES. These occur as a train of negative going pulses at 0.4 microsecond intervals. The $\beta$ (beta) train of pulses lag the $\alpha$ (alpha) train of pulses by 0.2 microseconds. No identifying distinction is made between one alpha pulse and another or between one beta pulse and another. The notation for clock pulses is


It is important to realize that the alpha implies an uninterrupted train of alpha pulses and, similarly, that the beta implies an uninterrupted train of beta pulses.

8-3.2 REGISTER DRIVER PULSES. The pulses from any register driver occur at a specific time and initiate a specific process. For this reason, the symbol for the register driver pulse generally indicates, at least partially, the process initiated by the pulse. Register driver pulses are always negative. Two common types of register driver pulse notation are used depending on whether the process initiated does or does not involve an information transfer. Thus,


The following are specific examples of register driver pulses taken from the TX-2 block schematics or from the timing charts in Chapter 17:

$$
\begin{aligned}
& M \xrightarrow{l} E \quad \text { - copies the contents of those flip-flops in the } M \text { register } \\
& \text { which contain ONES into the corresponding flip-flops in } \\
& \text { the E register, i.e., initiates a ONES transfer. } \\
& \mathrm{M} \xrightarrow{0} \mathrm{E} \quad \text { - initiates a ZEROS transfer. } \\
& M \xrightarrow{0,1} E \text { - is really the symbol for two register driver pulses having } \\
& \text { the same input register driver logic, i.e., both register } \\
& \text { driver pulses are fired off at the same time even though } \\
& \text { they originate from different register drivers. The } \\
& \text { pulses initiate a ZEROS-ONES transfer. } \\
& M \longrightarrow E \quad \text { - initiates a jam (ZEROS, ONES) transfer. }
\end{aligned}
$$

Sometimes the type of input logic on the register driver producing the pulse is more completely identified by a subscript under the arrow. The subscript serves the additional function of hinting at the process in which the register driver pulse is used. Some specific examples of this are:
$\xrightarrow[\mathrm{Se}]{\mathrm{C}} \mathrm{E}$ - complements E "under sign extension control".
$M \xrightarrow[a_{p}]{0,1} E$ - copies the content of $M$ into $E$ "under permuted activity control". These pulses are used in the configuration process.

In these examples, the words "sign extension control" and "permuted activity control" are only meaningful when the person using the symbols has a detailed knowledge of the sign extension process and the configuration process (in which permuted activity takes place). These processes are discussed in detail in Chapter 13. Both sign extension control and permuted activity control take into account the configuration specified by the instruction. Fracture, activity, and permutation information are decoded from the configuration (CF) bits and combined with information decoded from the operation ( $O P$ ) bits to generate configuration control levels. These levels find their way into the sign extension and permuted activity control nets. The output from these nets in turn find their way into the register driver logic initiating the pulses fired off during these processes.

Subscripting in the register abbreviations is used to indicate the specific quarters affected by the pulse. Fig. 8-2 shows how this notation is used in the permutation process.

8-3.3 GATED REGISTER DRIVER PULSES. These are the pulse inputs to the flip-flops themselves. Unlike the register driver pulses, these are positive going pulses. Usually these pulses are not distinguished by a name or notation of their own. They can be identified by examining the logic on the block schematics that produced them. Fig. 8-3 shows two examples.

8-4 GENERAL LEVEL NOTATION

Two basic types of level notation are used: one type identifies levels associated with flip-flops; the other type identifies levels associated with the output of logic nets. In the first type a superscript 0 or 1 is used to indicate the truth value of the variable, e.g., $\mathrm{PI}_{3}^{0}$ or $\mathrm{PI}_{3}^{1}$. In the second type the truth values are expressed by abbreviations with and without overbars, e.g., AEJ is an "Arithmetic Element Jump" level, while $\overline{\operatorname{AEJ}}$ is a "not Arithmetic Element Jump" level. (The overbar is read as "not".) Logically, the overbar indicates the converse of the level represented by the abbreviation alone.

8-5 PULSE AND LEVEL NOTATION EXAMPLES

Typical examples of computer pulse and level notation are given below.

8-5.1 REGISTER DRIVER PULSES.


$$
\begin{aligned}
\left(\mathrm{PI}_{2}^{0} \cdot \mathrm{PKIR}^{I N D}+\mathrm{PI}_{5}^{1}\right) \longrightarrow & \mathrm{XAS}) \text { - this is a somewhat unusual notation. } \\
& \text { Basically, the truth value of the statement on } \\
& \text { the left is copied into the XAS flip-flop. } \\
& \text { When either one of the terms in the bracket is } \\
& \text { true, XAS is set to ONE; if both are false, } \\
& \text { XAS is cleared to ZERO. (See Fig. 8-4.) }
\end{aligned}
$$

$$
\overline{\mathrm{PK}}+1 \longrightarrow \mathrm{PK}
$$

$\overline{\mathrm{PK}}+1 \longrightarrow \mathrm{PK}$

- indexes the PK counter by one, i.e., one is added to the contents of the PK counter by the pulse.
- does not index the P counter by one, i.e., the register driver pulse is not fired off. This notation is used to indicate inhibitory register driver logic.
- presets the $P$ counter to the $\mathrm{PK}^{24}$ time level state from whatever state it is in.


## 8-5.2 LEVELS.

$A_{i}^{1}$ - indicates the content of the i-th quarter of $A$ is "all ONES".
$f_{i}$ - indicates the fracture decoded from the configuration bits. There are four fractures: $f_{0}(36), f_{1}(18,18), f_{2}(27,9)$ and $f_{3}(9,9,9,9)$.
$F D_{i}$ - indicates the count is "finished" in the 1 -th quarter of $D$.
IV - indicates the sign quarters of the subwords in the Arithmetic Element. In this case, the roman numeral indicates quarter 4 is the sign quarter.

QKIR $f_{1}+f_{2}$ - if either an $f_{1}$ or $f_{2}$ fracture is specified, this level will be decoded, during the operand cycle, from the contents of the QKIR register.
$N P_{38}^{\mathrm{ev}}$ - is generated by the instruction word ( $\mathbb{N}$ ) parity ( P ) check circuit. The subscript indicates that the parity count is taken over 38 bits. Whether an odd or even (ev) level is generated depends on the parity of the information in $N$.

IOCM ${ }^{\text {NORMAL - is an abbreviation for an in-out-control-mixer level. The superscript }}$ is one of several and hints at the logical function of the level. The level is associated with the In-Out Element and is bound on the IOCM Bus.

$$
\begin{aligned}
& \mathrm{PK}^{02 \alpha} \text { - is an alpha } \mathrm{PK} \text { time decoder. } \\
& \mathrm{PK}^{02 \beta} \text { - is a beta } \mathrm{PK} \text { time decoder. It occurs } 0.2 \text { microsecond after } \mathrm{PK}^{02 \alpha} \text {. } \\
& \mathrm{PI}^{\mathrm{START}^{1}} \text { - is an interlock level associated with the instruction cycle. } \\
& \text { Specifically, it is one of two start interlock levels involved in } \\
& \text { the logic for starting the PK counter. } \\
& K^{e q} J C \text { - is generated when the number of the new sequence specified by the } \\
& \text { output of the } J \text { coder is the same as the number of the current sequence } \\
& \text { specified by the contents of the } K \text { register. }
\end{aligned}
$$

## 8-6 REGISTER DRIVER LOGIC EQUATIONS

Boolean algebra equations are used to describe the way in which levels gate pulses in register drivers.

Consider the equation:


An alpha clock pulse is ANDed with assorted level logic. When this level logic is satisfied, the clock pulse will be gated and given the name $\stackrel{24}{\longrightarrow}$ PK. Note that in this equation both the alpha pulse and the $\overline{P I}$ WAIT level are necessary conditions for generating 24 PK. The The equality sign ( = ) indicates that when one side of the equation is true, the other side of the equation is also satisfied.

Consider now how the above equation can be broken down into two other equations.

$$
\begin{array}{ll}
\alpha \cdot \overline{\mathrm{PI}^{\mathrm{WAIT}}} \cdot \mathrm{PK}^{22 \alpha} \cdot \mathrm{PI}_{2}^{0} \supset \mathrm{PK} \\
\alpha \cdot \overline{\mathrm{PI}^{\mathrm{WAIT}}} \cdot \mathrm{PK}^{23 \alpha} \cdot \mathrm{CSK}^{11 \alpha} \supset & \mathrm{~L} 24 \\
& \\
&
\end{array}
$$

In this case an implication sign ( ) is used instead of an equality sign ( $=$ ). The fact that the left hand side of the equation is satisfied "implies" that the right hand side is also satisfied, i.e., the fact that the left hand side of the equation is true is sufficient to make the right hand side also true. But, in this case the converse is not true, i.e., the fact that the right hand side of the equation is true is not sufficient to make the left hand side also true.

8-7 SUMMARY
It is important to realize that the significance of a given pulse or level lies strictly in the specific logic that produced it. The notation tries in a systematic way to hint at this logic. E.g., $\mathrm{PI}{ }^{\mathrm{CH}} \mathrm{SEQ}$ can be interpreted as an instruction interlock level calling for a change of sequence, but the full significance of $P I^{C H}$ SEQ can only be determined by examining the logic that produced the level. Similarly, the function of the level can only be determined by examining all the logic in which the level is used.

$E_{i . j}$ is The Name $O_{F}$ the jeff ${\text { Flip flop in } T_{\text {the }} \text { in }}^{\text {the }}$ ie Quarter of ide e register. Numerically i is $1,2,3$ of 4 AND $j$ is $1,2,3, \ldots$ or 9 . Thus if,

$$
\begin{array}{lcl} 
& \frac{i=2 \text { and } j=5}{} & \frac{i=4 \text { and } j=9}{E_{2.5}} \\
E_{i \cdot j} & E_{2.9} \\
E_{i \cdot(j-1)} & E_{2.4} & E_{4.8} \\
E_{i \cdot(j+1)} & E_{2.6} & E_{1.1}(36), E_{2.1}\left(27,9^{*}\right), E_{3.1}\left(18,18^{*}\right), E_{4.1}(9,9,9,9) \\
E_{(i+1) \cdot j} & E_{3.5} & E_{1.9}
\end{array}
$$

* Fracture
$E_{i,(j-1)}^{0}$ is The Name of the Variable Representing.
The Zero state of the $E_{i,(j-1)}$ Flip flop. In $T_{h e}$ illustration Above, The Zero State of The Flip flop is indicated At The Transistor By A Ground Voltage,


$$
E_{i+1} \longrightarrow E_{i} \quad(\text { where } i=1,2,3,4)
$$

$E_{i+1} \xrightarrow{\prime} E_{i}$ is The symbol For A register
Driver Pulse Which Causes the Contents of All the flip flops in $\operatorname{The}(i+1)$ 最 Quarter of e to be Copier into the Corresponding flip floods in the i@ quarter of E. The pulse Symbol is Also An Accurate Symbolic representation of the process effected by the Pulse.

ExAMPLE

Before Pulse

| $E_{4}$ | $E_{3}$ | $E_{2}$ | $E_{1}$ |
| :---: | :---: | :---: | :---: |
| 372 | 457 | 612 | 207 |
| 207 | 372 | 457 | 612 |Fig. 8.4 E REGister Symbology



Fig. 8-3 ExAMPLES OF GATED
RD PuLSES.


Logical Significance of$\left[P I_{2}^{U} \cdot P K I R^{\text {IND }}+P I_{5}^{\prime}\right] J X A S$ NOTATION
Fig. 8-4 XAS Logic
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## 9-1 INTRODUCTION

This chapter will develop a detailed picture of the dynamic operation of the computer. The occurrence of events, i.e., pulse inputs to flip-flops, is determined by the occurrence of counter time levels. Bar graphs will be used to express the dynamic picture of counter activity. The bar graphs will show the operation and interlocking of the control counters which generate the time levels.

Two types of dynamic pictures are of interest: one type shows in detail the counter activity required to execute a specific instruction; the other type takes a broader view and looks at the counter activity occurring while a sequence of instructions is executed. In the process of developing these two kinds of pictures the chpater will answer the following types of questions:

1) During a given instruction, what specific counters will run? When will they start? How long will they run? What specific time states will the counters pass through?
2) When, during the execution of the current instruction, can the next instruction begin? What effect does the memory location of the instruction word and operand word have on this decision?
3) Where in the current instruction are decisions made that determine whether the computer will: (a) go on immediately to the instruction in the current sequence, (b) wait for awhile before going on in the current sequence, (c) change immediately to a different sequence, or (d) wait and then change to a different sequence? What specific factors determine these decisions?
4) What types of decisions does the computer make if the current instruction is held up because the execution logic requires some part of the computer that is currently busy with a previous instruction? E.g., what does the computer do if the Arithmetic Element is tied up executing a MULiplication at the time an ADD instruction desires to use the Arithmetic Element?

This chapter will first classify all the operation codes according to the basic counter activity pattern required by the execution logic of the operation code. This picture establishes what counters are used by what operation codes and when the counters start with reference to the running of other counters.

Next, the effect of the memory location of the instruction word and operand word on the counter activity pattern will be discussed.

A third type picture will show the counter activity pattern for a sequence of instructions.

With these types of general pictures established, the chapter will then discuss in detail the logic that specifically determines the pattern of counter activity. First, the starting logic for each counter will be discussed. Then the logic determining the synchronization delays and change of sequence processes will be discussed.

The chapter will conclude with an example showing the pattern of counter activity for a specific sequence of instructions.

Logical definitions and descriptive discussions of the interlock levels used in this chapter can be found in Chapter 10.

## 9-2 INSTRUCTION CLASSIFICATION BY COUNTER ACTIVITY.

It is convenient to think of all the instructions as belonging to one of three basic classes, depending on the use they make of the PK and QK counters. The operation codes determine the class of instructions in that they determine the use of the counters. The use of the counters, and the corresponding operation codes are show in Fig. 19-1.

9-2.1 CLASS A INSTRUCTIONS. These instructions are characterized by having no operand memory cycle, i.e., a QK cycle does not occur. A further peculiarity of this class is that the PK cycle always terminates in $\mathrm{PK}^{31 \alpha}$, instead of $\mathrm{PK}^{24 \alpha}$. States $\mathrm{PK}^{25}$ through $\mathrm{PK}^{31}$ are called the "execute instruction", or PKEI states. The execution logic for the jump instructions, which for the most part make up this class, requires this PKEI cycle. (Note that all three classes have a memory or PKM cycle which extends from $\mathrm{PK}^{00}$ through $\mathrm{PK}^{22}$, and an added state $\mathrm{PK}^{24}$.)

9-2.2 CLASS B INSTRUCTIONS. These instructions are like the Class A instructions in that they have a PKEI cycle. They are unlike the Class A instructions in that an operand word is obtained from memory during a QK cycle. Except for TSD, these are skip type instructions. Thus, most Class A and B instructions involve a possible change in the contents of the $P$ register during the PKEI cycle.

9-2.3 CLASS C INSTRUCTIONS. This class contains the majority of instructions. In these instructions, PK terminates in $\mathrm{PK}^{24}$, and an operand word is obtained from memory by a QK cycle.

9-2.4 SUBCLASSIFICATION OF INSTRUCTIONS. The three classes can be usefully broken down into subclasses which bring out in greater detail the activity of the PK, QK, FK, XWK, AK and ASK counters. This has been done in Fig. 9-2.

It should be noted that all instructions, except SKM and OPR , which use XWK at $\mathrm{PK}^{14}$ and do not again use XWK , use the contents of the X register for address modification. Also, all instructions, except FLF, FLG, SPG and SPF, which use FK use the contents of $\mathrm{QKIR}_{\mathrm{CF}}$ for standard configuration control.

The usual times for starting XWK and FK are $\mathrm{PK}^{14}$ and $Q K^{00}$, respectively.

CLASS A

Class Al (JMP, SKX, JPX, JNX). The XWK counter is not started until PK ${ }^{31}$ in these instructions. Note that if $\mathrm{PKIR}_{\mathrm{CF}}^{2}$, the execution logic for JMP does not require XWK at this time. None of these instructions uses the FK counter.

Class A2 (IOS). The XWK counter is started at the usual time. PK must wait in $\mathrm{PK}^{25}$ for $E B^{0}$ in this instruction.

Class A3 (AOP). AOP starts the $A K$ counter in $P K^{26}$. Because the instruction uses the Arithmetic Element beginning at $\mathrm{PK}^{26}$, PK must wait in $\mathrm{PK}{ }^{25}$ until the Arithmetic Element is free, i.e., the $\overline{A E B}$ condition exists. The last AK state used depends upon the Arithmetic Element instruction specified by the AOP.

Class A4 (JOV, JPA, JNA). This class uses FK, which can be started at $\mathrm{PK}^{13}$. FK is started by an interlock start condition, and might not start immediately at $\mathrm{PK}^{13}$. XWK is started at the usual time. PK must wait in $\mathrm{PK}^{25}$ until the waiting condition is satisfied.

CLASS B

Class Bl (SKM). XWK is started at the usual time. SKM does not use the FK counter. PK must wait in $\mathrm{PK}^{25}$ until QK reaches $\mathrm{QK}^{14}$.

Class B2 (TSD). XWK and FK are started at the usual times. PK must wait in $\mathrm{PK}^{25}$ until $Q K$ reaches $Q K^{01}$, if $\mathrm{PI}_{4}^{1}$, or $Q K^{20}$, if $\mathrm{PI}_{4}^{0}$.

Class B3 (SED). XWK and FK are started at the usual times. PK must wait in $\mathrm{PK}^{25}$ until QK reaches $Q K^{14}$.

## CLASS C

Class Cl (LD-, ST-, DPX, ADX, ITA, ITE, UNA, EXA, INS, COM). These are "typical" instructions in that the PK cycle terminates in PK ${ }^{24}$; a PK and a QK cycle occur; and XWK and FK are used and started at the usual times. Note that QK is loosely interlocked with $\mathrm{PK}^{24}$ (dashed line). The dashed line indicates that $\mathrm{PK}^{24}$ is the earliest time at which QK can begin. It is possible that QK may not actually start until later when certain other conditions are satisfied; e.g., QK may not have completed its cycle from the previous instruction when $\mathrm{PK}^{24}$ occurs in the current instruction.

Class C2 (SPF, SPG). XWK is started at the usual time. FK is started at $Q K^{13}$. FK is not used for configuration control. The length of the FK cycle is determined by the operation code.

Class C3 (FLF, FLG). XWK is started at the usual time. FK is started at $\mathrm{PK}^{13}$. FK is not used for configuration control. Note that QK is interlocked with FK and PK.

Class C4 (DSA, ADD, SUB). This Class is like Class Cl, except that the AK counter is started at $\mathrm{QK}^{14}$.

Class C5 (CY-, SC-, NO-, DIV, MUL, TLY). This class is like Class 4, except that the ASK counter is used as well as the AK counter. AK makes several iterated subcycles. With the exception of the CYcle and SCale instructions, the number of subcycles is determined or limited by ASK. (The operation of the ASK counter is described in Chapters 10 and 14.)

Class C6 (AUX, RSX, EXX). This class is like Class Cl, except that an XWK cycle occurs in the $Q K$ cycle as well as in the PK cycle. The interlocks set by XWK can be the crucial factor determining when the next instruction can begin.

While Fig. 9-2 shows the general pattern of counter activity for the different classes of instructions, the specific picture depends on a variety of conditions that will be pointed out as the chapter develops.

## 9-3 EFFECT OF MEMORTES ON PK AND QK COUNTER ACTIVITY

The locations in memory of the instruction and operand words have an important effect on computer timing. This section will examine this effect.

The two basic situations that can exist are: (1) the operand words and instruction words are stored in the same memory, or, (2) conversely, the operand and instruction words are stored in different memories. In the first situation no overlap can exist between the operand and instruction cycles, while in the second situation an overlap is permitted.

9-3.1 MEMORY OVERLAP. Fig. 9-3 shows the effect of memory overlap on Class Cl instructions. It should be noted that "memory overlap" refers to the overlap of the memory cycle for the next instruction word with the memory cycle for the current operand word, and not to the overlap of the current operand word with the current instruction word.

In Fig. 9-3(a), the instruction and operand words are stored in different memories. For this reason, the PK cycle of the next instruction can begin before the QK cycle of the current instruction ends. In Fig. 9-3(b), the instruction and operand words
are stored in the same memory (or the No Overlap interlock flip-flop is set to ONE ( $N O^{l}$ )). Note that a sequence of instruction cycles are considerably more compressed in time in Fig. 9-3(a) than in Fig. 9-3(b).

9-3.2 MEMORY CYCLE TIME. We shall now examine in some detail the operand and instruction word cycles. The following general facts should be kept in mind:

1) Each of the four memories, i.e., $S, T, V_{F F}$ and $V^{T}$, have a basic instruction and operand word memory cycle time. Except for the V memories, the basic instruction and operand memory cycles for each memory are the same. However, the memory cycles differ among the memories. For example, the basic T Memory cycle is "faster" than the S Memory cycle. Fig. 9-4(a) tabulates the basic memory cycle times for each memory.
2) The actual elapsed PK and QK time is a function of the instruction itself as well as the memories used to store the instruction and operand words. This is the reason for speaking of a "basic" memory cycle time. The basic memory time is the time required to read a word out of memory and write the same word back into memory. Time may be consumed in the PK and QK cycles performing non-memory functions required by the execution logic of the instruction. Note that in the case of the PK cycle, this non-memory time always comes after the PKM cycle, i.e., after $\mathrm{PK}^{22}$. In the case of the QK cycle, the non-memory time always comes in the middle of the QKM cycle, resulting in an "extended" QKM cycle. This time must be added to the basic memory time. Fig. $9-4(\mathrm{~b})$ and $9-4(\mathrm{c})$ show the actual PK and QK time levels required as a function of memories and instructions.

The PK and QK counters proceed by a sort of "hop and skip" process. E.g., once the PK counter begins counting it hops from state to state because of the PK +1 PK register driver pulses. Suppose that the instruction is stored in the S Memory; PK will hop from $\mathrm{PK}{ }^{00}$ on up to $\mathrm{PK}^{06}$. At $\mathrm{PK}^{06}$, inhibitory logic will cause a $\mathrm{PK}+1$ PK condition to exist. PK can now proceed only by skipping into a "preset" state. In this case, a 09 PK pulse skips PK into PK ${ }^{09}$. The bold face states on Figs. 9-4(b) and 9-4(c) indicate the "preset" states of the counter (see Chapter 10). Skipping always occurs into these "preset" states. PK now continues hopping from state to state up to $\mathrm{PK}^{16}$. It then skips from $\mathrm{PK}^{16}$ to $\mathrm{PK}^{22}$ and (usually) then skips again from $\mathrm{PK}^{22}$ to $\mathrm{PK}^{24}$.

The rules governing the skipping of counter time states are:

1) All skips are made to preset time states.
2) The skip is always in the forward direction (unless the execution of an instruction is abandoned and a change of sequence cycle occurs).
3) Skips are usually to the next preset state.

These rules are not inviolable, as indicated by the dashed lines on Figs. 9-4(b) and 9-4(c).

9-3.2.1 PK CYCLES. The variations possible during PK cycles are illustrated in Fig. 9-4(b). When an instruction word is obtained from memory, PK performs the basic memory cycle (PKM) as it runs from $\mathrm{PK}^{00}$ through $\mathrm{PK}^{22}$. The succession of states followed is determined entirely by the memory involved. For example, if the instruction word is obtained from the A register, then a PKM ${ }^{V}$ FF cycle is performed which is made up of PK states $00,01,02,09$, 10, $11,12,13,14,15$ and 22 . Thus the cycle lasts for 4.4 microseconds. Different PKM cycles are required by the other memories. If deferred address words are required by an instruction, then PK will go through similar cycles. The last deferred address word memory cycle will be followed by one more final PK cycle which does not use any memory and during which PKA ${ }^{\circ}$. This final cycle always uses states $00,01,09,10,11,12,13,14,15$ and 22.

After the instruction word memory cycle, if no deferred addresses are required, or after the final deferred address cycle (the one which does not use any memory), if deferred addresses are required then PK will attempt to enter $\mathrm{PK}^{24}$ from $\mathrm{PK}^{22}$. Two situations can then occur:

1) Interlock conditions may require that the computer abandon the attempt to execute the instruction and instead perform a change of sequence cycle. In this case PK will go from $\mathrm{PK}^{22}$ back to $\mathrm{PK}{ }^{00}$. (A similar situation may arise during any $\mathrm{PKM} \mathrm{VFF}^{\mathrm{FF}}$ cycle at $\mathrm{PK}{ }^{02}$. In this case PK goes from $\mathrm{PK}^{\mathrm{O}}$ back to $\mathrm{PK}^{00}$.)
2) On the other hand, PK may have to wait before a decision can be made as to whether to proceed executing the current instruction or to abandon the current instruction, i.e., perform a change of sequence cycle. In this situation PK goes from $\mathrm{PK}^{22}$ to $\mathrm{PK}^{23}$ and waits in this state while the delay synchronization counter (DSK) performs a number of cycles. If, eventually, a change of sequence cycle occurs, PK will go from $\mathrm{PK}^{23}$ back to $\mathrm{PK}^{00}$. In this case the instruction is not executed and is abandoned. On the other hand, if the interlock control decides that PK need wait no longer and no change of sequence is required, then PK will finally proceed from $\mathrm{PK}^{23}$ to $\mathrm{PK}^{24}$.

In the one case where PK can proceed from $\mathrm{PK}^{23}$ to $\mathrm{PK}^{24}$, and in the other case where interlock conditions permit PK to proceed directly from $\mathrm{PK}^{22}$ to $\mathrm{PK}^{24}$ without any complications, the computer finally reaches a state from which it can proceed to execute the remainder of the instruction. Up to this point, all decisions have been made without regard to the class of the instruction. However, decisions about the succession of counter states are hereafter strongly influenced by the class of the instruction.

9-3.2.2 QK CYCLES. The variations possible during the QKM cycle are illustrated in Fig. 9-4(c). Note that the QK cycle always terminates in $Q K^{31}$.

The basic QKM cycle for the $V_{F F}$ memory involves states $00,01,02,03,09$, $10,11,13,14,21,22,23$ and 31 . The other memories require different QKM cycles, which are again further modified by the requirements of the instruction being executed. In a memory modification type instruction, such as COM, the basic memory cycle may be "extended" by the insertion of intermediate states. This allows the word read out of memory to be modified before it is written back into memory. For example, in all non-load ( $\overline{\text { QKIR }}{ }^{\text {LOAD }}$ ) instructions involving the $S$ and $T$ memories, $Q K M$ is extended 0.8 microseconds by $Q K^{24}$ and $Q K^{25}$. QKM can also be lengthened by the $Q K^{03}$ waiting state conditions. These can arise only when the operand word is located in the $\mathrm{V}_{\mathrm{FF}}$ memory.

9-3.3 EXAMPLES OF ELAPSED INSTRUCTION TIME AS A FUNCTION OF MEMORY LOCATION AND INSIRUCTION TYPE. Three examples will be given illustrating the elapsed time required by a program consisting of a repetition of identical instructions.

Figs. $9-5(\mathrm{a})$ and $9-5(\mathrm{~b})$ show a repetition of $L O A D$ type instructions. In these two cases the PK cycle time is equal to the PKM time (see Fig. 9-4(a)) plus 0.4 microsecond for $P K^{24}$, while the $Q K$ cycle time is simply the basic $Q K M$ time.

In Fig. 9-5(a) the instruction words are located in the $T$ Memory and the operand words are located in the $S$ Memory. In this case ( $P K M^{T}+0.4$ ) QKM , since $\mathrm{PKM}^{\mathrm{T}}=4.4$ microseconds and $\mathrm{QKM}^{\mathrm{T}}=6.4$ microseconds. Note that QK cycles continuously, i.e., $Q K^{00}$ (which is the normal resting state) lasts only 0.4 microsecond. PK , on the other hand, rests in $\mathrm{PK}{ }^{00}$ at the end of each PK cycle waiting for $Q K^{00}$ to occur. Note, also, that the first instruction time ( 4.8 microseconds) is shorter than the succeeding instruction times ( 6.4 microseconds).

In Fig. 9-5 (b) the instruction words are located in the S Memory and the operand words are located in the T Memory. (The converse of the case shown in Fig. 9-5(a)). In this case $\mathrm{PKM}^{5}+0.4 \quad$ QKM ${ }^{T}$, since $\mathrm{PKM}^{S}=6.4$ microseconds and $Q K M^{T}=4.4$ microseconds. Note that in this case, PK cycles continuously, while QK rests in $\mathrm{QK}^{00}$ waiting for $\mathrm{PK}^{24}$ to occur. Each instruction, including the first one, takes 6.8 microseconds.

The saving in time realized by storing the instruction words in the $T$ Memory and the operand word in the S Memory, rather than vice versa, is thus approximately 0.4 microsecond per instruction. In either case, however, 6.4 microseconds is saved when compared with the case where both instructions and operands are located in the S Memory.

Fig. 9-5 (c) illustrates the case where $\mathrm{PKM}^{\mathrm{S}}+0.4=$ QKM ${ }^{T}$, i.e., where the PK and QK cycles are the same length, by a sequence of INSert instructions. In the example, $\mathrm{PKM}^{\mathrm{S}}=6.4$ microseconds and $\mathrm{QKM}^{\mathrm{T}}=6.8$ microseconds. Note that both PK and QK cycle continuously and that each instruction takes 6.8 microseconds to execute. It can also be deduced from Fig. 9-4 that a series of INS instructions in which the instruction words were stored in the $T$ Memory and the operand word were stored in the $S$ Memory would require 8.8 microseconds per instruction.

## 9-4 SEQUENCE DYNAMICS

Thus far in the chapter counter activity patterns have been established for individual instructions (or at most for an uninterrupted succession of instructions in the same sequence). This section will take a broader view and consider all the basic possibilities for getting from one instruction to the next, and the next instruction in the same sequence or in another sequence.

Fig. 9-6 shows the four basic possibilities for proceeding from one instruction to the next. The normal situation is for the current instruction to be followed by another instruction in the same sequence. By the end of the current PK cycle a definite decision has been made to continue in the current sequence. As was pointed out earlier in the chapter, this does not necessarily mean that the next PK cycle will begin as soon as the current PK cycle is completed, i.e., PK will wait in its resting state, $\mathrm{PK}^{00}$, until all the necessary interlock conditions for continuing are satisfied.

The second possibility is that a decision to change sequence will be made during the current instruction. The current instruction may or may not be completed before the change of sequence cycle begins. In any event, the change of sequence cycle cannot begin until the PK counter is in its $\mathrm{PK}^{00}$ resting state.

The third and fourth cases result from two different basic situations. Either some interlock condition has forced the PK counter to wait in $\mathrm{PK}^{02}$ or $\mathrm{PK}^{23}$, or the current instruction has dismissed the sequence and PK is waiting in its $\mathrm{PK}^{00}$ resting state until a decision can be made as to whether to begin another instruction in the current sequence or to change sequence. During this waiting period a series of delay synchronization cycles are executed which examine the interlock conditions upon which the decision is based.

In case three, a decision is eventually made to go on in the current sequence. PK will either complete the current instruction or, if the current instruction has been completed, begin the next instruction in the current sequence.

In case four, a decision is eventually made to change sequence. If $P K$ is in either the $\mathrm{PK}{ }^{02}$ or $\mathrm{PK}^{23}$ waiting states, the current instruction will be abandoned. In this case PK will go back to $\mathrm{PK}^{00}$ and a change of sequence cycle will occur. If the delay synchronization cycle occurs while PK is in $\mathrm{PK}^{00}$, the delay synchronization cycle in which the change of sequence decision is made will simply be followed by a change of sequence cycle, while PK remains in $\mathrm{PK}^{00}$.

```
9-5 COUNIER DYNAMICS WHEN NO CHANGE OF SEQUENCE (CSK) OR DELAY SYNCHRONIZATION CYCLE(S) (DSK) ARE INVOLVED
```

This section will discuss Case l in Fig. 9-6 in detail, i.e., the case in which a series of instructions in the same sequence is executed. The counter activity patterns for the instructions themselves can have any of the forms shown on Fig. 9-2. It is necessary to examine only the counter starting conditions for $\mathrm{PK}, \mathrm{QK}, \mathrm{XWK}, \mathrm{FK}$ and AK to determine the specific relative starting time of each counter for all the instruction variations. In order to establish an exact counter activity pattern, it is necessary to know (in addition to the counter starting conditions) the PK and QK time states used by the instruction and the time states in PK and QK in which waiting can occur.

Fig. 9-4 shows the PK and QK time states required as a function of instruction and memory. Waiting can occur in $\mathrm{PK}^{02}, \mathrm{PK}^{25}$ and $\mathrm{QK}{ }^{03}$. The conditions under which simple waiting occurs in these states will be examined in this section. (Waiting can also occur in the 00 resting state of the PK and QK counters, but this is reflected in the PK and QK counter start interlock logic.)

9-5.1 COUNTER STARTING CONDITIONS. Fig. 9-7 shows the interlock start conditions for PK, QK, XWK, FK and AK. In this section, the following assumptions are made:

1) The $\mathrm{PI}_{3}^{\mathrm{O}} \cdot \mathrm{CSK}_{4}^{0}$ interlock condition is satisfied. $\mathrm{PI}_{3}$ and $\mathrm{CSK}_{4}$ are only of importance when a change of sequence or delay synchronization has just previously occurred. This will not be the case in this section.
2) All the alarm and pushbutton control conditions are satisfied, i.e., $\overline{\mathrm{AL}}$, START $_{2}^{1}$, PKS $_{1}^{0}$ and $\mathrm{PKS}_{2}^{0}$.

Fig. 9-8 shows the times at which the various interlocks involved in the counter starting conditions are set and cleared. The setting and clearing times are given as a function of instruction and counter. The time at which an interlock of interest is set or cleared is given at the intersection of the interlock column and the instruction row.

Even though all the interlock start conditions are satisfied, a counter will not start a new cycle until it is in its 00 resting state. Conversely, even though the counter is in its 00 resting state, it will not start a new cycle until the interlock start conditions are satisfied.

9-5.1.1 $\mathrm{PI}^{\text {START }}$ 1. PK begins counting when either an instruction word is called for $\left(\mathrm{PI}_{2}^{0}\right)$ and the $\mathrm{PI}^{\mathrm{START}} 1$ conditions are satisfied or when a deferred address word is called for $\left(\mathrm{PI}_{2}^{1}\right)$ and the $\mathrm{PI}^{\mathrm{START}_{2}}$ conditions are satisfied. The deferred address situation will be considered a special topic and discussed at the end of the chapter. The primary interlocks of interest are $\mathrm{PI}_{1}, \mathrm{XB}$ and QB .
$\mathrm{PI}_{3}^{\mathrm{O}} \cdot \mathrm{CSK}_{4}^{\mathrm{O}}$ - The assumption in this section is that this interlock condition is satisfied.
$\mathrm{PI}_{1}^{0}-\mathrm{PI}_{1}$ is set during the PK cycle in those instructions that have an operand (QK) cycle. It is then cleared in the QK cycle that follows. For most instructions, $\mathrm{PI}_{1}$ is cleared to ZERO in QK ${ }^{00}$. Some of the instructions that use the $X$ and $F$ memories for special purposes clear $\mathrm{PI}_{1}$ later in the $Q K$ cycle. This is done in these cases to prevent the PK cycle from starting until the current QK cycle is finished with the $X$ and $F$ memories.
$X^{0}{ }^{0}$ - $X B$ is set in the $P K$ cycle at $P K^{12 \alpha}$ and, in a few instructions, in the $Q K$ cycle at $Q K^{13 \alpha}$. The $X$ write cycle that follows clears this interlock at $X W K{ }^{02} \alpha$. $\mathrm{XB}^{0}$ predicts that the X register will shortly be free. PK cannot start until there is assurance ( $X B^{0}$ ) that the $X$ Memory will be free at the time that it is required in the PK cycle.
$Q B^{\circ}$ - For those instructions that have an operand ( QK ) cycle, $Q B$ is set at $Q K^{00}$. It is then cleared in these instructions at $Q K^{31 \alpha}$. $Q B^{1}$ prevents the $P K$ cycle from starting until the current QK cycle is completed unless the computer is allowed to operate in the memory overlap condition, i.e., $N^{O}\left(P^{S} \cdot Q^{S}+P^{T} \cdot Q^{T}+P^{U} \cdot T^{U}+P^{V} \cdot Q^{V}\right)$.

The remainder of the logic in the PI START $_{1}$ level is normally satisfied. It is covered in detail in Chapter 10.

9-5.1.2 QI START. This is the start interlock level for the QK counter when an operand word is called for. The primary interlocks of interest are $\mathrm{PI}_{1}$ and FI.

$$
\begin{aligned}
& \mathrm{PI}_{1}^{1} \text { - This interlock is always set at } \mathrm{PK}^{22 \alpha} \text { in those instruc- } \\
& \text { tions that call for an operand. (See } \mathrm{PI}_{1}^{0} \text { discussion } \\
& \text { above.) } \\
& \mathrm{FI}^{1} \text { - } \mathrm{FI} \text { is cleared in the JPA, JOV, JNA, FLF, and FLG } \\
& \text { instructions in } \mathrm{PK}^{13 \alpha} \text { at the time the FK counter is } \\
& \text { started. It is then set during the FK cycle. FI } \\
& \text { prevents QK from starting if the FK counter is not } \\
& \text { available for configuration control during ordinary } \\
& \text { operand cycles. }
\end{aligned}
$$

The remainder of the logic in the QI ${ }^{\text {START }}$ level is normally satisfied. It is covered in detail in Chapter 10.

9-5.1.3 START XWK. XWK is normally started at $\mathrm{PK}^{14 \alpha}$ when the base address indexing process occurs. In certain of the Jump instructions that use the X Memory for a different purpose, XWK is started at $\mathrm{PK}^{31 \alpha}$, i.e., at the end of the PKEI phase of the PK cycle. XWK is also started in the AUX, RSX and EXX instructions during the operand (QK) cycle when the contents of an $X$ Memory register is being changed.

9-5.1.4 START FK. FK is normally started at $Q K^{O O}$ as part of the configuration control process. In SPF and SPG, where the F Memory is used for nonconfiguration purposes, FK is started at QK ${ }^{13 \alpha}$. In FLF, FLG, JOV, JPA and JNA, where the F Memory is again used for non-configuration purposes, FK is started at $\mathrm{PK}^{13 \alpha}$. In this last case, FK starts because FI is cleared at $\mathrm{PK}^{13 \alpha}$. Note that the $E$ register must be free (EB ${ }^{\circ}$ ) before FK starts because the execution logic of these instructions uses the E register in the same process in which the F Memory is used.

9-5.1.5 START AK. AK is normally started at $Q K^{14 \alpha}$ in those instructions that use the $A K$ counter in their execution logic. In the AOP instruction, $A K$ is started at $\mathrm{PK}^{26 \alpha}$.

9-5.2 SIMPLE PK AND QK WAITING LOGIC. In addition to the normal waiting that can occur in the 00 resting state of the PK and QK counters, waiting can occur in $\mathrm{PK}^{02}, \mathrm{PK}^{25}$ and $\mathrm{QK}^{\mathrm{O3}}$. The interlock logic that causes this waiting is shown on Fig. 9-9. The basic reason for waiting is that the current cycle of the computer wants to use a part of the computer that is not currently available. The cycle waits in the "waiting state" until the cycle can go on. Note in these cases that there is no question of whether the cycle will or will not go on. The only question is when the cycle can proceed. PK waits in PK ${ }^{02 \alpha}$ if the selected word is located in the $E$ register (PKM $V_{F F} \cdot \overline{V M D}{ }^{A E}$ ) and either the $E$ register is busy $\left(E B^{I}\right)$ or the operand cycle associated with the previous instruction is not completed $\left(Q B^{1}\right)$. When the $E B^{0}$. $Q B^{0}$ condition is satisfied, PK proceeds to $\mathrm{PK}{ }^{09 \alpha}$. A wait also occurs in $\mathrm{PK}^{02}$ if the instruction word is located in the Arithmetic Element ( $\mathrm{PKM} \mathrm{V}_{\mathrm{FF}} \cdot \mathrm{VMD}^{\mathrm{AE}}$ ) and the Arithmetic Element is still performing a previous instruction. In this case PK waits in $\mathrm{PK}^{02}$ until $\overline{\mathrm{AEB}} \cdot \mathrm{QB}{ }^{\circ}$ occurs. A similar situation occurs in $Q K^{O 3 \alpha}$. QK cannot go on if the operand is located in the Arithmetic Element and the Arithmetic Element is busy with a previous instruction (QKM $\mathrm{VF} \cdot \mathrm{VMD}^{\mathrm{AE}}$. AEB). Waiting can also occur in $\mathrm{PK}^{25 \alpha}$ when non-operand type instructions (Class A) are executed. The actual waiting state logic in this case depends on the instruction executed. (See Chapter 17 for a discussion of the terms used in this logic in each instruction.)

## 9-6 COUNTER DYNAMICS WHEN A TRANSITION TO OR FROM A CHANGE OF SEQUENCE (CSK) OR DELAY

 SYNCHRONIZATION CYCLE (DSK) IS INVOLVED.This section will discuss in detail Cases 2, 3 and 4 shown on Fig. 9-6, i.e., the cases where transitions to or from delay synchronization or change of sequence cycles are involved. The interlocks that determine these transitions are $\mathrm{PI}_{3}$ and $\mathrm{CSK}_{4}$. Fig. 9-10 shows the transition possibilities and the states of $\mathrm{PI}_{3}$ and $\mathrm{CSK}_{4}$ required for the transitions to occur.

By examining the conditions which set and clear $\mathrm{PI}_{3}$ and $\mathrm{CSK}_{4}$, it will be possible to establish the conditions which cause the transitions.

9-6.1 DECISION AND WAITING LOGIC. Certain specific states in the PK cycle are called "decision states". The following alternative types of decisions are made in these states:

1) To immediately go on in the current sequence (or, more specifically, in some cases to go on in the current instruction), subject only to the interlock conditions just described in Section 9-5.
2) To immediately abandon the current instruction and perform a change of sequence.
3) To wait until the conditions for making a decision to go on with instructions in the current sequence are available.
4) To wait until the conditions for making a decision to change sequence are available.

If the decision to wait is made, PK will go into a "waiting state" associated with the PK "decision state". In this case, the decision to go on in the current sequence or to make a change of sequence will be made during a delay synchronization cycle(s), i.e., the decision will now be made by having the DSK counter sample the conditions on which the decision is based.

Fig. 9-11 summarizes this PK and DSK decision logic. If the instruction word is located in the $\mathrm{V}_{\mathrm{FF}}$ memory, $\mathrm{PK}{ }^{02}$ becomes a decision state. Note that at $\mathrm{PK}^{02}$, the instruction word has not yet been placed in the $\mathbb{N}$ register. Thus the basic question on which a decision must be made is whether in fact the instruction word can be read out of memory and placed in $N$. This will occur if the logic for going on to $\mathrm{PK}{ }^{09}$ is satisfied, i.e., if the instruction word is in a register that is currently accessible. If this decision cannot be made immediately, $\mathrm{CSK}_{4}$ is set to ONE and a delay synchronization cycle(s) occurs. PK waits in $\mathrm{PK}^{\mathrm{O}}$ until DSK clears $\mathrm{CSK}_{4}$ to ZERO. If at the same time, $\mathrm{PI}_{3}$ is set to ONE and PK is set back to $\mathrm{PK}^{00}$, a change of sequence
cycle will occur. The change of sequence cycle will always clear $\mathrm{PI}_{3}$ so that it can be followed by a PK cycle. If $\mathrm{PI}_{3}$ is not set to ONE, PK will wait until the other conditions for going on to $\mathrm{PK}{ }^{09}$ are satisfied (see Sect. 9-5).

Note in this case that the PK decision state and waiting state are the same, i.e., $\mathrm{PK}^{\mathrm{O2}}$. Also note that the current sequence cannot be abandoned until after at least one delay synchronization cycle occurs.
$\mathrm{PK}^{22}$ is another decision state. Note that in this case the instruction word has already been placed in the $N$ register. Thus the basic decision is whether to continue on in the current instruction or to abandon the instruction and perform a change of sequence. If the "wait" conditions are not generated, PK will immediately go on to $\mathrm{PK}^{24}$. If the "leave sequence" conditions are generated, $\mathrm{PI}_{3}$ will be set to ZERO and PK set back to $\mathrm{PK}^{00}$, i.e., the current instruction will be abandoned and a change of sequence will occur. If the "wait" condition occurs, but the "leave sequence" condition is not generated, $\mathrm{CSK}_{4}$ will be set to ONE and PK will wait in $\mathrm{PK}^{23}$ while the delay synchronization cycle(s) sample the "wait" and "leave sequence" conditions. If at some time the "not wait" conditions occur, PK will go on to $\mathrm{PK}^{24}$. On the other hand, if the leave sequence conditions are generated, $\mathrm{PI}_{3}$ will be set and PK set back to $\mathrm{PK}^{00}$, i.e., the current instruction will be abandoned and a change of sequence will occur. Note that the flag of the current sequence can be dismissed (i.e., lowered) during a TSD in $\mathrm{PK}^{22}$. This will occur if the IO buffer is busy or the QK cycle of a previous ISD is going on. This decision is made independently of the status of the hold bit on the TSD.

In $\mathrm{PK}^{24}$ all the $\overline{\mathrm{PKIR}}{ }^{\text {DIS }}$ instructions (i.e., all the Class C instructions) will cause PK to go ahead to $\mathrm{PK}^{\mathrm{OO}}$. If the change sequence conditions are satisfied, $\mathrm{PI}_{3}$ will be set to $O N E$ in $\mathrm{PK}^{24}$. If the instruction has a PKEI cycle, i.e., is a PKIR ${ }^{\text {BIS }}$ instruction which terminates in $\mathrm{PK}^{31}, \mathrm{PI}_{3}$ will similarly be set in $\mathrm{PK}^{24}$ (so long as it is not an IOS instruction). In this case, the instruction will be completed before the change of sequence called for by the $\mathrm{PI}_{3}^{1}$ condition occurs. The decisions made in $\mathrm{PK}^{25}$ and $\mathrm{PK}^{31}$ occur only in PKIR ${ }^{\text {DIS }}$ type instructions. These instructions are of two basic types: those that "dismiss" (PKIR ${ }^{\text {DIS REQ }}$ ) and those that "do not dismiss" ( $\overline{\mathrm{PKIR}}{ }^{\text {DIS REQ }}$ ). Consider first the $\mathrm{PKIR}^{\text {DIS REQ }}$ class. If the conditions for changing sequence are satisfied in $\mathrm{PK}^{31}, \mathrm{PI}_{3}$ will be set to ONE and the current PK cycle will be followed by a change of sequence cycle when PK reaches $\mathrm{PK}{ }^{\mathrm{OO}}$. If the conditions for changing sequence are not satisfied, the current instruction will simply be followed by the next instruction in the current sequence.

Consider now the instructions that can dismiss ( $\mathrm{PKIR}{ }^{\text {DIS REQ }}$ ). While the $J X$ type instructions are in this class, the logic requires that they be treated separately and they will, for the moment, be ignored. If the conditions for dismissing are satisfied in $\mathrm{PK}^{25}$, the flag of the current sequence will be lowered. Note that in the case of TSD, which falls in this class, the flag may be dismissed twice during
the instruction, once in $\mathrm{PK}^{22}$ and again in $\mathrm{PK}^{25}$. In $\mathrm{PK}^{31}$ a decision will be made to set $\mathrm{CSK}_{4}$ to a ONE if the dismiss conditions are satisfied and no sequence requests attention. This means that the current PK cycle will be followed by a delay synchronization cycle(s). If the conditions for changing sequence are satisfied in $\mathrm{PK}^{31}$, $\mathrm{PI}_{3}$ will be set to ONE and the current PK cycle will be followed by a change of sequence cycle.

In the case of the JX type instructions, $\mathrm{CSK}_{4}$ is set to ONE (if it is to be set) in $\mathrm{PK}^{25}$ instead of $\mathrm{PK}^{31}$ and the change sequence conditions are sampled only in $\mathrm{PK}^{24}$. Note that, except for the JX and IOS instructions, the change sequence conditions are sampled at both $\mathrm{PK}^{24}$ and $\mathrm{PK}^{31}$ during those instructions that terminate in $\mathrm{PK}^{31}$. $\mathrm{PK}{ }^{00}$ is the waiting state associated with the $\mathrm{PK}^{24}, \mathrm{PK}^{25}$ and $\mathrm{PK}^{31}$ decision states. $\mathrm{PI}_{3}$ is always cleared during a change of sequence cycle at CSK ${ }^{04 \alpha}$, i.e., the CSK cycle is usually followed by a PK cycle. Only when a "trap" occurs on a sequence meta bit can two CSK cycles occur in succession. See Chapters 10 and 15. All the logic for setting and clearing $\mathrm{PI}_{3}$ and $\mathrm{CSK}_{4}$ has now been discussed.

The logical definitions of the factors and terms used on Fig. 9-11 are described in detail in Chapter 10.

The starting conditions for the CSK and DSK counters will now be examined.

9-6.2 CSK AND DSK COUNTER STARTING CONDITIONS. The interlock start conditions for the DSK and CSK counter are shown on Fig. 9-12. Note that CSK and DSK are physically the same counter. Which interpretation is given depends on the state of $\mathrm{CSK}_{4}$. $\mathrm{CSK}_{4}^{0}$ implies a change of sequence cycle, while CSK ${ }_{4}^{1}$ implies a delay synchronization cycle. The interlocks that are set and cleared by the DSK and CSK counter are shown on Fig. 9-13.

9-6.2.1 CSI START . CSK begins counting when a change of sequence is called for. CSK cannot start counting until PK is in its $\mathrm{PK}^{\mathrm{OO}}$ resting state and $\mathrm{CSK}_{4}$ is cleared to ZERO. It is assumed that the START ${ }_{2}^{1}$ pushbutton condition is satisfied.
$X W^{0}$ - This interlock is set and cleared in the XWK counter cycle. Since the change of sequence cycle uses the X Memory, the CSK counter cannot start until XW ${ }^{0}$.
$\mathrm{XB}^{0}$ - (See discussion earlier under PI ${ }^{\text {START }} 1$ ). CSK cannot start while the $X$ Memory is in use. $\mathrm{XB}^{1}$ covers such periods until $\mathrm{XW}^{1}$.
$E B^{0}$ - This interlock is set and cleared in the $Q K$ cycle, except in the SPG instruction when it is cleared during the FK cycle. Since the change of sequence cycle uses the E register for temporary storage, there must be assurance that the $E$ register is free ( $E B^{0}$ ) before the CSK cycle can start.

$$
\begin{aligned}
\mathrm{PI}_{3}^{1} \cdot \mathrm{CSK}_{4}^{\mathrm{O}}- & \text { This interlock condition was discussed earlier in this } \\
& \text { section. }
\end{aligned}
$$

9-6.2.2 DSK STARTING CONDITIONS. DSK begins counting when a delay synchronization cycle is called for. DSK cannot start counting unless CSK ${ }_{4}$ is set to ONE. The conditions for $\operatorname{CSK}_{4}^{1}$ were discussed earlier in this section. DSK will count only if the XWK counter is in its 00 resting state and PK is in one of its waiting states, i.e., $\mathrm{PK}^{02}, \mathrm{PK}^{23}$ or $\mathrm{PK}^{00}$.

## 9-7 DEFERRED ADDRESSING CYCLES

When the computer is ready for a new instruction, a PK cycle is used to read the instruction out of memory. If this instruction calls for a deferred address word, PK goes through another cycle, during which it reads out the deferred-address word from memory. If this deferred-address word calls for still another deferred-address word, the cycle is repeated. Finally, a deferred-address word is obtained which does not call for another deferredaddress word. PK now performs the so-called ultimate deferred-address cycle, during which the final base address is computed and the index register specified by the instruction word is placed in X.

This section will examine the PK counter activity pattern during the deferred addressing process. The interlocks of primary interest are $\mathrm{PI}_{2}$ and $\mathrm{PI}_{5}$. The times at which these interlocks are set and cleared will determine the sequence of cycles.

Fig. 9-14 shows the basic deferred-address cycle and the times at which $\mathrm{PI}_{2}$ and $\mathrm{PI}_{5}$ are set and cleared.

The latest time at which the instruction is strobed into $\mathbb{N}$ during a PK cycle is $P K^{11 \beta}$. The defer bit ( $N_{2.9}$ ) is then examined at $P K^{13 \alpha}$. If a deferred address is called for ( $N_{2.9}^{1}$ ), $\mathrm{PI}_{2}$ is set to ONE. Assuming the instruction is defined (PKIR ${ }^{\mathrm{DEF}}$ ), $\mathrm{PI}_{5}$ will in turn be set to ONE in $\mathrm{PK}^{14 \alpha}$. The conditions $\left(\mathrm{PI}_{2}^{1} \cdot \mathrm{PI}_{5}^{\mathrm{I}}\right.$ ) for an intermediate-deferred-address cycle to follow the current PK cycle have now been set up.

Once the instruction word memory cycle (PKM) is completed, PK is ready for an intermediate-deferred-address cycle. During the instruction word memory cycle, the instruction word's configuration, hold and $O P$ code bits are placed in the $P_{P I R_{C F}}$ and PKIR ${ }_{O P}$ registers. This information will remain in these registers all during the succeeding intermediate and ultimate deferred cycles.

When the PI ${ }^{\text {START }} 2$ conditions are satisfied, the first intermediate-deferred address cycle will begin. These cycles will continue until a deferred address word is read out which does not call for another deferred address word, i.e., $N_{2.9}^{0}$. The latest time at which this occurs is $\mathrm{PK}^{11 \beta} \cdot \mathrm{~N}_{2.9}^{0}$ causes $\mathrm{PI}_{5}$ to be cleared to ZERO in $\mathrm{PK}^{1}{ }^{14 \alpha}$. $\mathrm{PI}_{5}^{0}$ insures that PK will execute next an ultimate deferred-address cycle.

The ultimate deferred-address cycle does not involve a memory, but simply the computation of the final deferred-address. Note that the $\mathrm{PI}_{2}^{1} \cdot \mathrm{PI}_{5}^{0}$ interlock condition determines that no memory cycle is involved. $\mathrm{PI}_{2}$ is cleared to ZERO in $\mathrm{PK}^{13 \alpha}$. The balance of the PK cycle is then like any normal instruction word cycle. The instruction is completed using the address computed in the ultimate cycle and the operation called for by the original instruction word.

## 9-8 IN-OUT TTME CONSIDERATIONS

Earlier in the chapter the effect of the In-Out Element on the interlocking decisions was implicitly examined. For example, the effect of levels like $P I^{W A I T}, P^{C H} S E Q, P I^{\text {LV }}$ SEQ , etc. on interlock decisions was analyzed. These levels are based on information from the Sequence Selector. This information, in turn, reflects events that have occurred in the In-Out Element. However, these events in the In-Out Element are generally initiated by the central computer. The time between the event in the central computer and the interlock condition in the central computer that reflects the chain of events in the In-Out Element initiated by this event can be considerably more than 0.4 microsecond.

Three types of central computer pulses can initiate action affecting the In-Out Element. These are: (1) IOI clock pulses, (2) IOS mode and select pulses, and (3) TSD data transfer pulses. A minimum of 1.6 microseconds must elapse before the interlock levels affected by these pulses can be sampled. The only other events occurring in the In-Out Eiement that can affect the central computer are events such as MISIND alarms, EIA alarm levels generated by switches, etc.

IOI clock pulses can be generated only at $P K^{01}, P K^{12}$ and $C S K^{11}$. The decision and waiting states that occur at least 1.6 microseconds after these IOI clock pulses can be used to sample the interlock conditions affected by these pulses. Note that for this reason a decision to change sequence cannot be made in $\mathrm{PK}{ }^{02}$ until after at least one delay synchronization cycle occurs, i.e., until at least 1.6 microseconds has elapsed since $P K^{01}$. Since $\mathrm{PK}^{22}$ occurs at least 1.6 microseconds after $\mathrm{PK}^{12}$, a decision to change sequence can be made in $\mathrm{PK}^{22}$.

The $I O S$ mode and select pulses are generated at $\mathrm{PK}^{26}$. These pulses can raise and lower flags in the Sequence Selector directly or change the mode of the In-Out Element, so that it in turn changes the status of flags in the Sequence Selector. The PI ${ }^{\mathrm{CH}} \mathrm{SEQ}$ interlock level affected by these events cannot be sampled until at least 1.6 microseconds after $\mathrm{PK}{ }^{26}$. The interlock condition is in fact sampled at $\mathrm{PK}^{31}$ (see $\mathrm{Fig} .9-11$ ). $\mathrm{PI}_{3}$ is not sampled at $\mathrm{PK}^{24}$
by an IOS (see Fig. 9-11). This sampling is inhibited until after the IOS has a chance to change the mode of the In-Out Element, i.e., until after $\mathrm{PK}^{26 \alpha}$.

The buffer busy level ( $I O C M^{B B}$ ) is used in the "wait" and "leave sequence" logic as well as in the FLAG dismissing logic in $\mathrm{PK}^{22}$. This level is affected by the TSD data transfer pulses that occur in $\mathrm{QK}{ }^{20}$. For this reason decisions based on IOCM ${ }^{B B}$ cannot be made until 1.6 microseconds after $Q K^{20}$.

## 9-9 PROGRAM EXAMPLE

A specific example of the counter activity that occurs during a short program will be given. This example is designed to illustrate the effect of the interlock control on computer dynamics.

The assumption is made that the instruction word is stored in the S Memory and that the operand is stored in the $T$ Memory. The program will consist of the following instructions:

DSK
CSK
$\operatorname{TSD}\left(\mathrm{H}^{1}=\right.$ hold $)$
( $\mathrm{CF}_{5}^{1}=$ dismiss requested $)$
$\left(\mathrm{CF}_{2}^{1}=\mathrm{XWK}\right.$ at $\left.\mathrm{PK}^{31}\right)$
DSK

Fig. 9-15 shows the counter activity pattern for this program.
Assume that the initial DSK cycle starts while PK is in the $\mathrm{PK}{ }^{00}$ resting state (a result of the previous instruction dismissing itself). Assume also that during this DSK cycle, CSK ${ }^{11}$ samples a SS ${ }^{\text {ATT REQ }} \cdot\left(K^{\text {eq JC }}+K D^{00}\right)$ condition. This condition at $\mathrm{CSK}^{11}$ causes $\mathrm{PI}_{3}$ to be set to ONE and $\mathrm{CSK}_{4}$ to be cleared to ZERO (see Fig. 9-11). This insures that a change of sequence will follow (see Fig. 9-10(b)). Note that all the CSI ${ }^{\text {START }}$ conditions are now satisfied. (It is assumed that $\mathrm{XW}, \mathrm{XB}, \mathrm{EB}$ and $\mathrm{PI}_{1}$ were cleared to ZERO previously.)

The CSK cycle clears $\mathrm{PI}_{3}$, sets XB and starts XWK (see Fig. 9-13). XWK in turn clears XB in $\mathrm{XWK}^{\mathrm{O2}}$ (see Fig. 9-8). $\mathrm{XB}^{\mathrm{O}}$ is the crucial interlock in the $\mathrm{PI}^{\text {START }} 1$ level. PK starts counting as soon as XB is cleared.

During the TSD, the PK cycle sets XB and starts XWK counting. PK also sets $\mathrm{PI}_{1}$ to ONE in $\mathrm{PK}^{22}$. All the QI ${ }^{\text {START }}$ conditions are now satisfied (see Fig. $9-4$ ) and QK begins counting. Note that the conditions that start $Q K$ are sufficient, in this case, to start FK counting.

QK immediately clears $\mathrm{PI}_{1}$ to ZERO, so that the $\mathrm{PI}^{\text {START }} 1$ condition is again satisfied. However, PK must finish the current TSD instruction before beginning the JMP instruction.

If the TSD instruction had dismissed instead of holding, PK may have had to wait in PK ${ }^{00}$ while DSK examined the conditions for going ahead in the program. The fact that the hold bit was a ONE, meant that the PI ${ }^{\text {START }} 1$ conditions are immediately generated and that PK will go on to the next instruction in the current sequence.

The JMP instruction has no operand cycle. In the case chosen ( $\mathrm{CF}_{2}^{1} \cdot \mathrm{CF}_{5}^{1}$ ), the instruction dismisses. Fig. 9-2 and Fig. 9-8 show that an XWK cycle starts at $\mathrm{PK}^{31}$ in this instruction. $\mathrm{PK}^{31}$ in the JMP instruction sets $\mathrm{CSK}_{4}$ to ONE because the $\mathrm{PKIR}_{\mathrm{H}}^{0} \cdot \overline{\mathrm{SS}}{ }^{\text {ATT REQ }}$. PKIR ${ }^{\text {DIS REQ }}$ condition is satisfied at that time (see Fig. 9-11). I $\mathrm{CSK}_{4}$ places the CSK counter in the CSK ${ }^{08}$ state, i.e., the DSK resting state. DSK must wait in this state until XWK completes its cycle and returns to its $\mathrm{XWK}^{00}$ resting state. At that time delay synchronization cycles start being executed, and continue until some sequence again requests attention.

(b) CLASS B INSTRUCTIONS - OPERAND (QK) CYCLE AND PK TERMINATES IN PK ${ }^{31}$
(C) CLASS C INSTRUCTIONS - OPERAND (DK) CYCLE AND PK TERMINATES IN PK 24

Fig. 9-1 Basic instruction Classification By Counter Activity


(a) Typical $P K, Q K$ Counter Sequence

$$
W_{H E N} \quad N O^{\circ} \cdot \overline{\left(P^{5} \cdot Q^{S}+P^{\top} \cdot Q^{\top}+P^{v} \cdot Q^{V}+P^{V} \cdot Q^{V}\right)}
$$


(b) TyPICAL PK, QR COUNTER SEqUENCE

$$
W_{\text {WEN }} N O^{\prime}+\left(P^{s} \cdot Q^{s}+P^{T} \cdot Q^{T}+P^{v} \cdot Q^{v}+P^{v} Q^{v}\right)
$$

fi6.9-3 Effect of Memory Overlap And No Memory Overlap switch on Class Ci instructions

|  | PKM | QKM |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | - | ALL |  |  |
| S | 6.4 | 6.4 | 7.6 | 8.8 |
| T | 4.4 | 4.4 | 5.6 | 6.8 |
| $V^{\text {FF }}$ | 4.4 | 5.2 | 4.8 | 6.0 |
| $v^{\top}$ | 4.4 | 4.8 | 5.2 | 6.4 |

(a) Basic Memort Times In Microsfconds

(b) PK Crcle

(c) $Q K$ CYcle

Fig. 9-4 Influence Of Mamories And Instructions On PK And QK Counting Crcles


$$
\begin{aligned}
& \text { FIG 9-5 SUCCESSION OF IDENTICAL INSTRUCTIONS WITH } \\
& \text { INSTRUCTION AND OPERAND WORDS STORED IN } \\
& \text { DIFFERENT MEHORIES. }
\end{aligned}
$$

| Case | Current instruction | Waiting | Change of Sequence. | Next | INSTRUCTION |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | PK |  |  |  | PK |
| (2) | PK |  | $\rightarrow \operatorname{csk}$ |  | PK |
| (3) | PK | 1 |  |  | PK |
| (4) | PK | , | - CSK |  | PK |

Fig. 9-6 Possibilities for Transition From one instruction to the Next instruction

| INTERLOCK START LEVEL LOGIC | Counter | Count hocic |
| :---: | :---: | :---: |
| $\begin{aligned} & P I^{S T A R T_{1}}=P I_{1}^{0} \cdot P I_{3}^{0} \cdot C S K_{1}^{0} \cdot \times B^{0} \cdot P K S_{1}^{0} \cdot \overline{A L} \cdot S T A R T_{2}^{\prime} \cdot\left[Q B^{0}+N D^{0} \cdot\left(P^{0} \cdot Q^{5}+P^{\top} Q^{\top}+P^{N} Q^{V}+P^{V} \cdot Q^{V}\right]\right. \\ & P I^{\text {START }}=Q B^{0} \cdot X B^{0} \cdot P K S_{2}^{0} \cdot S T A R T_{2}^{\prime} \end{aligned}$ | PK | $P K^{\circ 04} \cdot\left[P I_{2}{ }^{0} \cdot \overline{P I^{S T A R T 1}}+P I_{2}^{\prime} \cdot \overline{P I^{S T A R F}}\right]$ |
| $Q I^{\text {START }}=P I_{1}^{\prime} \cdot Q K S^{\circ} \cdot S T A R T_{2}^{\prime} \cdot F I$ | QK | $Q K^{O 0} \cdot \overline{Q I^{\text {START }}} \sim \overline{Q K}+1 \rightarrow Q K$ |
| $\begin{aligned} \text { LSTART } X W K=C S K^{04 \alpha} & +C S K^{H \alpha} \cdot P K^{23 \alpha} \cdot P K I R^{X M} \cdot P I^{I E A V E} \text { SEQ } \\ & +P K^{14 \alpha} \cdot\left(P I_{2}^{\prime}+\overline{P K I R^{X M}}\right)+P K^{3 / \alpha} \cdot P K I R^{\times M} \\ & +Q K^{22 \alpha} \cdot Q K I R^{L D} \cdot Q K I R^{x}+Q K^{3 / \alpha} \cdot Q K I R^{A U X} \end{aligned}$ | XWK |  |
| $\begin{aligned} \left\lfloor\text { START } F K=Q K^{00} \cdot Q I^{\text {START }} \cdot \overline{P K I R^{f}} \cdot \overline{P K I R^{S K M}}\right. & +Q K^{13 d} \cdot\left(Q K I R^{S P C}+Q K I R^{S P F}\right) \\ & +F I^{\circ} \cdot E B^{\circ} \cdot\left(P K I R^{s t}+P K 1 R^{j Q}\right) \end{aligned}$ | FK | $\left(F K^{\circ 2} \cdot F K 8^{\circ}\right) \cdot \overline{S T A R T} F$ FK $\overline{F K}+1 \rightarrow F K$ |
| GTARI AK $=Q K^{14 d} \cdot Q K I R^{A K}+P K^{26 \alpha} \cdot P K I R^{\text {OPR }}$ AE | AK | $A K^{\circ 0 \alpha}$. LSTART $A K>\overline{A E T}+1 \not A M$ |




Fig.9-9 Simple Waiting State logic

(a)

(b)

(c)

Fig. 9-10 $\mathrm{PI}_{3}$ And CSK4 Interlock States for transition Possibilities from One Instruction To The Next i (See Fig.9-6, Cases 2, 3 And 4, Respectively)


Fig. 9-11 PK AND DSK DECISION LOGIC

| Counter | CSK_ State | Counter Interlock Start hevel Logic | Counter Starting Logic |
| :---: | :---: | :---: | :---: |
| CSK | $\operatorname{csk}_{4}^{\circ}$ | CSI ${ }^{\text {SART }}=P K^{\circ} \cdot P I_{1}{ }^{\circ} \cdot C S K_{4}^{0} \cdot P I_{3}^{\prime} \cdot X W^{\circ} \cdot \times 8^{0} \cdot E B^{\circ} \cdot \operatorname{START}_{2}{ }^{\prime}$ |  |
| DSK | $\operatorname{CSK}_{4}^{\prime}$ |  |  |

FIG. 9-12 CSK AND DSK STARTING CONDITIONS


Fig 9-13 ask And Disk Interlock Events


Fig 9-14 Diffreed Amdress Cyches


FIG 9-IS COUNTER ACTIVITY FOR SIMPLE PROGRAM EXAMPLE

CHAPTER 10
CONIROL ELEMENT

TABLE OF CONTENIS
10-1 INIRODUCTION
10-2 START-STOP CONIROL
10-2.1 GENERAL DESCRIPTION
10-2.2 START CONIROL
10-2.2.1 AL • AUTO START CONDITION
10-2.2.2 AL • AUTO START CONDITION
10-2.2.3 PB STOP PUSH BUITON CONDITION
10-2.3 STOP CONTROL
10-2.3.1 LOW SPEED PUSH BUTTON MODE STOP CONTROL
10-2.3.2 LOW SPEED REPEAT MODE STOP CONTROL
10-2.3.3 HIGH SPEED MODE STOP CONIROL
10-2.4 SYNC SYSTEM
10-2.4.1 OUIPUT CONTROL SWITCHES
10-2.4.2 INPUT SELECTION SWITCHES
10-2.5 ALARMS AND ALARM INDICATORS
10-2.5.1 MEMORY SELECTION ALARMS
10-2.5.2 IN-OUT ALARMS
10-2.5.3 OPERATION CODE ALARMS
10-2.5.4 MEMORY PARITY ALARMS
10-2.5.5 MISCELLANEOUS ALARMS
10-2.5.6 ALARM LEVEL (AL)
10-2.5.7 CHIME CONTROL
10-2.5.8 ALARM DELAY COUNIER (ADK)
10-3 INIERLOCKS
10-3.1 GENERAL DESCRIPTION
10-3.2 INSTRUCTION INTERLOCKS
10-3.2.1 INSTRUCTION INTERLOCK ${ }_{1}\left(\mathrm{PI}_{1}\right)$
10-3.2.2 INSTRUCTION INTERLOCK ..... ( $\mathrm{PI} \mathrm{I}_{2}$ )
$10-3 \cdot 2 \cdot 3$ INSTRUCTION INTERLOCK $3\left(\mathrm{PI}_{3}\right)$
10-3.2.4 INSTRUCTION INTERLOCK ${ }_{4}\left(\mathrm{PI}_{4}\right)$
10-3.2.5 INSTRUCTI ON INIERLOCK $K_{5}\left(\mathrm{PI}_{5}\right)$
10-3.3 ARITHMETIC ELEMENT INIERLOCKS
10-3.3.1 ARITHMEIIC ELEMENT BUSY INIERLOCK LEVEL (AEB)
10-3.3.2 ARITHMEIIC ELEMENT PREDICT INIERLOCK FLIP-FLOP (AEP)
10-3.3.3 ARITHMEIIC ELEMENT INTERLOCK LEVEL (AEI)
10-3.3.4 ARITHMETIC ELEMENI INIERLOCK DURATIONS
10-3.4 MISCELLANEOUS INIERLOCKS
10-3.4.1 E REGISTER BUSY INTERLOCK (EB)
10-3.4.2 Q REGISIER BUSY INIERLOCK (QB)
10-3.4.3 F MEMORY INIERLOCK (FI)

10-3.4.4 X REGISTER BUSY INIERLOCK (XB)
10-3.4.5 X WRITE REGISTER INTERLOCK (XW)
10-4 INTERLOCK CONTROL LEVELS
10-4.1 INIRODUCTION
10-4.2 PK, QK AND CSK INIERLOCK START LEVELS
10-4.2.1 INSTRUCTION MEMORY CYCLE INTERLOCK START LEVEL (PI ${ }^{\text {START }} 1$ )
10-4.2.2 DEFERRED ADDRESS MEMORY CYCLE INTERLOCK START LEVEL (PI ${ }^{\text {START }}$ 2)
10-4.2.3 OPERAND MEMORY CYCLE INIERLOCK START LEVEL (QI START)
10-4.2.4 CHANGE OF SEQUENCE CYCLE INIERLOCK START LEVEL (CSI ${ }^{\text {START }}$ )
10-4.3 SEQUENCE CHANGE INIERLOCK LEVELS
10-4.3.1 CHANGE SEQUENCE INTERLOCK LEVEL (PI ${ }^{\mathrm{CH}} \mathrm{SEQ}^{\text {}}$ )
10-4.3.2 ARITHMETIC ELEMENT CHANGE SEQUENCE INTERLOCK LEVEL (PI ${ }^{\text {AE CH SEQ }}$ )
10-4.3.3 LEAVE SEQUENCE INTERLOCK LEVEL (PI ${ }^{\text {LV SEQ }}$ )
10-4.3.4 INIERLOCK WAIT LEVEL (PI WAIT )
10-4.4 MISCELLANEOUS COUNIER START INTERLOCK LEVELS
10-4.4.1 F MEMORY COUNTER START LEVEL ( $\xrightarrow{\text { START }} \mathrm{FK}$ )
10-4.4.2 X MEMORY WRITE COUNIER START LEVEL ( $\xrightarrow{\text { START }} X W K$ )
10-4.4.3 ARITHMETIC ELEMENT COUNIER START LEVEL ( $\xrightarrow{\text { START }} A K$ )
10-4.4.4 ARITHMEIIC ELIEMENT SIEP COUNIER START LEVEL $(\overline{\operatorname{ASK}} \overline{+1} \longrightarrow$ ASK)
10-4.4.5 DELAY SYNCHRONIZATION COUNIER START LEVEL ( $\xrightarrow{\text { START }}$ DSK)
10-5 COUNTERS
10-5.1 GENERAL DESCRIPIION
10-5.2 INSTRUCTION COUNIER (PK)
10-5.3 OPERAND COUNTER (QK)
10-5.4 CHANGE SEQUENCE COUNIER (CSK)
10-5.5 X MEMORY WRITE COUNIER (XWK)
10-5.6 F MEMORY COUNTER (FK)
10-5.7 ALARM DELAY COUNTER (ADK)
10-5.8 ARITHMETIC ELEMENT COUNIER (AK)
10-5.9 ARITHMETIC ELFMENT STEP COUNIER (ASK)

LIST OF FIGURES

10-1 START CONTROL
10-2 STOP CONTROL
10-3 MEMORY SELECTION IN-OUT AND OPERATION CODE ALARMS
10-4 PARITY ALARMS AND DRIVERS
10-5 MISCELLANEOUS ALARMS
10-6 AL LEVEL LOGIC
10-7 CHIME LOGIC
10-8 ALARM DELAY COUNTER
10-9 $\mathrm{PI}_{1}$ INSTRUCTION ${ }_{1}$ INIERLOCK
10-10 $\mathrm{PI}_{1}^{1}$ INTERLOCK DURATIONS
10-11 $\mathrm{PI}_{2}$ INSTRUCTION ${ }_{2}$ INTERLOCK
10-12 $\mathrm{PI}_{3}$ INSTRUCTION 3 INTERLOCK
10-13 $\mathrm{PI}_{4}$ INSTRUCTION 4 INTERLOCK

10-14 $\mathrm{PI}_{5}$ INSTRUCTION ${ }_{5}$ INIERLOCK
$10-15 \quad \mathrm{PI}_{2} \mathrm{AND} \mathrm{PI}_{5}$ INTERLOCK DURATIONS VS. PK CYCLE
10-16 ARITHMETIC ELEMENI INIERLOCK LEVELS
10-17 AEP ARITHMETIC ELLEMENT PREDICT INIERLOCK
10-18 AEB, AEI AND AEP ${ }^{1}$ INIERLOCK DURATIONS ON QKIR ${ }^{\text {AK }}$ INSTRUCTIONS
10-19 AEB, AEI AND AEP ${ }^{1}$ INTERLOCK DURATIONS ON PKIR ${ }^{\text {OPR AE }}$ INSTRUCTIONS
10-20 EB EXCHANGE ELEMENT BUSY INIERLOCK
10-21 QB INIERLOCK
10-22 QB ${ }^{1}$ AND EB ${ }^{1}$ INTERLOCK DURATIONS
10-23 FI CONFIGURATION INIERLOCK
10-24 XB INDEX REGISTER BUSY INIERLOCK
10-25 XW INTERLOCK
10-26 INTERLOCK START LEVELS
10-27 INIERLOCK LEVELS
10-28 FK COUNIER START LEVEL
10-29 XWK COUNIER START LEVEL
10-30 AK START AND ASK - COUNI LEVEL LOGIC
10-31 DSK COUNIER START LEVEL
10-32 PK INSTRUCTION COUNIER (MEMORY SECTION)
10-33 PK INSTRUCTION COUNTER (INSTRUCTION SECTION)
10-34 QK OPERAND COUNIER (MEMORY SECTION)
10-35 QK OPERAND COUNIER (INSTRUCTION SECTION)
10-36 CSK AND DSK CYCLES IN CSK COUNIER
10-37 CSK CHANGE SEQUENCE COUNTER
10-38 XWK INDEX WRITE COUNIER
10-39 FK CONFIGURATION COUNIER
10-40 FK COUNIER
10-41 AK REGISIER LOGIC
10-42 ASK SHIFT REGISTER LOGIC

## INIRODUCTION

This chapter will discuss the logical design of the Control Element. Chapter 6 gave brief functional descriptions of most of the components in the Control Element and indicated how the Control Element itself was related to the rest of the computer. While this chapter is organized in much the same way as Chapter 6, i.e., it covers the following general topics:

```
Start-Stop Control
Interlocks
Interlock Levels
Counter
```

It is unlike Chapter 6 in that it deals with these topics at the level of TX-2 Block Schematic information.

This chapter is also complementary to Chapter 9 which discusses the dynamics of the computer in terms of counter interlocking.

An elementary view of the needs the Control Element fills is given in Chapter 5, which discusses in broad terms the general timing and control problem.

10-2 START-STOP CONTROL

10-2.1 GENERAL DESCRIPIION. The output of the Start-Stop Control is a set of levels which enter into the interlock start level logic.

The Start-Stop Control system is divided into two subsystems: (1) a start control, and (2) a stop control.

The start control takes into account the factors which influence whether or not the computer runs, i.e., the state of the start-stop buttons on the console, and the condition of the alarms and the alarm suppress buttons. (The alarms, alarm controls, and the alarm delay counter (ADK) will be discussed in Section 10-2.5.)

The stop control takes into account the factors which influence the effective speed of operation of the computer, i.e., the modes of operation (high speed, low speed and low speed repeat), and the various stop buttons and switches.

The start system generates a level which is used by all the interlock start levels. The stop system generates individual levels for each of the interlock levels.

10-2.2 START CONTROL. The start control system is shown in Fig. 10-1. It consists primarily of two flip-flops that are used as a synchronizer. These flip-flops are START $_{1}$ and START $_{2}$.
$\operatorname{START}_{2}^{1}$ is a necessary condition for the generation of the interlock start levels. When the PB START pulse is generated, the START flip-flop will be set to ONE if the $A D K$ counter is in its resting state. ( $A D K \mathrm{O}^{10}$ indicates that no alarm conditions exist.) The START ${ }_{2}$ flip-flop is then synchronously set to ONE after the START ${ }_{1}$ flip-flop is set, again providing that the $A D K$ counter is in its $A D K^{00}$ resting state.

The START ${ }_{1}$ flip-flop is cleared when the PB STOP push button is actuated or when the AL • AUTO START condition exists. The START ${ }_{2}$ flip-flop is cleared when the START flip-flop is cleared or when the AL condition exists. AL indicates an alarm condition is present. (See Sect. 10-2.5.6.)

Note that in all cases the $\operatorname{START}_{2}$ flip-flop changes state synchronously with the $\alpha$ (alpha) timing pulses.

10-2.2.1 AL • $\overline{A U T O ~ S T A R T ~ C O N D I T I O N . ~ W h e n ~ t h e ~ S T A R T ~ p u l s e ~ i s ~ g e n e r a t e d ~(s e e ~ F I g . ~}$ 10-1), the START flip-flop is set. At the next $\alpha$ timing pulse, the START ${ }_{2}$ flip-flop will be set. With both START flip-flops set, the computer will operate. If both the AL and $\overline{\text { AUTO START }}$ leqvels exist, then both the START 1 and START $_{2}$ flip-flops will be cleared. In this situation the computer will not start again until the alarms which generated AL have been cleared and the START push button is pressed again.

10-2.2.2 AL • AUTO START CONDITION. If when both START flip-flops are set the AL and AUTO START levels occur, only the START ${ }_{2}$ flip-flop will be cleared. This stops the computer, but leaves the START ${ }_{1}$ flip-flop set. This condition continues to exist until the $A D K$ counter returns to $A D K^{\circ 0}$. At that time, the $\operatorname{START}_{2}$ flip-flop is set again. This permits the computer to restart automatically after a delay equal to the duration of the operation of the ADK counter cycle.

10-2.2.3 PB STOP PUSH BUTTON CONDITION. If, while the START flip-flops are set, the PB STOP push button is actuated, the START ${ }_{1}$ flip-flop will be cleared. At the next $\alpha$ timing pulse, the START 2 flip-flop will also be cleared and the computer will stop running.

10-2.3 STOP CONIROL. The stop control system is shown in Fig. 10-2. It consists primarily of two flip-flops used as a synchronizer. These flip-flops are $\mathrm{STOP}_{1}$ and $\mathrm{STOP}_{2}$. The system also includes the push button mode flip-flops, and the four flip-flops which stop or prevent an operand (QKS), change of sequence (CSKS), instruction ( $\mathrm{PKS} \mathrm{S}_{1}$ ) and/or a deferred address ( $\mathrm{PKS} \mathrm{C}_{2}$ ) cycle from starting. The condition of these "stop" flip-flops determines which mode the computer will stop in when the computer is running.

The STOP ${ }_{1}$ flip-flop is set when the PB START push button is actuated and the ADK counter is in its $A D K^{\circ O}$ resting state. The STOP 2 flip-flop is then cleared by an $\alpha$ pulse after both the $S T S P_{1}^{1}$ and $\operatorname{START}_{2}^{1}$ conditions occur and certain other conditions are satisfied. These other conditions are that either the computer is not in the Low Speed Repeat (LSR) mode, or, if it is, that a Low Speed Oscillator (LSO) level is present. STOP $_{2}^{0}$ clears all of the stop flip-flops, i.e., CSKS, QKS, PKS 1 and $\mathrm{PKS}_{2}$.

The $\mathrm{STOP}_{2}$ flip-flop is set by an $\alpha$ pulse as soon as it is cleared if the computer is in either low speed mode. STOP $_{2}^{1}$ sets those stop flip-flops that have corresponding stop toggle switches on the console actuated. Since the stop flip-flops enter into the interlock start levels and inhibit these levels when they are set, it is clear that the stop system affects the operation of the computer only when it is in the low speed mode.

The mode of operation flip-flops are set by actuating push buttons on the console.

10-2.3.1 LOW SPEED PUSH BUTTON MODE STOP CONTROL. When the low-speed-push-buttonmode push button is actuated, the LSPB flip-flop is set. Note that $\mathrm{STOP}_{2}$ will be set at this time if it was previously clear. If the PB START push button is then acturted, the STOP $_{1}$ and START ${ }_{1}$ flip-flops will be set. The following events will then be initiated by a succession of $\alpha$ pulses:

$$
\begin{aligned}
\alpha_{n}- & \text { START }_{2} \text { flip-flop set } \\
\alpha_{n+1}- & \text { STOP }_{2} \text { flip-flop cleared } \\
\alpha_{n+2}- & \text { All stop flip-flops and STOP } \\
\alpha_{2} & \text { cleared } \\
n_{n+3}- & \text { The one interlock start level which has been generated } \\
& \text { allows the corresponding counter to start. At the same } \\
& \text { time, all the stop flip-flops are set which have the } \\
& \text { corresponding STOP switches set. }
\end{aligned}
$$

Thus the interlock start levels which correspond to the set STOP switches are inhibited. The counters corresponding to the interlock start levels cannot then be started until the START button is again actuated.

10-2.3.2 LOW SPEED REPEAT MODE STOP CONTROL. When the low-speed-repeat-mode push button is actuated, the LSR flip-flop is set. When the START push button is then pressed, the operation of the computer is identical to the Low Speed Push Button mode, except that $\mathrm{STOP}_{2}$ will not be cleared until an LSO level occurs and that $\mathrm{STOP}_{1}$ will not be immediately cleared by the next $\alpha$ pulse. The result is that $\mathrm{STOP}_{2}$ is cleared for 0.4 microsecond whenever an LSO level occurs and that 0.4 microsecond later all the stop flip-flops are cleared for 0.4 microsecond. Immediately afterwards those stop flip-flops are set which correspond to set stop switches. The computer is hence able to run only until it tries to use an inhibited counter cycle. Since START $_{2}$ remains set until the STOP push button is actuated, the computer is essentially started every time the LSO level occurs.

Low Speed Oscillator (LSO). The low speed oscillator consists of two variable delay units, $\mathrm{LSO}_{1}$ and $\mathrm{LSO}_{2}$, coupled together so as to form an oscillator. When one unit turns itself off, it turns the other unit on. The two units are each set to be on for approximately the same amount of time. Although the two units as coupled together tend to oscillate by themselves, one of the units $\left(\mathrm{LSO}_{1}\right)$ is set whenever the Low Speed Repeat push button is pressed in order to guarantee oscillation. The output LSO level is generated once each complete cycle by the $\mathrm{LSO}_{1}^{1} \cdot \mathrm{LSO}_{2}^{0}$ condition. The frequency of oscillation can be varied over the range $0-500 \mathrm{KC}$ by two knobs on the console.

10-2.3.3 HIGH SPEED MODE STOP CONTROL. The inputs to the LSR and LSPB flip-flops are arranged so that both flip-flops cannot be set at the same time. If both flip-flops are set when the power is turned on, the LSR flip-flop will be cleared by the first $\alpha$ pulse that occurs. If one flip-flop is set and the corresponding mode push button is pressed, both flip-flops will end up cleared. If one flip-flop is set and the push button for the other is pressed, then the first flip-flop is cleared and the other is set. If one flip-flop is set, then the computer is said to be in the corresponding low speed mode. If neither is set, then the computer is said to be in the high speed mode. When the computer is in the high speed mode and the PB START push button is actuated, the $\operatorname{STOP}_{1}$ and $S_{\text {START }}^{1}$ flip-flops are set. The following events will then be initiated by a succession of $\alpha$ pulses:

$$
\begin{array}{ll}
\alpha_{n} & -\operatorname{START}_{2} \text { is set } \\
\alpha_{n+1} & -\operatorname{STOP}_{2} \text { is cleared }
\end{array}
$$

$\alpha_{n+2}$ - The stop flip-flops CSKS, $Q K S, P K S_{1}$ and $P K S_{2}$ are cleared. These stop flip-flops remain cleared and the operation of the computer is under control of the START $_{2}$ flip-flop.

10-2.4 SYNC SYSTEM. The Sync System provides the computer operator with a means of generating a pulse when certain specified states occur in parts of the computer. These states are specified by the position of selection switches on the Sync System control panel. The control panel and the computer console contain other switches which determine what effect the output pulses from the Sync System will have.

10-2.4.1 OUIPUT CONIROL SWITCHES. There are two sets of 31 selection switches on the Sync System control panel. Each set gates the same set of 31 input levels, but permits the operator to choose two different combinations of the levels. All the input levels selected by each set are separately "AND"ed. The two results are then "OR"ed in several ways to generate output pulse. Thus, if the input levels are designated by $L_{1}, \ldots, L_{31}$, and the two sets of selection switches are designated by $\mathrm{S}_{1}, \ldots, \mathrm{~S}_{31}$, and $T_{1}, \ldots, T_{31}$ then the logical quantities

$$
A_{1}=\left(\bar{S}_{1}+I_{1}\right) \cdots\left(\bar{S}_{31}+L_{31}\right)
$$

and

$$
A_{2}=\left(\bar{T}_{1}+I_{1}\right) \quad \cdots\left(\bar{T}_{31}+I_{31}\right)
$$

are formed.

An output pulse from the system can be used to stop the computer. Two different switches on the computer console, SYNC STOP ${ }_{1}$ and SYNC STOP ${ }_{2}$, determine, via two SYNC STOP flip-flops, which of the above two quantities will stop the computer. Specifically, the quantity

$$
\text { SYNC STOP }=\text { SYNC STOP } 1
$$

is used to clear the START synchronizer and to generate a SYAL. After such an alarm the computer can be restarted by pressing the CAIACO button.

The output pulse from the Sync System can also be used to sync test oscilloscopes. In this case two switches, called SELECTED SYNC ${ }_{1}$ and SELECTED $S_{Y N C}^{2}$ determine directly which of the above two quantities will generate a sync pulse. Specifically, the quantity

$$
\begin{aligned}
\text { SELECIED SCOPE SYNC } & =\text { SELECTED SYNC }_{1} \cdot A_{1} \\
& + \text { SELECTED SYNC }_{2} \cdot A_{2}
\end{aligned}
$$

is sent to various output BNC connectors on the main horizontal bar of the computer frame. The sync input to a test scope can then be easily connected so as to receive a sync pulse when specified states occur in the computer.

One of the output BNC connectors is connected directly to the Trap Sequence (No. $42(0))$. An output pulse can then be used to raise the flag of the Trap Sequence, as described in Chapter 15.

10-2.4.2 INPUT SELECTION SWITCHES. Sixteen of the thirty-one switches in each set of selection switches gate levels received from BNC connectors of the main horizontal bar of the computer frame. These levels are called $B_{1}, B_{2}, C_{1}, C_{2}, D_{1}, D_{2}, E_{1}, E_{2}, F_{1}, F_{2}, M T_{1}, M T_{2}, M T_{3}, M T_{4}, I O I_{1}$, and $\mathrm{IOI}_{2}$, where the names indicate the section of the frame of the computer which contain the BNC connectors.

The other fifteen inputs correspond to wired in nets which detect coincidence between the state of a particular part of the computer and a corresponding set of toggle switches on the Sync System control panel. These fifteen inputs are $\mathrm{PK}_{\alpha}, \mathrm{PK}_{\mathrm{OP}}(\mathrm{PKIR} \mathrm{OP}), \mathrm{PK}_{\mathrm{CF}}\left(\mathrm{PKIR}_{\mathrm{CF}}\right), \mathrm{PK}_{\mathrm{H}}\left(\mathrm{PKIR}_{\mathrm{H}}\right)$, $\mathrm{P}, \mathrm{QK} K_{\alpha}, Q K_{O P}\left(Q K I R_{O P}\right), Q, N_{4.10}, M_{4.10}, N_{j}, A K_{\alpha}, A K_{O P}\left(A K I R_{O P}\right)$, ASK and $X_{2.9}$. For example, a coincidence net determines whether the five $P K_{\alpha}$ flip-flops agree in value with the settings of the five $P K_{\alpha}$ toggle switches. If so, then the corresponding input level to the selection switches is generated.

All fifteen of these nets are similar, aside from the number of switches and flip-flops involved, except for $\mathbb{N}_{4.10}$ and $M_{4.10}$. In these two cases the additional switches are somewhat redundant since only the "ONE" value of the corresponding flip-flop can be detected by the coincidence net. Note, however, that either state of $X_{2.9}$ can be selected.

10-2.5 ALARMS AND ALARM INDICATORS. The general function of the various alarms was described in Chapter 6. In addition to the alarm flip-flop indicators, each alarm has an associated flashing indicator, which flashes each time the corresponding alarm condition occurs. The flashing indicators are variable delay units which clear themselves automatically after a 70 milliseconds delay. The clearing logic for the alarm flip-flops, as well as the logic for generating the alarm conditions, is shown on Figs. 10-3, 10-4 and 10-5.

An alarm flip-flop (and the associated flashing indicator) is set immediately when the corresponding alarm condition is generated. However, individual alarm suppression switches in the console determine whether the alarm conditions affect the operation of the computer.

All suppressed alarms are cleared when the PB Clear Suppressed Alarms push button is pressed. The pulse generated by the button sets a variable delay unit, $\mathrm{CA}_{2}$, which generates a 0.4 microsecond level. This level is ANDed with the console alarm suppress switch levels to clear the corresponding alarm flip-flops. For example, PSAL is cleared by $\alpha \cdot \mathrm{CA}_{2}^{\mathrm{l}} \cdot$ PSAL $_{\text {SUP }}$. In this way all the suppressed alarms are cleared simultaneously.

All unsuppressed alarms are cleared when the Alarm Delay Counter (ADK) reaches state $A D K^{10}$. For example, PSAL is cleared by $\alpha \cdot \mathrm{ADK}^{10} \cdot \overline{\text { PSAL }}_{\text {SUP }}$. The occurrence of any unsuppressed alarm causes the generation of the AL level. AL stops the computer and starts ADK. When ADK reaches state $A D K^{l l}$, it will not proceed to state $A D K^{10}$ unless one of the following two conditions are satisfied:

1) The AUTO START switch is turned on.
2) The PB Clear Unsuppressed Alarms push button is pressed.

The presence of the AUIO START level permits $A D K$ to proceed through state $A D K^{10}$ to state $A D K^{00}$, whereupon the computer is promptly allowed to restart. On the other hand, if the AUTO START switch is not turned on, so that the computer stops, and the PB Clear Unsuppressed Alarms is pressed, then the CA flip-flop will be set. The next $\alpha$ pulse after $C A_{1}$ is set will clear both $C A_{1}$ and $A D K_{1}$. The computer then proceeds as in the first case. Note that $C A_{\square}$ acts as a synchronizer so that $A D K$ will not be affected by the pulse generated from the push button except when $A D K$ is in state $A D K^{11}$.

10-2.5.1 MEMORY SELECTION ALARMS. (See Fig. 10-3.)

P Memory Cycle Selection Alarm (PSAL). The PSAL flip-flop is set whenever a memory cycIe is performed in which $P$ is used as the memory address register and the address in $P$ does not refer to any of the memories logically connected to the computer at the time (PKM ${ }^{\text {TEGAL }}$ ). The alarm occurs at $\mathrm{PK}^{09 \alpha}$ during instruction cycles.

## Q Memory Cycle Selection Alarm (QSAL). The QSAL flip-flop is set

 whenever a memory cycle is performed in which $Q$ is used as the memory address register and the address in $Q$ does not refer to any of the memories logically connected to the computer at the time(QKM ${ }^{\text {LEGAL }}$ ). The alarm occurs at $P K^{99 \alpha}$ during deferred address cycles and at $\mathrm{QK}{ }^{09 \alpha}$ during operand cycles.

10-2.5.2 IN-OUT ALARMS. (See Fig. 10-3.)

In-Out Selection Alarm (IOSAL). The IOSAL flip-flop is set whenever an IOS instruction is performed which tries to change the mode (IOS $3 X X X X$ ) or select a new drive (IOS $6 X X X X$ ) of an In-Out unit which is in the maintenance mode. The alarm occurs at $\mathrm{PK}^{24 \alpha}$ of the IOS instruction.

In-Out Miss Indication Alarm (MISAL). The MISAL flip-flop is set by the IOCM ${ }^{\text {MISIND }}$ level. The alarm indicates that some In-Out unit has missed a line of data.

10-2.5.3 OPERATION CODE ALARM (OCSAL). (See Fig. 10-3.) The OCSAL flip-flop is set whenever the computer attempts to execute an instruction with an undefined operation code. The alarm can occur if an instruction word with an undefined $O P$ code is read out of memory or if an AOP instruction specifies an undefined $O P$ code in bits $N_{2.6}$ - 2.1. In the first case, the alarm is generated at $\mathrm{PK}^{15 \alpha}$ of the PK cycle in which the OP code is interpreted, i.e., when $\mathrm{PI}_{2}^{0} . \quad\left(\mathrm{PI}_{2}^{0}\right.$ indicates that no deferred address cycles remain to be performed.) In the second case, the alarm occurs at the time the AK counter is started during the AOP, i.e., when the content of $\mathrm{AKIR}_{\mathrm{OP}}$ is being interpreted.

10-2.5.4 MEMORY PARITY ALARMS. (See Fig. 10-4.)

M Parity Alarm (MPAL). The MPAL flip-flop is set whenever the parity check circuit in the $M$ register indicates that the operand word just read out of memory into M has an even parity.

The alarm is generated 1.2 microseconds after $Q K^{11 \beta}\left(Q K^{11 \beta}\right.$ is the latest time at which a strobe can occur during a QK cycle) and hence occurs at varying QK states depending on the instruction being executed. The $\xrightarrow{1}$ MPAL logic determines the time at which the parity is checked. Note that the alarm is not generated when a QSAL is generated (i.e., when $\overline{\text { QKM }}{ }^{\text {TEGAL }}$ ), nor when the $V$ Memory is used.

N Parity Alarm (NPAL). An NPAL is generated whenever an instruction word or deferred address word which has an incorrect parity is read out of memory into the $N$ register. This alarm is generated in a manner similar to the MPAL discussed above. However, in this case $\mathrm{PK}^{13 \alpha}$ always occurs 1.2 microseconds after $\mathrm{PK}^{11 \beta}$. ( $\mathrm{PK}^{11 \beta}$ is the latest strobe time.)

F Parity Alarm (FPAL). An FPAL is generated whenever a word is read out of the F Memory into the $Q K I R_{C F}$ register that has an incorrect parity. The parity check is made 0.5 microseconds after a word is strobed into QKIR $_{\text {CF }}$. Only one readout occurs during a normal FK cycle but four readouts occur during a FLG. Note that during SPF and SPG instructions, and when register 00 is selected, the words readout are not used. In these cases the parity is not checked.

X Parity Alarm (XPAL). The XPAL flip-flop is set whenever the parity check circuit in the X register indicates that the X Memory word just read out of memory into the $X$ register has an even parity. The alarm is generated at $\mathrm{PK}^{15 \alpha}$ or $\mathrm{CSK}^{04 \alpha}$. This is never less than 0.8 microsecond after the word is strobed into the X register from the X Memory. Note that, although a zero word is placed in the X register whenever X Memory register 00 is selected, the parity of the word is correct since XP is set.

10-2.5.5 MISCELLANEOUS ALARMS (See Fig. 10-5.) All the previous alarms have virtually identical design, except for the individual alarm condition logic which distinguishes them. The following alarms have few similar features, although each has an alarm flip-flop and can stop the computer.

T Memory Selection Alarm (TSAL). This alarm is designed to protect the circuitry in the $T$ Memory by turning off the read-write currents whenever the TSAL alarm flip-flop is set. This occurs whenever a voltage transition takes place on one of the memory address $M A S_{T}$ lines while the read-write currents are turned on. The TSAL flipflop can be cleared only by a PRESET CE level. There is no flashing indicator associated with this alarm and it cannot be suppressed, but on the other hand the alarm does not stop the computer.

Synch System Alarm (SYAL). This alarm is generated whenever the Synch System generates a SYNCH STOP pulse. This level sets both the SYAL alarm flip-flop and a flashing indicator. The flip-flop can be cleared only by pressing the CLEAR UNSUPPRESSED ALARMS push button. This alarm stops the computer, but does it directly by clearing the START ${ }_{l}$ flip-flop, rather than by starting the alarm delay counter ADK.

Mousetrap Alarm (Mousetrap). This alarm is used to detect and remember various malfunctions of the computer. Currently it determines whether the $S$ Memory read-write flip-flops $S R_{U}$ and $S R_{V}$ are cleared at a time when they should remain set during an $S$ Memory cycle. Such an event will generate a $\xrightarrow{l}$ MOUSEIRAP level. There is neither a flashing indicator nor a suppression switch associated with the Mousetrap alarm. When the alarm is set it will always stop the computer in the same way that a normal unsuppressed alarm would. It is also cleared in the normal manner.

10-2.5.6 ALARM LEVEL (AL). (See Fig. 10-6.) Most of the alarm conditions which stop the computer do so by generating the AL level. This level clears the START 2 flip-flop in the start control system and starts the alarm delay counter ADK. It will also clear the START $_{1}$ flip-flop if the AUTO START switch is not turned on, so that the computer will not restart by itself when $A D K$ returns to $A D K^{00}$.

The AL level is simply the OR of the MOUSEIRAP alarm and all of the following alarms which are not unsuppressed: PSAL, QSAL, MISAL, IOSAL, OCSAL, MPAL, NPAL, FPAL and XPAL. The AL level can be removed only by clearing all the set alarm flip-flops which generate it. Note that SYAL can also stop the computer, but it doesn't use the AL level to do this.

10-2.5.7 CHIME CONIROL. Two different audible indications of an alarm condition are generated using a two-tone chime. One tone indicates that a suppressed alarm, i.e., one which does not stop the computer, has occurred. The other tone indicates that an unsuppressed alarm, i.e., one which stops the computer (at least momentarily), has occurred. Each of these audible indications can be suppressed by switches on the console.

Chime on Suppressed Alarms. As shown on Fig. 10-7, this chime is generated by the flashing indicators associated with the alarm flipflops. Only QSAL, PSAL, MISAL, IOSAL, OCSAL, MPAL, NPAL, FPAL and XPAL can generate this indication, and then only when the Suppress Chime on Unsuppressed Alarm switch is turned off.

Chime on Unsuppressed Alarms. This chime is generated when either the ADK counter has been started or when a SYAL has been generated. In the first case the chime level lasts as long as $A D K$ is in state $\mathrm{ADK}{ }^{01}$, which is determined by $\mathrm{ALD}_{1}$, whenever a MOUSETRAP or an unsuppressed QSAL, PSAL, MISAL, IOSAL, OCSAL, MPAL, NPAL, FPAL or XPAL occurs. In the second case the level is generated directly by the flashing indicator associated with SYAL.

10-2.5.8 ALARM DELAY COUNIER (ADK). This counter is started whenever an AL alarm level is generated. After it has started no other PK, QK or CSK cycle can begin until it has returned to its resting state. The purpose of the counter is to stop the computer, and then after the necessary operations have been performed, to allow the computer to be started again in a controlled manner. The counter uses variable delay units to slow down its rate of counting to about 0.1 seconds per cycle.

The logic of the counter is illustrated in Fig. 10-8. The AL level sets the first delay unit $A L D_{1} . A D K_{1}$ is then set and the counter remains in the $A D K{ }^{\text {Ol }}$ state until $A L D_{1}$ clears itself synchronously with an $\alpha$ pulse. During this time the CHIME ON UNSUPPRESSED ALARMS is sounded. Presumably transient conditions, which might have caused the AL level, have by then had a chance to disappear.

The counter next enters the $A D K^{11}$ state by setting $A D K_{2}$, and also sets the second delay unit, $A L D_{2}$. While $A L D_{2}$ is set the first delay unit recovers. During this time the computer simulates the pressing of the STARTOVER push button, if the PASOFA switch is on, and simulates the PRESET button, if both the PASOFA and the AUTO START switches are on. Note that in the latter case only the Control Element exclusive of the start-stop control is preset.

When $A L D_{2}$ clears itself the counter will wait in the $A D K^{11}$ state until the CLEAR UNSUPPRESSED ALARMS button is pressed unless the AUTO START switch is on. The $\mathrm{CA}_{1}$ flip-flop is set when this button is pressed. When either $C A_{1}^{I}$ or the AUTO START switch is on, ADK can proceed to state $A D K^{10}$ wherein the unsuppressed alarms which generated the AL level are cleared, and then to state $A D K^{00}$ where it remains until AL is generated again.

Note that $\mathrm{CA}_{1}$ and $A D K_{2}$ together act as a synchronizer for CLEAR UNSUPPRESSED ALARMS pulses.

10-3.1 GENERAL DESCRIPTION. The general function of the various interlock flip-flops was described in Chapter 6. This chapter will discuss the specific logic that sets and clears these interlocks.

In certain cases two or more interlocks will have a related function. The times at which these interlocks are set can overlap. To clarify the time relation of the interlocks, figures will be given to show the relative times at which these interlocks are set and cleared in terms of the basic counter cycles.

10-3.2 INSTRUCTION INTERLOCKS

10-3.2.1 INSTRUCTION INTERLOCK ${ }_{1}\left(\mathrm{PI}_{1}\right)$. This interlock determines whether a PK instruction word or QK operand word memory cycle can occur.

The logic for setting and clearing $\mathrm{PI}_{1}$ is shown in Fig. 10-9. A graphic illustration of the duration of $\mathrm{PI}_{1}^{1}$ is shown in Fig. 10-10.
$\mathrm{PI}_{1}$ is set if an instruction requires a QK cycle. It is then cleared after the QK cycle starts, thereby indicating that the next instruction (PK) or change of sequence (CSK) cycle can begin. (See also $\mathrm{PI}_{3}$ discussion.) $\mathrm{PI}_{1}$ is always set at essentially the same time during a PK cycle, but it is cleared at various times during the QK cycle that follows. The specific time depends on the kind of operation being performed. Thus $\mathrm{PI}_{1}^{0}$ provides additional timing information about when the next PK or CSK cycle is permitted to start.
$\mathrm{PI}_{1}$ is set during instructions which require $Q K$ cycles either at the end of the instruction word PK memory cycle or, if deferred address is required, at the end of the PK ultimate cycle. The set pulse occurs at $\mathrm{PK}^{22 \alpha}$ if the computer can proceed with the execution of the instruction, i.e., if the $\overline{P I} \overline{\text { WAIT }}$ level exists, or $P K^{23 \alpha}$ if the computer has been forced to wait before the decision is made to continue.
$P I_{1}$ is usually cleared as soon as the $Q K$ cycle begins, i.e., when $Q K$ is in the QK ${ }^{00}$ state and the QI start level exists. However, any $\operatorname{IX}$ (AUX, RSX, EXX, ADX, DPX or SKM) or LF (SPF or SPG) operation code postpones clearing $\mathrm{PI}_{1}$ until later during the QK cycle. For example, in the case of $\mathrm{ADX}, \mathrm{PI}_{1}$ is not cleared until $Q K^{16 \alpha}$. In the case of SPF and SPG , PKIR $_{\text {CF }}$ is protected from the effects of the next PK or CSK cycle until the FK cycle is finished with it. In the case of SKM, $N_{J}$ is protected. In the remaining instructions $\mathrm{PI}_{1}^{1}$ helps protect the $\mathrm{N}_{2,1}$ input to the X Adder until the XA output has been used. Note that although in some cases $\mathrm{PI}_{1}$ is cleared twice during a QK cycle only the first of such pulses has any affect on the interlock.

10-3.2.2 INSTRUCTION INIERLOCK $K_{2}\left(\mathrm{PI}_{2}\right) . \mathrm{PI}_{2}$ is set during a PK instruction word memory cycle whenever deferred address cycles are required. It then remains set, and serves to distinguish subsequent $P K$ cycles which are associated with the deferred addresses. It is not cleared until the ultimate deferred address cycle (the one which does not obtain a word from memory).

The logic that sets and clears $\mathrm{PI}_{2}$ is shown in Fig. 10-11. Note that the term $\mathrm{CSK}^{07 \alpha} \cdot \mathrm{SS}^{\mathrm{CH}}{ }^{\text {SEQ }}$ is present only for reasons of wiring convenience and has no effect on the operation of the interlock. (See also $\mathrm{PI}_{5}$ discussion.)

10-3.2.3 INSTRUCTION INIERLOCK ${ }_{3}\left(\mathrm{PI}_{3}\right)$. This interlock determines whether a PK instruction word memory cycle or a CSK change sequence cycle is to occur next. The logic that sets and clears $\mathrm{PI}_{3}$ is illustrated in Fig. 10-12.
$\mathrm{PI}_{3}$ must be set before a change sequence cycle can begin. It can be cleared during normal operation only at $\operatorname{CSK}^{\circ / \alpha}$ of a CSK cycle.

On the other hand, there are three kinds of occasions at which $\mathrm{PI}_{3}$ can be set:

1) One of these times is simply at $\operatorname{CSK}^{07 \alpha}$ during a change of sequence cycle. A change of sequence always takes place to the highest priority sequence which wants attention and usually no flags can be set during the CSK cycle. Thus the $\overline{\mathrm{SS}}{ }^{\mathrm{CH}} \mathrm{REQ}$ level usually exists at $\operatorname{CSK}^{07 \alpha}$ when the CSK cycle is ending. However, if the sequence meta bit on the program counter of the new sequence is set, and the Trapping Sequence is trapping on such bits (see Chapter 15), then the flag of the Trapping Sequence will be raised and $S S S^{C H} R E Q$ might exist at $\operatorname{CSK}^{07 \alpha}$. In this case $\mathrm{PI}_{3}$ is set and the change of sequence is followed by another change of sequence, this time the change of sequence is to the Trapping Sequence.
2) The second class of timing covers the situations when PK is in a waiting state and the delay synchronizer counter DSK is running. In these cases DSK will stop when interlock conditions determine either that PK can continue from where it was stopped when DSK started or that PK must go to $\mathrm{PK}^{00}$ (if it is not already there) and a change of sequence cycle should start. There are three such situations:
a) PK can already be in $\mathrm{PK}^{00}$ while DSK is counting if an instruction dismissed the current sequence at a time when no sequence wanted attention. In this case DSK cycles until some sequence wants attention (SS ${ }^{A T T}$ REQ) at $\mathrm{CSK}^{11 \alpha}$. At that time, $\mathrm{PI}_{3}$ is set and a change of sequence occurs next. Two special situations must be taken into account. One situation is that if the highest priority sequence which wants attention is sequence zero $\left(K D^{00}\right)$ then the change of sequence will always occur, even though the computer is already in sequence zero. This means that sequence zero will, once it has been dismissed, start up again at the TSP address when its flag is raised again. The other situation is that if the highest priority sequence which wants attention is the current sequence ( $K^{e q} J C$ ), then, with the above exception about sequence zero, $\mathrm{PI}_{3}$ will not be set since no CSK cycle is required.
b) PK can be waiting in $\mathrm{PK}^{02}$ while DSK is counting if the Arithmetic Element is busy when PK attempts to obtain an instruction or deferred address word from it. In this case $\mathrm{PI}_{3}$ will be set if the $\mathrm{PI}{ }^{\mathrm{AE}} \mathrm{CH} \mathrm{SEQ}_{\text {level }}$ exists at $\operatorname{CSK}^{11 \alpha}$. $\mathrm{PI}{ }^{\mathrm{AE}} \mathrm{CH} \operatorname{SEQ}$ indicates, as we will shortly see, that a higher priority sequence wants attention and the last instruction executed did not "hold".
c) PK can be waiting in $\mathrm{PK}^{23}$ while DSK is counting if either a TSD instruction tries to use an In-Out unit which is not ready ( $I O C M{ }^{B B}$ ) or because an instruction tries to use the Arithmetic Element while it is busy (AEI). In either case, $\mathrm{PI}_{3}$ will be set if the $P I^{\text {LV SEQ }}$ level exists.
3) The third class of time covers the situations when PK is counting and a change of sequence condition occurs.

One of these conditions can occur at the end of the PK memory cycle at $P K^{22}$ and covers the same situations which are covered at $\mathrm{PK}^{23}$ above and again involve the $\mathrm{PI}{ }^{\mathrm{LV} \text { SEQ }}$ level.

The others occur either at $\mathrm{PK}^{24 \alpha}$ or $\mathrm{PK}^{31 \alpha}$ of instructions which do not hold or which dismiss. If a sequence which has its flag up can generate the $\mathrm{PI}^{\mathrm{CH}} \mathrm{SEQ}$ level, then $\mathrm{PI}_{3}$ is set and the PK cycle of the instruction is followed by a CSK change of sequence cycle.

10-3.2.4 INSTRUCTION INIERLOCK ${ }_{4}\left(\mathrm{PI}_{4}\right) . \mathrm{PI}_{4}$ simply remembers the hold value of the last instruction executed. The logic that sets and clears $\mathrm{PI}_{4}$ is shown in Fig. 10-14.

Since the decision to execute an instruction is indicated at the earliest by the decision for $P K$ to advance to state $P K^{24 \alpha}$, this is also the earliest time at which the $\mathrm{PI}_{4}$ flip-flop can be changed. Whatever hold value is then placed in $\mathrm{PI}_{4}$ is held until the next time a decision is made to execute an instruction.

The $\mathrm{PI}_{4}$ interlock is used in the interlock level logic to decide whether the $S S^{C H} R E Q$ level can contribute to sequence change decisions.

10-3.2.5 INSTRUCTION INIERLOCK $K_{5}\left(\mathrm{PI}_{5}\right) . \mathrm{PI}_{5}$ is similar to $\mathrm{PI}_{2}$ in that it is set during a PK instruction word cycle whenever deferred address cycles are required. The logic for setting and clearing $\mathrm{PI}_{5}$ is shown in FIg . 10-14.

However, there are two kinds of deferred address cycles: (1) the deferred address cycles which require memory words, and (2) the ultimate deferred address cycle which does not require a memory word.
$\mathrm{PI}_{2}$ and $\mathrm{PI}_{5}$ serve to distinguish the three kinds of PK cycles, as shown in Fig. 10-15.

Initially both $\mathrm{PI}_{2}$ and $\mathrm{PI}_{5}$ are zero during the instruction word cycle. If the instruction word requires a deferred address, i.e., $N_{2.9}$, then $\mathrm{PI}_{2}$ is set at $\mathrm{PK}^{12 \alpha}$ and $\mathrm{PI}_{5}$ at $\mathrm{PK}^{14 \alpha}$. Both interlocks remain set during subsequent deferred address memory cycles until finally a deferred address word is obtained in which $\mathbb{N}_{2.9^{\circ}}^{0}$. At $\mathrm{PK}^{14 \alpha}$ during this cycle, $\mathrm{PI}_{5}$ is cleared. The next PK cycle is then identified as the "ultimate" cycle, since the $\mathrm{PI}_{2}^{\mathrm{l}}$ and $\mathrm{PI}_{5}^{0}$ interlock condition exists at the beginning of the cycle. PKA (see Chapter 11) then remains cleared throughout this PK cycle so that no memory is selected and no memory word is read out. During the first part of the ultimate PK cycle the sum of the base address and the selected index register in the last deferred address is placed in $\mathbb{N}_{2,1}$. The index bits from the original instruction word are retrieved from QKIR ${ }_{C F}$ and placed in $\mathrm{N}_{3.6-3.1}$.

The logic performed in the ultimate cycle after $\mathrm{PI}_{2}$ is cleared at $\mathrm{PK}^{13 \alpha}$ is, aside from memory logic, identical to the logic which would have been performed after $\mathrm{PK}^{13 \alpha}$ in the initial instruction word memory cycle if no deferred addresses were required. This can be seen by examining the logic performed in $\mathrm{PK}^{14 \alpha}$ through $\mathrm{PK}^{22 \alpha}$; nearly all of the logic will be seen to contain a factor of $\mathrm{PI}_{2}^{0}$.

After the ultimate cycle, PK continues on with the execution of the instruction using the final effective base address.

10-3.3 ARITHMETIC ELEMENT INTERLOCKS. Registers in the Arithmetic Element can be used either as Memory Element flip-flop storage registers or as storage registers for the intermediate and final results of arithmetic computations. The instructions involved in this second case can be divided into two classes: (1) the simple load and store type instructions, and (2) the more complex add and shift type instructions. The more complex instructions generate either the $P K I R^{O P R} A E$ or QKIR ${ }^{A K}$ levels (see Chapter 14), and make use of a variety of Arithmetic Element interlocks.

10-3.3.1 ARITHMEIIC ELEMENI BUSY INIERLOCK LEVEL (AEB). This interlock level simply indicates whether or not the Arithmetic Element control counter $A K$ is in its $A K{ }^{00}$ resting state. This is shown in Fig. 10-16. When the $\overline{A E B}$ level exists, i.e., $A K$ is in its $A K{ }^{00}$ resting state, then it is permissible for immediate use to be made of the flip-flop registers in the Arithmetic Element.

Note that AEB is an interlock control level and not an interlock flipflop. It is discussed here instead of Section 10-4 only for convenience in grouping together the Arithmetic Element interlock conditions.

10-3.3.2 ARITHMEIIC ELEMENT PREDICT INTERLOCK FLIP-FLOP (AEP). The AEP flip-flop optimizes the speed of the Arithmetic Element instructions by predicting when the current use of the Arithmetic Element will end. The logic setting and clearing this flip-flop is shown in Fig. 10-17.

The interlock is set whenever an instruction which might use both the AK and ASK counters starts to make use of the Arithmetic Element. This occurs at $\mathrm{PK}^{26 \alpha}$ in all AOP instructions and at $\mathrm{QK}{ }^{14 \alpha}$ in all other instructions which use both AK and ASK.

The interlock is then cleared at some time during the AK cycle of these instructions. This time is at most 2.8 microsecond before the end of the $A K$ cycle, i.e., at most 2.8 microseconds before the $\overline{A E B}$ level occurs.

## 10-3.3.3 ARITHMETIC ELEMENT INTERLOCK LEVEL (AEI). This interlock level is

 discussed here, rather than later to keep it in the context of the two other Arithmetic Element interlocks. AEI is generated by the logic show on Fig. 10-16. During AOP instructions, AEI is simply equal to AEP $^{1}$, but during QKIR ${ }^{\text {AESK }}$ instructions it starts with $Q K^{01 \alpha}$, earlier then $Q K^{14 \alpha}$.
## 10-3.3.4 ARITHMEIIC ELEMENT INTERLOCK DURATIONS. The duration of the Arithmetic Element interlock levels during QKIR ${ }^{\mathrm{AE}}$ instructions is illustrated in Fig. 10-18. Since AEP is needed only to help generate AEI, it will be ignored in the following discussions.

AEI is used in the various PK decision states of a subsequent instruction in order to help determine whether or not the PK cycle should continue. The PK cycle of a subsequent instruction can begin as early as 0.4 microseconds after the $Q K$ cycle of a $Q K I R^{A K}$ instruction begins. The earliest PK decision state occurs at $\mathrm{PK}^{\mathrm{O}}{ }^{2}$. Hence the AEI level must be generated earlier then the QK ${ }^{14 \alpha}$ time at which AEP is set. For this reason, the AEI level is started, as indicated by the logic, with $Q K^{01 \alpha}$. Also, the logic of the PK decision states is designed with a bias towards continuing the PK cycles, rather then towards causing a change of sequence. For this reason the AEI level ends when AEP is cleared, before the $\overline{A E B}$ level occurs. In all cases when the new instruction tries to make use of the Arithnetic Element before the Arithmetic Element is actually free for a new use, the AEB level is itself used in waiting state logic to hold up the new instruction. However, the AEB level itself is never used by a new PK cycle until late enough in a new instruction so that it doesn't need to be generated before $Q K^{14 \alpha}$ when $A K$ is started.

The duration of the Arithmetic Element interlock levels during an AOP instruction is illustrated in Fig. 10-19. In this case AEI is simply equal to $A E P^{1}$. $A E B$ and $A E I$ are again used to influence the same $P K$ decisions just described. Here, though, the levels reflect a different situation since $A O P$ does not require a $Q K$ cycle and $A K$ is started directly by PK during the execution of the AOP instruction. Both the AEB and AEI levels begin when AK is started. This is adequate for interlocking purposes since no subsequent $P K$ cycle can begin until after the current PK cycle has ended, i.e., after the two levels have been generated. The termination of the levels is the same as in the previous case, since the levels end in a manner which is independent of whether the operation being performed in the Arithmetic Element was originated by an AOP or an ordinary OP code.

Note, however, that an AOP can call for an operation which does not use ASK, nor even AK. This can occur since the full six bits in $N_{2.6}-2.1$ of the AOP specify the operation. Some of these, the $11 \mathrm{XXXX} \cdot \overline{\mathrm{ADD}} \cdot \overline{\mathrm{SUB}} \cdot \overline{\mathrm{DSA}}$, are just like the corresponding QKIR ${ }^{\mathrm{AESK}}$ operations which use both $A K$ and ASK. Others, $A D D+S U B+D S A$, use $A K$ but not ASK. In these, AEP is cleared as soon as AK starts, so that AEI ends before the PK cycle ends. Finally, the $\overline{11 X X X X}$ codes are not defined and do not actually use AK. Hence, neither AK or ASK is used and both the interlock levels end before the PK cycle ends. In this last case, however, an OCSAL alarm is also generated at the present time.

10-3.4 MISCELLANEOUS INTERLOCKS

10-3.4.1 E REGISTER BUSY INIERLOCK (EB). The EB interlock indicates when the E register is busy during an operand cycle and can not yet be used for a new purpose. The logic for setting and clearing EB is shown in Fig. 10-20.
$E B$ is set whenever a QK operand cycle starts, since the $E$ register is used by all instructions which require an operand.

The interlock is then cleared as soon as the register is no longer needed during the operand cycle. This occurs at $Q K^{21 \alpha}$ during all store type instructions which are not placing the operand in the $V_{F F}$ Memory. All other instructions, except SPG, use the E register until $Q K^{23 \alpha}$, at which time EB is cleared. SPG alone clears EB during a non-QK state. This situation will be understood after it is discussed in Chapter 16.
$E B$ need be set only during operand cycles, and not during other uses of the E register, since conflicting demands for the use of the E register can arise only when one of these demands already is an operand cycle use of the E register.

10-3.4.2 Q REGISIER BUSY INIERLOCK (QB). The QB interlock indicates when the $Q$ register is busy curing an operand cycle. The logic for setting and clearing $Q B$ is shown in Fig. 10-21, and simply shows that $Q B$ is set when a QB cycle begins, and is cleared when it ends. As in the case with EB, if these are conflicting demands for $Q$, one of them always already involves an operand cycle.

Note that QB also indicates whether the $M$ register is busy, since nearly all QK cycles require the use of M until $\mathrm{QK}^{31 \alpha}$.

The relative durations of $E B$ and $Q B$ are graphically illustrated in Fig. 10-22.

10-3.4.3 F MEMORY INIERLOCK (FI). Before any SF (FLF or FLG) or JA (JPA, JNA and JOV) instructions can be executed, the F Memory interlock FI must be in a cleared state. Fig. 10-23 shows the logic for setting and clearing the FI interlock.

FI is cleared when a JA or SF type instruction is executed. This occurs at $\mathrm{PK}^{13 \alpha}$ either during the instruction word memory cycle if no deferred address cycles are required or during the ultimate deferred address cycle.

The FI flip-flop is set at $\mathrm{FK}^{2 \alpha}$ during an FLF or a JA type instruction. During a FIG instruction, FI is set at $\mathrm{FK}^{7 \alpha}$.

The FI interlock permits the contents of the F Memory registers to be obtained during the execution of these instructions earlier than they would otherwise be.

Note that FI is set during FLF and FLG in such a manner that FI can contribute to the QI ${ }^{\text {START }}$ level.

10-3.4.4 X REGISTER BUSY INIERLOCK (XB). The XB interlock serves two functions. The first is to indicate that the X Memory is busy with a READ-WRITE cycle. This is done by setting it whenever an X Memory READ cycle is initiated, and then clearing it when the WRITE cycle is performed. Thus XB is set whenever XR is set, and it is cleared during the XWK cycle. (See Fig. 10-24.)

The second function of the interlock is to predict, by 1.6 microsecond when the X Memory WRITE cycle will end. This prediction ability enables a PK cycle to start that much time before the WRIIE cycle ends. Thus, XB is cleared at $\mathrm{XWK}^{02 \alpha}$, 1.6 microsecond before XW is cleared at $\mathrm{XWK}^{06 \alpha}$.

10-3.4.5 X WRITE REGISTER INTERLOCK (XW). This flip-flop is described more throughly in Chapter 12 in the section on the X Memory. XW is used as an interlock to indicate when an X Memory WRITE cycle has ended. The flip-flop is set at $\mathrm{XWK}^{02}$ to turn on the X Memory write current and is cleared at XWK ${ }^{6 \alpha}$. (See Fig. 10-25.)

10-4 INTERLOCK CONIROL LEVELS

10-4.1 INIRODUCTION. The general function of the various interlock levels was described in Chapter 6. This section will examine their function in greater detail by examining the logic that generates these interlock control levels.

10-4.2 PK, QK AND CSK INIERLOCK START LEVELS. The following interlock start levels determine when instruction word, deferred address word, operand word and change of sequence counter cycles can begin. These are the basic counter cycles in the computer and are the only such start levels which are influenced by the console stop-start controls. The logic that generates these interlock start levels is shown on Fig. 10-26.

10-4.2.1 INSTRUCTIION MEMORY CYCLE INIERLOCK START LEVEL (PI ${ }^{\text {START }}{ }_{1}$ ). The logic governing the start of a PK instruction word memory cycle depends on the $\mathrm{PI}^{\mathrm{START}}{ }_{1}$ level. The fact that such a PK cycle is required is indicated by the fact that $\mathrm{PI}_{2}{ }_{2}$.

The logic first of all requires that the stop-start system permit such a cycle. This is indicated by START1 ${ }_{2}^{1}$ PKS $1_{1}^{0}$. $\overline{\text { AL }}$. Also, there must be neither a CSK nor a DSK cycle required, i.e., the $\mathrm{PI}_{3}^{0} \cdot \mathrm{CSK}_{4}^{0}$ condition must be satisfied. The QK operand cycle, if one is required by the previous instruction, must have already started and progressed to the point where $\mathrm{PI}_{1}$ is cleared. Also, any previous use of the $X$ Memory (or $X$ Adder) must be almost over $\left(\mathrm{XB}^{0}\right)$. Finally, the memory overlap conditions must be settled. The memory selected by P from which the instruction will be obtained must not be the same memory used by the previous QK operand cycle, i.e., the $\overline{\left(P^{S} Q^{S}+\cdots+P^{V} \cdot Q^{V}\right)}$ condition must be satisfied and the No Overlap switch must be off ( $\mathrm{NO}{ }^{\circ}$ ). If these overlap conditions are not satisfied the previous QK cycle must be over ( $\mathrm{QB}^{\circ}$ ).

The PI ${ }^{\text {START }}{ }_{1}$ level is used by $P K$ when it attempts to start an instruction word memory cycle, and also by the Memory Address Selector in order to turn on the selected memory (see Chapter 11).

10-4.2.2 DEFERRED ADDRESS MEMORY CYCLE INIERLOOK START LEVEL (PI ${ }^{\text {START }} 2$ ). The logic governing the start of a PK deferred address word memory cycle depends on the PI ${ }^{\text {START }} 2$ level. The fact that such a PK cycle is required is indicated by the fact that $\mathrm{PI}_{2}^{1}$.

The stop-start control must permit such a cycle, i.e., the STARTI ${ }_{2} \cdot \mathrm{PKS}_{2}^{0}$ condition must be satisfied. The XWK cycle initiated by the previous PK cycle must be almost finished $\left(X B^{0}\right)$, and the $Q$ register must be available $\left(Q B^{\circ}\right)$.

The PI ${ }^{\text {START }} 2$ level is used both to start PK and to turn on the selected memory in all the intermediate deferred address cycles. However, during the "ultimate" cycle it is used only to start PK. In this case only the stop-start control conditions are really relevant as start conditions. Note that $P I_{5}^{I}$ during all intermediate cycles and that $P I_{5}^{0}$ during the ultimate cycle.

10-4.2.3 OPERAND MEMORY CYCLE INIERLOCK START LEVEL (QI ${ }^{\text {START }}$ ). The logic governing the start of a QK operand word memory cycle depends on the QI ${ }^{S T A R T}$ level.

The stop-start control must permit such a cycle, i.e., the $\operatorname{STARI}_{2}^{1} \cdot Q K S^{0}$ condition must be satisfied. A QK cycle must be required ( $\mathrm{PI}_{1}^{1}$ ), and, in the case of SPF and SPG, the FK counter cycle must be almost over $\left(\mathrm{FI}^{1}\right)$.

The QI ${ }^{\text {START }}$ level is used both to start QK and to turn on the selected memory.

10-4.2.4 CHANGE OF SEQUENCE CYCLE INIERLOCK START LEVEL (CSI ${ }^{\text {START }}$ ). The logic governing the start of a CSK change of sequence cycle depends on the $\mathrm{CSI}^{\text {START }}$ level.

The stop-start control must permit such a cycle, i.e., the $\operatorname{START}_{2}^{1} \cdot$ CSKS $^{0}$ condition must be satisfied. Any QK cycle required by a previous instruction must have already started ( $\mathrm{PI}_{1}^{0}$ ), and PK must be in its $\mathrm{PK}^{00 \alpha}$ resting state. Also, since CSK makes immediate use of the X Memory and the E register, these must both be available, i.e., the $X W^{0} \cdot X B^{0}$ and $E B^{0}$ conditions must be satisfied, respectively.

The CSI ${ }^{\text {START }}$ level is used only in the starting of CSK when a change of sequence cycle is required.

10-4.3 SEQUENCE CHANGE INIERLOCK LEVELS. These interlock levels are used in the "decision" states of PK (see Chapter 9), and also in the DSK cycles, to determine whether the computer should continue executing instructions in the current sequence, or change to a new sequence.

The logic generating these sequence change interlock levels is shown on Fig. 10-27.
10-4.3.1 CHANGE SEQUENCE INTERLOCK LEVEL (PI ${ }^{\mathrm{CH}} \mathrm{SEQ}$ ). Towards the end of the PK cycle of each instruction executed the decision must be made whether to execute the next instruction in the current sequence. A change of sequence is made usually when either the current instruction does not hold ( $\mathrm{PKIR}_{\mathrm{H}}^{\mathrm{O}}$ ) and some other sequence of higher priority wants attention ( $\mathrm{SS} \mathrm{CH}^{\mathrm{SEQ}}$ ), or when the current instruction dismisses $\left(P K I R_{H}^{0} \cdot P K I R^{D I S ~ R E Q}\right)$ and any other sequence wants attention (SS ${ }^{\mathrm{ATP}} \mathrm{REQ}$ ). The Sequence Selector levels can also indicate other reasons for changing sequences, as described earlier and in Chapter 12.

10-4.3.2 ARITHMEITC ELIRNENI CHANGE SEQuENCE INIERLOCK LEVEL ( $\mathrm{PI}^{\mathrm{AE}}{ }^{\mathrm{AE}} \mathrm{SEQ}_{\text {) }}$ ). If the computer attempts to obtain an instruction, deferred address or operand word from an Arithmetic Element flip-flop register and the Arithmetic Element is performing a QKIR ${ }^{\text {AESK }}$ type instruction, indicated by the AEI level, then the computer is forced to wait and perhaps to make a change of sequence.

The $P I^{A E}$ CH SEQ level reflects the conditions for changing sequence. If the last instruction executed did not hold $\left(\mathrm{PI}_{4}^{0}\right)$ and some higher priority sequence wants attention ( $S S^{\mathrm{CH}} \mathrm{REQ}$ ) while the Arithmetic Element is busy (AEI), then the level is generated.

10-4.3.3 LEAVE SEQUENCE INTERLOCK LEVEL (PI LV SEQ). The PI $\mathrm{AE}^{\mathrm{AE}} \mathrm{CH}$ SEQ level alone is used in the $\mathrm{PK}^{02}$ decision state. In the $\mathrm{PK}^{22 / 23}$ decision state a more complex situation exists for determining whether to change sequences.

Here the change will occur if, when the PI ${ }^{A E}$ CH SEQ level exists, the computer is attempting to execute an instruction which requires the Arithmetic Element (PKIR ${ }^{A E}$ ) or obtains an operand from the Arithmetic Element ( $\left.\mathrm{PKIR}{ }^{\mathrm{QK}} \cdot \mathrm{XA}^{\mathrm{AE}}\right)$. The change will also occur if the computer is attempting to execute a TSD and either the selected IO unit is not available $\left(I O C M^{B B}\right)$ or the QK cycle of a previous TSD is not finished $\left(Q K I R^{T S D} \cdot Q B^{I}\right)$ when some other sequence wants attention (SS ${ }^{\text {ATT REQ }}$ ).

10-4.3.4 INIERLOCK WAIT LEVEL (PI WAIT $)$. The computer can arrive in the $\mathrm{PK}^{22 / 23}$ decision state and be unable to change sequence ( $\overline{\mathrm{PI}} \mathrm{IV} \mathrm{SEQ}^{\text {}}$ ) and also be unable to continue to execute the instruction. This latter condition is indicated by the PI WAIT level. In fact, the instruction cannot be executed unless the PI $\overline{\text { WATT }}$ level exists.

It can be seen that PI WAIT is similar to $P I^{\text {LV }}$ SEQ except for the absence of the Sequence Selector flag information (see Fig. 10-27). PI WATT simply indicates that the computer is attempting to perform an instruction which can not be done at the moment and that no sequence change condition exists either.

10-4.4 MISCELLANEOUS COUNIER START INIERLOCK LEVELS. The FK, XWK, AK, ASK and DSK counters are slaved to the PK, QK and CSK counters in the sense that their start conditions are usually generated at particular times during PK, QK and CSK cycles and last for only 0.4 microseconds. Hence, these counters usually must be in their resting states and must start immediately when the start conditions are generated. FK is the only one of these counters that uses an interlock flip-flop in its start level and even then only in a restricted class of start situations.

None of the start conditions for these counters directly reflect the console stopstart controls.

ADK was discussed earlier in the chapter in Sect. 10-2.5.8.
10-4.4.1 F MEMORY COUNTER START LEVEL ( $\xrightarrow{\text { START }} F$ FK). The logic governing the START FK level logic is shown on Fig. 10-28.

Normally FK is started when the QK cycle starts during the execution of instructions which use the F Memory in order to obtain a configuration word. The two instructions which specify configurations (SPF and SPG) do not start FK until QK ${ }^{13 \alpha}$ after the new configurations have been placed in the E register. The Arithmetic Element jump instructions (PKIR ${ }^{J A}$ ) and the instructions which file conflgurations (PKIR ${ }^{\mathrm{SF}}$ ) start FK by clearing the FI interlock in $\mathrm{PK}^{13 \alpha}$ and waiting for EB to be cleared. In these cases, FK then starts as soon as it returns to $\mathrm{FK}^{00}$. Note that the QK cycles of FLF and FLG wait in QK ${ }^{00}$ until FI is set. Similarly, the PKEI cycles of JOV, JPA and JNA wait in PK ${ }^{25 \alpha}$ until FI is set.

10-4.4.2 X MEMORY WRITE COUNTER START LEVEL ( START XWK). The XWK counter is started only when a word is to be written in the X Memory. The logic for starting the counter is shown in Fig. 10-29.

The counter is always started at $\mathrm{PK}^{14 \alpha}$ in a deferred address cycle ( $\mathrm{PI}_{2}^{1}$ ), and in the same state during instructions which do not make special use of the $X$ Memory ( $\mathrm{PKIR}{ }^{\mathrm{XM}}$ ) during a PKEI cycle. These PKEI instructions all start XWK at $\mathrm{PK}^{31}$, unless execution of the instruction is abandoned at $\mathrm{PK}{ }^{22 / 23}$ because a PI ${ }^{\text {LV SEQ }}$ level occurs.

During the QK cycle of QK instructions which change the contents of an $X$ Memory register, XWK is started as soon as the new word is placed in the $X$ register. This occurs at $Q K^{22 \alpha}$ for $R S X$ and $E X X$ and at $Q K^{31 \alpha}$ for AUX. Note that in all these instructions XWK goes through an earlier cycle started at $\mathrm{PK}^{14 \alpha}$. This extra earlier cycle is performed so that the X Memory register read out during the PK cycle is not left in the cleared state in case the stop-start or alarm controls inhibit the QK cycle of the instruction. When the QK cycle does occur the X register is cleared out again at $Q K^{13 \alpha}$ in preparation for the $Q K$ XWK cycle.

XWK is also started in change of sequence cycles at CSK ${ }^{4} \alpha$ in order to store the old program counter in the X Memory.


#### Abstract

10-4.4.3 ARITHMETIC ELEMENT COUNTER START LEVEL (START $A K)$ The logic for this level is shown in Fig. 10-30. AK is started at PK ${ }^{26 \alpha}$ during AOP and at $\mathrm{QK}^{14 \alpha}$ for all QKIR ${ }^{\mathrm{AK}}$ instructions.

10-4.4.4 ARITHMETIC ELEMENI STEP COUNIER START LEVEL $(\overline{\mathrm{ASK}} \mid+1 \longrightarrow$ ASK $)$. The logic for this level is shown in Fig. 10-30. This counter counts only during QKIR AESK instructions. It does not count in the usual manner (every 0.4 microseconds) since it counts once each time AK goes through a subcycle during QKIR ${ }^{\text {AESK }}$ instructions. It starts from the state it was preset to by the PRESET ASK condition, and advances to state zero by this ASK count level.

10-4.4.5 DELAY SYNCHRONIZATION COUNIER START LEVEL (LSTART $D$ DSK). The delay synchronization counter is started only when the computer cannot continue executing instructions in the current sequence and no change sequence condition exists. In these situations the DSK counter is started in order to synchronize signals arriving in the Sequence Selector from the In-Out Element.

CSK $_{4}$ can be set in any of the "decision" states of PK, but PK must be in one of the associated waiting states before DSK can start counting. These waiting states are $\mathrm{PK}^{02 \alpha}, \mathrm{PK}^{23 \alpha}$ and $\mathrm{PK}^{00 \alpha}$. XWK must also be in state zero when DSK starts counting.


The logic generating the DSK start level is shown on Fig. 10-31.

10-5 COUNTERS

10-5.1 GENERAL DESCRIPTION. The general function of the various counters was discussed in Chapter 6. In this section, the function of each counter will be discussed in greater detail. The actual count logic for each counter will also be discussed.

The dynamic interlocking of the counters is discussed in Chapter 9.

10-5.2 INSTRUCTION COUNIER (PK). The count logic for the PK counter is of two types. One type is used during the memory cycle when an instruction or deferred address word is obtained from memory. This is the part of the PK cycle which extends from $\mathrm{PK}^{00}$ to $\mathrm{PK}^{22}$. The second type of count logic is used in $\mathrm{PK}^{23 / 24}$ and in the additional PK states (PKEI) used in the execution of special instructions. The memory PK count logic is shown on Fig. 10-32 and the special instruction PK count logic is shown on Fig. 10-33.

## Basically, one of three types of action can occur during the PK cycle:

1) PK can count into the next state.
2) PK can skip to some "preset" state.
3) PK can "wait" in a state until a decision to go on can be made.

The PK memory cycle carries the PK counter from $P K^{00}$, when the appropriate start condition is satisfied, through to $\mathrm{PK}^{22}$. Skips occur from states 01,02 or 06 to state 09 , and from states 15 or 16 to 22 , depending upon the memory selected. During the "ultimate" deferred address cycle ( $\mathrm{PKA}{ }^{0}$ ) a similar sort of cycle occurs except that no memory is selected. The starting condition used when PK is in state zero depends upon whether an instruction cycle $\left(\mathrm{PI}_{2}^{0}\right)$ or a deferred address cycle $\left(\mathrm{PI}_{2}^{1}\right)$ is to occur.

Only one decision state occurs during a PK memory cycle. This is at $\mathrm{PK}^{02 \alpha}$ during a $V_{F F}$ cycle where the ABI level is examined if the selected register is in the Arithmetic Element.

When PK finishes the instruction and all the deferred address cycles by arriving at $\mathrm{PK}^{22 \alpha}$ with $\mathrm{PI}_{2}^{0}$ another decision must be made about whether to execute the instruction. At this time, the $P I^{W A I T}$ and $P I^{\text {LV SEQ }}$ levels are examined. PK cannot advance to $\mathrm{PK}^{24}$ and actually go on to execute the instruction until the PI WAIT exists.

Once PK reaches state $\mathrm{PK}^{24}$ the computer is committed to executing the new instruction. This usually does not involve further use of PK. All PKIR $\overline{\text { DIS }}$ instructions send PK back to state zero from state 24 , and start a $Q K$ cycle. The PKIR ${ }^{\text {DIS }}$ instructions send PK through a PKEI cycle from state 25 through to state 31, and start a QK cycle only if they require an operand from memory.

Some of the PKIR ${ }^{\text {DIS }}$ instructions can make PK wait in state 25 if certain interlock conditions are not satisfied. The interlock involved is usually EB , but can also be QK, AEB or FI.

10-5.3 OPERAND COUNTER (QK). The count logic for the QK counter, like that of the PK counter, is of two types. One type is used during the memory cycle while an operand word is obtained from memory. The second type of count logic reflects the special timing required by the execution logic of certain instructions. Unlike the PK count logic, the two QK types of count logic overlap, i.e., the type that reflects the instruction requirements usually occurs in the middle of the memory cycle and, in part, at the same time as some of the memory count logic.

The memory count logic is shown on Fig. 10-34 and the instruction count logic is shown on Fig. 10-35.

The QK counter can skip and jump states, and wait in states, as in the case of the PK counter. However, there are no "decision" states in QK, and waiting can occur only in $\mathrm{QK}^{\mathrm{O}}$.

The memory count logic is primarily a function of which memory is selected. QK waits in state zero until the QI $\mathrm{I}^{\text {START }}$ level is generated. From $Q K^{00}$ to $Q K^{13}$ the succession of states is determined entirely by the memory selected. The counter then enters the instruction section. The memory section of the QK cycle does not occur until $Q K^{21}$. From $Q K^{21}$ to $Q K^{31}$ the count logic is again determined by the memory selected, except that QKIR ${ }^{\text {LOAD }}$ type instructions can cause $Q K$ to skip states 22 and 23.

The only waiting state in QK , other than $Q K^{00}$, is $Q K^{\circ 3}$ when the operand is located in the $V_{F F}$ Memory. QK will wait in $Q K^{03}$, if an Arithmetic Element register is selected, until the $\overline{A E B}$ level indicates that the Arithmetic Element is available for use.

A jump to $Q K^{13 \alpha}$ from $Q K^{11 \alpha}$ takes place if the operand is in the $V$ Memory, since no parity check is required. $\left(Q K^{13 \alpha}\right.$ is used primarily to allow time for the parity check circuits to stabilize.)

The instruction section of the QK cycle does not depend on the memory selected but rather on the particular instruction (or class of instructions) being executed. (See Fig. 10-35.) The instructions involved are: TSD, INS, SKM, ST-, LD-, FLF, FLG and COM. Each of these instructions requires QK to go through a different sequence of states in the instruction section of the QK cycle.

10-5.4 CHANGE SEQUENCE COUNTER (CSK). The change of sequence counter actually functions as two counters, as described in Cnapter 5. One of these is the change of sequence counter which uses states zero through seven. This counter is usually referred to as the CSK counter. The other counter is the delay synchronization counter which uses states 8 through 11. This counter is referred to as the DSK counter even though the states are labelled CSK ${ }^{\circ 8 \alpha}$ through CSK $^{11 \alpha}$. This point of view can be better understood, as illustrated in Fig. 10-36, by considering CSK as a three stage counter and $\mathrm{CSK}_{4}$ as an interlock flip-flop. The logic controlling the counter is shown in Fig. 10-37.

When $\operatorname{CSK}_{4}^{0}$, the counter can perform a change of sequence cycle when the CSI ${ }^{\circ}$ START level oecurs and CSK is in state CSK ${ }^{00 \alpha}$. Since the $\overline{\text { CSI }}{ }^{\text {START }}$ level inhibits the counter only when CSK is in its CSK ${ }^{00 \alpha}$ resting state, the counter, when started, will run through to state $\operatorname{CSK}^{07 \alpha}$ and then back to state $\operatorname{CSK}^{00 \alpha}$ without interruption. Note that the essential interlock condition in CSI ${ }^{\text {START }}$ for a change of sequence cycle is $\mathrm{PI}_{3}$.
$\mathrm{CSK}_{4}$ is never set unless DSK is to perform a delay synchronization cycle. In this case the count logic does not permit DSK to count, once CSK $4_{4}$ is set, until XWK is in state zero and $P K$ is in state 02,23 or 00 . The count logic again inhibits the count when CSK $\mathrm{C}_{4}$ is cleared in CSK $^{11 \alpha}$, since the CSK count circuit on CSK inhibits the carry from $\mathrm{CSK}_{2}$ to $\mathrm{CSK}_{3}$ when $\mathrm{CSK}_{4}^{1}$ so that the next state of CSK is CSK ${ }^{\mathrm{OO} \alpha}$. Hence, if CSK ${ }_{4}$ remains set in CSK ${ }^{11 \alpha^{4}}$, DSK counts from CSK $^{11 \alpha}$ to CSK ${ }^{08 \alpha}$, and if CSK $_{4}$ is cleared in CSK $^{11 \alpha}$ then DSK counts from $\operatorname{CSK}^{11 \alpha}$ to $\mathrm{CSK}^{00 \alpha}$.

CSKK $_{4}$ is set in any of the PK decision states when the computer is unable to decide whether to continue executing the instruction or to make a change of sequence.

In $\mathrm{PK}^{\mathrm{O}}{ }^{2 \alpha}$ this occurs when the computer is attempting to obtain an instruction from an Arithmetic Element flip-flop register and the AEI level is present. At least one DSK cycle is performed before the $P I^{A E}$ CH SEQ level is examined.

In $\mathrm{PK}^{22 \alpha}, \mathrm{CSK}_{4}$ is set when the PI WAIT level is present and the $\mathrm{PI}^{\text {LV SEQ }}$ level is not. PK then enters $\mathrm{PK}^{23 \alpha}$ where DSK cycles occur. $\mathrm{CSK}_{4}$ can not be cleared until either the $\overline{P I} \overline{\text { WAIT }}$ or $P I^{\text {LV SEQ }}$ level occurs.

Instruction which dismiss ( $\mathrm{PKIR} \mathrm{H}_{\mathrm{H}}^{0} \cdot \mathrm{PKIR} \mathrm{R}^{\mathrm{DIS} R E Q}$ ) cause $\mathrm{CSK}_{4}$ to be set during the PKEI cycle if no other sequence wants attention. This occurs at $\mathrm{PK}^{31 \alpha}$ for most of these instructions. However, it occurs at $P K^{25 \alpha}$ for JPX and JNX because the PKIR ${ }^{\text {DIS REQ }}$ level does not exist after PK ${ }^{25 \alpha}$ during these instructions. DSK then begins to cycle when PK reaches $\mathrm{PK}^{\mathrm{O}}{ }^{0} \alpha$ and $\mathrm{CSK}_{4}$ is then cleared when some sequence wants attention (SS ${ }^{\text {ATT REQ }}$ ).

Note that CSKK is cleared and the interlock condition examined only when DSK is in state CSK ${ }^{11 \alpha}$. Note also that when another DSK cycle is to follow the level
$\overline{0} \mathrm{CSK}_{4}$ is used to generate IO clock pulses.
10-5.5 X MEMORY WRITE COUNTER (XWK). The $\xrightarrow{\text { START }}$ XWK level causes the XWK counter to start counting by setting XWK ${ }_{1}$, as shown in Fig. 10-38. The counter will then continue to count through to $\mathrm{XWK}^{07}$ and then back to XWK ${ }^{00}$.

While XWK is counting the $X$ Memory parity compute circuit first stablizes and then the $X$ Memory write current is turned on and off via XW.

10-5.6 F MEMORY COUNIER (FK). The FK counter logic is shown on Fig. 10-39. The FK counter will start counting, when the $\xrightarrow{\text { START }}$ FK level occurs, if it is in its FK ${ }^{00}$ resting state and the FK8 flip-flop is cleared.

If the counter is not executing a FF type instruction (SPG or FLG), the counter will cause one complete F Memory read-write cycle while it is counting through to state $\mathrm{FK}^{02 \alpha}$ and then back to $\mathrm{FK}^{\mathrm{O}}{ }^{0 \alpha}$.

When either a SPG or FLG instruction is performed, FK counts from FK ${ }^{00 \alpha}$ through to $\mathrm{FK}^{07 \alpha}$ and through one extra state, in which $\mathrm{FK}^{1}$. $\mathrm{FK}^{00}$. In the process FK executes four complete read-write cycles.

As show in Fig. 10-40, FK is only a 9 state counter even though it has four stages. The special FK8 flip-flop of the counter is set when the computer reaches state $\mathrm{FK}^{07 \alpha}$, and then is cleared on the next $\alpha$ pulse while the other stages remain cleared.

10-5.7 ALARM DELAY COUNIER (ADK). See Sec. 10-2.5.8 for a discussion of this counter.

10-5.8 ARITHMEIIC ELEMENT COUNIER (AK). AK differs from all the other control counters in that it is actually a shift register and the flip-flops of the counter are used directly to generate the AK control time levels. Thus AK is in state $\mathrm{AK}^{\mathrm{O}}{ }^{3} \alpha$ when ${ }_{A K}^{\square} K_{\text {. }}$. The logic for the counter is shown in Fig. 10-41.
$A K$ is placed in state $A K^{00 \alpha}$, before it is started, whenever an operation code is placed in AKIR. This also occurs whenever a preset level or a Synch System AE Stop condition is generated, or whenever an undefined AKIR operation code occurs ( $A K I R^{A O P}$ ).

The counter is also cleared at the end of the various AK instruction cycles. For ADD, SUB and MUL this occurs at AK ${ }^{09 \alpha}$, for DIV at $A K^{11 \alpha}$, and for DSA at $A K^{03 \alpha}$. For TLY it occurs in $A K^{2} \alpha^{2}$ when ASK has reached state zero ( ASK $_{5}^{0}$. ASK ${ }_{6}$ ). For NOA, NOB and NAB it occurs in AK ${ }^{04 \alpha}$ when ASK reaches state zero in the case where the number being normalized is zero. If the number being normalized is not zero or if a SH type instruction (SCA, SCB, SAB, CYA, CYB or CAB) is being performed, a different clearing logic is used. In all these NOR and SH type instruction the clear pulse occurs in $A K^{04 \alpha}$, but in the case of the NOR type instruction only when all the numbers being normalized are actually normalized and in the case of the SH type only when all the counts in D are finished.
$A K$ starts counting from $A K{ }^{00 \alpha}$ when the $\xrightarrow{\mid \text { START }}$ AK level occurs. It then continues to count until either a skip or waiting state is reached or the counter returns to $A K^{00 \alpha}$ and there is no Synch System AE Stop condition. During NOR and SH type instruction AK simply counts through to $A K{ }^{0 / \alpha}$ where it remains until AK is cleared as described above. During DSA, AK counts through to AK ${ }^{03 \alpha}$ (and then returns to $A K^{O O \alpha}$ ). In the case of $A D D, S U B$ or MU, $A K$ counts until it reaches either $A K{ }^{03} \alpha$ or $A K^{O 9 \alpha}$. These instructions return $A K$ to $A K^{00 \alpha}$ from $A K^{O 9 \alpha}$, but the $A K^{03 \alpha}$ situation varies and will be covered below.

DIV and TLY are more complex. Both of them stop the AK count pulses when AK is in states $A K^{02 \alpha}, \mathrm{AK}^{03 \alpha}, \mathrm{AK}^{09 \alpha}$ or $\mathrm{AK}^{11 \alpha}$, or when $\mathrm{ASK}_{2}^{1} \cdot \mathrm{ASK}_{1}^{0}$, or when AK is in state $08 \alpha$ and $A S K Y_{7}$. Note that AK is not cleared until AK reaches AK ${ }^{11 \alpha}$ during a DIV, but that during a TLY AK is cleared at $\mathrm{AK}^{\mathrm{O} \alpha}$. Hence in the latter case none of the logic in $A K$ states later than $A K^{02 \alpha}$ apply.

As will be seen in Chapter 16, AK can jump forwards or backwards in ADD, SUB, MUL and DIV. This state jumping is covered in the $\xrightarrow{\text { PRESEP }}$ AK logic. Note that this preset logic never places AK in state AK ${ }^{00 \alpha}$.

In the case of $A D D$ and $S U B$, $A K$ jumps from $A K^{03 \alpha}$ to either state $A K^{05 \alpha}$ or $A K^{06 \alpha}$ depenaing on the length of the subword in the Arithmetic Element. The amount of time allowed for carries to propagate in the carry circuits is controlled in this manner.

During a MUL, AK waits in $\mathrm{AK}^{\mathrm{O}}{ }_{0}^{3} \alpha$ until $\mathrm{ASK}_{7}{ }_{7}$, while the multiplication is performed, and then jumps to $\mathrm{AK}^{05 \alpha}$ or $\mathrm{AK}^{06 \alpha}$ to do the final carry.

During a DIV, AK jumps ahead to $A K^{05 \alpha}$ or $A K^{06 \alpha}$ in order to enter the subcycle in which the divide steps are performed. This subcycle extends from $\mathrm{AK}^{05}$ or $\mathrm{AK}{ }^{06 \alpha}$ through to $A K^{09 \alpha}$. After the subcycle is first entered, AK jumps back to $A K^{05 \alpha}$ or $\mathrm{AK}^{06 \alpha}$ from $A K^{09 \alpha}$ until $\mathrm{ASK}_{7}^{\mathrm{O}} \cdot \mathrm{ASK}_{2}^{7} \cdot \mathrm{ASK}_{1}^{0}$ in $A K^{08 \alpha}$. AK then jumps ahead out of the subcycle to $\mathrm{AK}^{10 \alpha}$ from $\mathrm{AK}{ }^{08 \alpha}$ (and continues on to $\mathrm{AK}^{11 \alpha}$ before returning to $\left.A K^{00 \alpha}\right)$.

10-5.9 ARITHMEIIC ELEMENT STEP COUNIER (ASK). ASK is used to control the number of times a subcycle in AK is repeated during most of the $Q K I R^{A E S K}$ and AOP instructions. The ASK counter logic is shown in Fig. 10-42.

ASK is cleared when the $\xrightarrow{\mid \text { START }}$ AK level occurs. It is then preset to some negative number at $A K^{01 \alpha}$. This value is dependent on the length of the longest active subword in the Arithmetic Element and on whether the instruction uses single ( $A K I R^{N}$ ) or double ( $A K I R^{2 N}$ ) length subwords.

An ASK count pulse is generated whenever AK performs a subcycle. These subcycles can be only one AK state long so that AK simply waits until the ASK count is "complete". Usually this completion of the ASK count occurs when ASK goes positive, i.e., when $\mathrm{ASK}_{7}$ becomes a zero. During some instructions, however, ASK can end with a positive number as large as two.

During NOR and SH type instructions, ASK counts while AK waits in AK ${ }^{04 \alpha}$. Note that the content of ASK does not influence the number of AK subcycle repetitions during SH type instructions.

During MU, ASK counts once in $\mathrm{AK}^{02 \alpha}$, and then counts each time AK goes through the subcycle in $\mathrm{AK}^{03} \alpha$. Thus, the subcycle is repeated one less time than the length of the subword.

During TLY, ASK counts each time AK goes through the subcycle in AK ${ }^{02 \alpha}$.

During DIV, ASK counts each time AK goes through the subcycle which passes through $A K^{07 \alpha}$. Note that this subcycle actually begins in $A K^{03 \alpha}$ or $A K^{04 \alpha}$ and goes through to $A K^{08 \alpha}$.
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| MD | $\alpha$ | $\mathbb{N P} P_{38}^{ \pm V} \cdot L^{\square}$ MPAL |  |  | $Q K M^{L \in G, A L} \cdot \overline{Q K M}$ | $\alpha$ |  | AUTO CLEARED |
| NPAL | $\alpha$ | NP ${ }_{38}^{\text {EV }} \cdot P K^{13 \alpha}$ |  |  | PKM ${ }^{1-G A L} \cdot \overline{P K M}^{\text {P }}$ | $\alpha$ | $\begin{aligned} & C A_{2}^{1} \\ & A D K^{10} \end{aligned}$ | $\begin{aligned} & \text { NPAL sup } \\ & \overline{N P \Delta C \text { sof }} \end{aligned}$ |
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The primary function of the Memory Element is to store programs and data while they are not being used.

The Memory Element consists of four separate memories. Three of these are magnetic core memories ( $\mathrm{S}, \mathrm{T}$ and U ). The fourth, or V Memory, is divided into two groups: a static memory called $V_{\overline{F F}}$ (or $V_{\mathrm{T}}$ ) which can be altered manually only; and a flip-flop memory called $V_{F F}$ which can be altered by the machine. The $V_{\overline{F F}}$ Memory consists of several different devices: plugboards, toggle switch registers, a shaft encoder and a real time clock. The $V_{F F}$ Memory consists of the $A, B, C$ and $D$ registers in the Arithmetic Element and the E register in the Exchange Element. The general structure of these memories was discussed in Chapter 4.

There are several units in the Memory Element, each designed to control some aspect of the over-all memory cycle. The more important of these units are shown in Fig. ll-1. Since there is more than one memory in the Memory Element, it is necessary to have a unit that determines which memory is selected and when. Both of these questions are answered by the Memory Address Selector. There is also the problem of determining which register in the selected memory is selected. This is determined by the address decoder associated with each memory. The $S, T$ and $U$ memories each have read-write units that control the READ and WRITE processes in these memories. A Memory Strobe Selector is used to read out the content of the selected register and similarly a Memory Inhibit Selector is used to write information into the selected register. Finally, there are two parity check circuits: one on the $\mathbb{N}$ Memory buffer register and the other on the M Memory buffer register.

## 11-2 MEMORY ADDRESS SELECTOR

The function of the Memory Address Selector is to select the proper memory during an instruction, deferred address, or operand memory cycle. The Memory Address Selector is made up of the Memory Address Digit Selector and the Memory Address Control. The leftmost bits in the $P$ and $Q$ registers are used by the Memory Address Control; while the remaining bits in the $P$ and $Q$ registers are used by the Memory Address Digit Selector.

The Memory Address Digit Selector is made up of 16 similar stages. The i.jth stage is associated with the i.jth bits in the $P$ and $Q$ registers. A. typical stage is shown in Fig. ll-2. The output levels (MAS) of each stage of the selector are routed to the address decoders of the memories. There are usually four outputs from each stage, one for each of the four memories, $S, T, U$ and $V$. The exception is that not all 16 bits in the $P$ and $Q$ registers are used by each memory. The $S$ Memory uses 16 bits; the $T$ and $U$ memories each use 12 bits; and the V Memory uses only 7 bits.

There are two situations which generate MAS levels. The first situation occurs during an instruction memory address cycle, when the contents of the P register are combined in the Memory Address Digit Selector with a $\mathrm{PM}^{\mathrm{S}(\mathrm{T}, \mathrm{U} \text { or } \mathrm{V})}$ level to generate a set of MAS levels. The $\mathrm{PM}^{\mathrm{S}}(\mathrm{T}, \mathrm{U}$ or V$)$ levels are generated by the logic shown on Fig. 11-3. This logic involves the state of the PKA and DFA interlocks and the state of the leftmost bits in the $P$ register. PKA must be set to ONE. This occurs at the start of either an instruction cycle or an intermediate deferred address cycle. (See Fig. 11-4.) DFA must be cleared to ZERO. This occurs at the start of an instruction cycle. (See Fig. 11-5.) PKA ${ }^{1}$ and DFA ${ }^{0}$


The second situation arises during an operand address cycle or during a deferred address cycle. Either kind of cycle will generate $Q M^{S(T, U}$ or $\left.V\right)$ levels. These levels are then combined in the Memory Address Digit Selector with the content of the Q register to generate a set of MAS levels. The $Q M^{S(T}$, U or V) levels are generated by the logic shown on Fig. 11-6. This logic involves the state of the QKA, PKA and DFA interlocks and the state of the leftmost bits in the $Q$ register. If an operand cycle is executed, QKA is set to ONE at the start of the operand cycle. (See Fig. 1l-7.) QKA ${ }^{1}$ is one of the interlock conditions that allows a $Q M^{S(T}$, $U$ or $\left.V\right)$ level to be generated. Only the different states of the QKA, PKA and DFA interlocks distinguish between an operand address and a deferred address. In a deferred address, both the PKA and DFA interlocks are set to ONE. The PKA. interlock is set when either starting an instruction cycle or executing an intermediate deferred address cycle (see Fig. 11-4). The DFA interlock is set to ONE when a deferred address cycle is executed (see Fig. 11-5). $\mathrm{PKA}^{1}$ and DFA ${ }^{1}$ is another interlock condition that allows a $Q \mathrm{M}^{S(T, U \text { or } V)}$ level to be generated.
 to the $P M^{S(T, U \text { or } V)}$ and $\mathrm{QKM}^{S(T, U}$ or $\left.V\right)$ levels. The former levels control the function of the read-write, strobe and inhibit selectors during the execution of an instruction, operand or deferred address cycle. Generally speaking, these levels control the occurrence of events during the operation of the specified memories by the indicated control counter. E.g., PKM ${ }^{\text {S }}$ is used to control events during an S Memory read-write cycle that uses the PK counter (this would be either an instruction or deferred address cycle), and QKM ${ }^{S}$ is used to control events during an $S$ Memory read-write cycle that uses the QK counter (this would be an operand cycle).
 situations which generate these levels. The first situation occurs in an instruction cycle and requires that PKA be set to ONE and DFA be cleared to ZERO. In this case, the content of the $P$ register is used to select the proper memory. The second situation occurs in a deferred address cycle and requires that both PKA and DFA be set to ONE. In this case the contents of the $Q$ register are used to select the proper memory.
 requires that QKA be set to ONE. The contents of the $Q$ register are used to select the proper register.

The QKM ${ }^{V}$ level (and similarly the PKM ${ }^{V}$ level) used for the $V$ Memory is further divided into levels for the $V_{F F}$ and $V_{\overline{F F}}$ memories. The $V_{F F}$ Memory level QKM $V_{F F}$ is formed by ANDing the $V M D_{F F}$ level and the $Q K M{ }^{V}$ level. The $V_{\overline{F F}}$ memory level $Q K M V_{\overline{F F}}$ is formed by ANDing the $\overline{V_{M D}}$ level and the $Q K M$ level.

11-3 STROBE SELECTOR

The Memory Strobe Selector determines whether information coming out of the selected Memory should be strobed into the $M$ or $N$ registers. The selected register depends upon whether an instruction, operand, or deferred address cycle is being executed. Fig. 1l-1 shows the information flow paths involving the computer and the Memory Strobe Selector.

The Memory Strobe Selector is basically a double gating circuit. A typical stage for one memory is shown in Fig. 11-10. Four such gating circuits are used, one for each memory. The first gate routes the information coming from the memory sense amplifiers to the $M$ and N pulse gate inputs. Which specific strobe pulse then occurs depends on the memory selected and whether an instruction, deferred address, or operand cycle is being executed.

During instruction or deferred address cycles, a memory strobe pulse routes information from the selected memory into the $N$ register. The logic governing the memory strobe pulses is shown in Fig. 11-11. The pulse which transfers ONES usually consists of two pulses, one for each pair of quarters. The pulse which transfers ZEROES occurs in the third quarter only. The first, second and fourth quarters of the $N$ register are usually cleared at $\mathrm{PK}^{10 \alpha}$. For the S Memory, the strobe pulses occur at PK ${ }^{10 \beta}$ during the READ cycle of the instruction or deferred address cycle (i.e., when the PKM ${ }^{5}$ level exists). They occur at PK ${ }^{11 \alpha}$ for the $T, U$ and $V$ memories.

During an operand cycle, the operand strobe pulse routes information from the selected memory into the $M$ register. The logic governing the memory strobe pulse is shown in Fig. 11-12. The pulse which transfers ONES usually consists of two pulses, one for each pair of quarters. The whole $M$ register is usually cleared at $Q K 09 \alpha$. For the $S$ Memory, the strobe pulses occur at $Q K^{10 \beta}$ during the READ cycle of the operand cycle. For the $T$, $U$ and $V$ memories, these pulses occur at $\mathrm{PK}^{11 \beta}$ during the READ cycle.

The timing of other pulses during both PK and QK cycles assumes, if there is any question, that the last memory strobe pulse will occur in the ll $\beta$ state of both counters.

Note that the Strobe Selector does not influence memory read-outs from the $V_{F F}$ Memory since there are no strobe pulses per se when this memory is selected.

11-4 INHIBIT SELECTOR

The Inhibit Selector is used to route inhibit currents to the memory cores in the selected memory. A read-out from core memories is destructive, i.e., all the bits in the selected
memory register are left cleared by the reading process. During the WRITE part of a readwrite cycle, inhibit currents are generated in the cores in which ZEROES are to be written. The inhibit currents prevent the core from changing state during the writing process. As we shall see, the Inhibit Selector effectively routes information from the buffer register to the selected memory register in order that these inhibit currents can be generated in the selected cores.

The Inhibit Selector consists of 38 similar stages (one for each bit). A typical stage is shown in Fig. 11-13. There are three possible output levels in each stage, one for each of the three memories, $S, T$ and $U$. The $V_{\overline{F F}}$ Memory does not require a WRITE cycle, thus no inhibit logic is necessary. The corresponding fourth position in the Inhibit Selector is used for non-memory purposes.

There are two situations in which the Inhibit Selector generates $S(T \text { or } U)_{i \cdot j}$ INH levels. The first situation occurs during the execution of an instruction or deferred address cycle, when the contents of the $N$ register are written back into the selected memory register. The inputs to the Inhibit Selector in this case are the $N_{i . j}$ levels, representing the contents of the $N$ register, and the $\mathbb{N}_{i \cdot j} \longrightarrow\left\langle M_{i \cdot j}\right.$ levels.

The $N_{i . j} \checkmark_{i, j}$ levels are generated by the logic shown on Fig. 11-14. The inputs in this logic are the PKM ${ }^{\text {S }}$ levels (see Fig. 11-8) and levels from the SINH flip-flops. Note that the SINH ${ }_{i, j}$ levels shown on Fig. $11-13$ are completely different from the SINH ${ }^{1}$ levels shown on Fig. 11-14. As we have seen, the latter are used in generating the former. Similar logic generates the TINH ${ }_{i . j}$ and UINH ${ }_{i, j}$ levels, using the $N_{i \cdot j}$ ©TM ${ }_{i \cdot j}$ and $N_{i . j}$ - UM i.j level, respectively. Delay lines are used in generating the $N-\diamond S M$ levels only, since the $S$ Memory requires that the $N \longrightarrow$ SM levels vary sequentially (i.e., "ripple"). The delay line is designed so that the level for each successive bit is turned on after a delay step of 0.015 microsecond.

The second situation occurs during the execution of an operand cycle when the contents of the $M$ register are written back into the selected memory register. In this case, the inputs to the memory digit inhibit selector (Fig. 11-13) are the $M_{i . j}$ levels representing the contents of the M register and the $M_{i . j}\left\langle\Delta S_{i . j}\right.$ levels.

The $M_{i . j} \circlearrowleft S_{i . j}$ levels are generated by the logic shown on Fig. 11-15. The inputs in this logic are $\mathrm{QKM}^{\mathrm{S}}$ levels (see Fig. 11-9) and levels from the SINH flip-flops. The logic generating the $M_{i . j}$ SSM $M_{i . j}$ levels is very similar to that generating the $N_{i . j} \quad \Delta S_{i . j}$ Levels.

11-5 S MEMORY

11-5.1 ADDRESS DECODING. The MAS $_{S}$ lines from the memory address decoder are channelled into four decoders and associated read-write units where they produce four sets of 10 decoder lines (YU, YV, XU and XV). Each set of decoder lines contains eight
lines decoded from three MAS lines. Every fourth MAS line is associated with either an $S R_{U}^{1}$ or $S R_{V}^{1}$ level. These levels are the inputs to the read-write unit. This unit generates the remaining two lines in each set of 10 .

Bits MAS ${ }_{1.8}$ and MAS ${ }_{1.7}$ are also decoded in the memory stack inhibit selector into four selection lines. These four selection lines are amplified and split into four outputs per selection line. This gives a total of sixteen inhibit selection lines.

11-5.2 READ-WRITE OPERATION. The read-write units produce levels used by the current regulators in the $X U, X V, Y U$ and $Y V$ switch core drivers. (See Fig. 4-10, Chapter 4.) These levels are generated by combining $M A S_{S}$ levels and the $S R_{U}$ and $S R_{V}$ flip-flop levels as shown in Fig. 11-17.

The $S$ Memory read and write flip-flops, $S R_{U}$ and $S R_{V}$, determine when the READ or WRITE operation should take place. The READ operation takes place when both flipflops are set to ONES. The WRITE operation takes place when both flip-flops are cleared to ZEROES.

The logic for setting and clearing $S R_{U}$ and $S R_{V}$ is shown in Figs. 11-18 and 11-19 respectively. Although the pulse setting $\mathrm{SR}_{\mathrm{U}}$ is generated at $\mathrm{PK}{ }^{\mathrm{O}} \mathrm{B}$ or $Q K^{\mathrm{O}}{ }^{3 \beta}$, the pulse doesn't actually get to the flip-flop until after the delays shown in Figs. 11-18 and 11-19.

The logic for setting and clearing the SINH flip-flop is shown in Fig. 11-20.

## 11-6 T MEMORY

11-6.1 ADDRESS DECODING. The $M A S_{T}$ lines from the memory address selector are channelled into four first level decoders as shown in Fig. 11-21. Each set of three MAS $\mathrm{T}_{\mathrm{T}}$ lines is decoded into eight lines. The pair of eight decoder lines generated from the $\mathrm{MAS}_{\mathrm{T}}$ lines from 1.1 to 1.6 become the inputs to a second level decoder that in turn generates 64 X selection levels. 64 Y selection levels are generated in a similar manner from the MAS $T_{T}$ lines from 1.7 to 2.3 . The $X$ and $Y$ levels select the core in the $T$ Memory itself.

11-6.2 READ-WRITE OPERATION. Actually each second level decoder has three inputs: two coordinate selection levels and a read-write level. (See Fig. 11-21.) All three levels must be present before an output level is generated.

Fig. ll-22 shows the read-write unit which generates the read-write level. Note that this unit contains two read-write generators for each of the $X$ and $Y$ coordinates. The inputs to this unit are the $T R^{1}$ and $T W^{1}$ levels and the 1.2 and 1.8 bits of the $T$ Memory address selector. If a READ operation is occurring, TR is set to ONE and
if a WRITE operation is occurring, TW is set to ONE. Note that the MAS TI. 2 and $\mathrm{MAS}_{\mathrm{TI} .8}$ lines are used redundantly, i.e., they are inputs to both the first level decoders and the read-write unit. This is done so that the second level decoder can be split in half and each half driven by one read-write generator. This scheme uses the selection logic to reduce the load on each read-write generator.

The logic that sets and clears $T R$ is shown in Fig. ll-23. A T Memory read pulse is generated at $\mathrm{PK}^{01 \alpha}$ and $Q \mathrm{~K}^{\mathrm{Ol} \alpha}$. After a time delay of 0.4 microsecond, the T Memory read flip-flop is set by this pulse. The same pulse clears the flip-flop after a delay of 1.6 microseconds.

The logic that sets and clears TW is shown in Fig. 11-24. The delay logic is similar to that for TR.

The logic that sets and clears TINH is shown in Fig. $11-25$. It is identical to that for TW except for the different time delays used.

## 11-7 V MEMORY ADDRESS DECODING

The V Memory decoder requires two levels of decoding to select the proper V Memory.

The first level decoder is shown in Fig. 11-25. It consists of two decoders. The first decoder decodes bits MAS VI .1 to $\mathrm{MAS}_{\mathrm{VI} .3}$ into eight lines plus $\mathrm{MAS}_{\mathrm{VI} .3}^{1}$ and MAS $\mathrm{VI}^{0} .3^{\circ}$. The second decoder decodes bits MAS VI .4 to $\mathrm{MAS}_{\mathrm{VI} .7}$ into sixteen lines plus $\mathrm{VMD}_{\mathrm{FF}}$. $\mathrm{VMD}_{\mathrm{FF}}$ is a decoding of bits MAS ${ }_{\text {VI. }}$ to MAS ${ }_{\text {VI. }} 7^{\text {only. }}$

The second level decoder is actually an "AND" circuit which combines the outputs of each of the two first level decoders in order to produce levels which will select the proper memory or the proper register in the proper memory. The second level decoders for the Real Time Clock and the Shaft Encoder are shown in Fig. 11-26. The second level decoders for the other $V$ memories are shown in the figures illustrating those memories.

11-7.1 PLUGBOARD STORAGES A AND B. Each plugboard contains 16 registers of 37 bits each. The Plugboard Storage A register-selection is shown in Fig. 11-27. The registers are divided into two groups of eight registers. $V_{M D}^{16 X}$ selects registers 0 through 7, while $V M D D_{P B A}^{17 X}$ selects register 10 through 17 . The specific register within the group is selected by $V M D^{X X 0}$ through $V M D^{X X 7}$.

Plugboard Storage B register-selection is shown in Fig. ll-28. It is similar to that described above except that $V M D_{P B B}^{14 X}$ and $V M D_{P B B}^{15 X}$ levels are used to select the two groups of eight registers.

11-7.2 TOGGLE SWITCH STORAGE. The toggle switch storage contains 24 registers of 37 bits each. The register selection logic is shown on Fig. ll-29. The registers are divided into three groups of eight registers. $V_{M D}^{12 X}$ selects registers o through 7 ; $V_{M D}^{13 X}$ selects registers 10 through 17 ; and $V M D D_{T S S}^{14 X}$ selects registers 20 through 27. The specific register within the group is selected by VMD ${ }^{\mathrm{XXO}}$ through VMD ${ }^{\mathrm{XX} 7}$. Note that only registers $0-17$ currently exist.

11-7.3 SHAFT ENCODER. The Shaft Encoder is a device which converts an analog input into a digital electrical representation by means of a dual brush-disc device. The output of each Shaf't Encoder represents a 9 bit binary number. Four Shaft Encoders generate a 36 bit number. A toggle switch is used for the meta-bit.

The output of the Shaft Encoder is selected by the $V \mathrm{VD}^{020}$ level as shown on Fig. 11-30.

11-7.4 REAL TIME CLOCK. The Real Time Clock is a 36 bit counter plus a meta-bit. The output of the Real Time Clock is selected by the $V M D C K$ level as shown on Fig. 1l-31.

The counter is divided into four quarters. A carry occurs from one quarter to the next with an end-around carry from the fourth quarter into the first quarter.

The inputs to the counter are a clear pulse, beta clock pulse, and 100 kilocycle pulse.

The outputs of the counter are combined in an output mixer with the $V M D_{C K}^{030}$ level from the $V$ Memory decoder to form $36 \mathrm{VMD}_{\mathrm{CK}}$ levels. The $\mathrm{VMD}_{\mathrm{CK}} 4.10$ level is set by a toggle switch.

11-7.5 INPUT MIXER. The output levels of the various $V_{\overline{F F}}$ memories are routed through a central input mixer. The output of the mixer then communicates with the $M$ and $N$ registers in the central computer in the same manner the Memory Element sense amplifiers do. There is one input mixer stage for each bit, making a total of 38 such stages. A typical stage and its inputs are shown on Fig. ll-32.

11-7.6 $V_{F F}$ MEMORY. The $V_{F F}$ Memory consists of the $A, B, C$ and $D$ registers in the Arithmetic Element and the E register in the Exchange Element. Read-out from these memory registers is non-destructive.

When an instruction or a deferred address word is read-out, the contents of the selected register are transferred into the $N$ register via the $E$ register as shown in Fig. ll-33. Similarly, when an operand word is read-out, the contents of the selected register are transferred into the $M$ register via the E register as shown in Fig. $11-34$.

During these transfers through the E register, the original contents of the E register are temporarily saved in the $M$ register until they can be returned to the E register.

The logic governing these transfers is found in the chapters on the elements in which the transfers occur.

## 11-8 PARITY

The function of the Parity Count circuits is to check the validity of the read-outs from the S, T and U memories. All the bits of the full memory word are checked by a parity count circuit in the $M$ or $N$ register. This circuit is made by pyramiding stages of individual parity circuits. A typical stage in this pyramid is shown in Fig. 11-35. In a typical pyramid there are 16 such circuits.

The six bits 4.6 to 4.10 , and 2.10 are not in the pyramid. Instead they are tied in as shown in Fig. 11-36 (for the M Parity Count).

Two outputs are generated by each parity check circuit. One is a "check parity level" which determines the correctness of the parity of the entire word. This level is used to generate an alarm when the parity is incorrect. The other level is a "compute parity level ${ }^{\text {" }}$. This level determines the parity bit inhibit current when the word in the buffer register is written back in memory. This level forces the parity of the word written in memory to always be a correct parity.

The $M$ and $\mathbb{N}$ parity circuits also contain elements which control the value of the bit written in the 4.10 position, as specified by the Trapping Sequence. This bit is written either as a ONE, or according to the contents of the 4.10 bit in the buffer register itself. The logic is described in Chapter 15. The logic for $\operatorname{INHM}_{4.10}$ and $\operatorname{INHN}_{4.10}$ is given below.

The output of the larger pyramid, along with the output of another pyramid covering bits 4.6 to 4.10 and 2.10 provide the "check parity level" $\mathrm{MP}_{38}^{\mathrm{EVEN}}$. The "compute parity level", $\mathrm{MP}_{37}^{\mathrm{EVEN}}$, consists of the outputs of the larger pyramid and of another pyramid formed from bits 4.6 to 4.9 and the $\mathrm{INHM}_{4.10}$ (or $\overline{\mathrm{M}_{4.10}^{\mathrm{T}} \cdot \mathrm{SMB} \cdot \mathrm{SM}^{2} \text { ) }}$ level.

The $N$ Parity Count circuit, as show in Fig. 11-37, is similar to the M Parity circuit shown in Fig. 11-36 but with two incidental differences. The first difference is that the bits of the $\mathbb{N}$ register are used instead of the $M$ register. The second difference is in the "compute parity level", $\mathrm{NP}_{37}^{\mathrm{EVEN}}$. The secondary pyramid is also formed by bits 4.6 to 4.9 and $\mathrm{INHN}_{4.10}$ level, but here $\mathrm{INHM}_{4.10}$ is $\left(\overline{N_{4.10}^{7}}\right)+\left(\mathrm{DFA}^{1} \cdot \mathrm{SMB} \cdot \mathrm{SND}^{1}\right)+\left(\mathrm{DFA}^{0} \cdot \mathrm{SMB} \cdot \mathrm{SNI}^{1}\right)$.

The X Memory parity circuit shown in Fig. ll-38 uses a smaller pyramid with a base of 8 stages for the 16 bits of the $X$ Memory word. The output of this pyramid is pyramided with the output of the stage whose inputs are the 2.8 and 2.9 bits. The outputs of this final pyramid are the "compute parity levels" ( $\mathrm{XP}_{18}^{0 D D}$ and $\mathrm{XP}_{18}^{\mathrm{EV}}$ ). These levels are then fed into another parity stage with the outputs of the XP flip-flop to form the "check parity levels" $\left(\mathrm{XP}_{19}^{\mathrm{ODD}}\right.$ and $\mathrm{XP}_{19}^{\mathrm{EV}}$ ).
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| $\xrightarrow{\square} \mathbb{1}_{1,2,3,4}$ | $\alpha$ | QKo9a <br> $Q K^{1 \theta \alpha}$ <br> $Q K^{18 \alpha}$ | $\overline{Q K M^{J F F}}$ | －QKIR $3 k N$ ． <br> －QkIR ${ }^{\text {TSD }}$ ． | $\mathrm{LR}_{\mathrm{Cr}}+\frac{1}{3}$ $\left(\mathbb{A}^{A S S}\right.$＇$Y$ |  |  |
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Fig. $11-18$ S-MEMDRY RTAN-NRITESRGFLIP-FLOP COMTROL LDGIS

| PULSE |  |  |  |  |  | JUV ff Lodic |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Rfgistel lR1VERL0G1S |  |  |  |  |  |  |  |
|  | R R ${ }^{\text {Roust }}$ | Tine level | Aemory | DT\#thS | DtLAY | time level | Me\MORY | OTHERS |
| $\xrightarrow{\square} \mathrm{S}_{v}$ | $\beta$ |  |  |  |  |  |  |  |
| $\xrightarrow{\circ}{ }^{\text {S }} R_{*}$ | $\alpha$ | $\begin{aligned} & P K^{\prime \prime \alpha} \cdot P K M^{s} \\ & Q K^{\prime \prime \alpha} \cdot R K M^{s} \end{aligned}$ |  |  | $\begin{aligned} & 0.2 \mu \mathrm{sDt} \\ & 0.2 \mu \mathrm{sDt} \end{aligned}$ |  |  |  |
|  | Lerests $_{\text {ct }}$ |  |  |  |  |  |  |  |
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|  |  |  |  |  | Jハサ廾 ff Lotic |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dolst | ReGISterdriver Loglc |  |  |  |  | POLIE GATE LOGIC |  |  |
|  | Ructime Lvel Memony |  |  | Btates |  | Tint level | Menory | OTHERS |
|  |  | PM ${ }^{12 \alpha}$ ． $Q K^{13 \alpha}$. $Q K^{21 \alpha}$. | PKM QKM QKA |  |  |  |  |  |
| $\xrightarrow{\bullet}{ }_{\square}^{\text {sint }}$ | $\alpha$ | $\begin{aligned} & \text { PL } L^{22 \alpha \alpha} . \\ & Q_{1}^{31 / \alpha \alpha} . \end{aligned}$ | $\begin{aligned} & \cdot D_{K M}^{s} \\ & \cdot R K A^{s} \end{aligned}$ |  |  |  |  |  |
|  | ${ }_{\text {Hefest }}$ |  |  |  |  |  |  |  |
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|  |  |  |  |  |  | TOLJt GATt LOCIC |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| pulst | REGISTER DRIVER LOGIC |  |  |  |  |  |  |  |
|  | Rolst Tint Levtl |  | AtMORY | OTAERS | OtLAy | Tiat Level | InJTRUCTIOM | Otites |
| $\xrightarrow{\square} T R$ | $\alpha$ |  | PKM ${ }^{\text {a }}$ QKA |  | $\begin{aligned} & 0.4 \mathrm{Ms} \mathrm{Dt} \\ & 0.4 \mathrm{~ms} \mathrm{Dt} \end{aligned}$ |  |  | ThOFF ${ }^{\circ}$ <br> TMOFF ${ }^{\circ}$ |
| $\xrightarrow{\circ} T R$ | $\alpha$ | PK ${ }^{\text {O1/ }}$. Q $K^{01 \alpha}$. | PKM ${ }^{\top}$ QKM |  | $\begin{aligned} & 1.6 \mathrm{~ms} \mathrm{DE} \\ & 1.6 \mathrm{~ms} \mathrm{DE} \end{aligned}$ |  |  |  |
|  | $\xrightarrow{\text { Reusect }}$ |  |  |  |  |  |  |  |
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|  |  |  |  |  | $\begin{aligned} & \text { 0tcAy } \\ & \text { Los } 615 \end{aligned}$ | TWFFLOU1く |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| pusst | REGISTER ARIVER LOU1S |  |  |  |  | POLIE GATE LOGIC |  |  |
|  | PROLSt | Tiat Poust\| | MEMORY | OTHERS |  | time pulse | MEMORY | OTHせRS |
| $\xrightarrow{\square}$ TV | $\alpha$ | PK $K^{12 \alpha}$. $Q K^{13 \alpha}$. $Q K^{21 \alpha}$. |  |  | $0.8 \mu \mathrm{~s}$ De <br> 0.8 MsDe <br> $0.8 \mu \mathrm{~s} D \mathrm{t}$ |  |  | $\begin{aligned} & \text { TAOFF } \\ & \text { TAOFF } \\ & \text { TMOFF } \end{aligned}$ |
| $\xrightarrow{\circ}$ TV | $\alpha$ | PK ${ }^{12 \alpha}$. <br> $Q K^{13 \alpha}$. <br> $2 k^{21 \alpha}$. | $\begin{aligned} & P K M^{\top} \\ & Q K A^{\top} \\ & Q K M^{\top} \end{aligned}$ |  | $\begin{aligned} & 2.0 \mu \mathrm{MDE} \\ & 2.0 \mu \mathrm{sDt} \\ & 2.0 \mu \mathrm{MDE} \end{aligned}$ |  |  |  |
|  |  |  |  |  |  |  |  |  |
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|  |  |  |  |  |  | TINH FF LOGIS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Poust | nequsith Driver Loll |  |  |  | OElay |  | ISt 4ATE | 10416 |
|  | ${ }_{\text {R }}^{\text {ROLSE }}$ | TineLevel | Instroction | Others | delay | TimeLevel | Instructlon | Ot\#ters |
| $\xrightarrow{\square}$ TIMN | $\alpha$ | $P K^{12 \alpha} \cdot$ $Q K^{13 \alpha} \cdot$ $Q K^{21 \alpha}$. | - PKA - $Q K A^{\top}$ - QKA |  | $0.4 \mu \mathrm{~s} D E$ <br> $0.4 \mu \mathrm{~s} D E$ <br> $0.4 \mu \mathrm{sDE}$ |  |  | TMOFF ${ }^{\circ}$ <br> TMOFF ${ }^{\circ}$ <br> TMOFF ${ }^{\circ}$ |
| $\xrightarrow{10}$ TIV州 | $\alpha$ | PK ${ }^{12 \alpha}$ <br> $Q K^{13 \alpha}$. <br> QKIN. | PKM Q $2 M M^{\top}$ QKM |  | $\begin{aligned} & 2.0 \mu \mathrm{sDE} \\ & 2.0 \mu \mathrm{sDE} \\ & 2.0 \mu \mathrm{~s} D \mathrm{E} \\ & \hline \end{aligned}$ |  |  |  |
|  | \|retistic |  |  |  |  |  |  |  |
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CHAPIER 12<br>PROGRAM ELEMENT

Two basic operations are performed in the Program Element. One operation is the determination of the addresses of instructions, deferred addresses and operands, and the subsequent interpretation of the instruction and deferred address words after they appear in the $N$ register. The second operation is the change of sequence, i.e., the change of program counter in the $P$ register, when indicated by the Sequence Selector.

The results of interpreting an instruction are usually a set of static levels used by the remainder of the computer. Since the Program Element can be interpreting as many as three instructions at once, there can be that many sets of levels about instructions, as well as another set generated about sequence selection.

This chapter begins by discussing the register pulse logic associated with each of the registers in the Program Element. The X and F memory systems are then explained. Next, the decoding process, by means of which the data transferred into the Program Element is interpreted, is discussed. Finally the sequence selection process is examined.

12-2 PROGRAM ELEMENT REGISTER DRIVER LOGIC

12-2.1 GENERAL DESCRIPTION. The following registers or flip-flops in the Program Element are controlled by register drivers: K, P, Q, N, PKIR, QKIR, AKIR, X, X Adder carry flip-flop (XAC), X Adder select flip-flop (XAS), and FLAG. The FLAG register is discussed in Sect. 12-7.4. The $X$ Adder (XA) is treated as a register even though it does not contain any flip-flops and hence does not have any associated register drivers. The functions of the Program Element registers and their paths of communication with other registers in the computer were discussed in Chapter 2. A block diagram of the Program Element was given in Fig. 2-4. This section will discuss the register driver and pulse gate control of each of these registers.

12-2.2 N REGISTER REGISTER DRIVER LOGIC. This logic controls the transfer of information from the main memory sense amplifiers and from the E register into the $N$ register.

12-2.2.1 MEMORY TRANSFERS INTO THE N REGISTER. Fig. 12-1 illustrates how data is transferred from the memory sense amplifiers into either the M or N register. A word in memory may be an instruction, deferred address, or an operand. If the word is an instruction or deferred address, it will be transferred into the $\mathbb{N}$ register during a PK cycle by a memory strobe pulse. This strobe pulse is formed from a PK time level and a memory selection level. The memory strobe logic was discussed in Chapter 11, but will be briefly reviewed.

The logic for the $N$ register strobe pulse is shown in Fig. 12-2. An instruction or deferred address word is strobed out of the memory sense amplifiers at $\mathrm{PK}^{11 \alpha}$. In the case of the S Memory, the strobe pulse is routed through a delay line. Thus even though the pulse is initiated at $P K^{10 \beta}$, it is not finished until $P K^{11 \beta}$.

12-2.2.2 CLEAR N REGISTER LOGIC. (See Fig. 12-3.) The N register (with the exception of the third quarter) is cleared at $\mathrm{PK}^{10 \alpha}$ in preparation for receiving a word from memory. The "clear" pulse is not fired unless the selection address is legal (PKM ${ }^{\text {LEGAL }}$ ) or unless this cycle is the final deferred address cycle. At other times, only quarters 2 and 1 of the $\mathbb{N}$ register are cleared. For $P K I R^{J X}$ type instructions, the clear pulse is fired at $\mathrm{PK}^{25 \alpha}$ when PK need no longer wait in $\mathrm{PK}^{25 \alpha}$. For QKIR ${ }^{1 \mathrm{X}}$ type instructions (AUX, RSX, SKX, EXX, $A D X, D P X$ and $S K M$ ), the clear pulse is fired at $\mathrm{QK}^{\mathrm{Ol} \alpha}$. The clear pulse is also fired at $\operatorname{CSK}^{\circ} \alpha$ during a change of sequence cycle.

The third quarter of the $N$ register is never affected by the clear $N$ register pulses. All transfers into $\mathrm{N}_{3}$ are jammed. This is done in order to reduce the amount of noise in the X Memory selection lines decoded from the $\mathrm{N}_{3} .6-3.1$ bits.

12-2.2.3 E REGISTER TRANSFERS INTO THE N REGISTER. The register driver logic for these transfers is shown in Fig. 12-4. During an instruction or deferred address cycle using the $V_{F F}$ Memory, the contents of the $E$ register are transferred into the $N$ register at $\mathrm{PK}^{11 \alpha}$. During the final deferred address cycle, the final base address is copied from E into N. During various instructions which make use of the $X$ Memory as an operand memory, the contents of $E_{2,1}$ are transferred into $N_{2,1}$. These transfers occur at $\mathrm{QK}^{15 \alpha}$ or $\mathrm{QK}{ }^{21 \alpha}$.

12-2.3 P REGISTER REGISTER DRIVER LOGIC. Information can be transferred into the $P$ register only from the $X$ Adder. In addition to this single transfer path, the $P$ register has a counter which can index the contents of the $P$ register by one. Note that count circuit does not alter the contents of $P_{2.9}$.

The contents of both quarters of the $X$ Adder (with the exception of $X A_{2} .9$ ) are jammed into the $P$ register during jump type instructions or during a change of sequence. The logic is shown in Fig. 12-5. For these transfers to occur, the computer must be in either an AUNO START or $\overline{A L}$ (no alarm) condition.

The $X A \longrightarrow P$ pulse occurs in the following situations:

1) When $P K$ need no longer wait in $P K^{25 \alpha}$ for $E B^{0}$ and the index jump condition is satisfied (XJ).
2) During a JMP instruction at $P K^{31 \alpha}$. (This logic has a redundant term due to wiring considerations.)
3) Whenever the Arithmetic Element jump condition (AEJ) is satisfied at PK ${ }^{31 \alpha}$.
4) At $\operatorname{csK}^{04} \alpha$ when a new program counter is placed in the $P$ register.
$\mathrm{XA}_{2.9}$ is copied into $\mathrm{P}_{2.9}$ only in case 4, i.e., during a change of sequence. This is the only situation in which the $P_{2.9}$ bit is altered, since the sequence metabit must be remembered, with the program counter, when the latter is placed in P.

The indexing circuit on the $P$ register is used to add one to the contents of the $P$ register each time an instruction is read out of memory and executed. This indexing pulse occurs at $\mathrm{PK}^{24 \alpha}$. During skip type instructions (SKX, SKM and SED), the contents of $P$ are indexed a second time if the skip condition is satisfied.

12-2.4 Q REGISTER REGISTER DRIVER LOGIC. This logic controls the transfer of information from the $X$ Adder into the $Q$ register as shown in Fig. 12-6. $Q$ can hold the address of either a deferred address or an operand.

The content of the $X$ Adder is jam transferred into the $Q$ register at the beginning of the QK operand cycle, i.e., when the QI ${ }^{\text {START }}$ interlock level is present and $Q K$ is in $Q K^{00 \alpha}$. This jam transfer also takes place when a deferred address cycle begins, i.e., when the $\mathrm{PI}^{S T A R T} 2$ and $\mathrm{PI}_{2}^{l}$ interlock levels are present and PK is in $\mathrm{PK}^{00}$.

12-2.5 K REGISTER REGISTER DRIVER LOGIC. This logic controls the jam transfer of information from $N_{3.6}-3.1$ into $K_{3} .6-3.1$. The transfer occurs during a change of sequence at $\mathrm{CSK}^{03 \alpha}$ as shown in Fig. 12-7.

12-2.6 X REGISTER REGISTER DRIVER LOGIC. The $X$ register is the $X$ Memory buffer register. The register driver logic controls the transfer of information from the $X$ Memory, $X$ Adder and $P$ register into the $X$ register. This logic also controls the set $X$ parity pulse, clear $X$ pulse and complement $X$ pulse.

12-2.6.1 X MEMORY TRANSFERS INTO THE X REGISTER. The content of an X Memory register is jam-transferred into the $X$ register during either of the two situations shown on Fig. 12-8.

The first situation occurs at $\mathrm{PK}^{13 \alpha}$ during the read-out of the X Memory register specified by the $J$ bits of an instruction or deferred address word. The second situation occurs during the read-out of a new program counter in a change of sequence. In neither situation is the content of the $X$ Memory register actually placed in the $X$ register if the 00 register is specified.

If the selected $X$ Memory register has the same address as the current program counter (i.e., if the $K^{\text {eq }}{ }^{J}$ level is present), then $X^{I} \mathcal{I}^{l}$ must also be present if the memory read-out is to occur.

12-2.6.2 XPS FLIP-FLOP LOGIC. This flip-flop inhibits the X Memory strobe pulse into $X$ when the register selected has the same address or the current program counter, is not register 0 , and this is the first reference to this register since the last sequence change. In this case all the cores of the register are cleared and only "Junk" (with a 50-50 chance of a bad parity) would be strobed into $X$. If XPS ${ }^{1}$, then a clear pulse is substituted for the strobe pulse.

The flip-flop is set whenever a sequence change occurs, and is cleared the first time thereafter that the program counter register is referenced during a PK cycle (if ever). See Fig. 12-8.

12-2.6.3 P REGISTER TRANSFERS INTO THE $X$ REGISTER. The content of the $P$ register is jam-transferred into the $X$ register in the two situations shown in Fig. 12-9.

The first situation occurs at $\mathrm{PK}^{31 \alpha}$ during the execution of a $P K I R^{J M P}$ instruction, when the content of the $P$ register is placed in the $X$ Memory. However, the transfer will not take place unless either the toggle switch producing the $X_{S A L}{ }_{S U P}$ level is turned on or the XPAL flip-flop is cleared (indicating that no $X$ parity alarm condition exists).

The second situation occurs during a change of sequence at $\mathrm{CSK}^{04 \alpha}$. Again, the transfer will not take place unless the XPAL condition is satisfied.

12-2.6.4 X ADDER TRANSFERS INTO THE X REGISTER. The content of the $X$ Adder is jam-transferred into the $X$ register by the logic shown on Fig. 12-10. The path through the $X$ Adder is the only one by which data can be transferred to the X Memory from the Memory Element. The XPAL condition must be satisfied before any of these transfers can take place. These transfers occur only during SKX, JPX, JNX, RSX, EXX and AUX instructions.

12-2.6.5 CLEAR X REGISTER AND SET X PARITY FLIP-FLOP LOGIC. The clear $X$ register pulse serves as a substitute for the $X$ Memory strobe pulse. For this reason, the clear pulse also sets the $X$ parity flip-flop to a ONE. This guarantees that the $X$ register contains a number with the correct parity.

Note that the register driver logic shown on Fig. 12-11 is, aside from the time level gating, the inverse of the strobe pulse logic shown on Fig. 12-8. The clear pulse occurs if either $X$ Memory register 0 is selected or if the register has the same address as the current program counter ( $K^{\mathrm{eq}} \mathrm{J}$ ) and $\mathrm{XPS}^{1}$.

12-2.6.6 COMPLEMENT X REGISTER LOGIC. During a JPX instruction (PKIR ${ }_{O X}^{O X} \cdot P K I R_{O P}^{X 6}$ ), the X register is complemented twice; once at $\mathrm{PK}^{15 \alpha}$, if $\mathrm{PI}_{2}^{0}$, and again at $\mathrm{PK}^{25 \alpha}$, if $E B^{0}$. These complement pulses are the only features which distinguish JPX from JNX.

During a SKX instruction, the X register is complemented at $\mathrm{PK}^{15 \alpha}$, if $\mathrm{PI}_{2}^{0}$ and $\mathrm{PKIR}_{\mathrm{CF}_{3}}$ differs from $\mathrm{PKIR}_{C F}$. The X register is then recomplemented either at $\mathrm{PK}^{27 \alpha}$ if $\mathrm{PKIR}_{\mathrm{CF}_{3}}^{1}$, or at $\mathrm{PK}^{31 \alpha}$ if $\mathrm{PKIR}_{\mathrm{CF}_{1}}^{1}$.
In both of the above cases, a pair of complement pulses are generated which contribute to the computation of the desired result in the $X$ register. The $\mathrm{PI}_{2}^{0}$ condition permits the first of the pair of complement pulses to occur only in the PKM cycle just before the PKEI cycle of the instructions.

12-2.7 X ADDER SELECT FLIP-FLOP (XAS) LOGIC. This logic is shown in Fig. 12-13. XAS determines whether the output of the $X$ Adder is the sum of $N_{2,1}$ and $X$ (when XAS ${ }^{1}$ ), or is simply the contents of $N_{2,1}$ (when XAS ${ }^{0}$ ).

The register driver is controlled only by the PRESEI level from the Control Element. The remainder of the logic is pulse gate logic.

XAS is set to ONE at $\mathrm{PK}^{14 \alpha}$ during PK cycles which call for an indexed base address. This occurs during instruction cycles (when no deferred address cycle is called for), or when the final deferred address cycle is reached ( $\mathrm{PKIR} \mathrm{R}^{I N D} \cdot \mathrm{PI}_{2}^{0}$ ), or during all intermediate deferred cycles $\left(\mathrm{PI}_{5}^{1}\right)$. Otherwise XAS is left cleared to ZFRO. XAS is always set during JX type instructions at PK ${ }^{26 \alpha}$ in order that the increment can be added to the index register.

During AUX, $A D X$ and all $Q K I R^{X}$ type instructions, $X A S$ is set at $Q K^{10 \alpha}$. This pulse is not always necessary, but guarantees that the $X$ Adder generates the desired output. XAS is cleared at $Q K^{21 \alpha}$ for RSX and $E X X$, since in these cases the sum is not desired.

During a change of sequence cycle, XAS is set at $\operatorname{CSK}^{02 \alpha}$ so that the $X$ Adder output is the program counter coming from the $X$ Memory when any index register other than number 00 is selected; and is simply $N_{2,1}$ (which contains the value of TSP), if register 00 is selected.

12-2.8 X ADDER CARRY FLIP-FLOP (XAC) LOGIC. The logic is shown in Fig. 12-14. After the terms to be summed in the $X$ Adder have been placed in $X$ and $N_{2,1}$, setting XAC to ONE will "clear" the carry circuit of the $X$ Adder. The carry logic then insures that the $X$ Adder output will be the correct $O N E$ 's complement sum. The pulse gate
logic covers the situation when this is desired. The set pulse occurs at $\mathrm{PK}^{14 \alpha}$ and $P K^{26 \alpha}$ during a SKX; at $P K^{25 \alpha}$ during a JX type instruction; at $Q K^{01 \alpha}$ for all QKIR ${ }^{1 X}$ type instructions; and at $Q K^{01 \alpha}$ and $Q K^{10 \alpha}$ for $A U X$ and $A D X$. In the case of the last two instructions, the pulse initiated at $Q K^{10 \alpha}$ is required since the contents of $\mathrm{N}_{2,1}$ are not set up until after $\mathrm{QK}^{01 \alpha}$. XAC is also set at $\mathrm{CSK}^{01 \alpha}$.

XAC is automatically cleared 0.4 microsecond after it is set.

While the sum of a base address in $N_{2,1}$ and an index register in $X$ is being formed between $\mathrm{PK}^{13}$ and $\mathrm{PK}^{22}$, the X Adder carry circuit is forced into a "set" condition. This causes the sum of an 18 bit number and its 18 bit ONE's complement to be all ZEROS, rather than all ONES, if this sum should be formed. The computed address of an operand, deferred address, or next instruction then becomes the first register of the S Memory (address 0 ), rather than the last register of the $V$ Memory (address 377777 (octal)), when, for example, the base address is 000004 and the index is 777 773. The logic for obtaining this result simply uses the $\mathrm{PK}^{13 \beta} 0.4$ microsecond time level to set the $X$ Adder carry circuit at the time that XAC would ordinarily have been used to clear it.

It should also be noted that the $N_{2.9}$ bit is presented as an input to the X Adder only when no deferred address cycles are called for. When $\mathrm{PI}_{2}^{1}$, the input to the X Adder from the $\mathrm{N}_{2.9}$ position is forced to appear as a ZERO.

12-2.9 OP REGISTERS REGISTER DRIVER LOGIC. The operation registers are $\mathrm{PKIR}_{O P}, \mathrm{QKIR}_{O P}$ and $A K I R_{O P}$. These registers are used during the process of interpreting an operation code.

12-2.9.1 PKIR $_{\text {OP }}$ REGISTER DRIVER LOGIC. This logic is shown on Fig. 12-15. The contents of $\mathrm{N}_{4} .3-3.7$ (OP bits) are jam-transferred into $\mathrm{PKIR}_{\mathrm{OP}}$ at $\mathrm{PK}^{12 \alpha}$. Simultaneously the content of $\mathrm{N}_{4.9}$ (hold bit) is transferred into $\mathrm{PKIR}_{H}$.

12-2.9.2 QKIR ${ }_{\text {OP }}$ REGISTER DRIVER LOGIC. This logic is shown on Fig. 12-16. The content of PKIR $_{O P}$ is jam-transferred into QKIR $_{O P}$ at QK ${ }^{\circ O O}$ when the QI START interlock permits the $Q K$ counter to start.

12-2.9.3 AKIR ${ }_{O P}$ REGISTER DRIVER LOGIC. This logic is shown on Fig. 12-17. There are two paths over which information can be jammed into the AKIR $_{\text {OP }}$ register. The first path is from the $\mathbb{N}$ register. During an $A O P$ instruction, the six bits in $N_{2} .6-2.1$ are jam-transferred into $A K I R_{O P}$ at $P^{25 \alpha}$ (providing that $A K$ is in $A K^{00 \alpha}$ at this time). The second path is from the $Q_{Q K I R_{O P}}$ register. The content of $Q K I R_{O P}$ is jam-transferred into $A K I R_{O P}$ at $Q K^{13 \alpha}$ during $Q K I R^{A K}$ type instructions.

12-2.10 CF REGISTERS REGISTER DRIVER LOGIC. The configuration registers are PKIR ${ }_{C F}$, QKIR ${ }_{C F}$ and $A K I R_{C F}$. These are registers used during the process of interpreting the CF bits in an instruction and the configuration word selected.

12-2.10.1 PKIR ${ }_{C F}$ REGISTER DRIVER LOGIC. This logic is shown on Fig. 12-18. The contents of the five CF bits $N_{4.8}-4.4$ are jam transferred into $P K I R_{C F}$ at $\mathrm{PK}^{13 \alpha}$ of the instruction word cycle.

A counting circuit is incorporated in the $P_{K I R_{C F}}$ register that allows instructions which make use of more than one F Memory register to address four successive F Memory registers. These instructions are SPG and FLG, as indicated by the PKIR ${ }^{\mathrm{FF}}$ class level ("FF" denotes "Four conFigurations").

The F Memory "master" pulse is generated when FK is in its resting state $\left(F K^{0 \alpha} \cdot F K 8^{\circ}\right)$ and the LSTART $\rightarrow$ FK level occurs. The master pulse occurs thereafter at 0.8 microsecond intervals at $\mathrm{FK}^{2 \alpha}, \mathrm{FK}^{4 \alpha}$ and $\mathrm{FK}^{6 \alpha}$ (i.e., when $\overline{\mathrm{FK}^{\mathrm{OQ}}}$. $\mathrm{FK}_{\alpha .1}^{\mathrm{O}}$ ) if certain further conditions are satisfied. These further conditions are that the instruction is a SPG or FLG (PKIR ${ }^{F F}$ ), and that either the correct check parity condition exists ( $\mathrm{FP}{ }_{10}$ ), or register 00 is used $\left(P K \perp R_{C F}^{00}\right)$, or that the $F$ parity alarms are suppressed (FPAL ${ }_{\text {SUP }}$ ). This pulse is delayed 0.1 microsecond, and, if $\overline{\mathrm{FK}^{0 \alpha}}$ (i.e., when $\mathrm{FK}^{2 \alpha}$, $\mathrm{FK}^{4 \alpha}$ or $\mathrm{FK}^{6 \alpha}$ ), is used to index PKIR $\mathrm{CF}^{*}$. The master pulse is also used in other F Memory system logic (see below).

12-2.10.2 QKIR ${ }_{C F}$ REGISTER DRIVER LOGIC. There are three paths over which information can be transferred into the $Q_{\text {LKIR }}^{C F}$ register. These paths are from the F Memory, E register and N register.

The F Memory strobe pulse is generated (see Fig. 12-19) by delaying the F Memory master pulse 0.38 microsecond and gating it with $\left.\overline{\left(P K \perp R_{C F}^{O O}\right.} \cdot \overline{P K I R}{ }^{I F}\right)$, i.e., the strobe pulse is permitted only if register 00 is not used and the instruction is not a SPF or SPG. The pulse is further gated by $\operatorname{PKIR}_{\mathrm{CF}_{5}}$, so that account can be taken of the difference in polarity of the memory sense amplifier signals from the two halves of the $F$ Memory (see $12-4.2$ ). In every existing use, this strobe pulse is really a $\mathrm{ONE}^{\prime}$ s transfer, even though it is written as a jam transfer. This pulse becomes a jam transfer only when the (unused) Complement Mode ( $\mathrm{FC}^{l}$ ) of operation of the F Memory is used.

The path from the E register involves only $E_{1}$. This path is used during SPF and SPG instructions (PKIR ${ }^{L F}$ ) as part of the route from the Memory Element to the F Memory. (See Fig. 12-20.) The logic is identical to the memory strobe pulse logic except for the PKIR ${ }^{L F}$ factor.

Here, of course, the pulse gate logic involves E rather than the memory sense amplifiers. Note that this pulse causes only a ONE's transfer. Note also that the input to $\mathrm{QKIR}_{\mathrm{CF}_{\mathrm{P}}}$ is from a compute parity circuit based upon $E_{1}$.

The third path is actually a pair of paths leading from the $\mathbb{N}$ register into the $Q K I R_{C F}$ register. (See Fig. 12-21.) At PK ${ }^{09 \alpha}$ of the first deferred address cycle $\left(\mathrm{PI}_{2}^{I} \cdot \mathrm{XAS}^{\mathrm{O}}\right)$ the $\mathrm{N}_{3} .6$ - 3.1 bits are stored in QKIR $_{\text {CF }}$ for use later in the final deferred address cycle. Also, the contents of $N_{3} .6-3.5$ are transferred into $Q K I R_{C F}^{2-1}$ at $Q K^{01 \alpha}$ during an SKM instruction. The pulse gate logic here subtracts one from the value of the two CF bits. A permutation is then formed from the right three bits of QKIR (the rest of QKIR CF is cleared) that allows SKM to select the desired quarter of the operand word.

The clear pulse for $Q K I R_{C F}$ is separated into two pulses. The first pulse clears bits $Q K I R_{C F}{ }_{\mathrm{P}, 9-3}$, whereas the second pulse clears $\mathrm{QKIR}_{\mathrm{CF}_{2,1}}$. The logic for the two pulses is identical except for an additional term in the $\mathrm{QKIR}_{\mathrm{CF}}^{\mathrm{P}, 9-3}$ logic. This term is shown separately in Fig. 12-22. The remaining logic is shown for both pulses together. The extra term in the clear pulse for bits QKIR $_{\mathrm{CF}_{9-3}}$ occurs when the transfer of bits $\mathbb{N}_{3} .6-3.5$ into $\mathrm{QKIR}_{\mathrm{CF}_{2,1}}$ takes place during an SKM .

The first clear QKIR ${ }_{\text {CF }}$ situation occurs by delaying the F Memory master pulse 0.1 microsecond and, in the case of PKIR ${ }^{\text {LF }}$ type instructions (SPF, SPG ), clearing the $Q K I R_{C F}$ register in anticipation of the $E_{1}$ ONE's transfer. An adaitional term involving $\mathrm{FC}^{\circ}$ can be neglected since the circuitry is wired as if the flip-flop FC does not exist.

The second clear $Q_{K I R_{C F}}$ situation occurs by delaying the $F$ Memory master pulse 0.5 microsecond so that when register 00 is being read out $\left(\mathrm{PKIR}_{\mathrm{CF}}^{00}\right)$, a clear $Q K I R_{\mathrm{CF}}$ pulse can substitute for a memory strobe pulse.

The third situation arises when $Q K I R_{C F}$ is cleared at $P K{ }^{\circ 1 \alpha}$ of the first deferred address cycle ( $\mathrm{PI}_{2}^{1} \cdot \mathrm{XAS}^{0}$ ) in anticipation of the $\mathrm{N}_{3} .6$ - 3.1 bits being placed in QKIR $_{\text {CF }}$.

12-2.10.3 AKIR ${ }_{C F}$ REGISTER DRIVER LOGIC. Information is transferred into AKIR ${ }_{C F}$ from both' the $\mathbb{N}$ and $\mathrm{QKIR}_{\mathrm{CF}}$ registers.

The contents of $N_{1} .9-1.4$ are jam-transferred into the $A K I R_{C F}$ register at $\mathrm{PK}^{25 \alpha}$ during an AOP instruction. The contents of $\mathrm{QKIR}_{\mathrm{CF}}^{9-8}$ are jamtransferred into $\mathrm{AKIR}_{\mathrm{CF}}^{9-8}$ at $Q K^{13 \alpha}$ during $Q K I R^{A K}$ type instructions.
Also, under these same conditions, the extended activity levels $\mathrm{QKIR} \mathrm{RXT}_{4-1}^{\mathrm{EXT}} \mathrm{ACT}$ are jam-transferred into $\mathrm{AKIR}_{\mathrm{CF}_{7-4}}$.

## 12-3 X MEMORY SYSTEM

12-3.1 GENERAL DESCRIPTION. The X Memory system consists of the X Memory, X buffer register, register selector, sense amplifiers, digit drivers, read-write drivers and J Decoder (JD). The function and structure of the $X$ Memory system was covered in Chapters 2 and 4.

The register selector, X Memory and read-write drivers are illustrated in Fig. 12-24. The register selector uses the $N_{3.6}$ bit and the JD levels obtained by decoding $N_{3.5}$ - 3.1 to determine which register $\left(X_{J}\right)$ is selected in the $X$ Memory. The readWrite drivers use the outputs of the $X$ Read (XR) and the $X$ Write (XW) flip-flops, in conjunction with the state of the $\mathrm{N}_{3} .6$ bit, to control when read or write currents should occur.

12-3.2 X MEMORY. The X Memory is a 64 register, 19-bit word magnetic core memory with two cores per bit. It is a one-dimensional selection memory with registers selected by the outputs of a two-stage address decoder. Each register selector wire (see Fig. 12-24) is connected to both the read and write drivers. The direction and magnitude of the current in this wire depends on whether a READ or WRITE cycle is occurring.

In order to understand the WRITE cycle, it is essential to realize that only one of the two cores per bit may be in the "set" state at any one time. However, both cores may be in a "cleared" state. Before a WRITE cycle is executed, both cores must be "cleared". Fig. 12-25 illustrates the current flow during the WRITE cycle. In any given digit column, the X register flip-flop (or the $\mathrm{XP}_{18}$ level) feeds into the digit drivers and determines the direction of the current flow in the digit winding. When the write driver is turned on, the current in the register winding induces a field in one of the two digit cores of the selected register in the same direction as the flux induced by the current in the digit winding. The core which then switches to the "set" state remembers whether a ONE or a ZERO is written. The other core does not switch to the "set" state since the flux induced in the core by the current in the register winding is in opposition to that of the digit winding. The parity digit position uses the output of the parity compute circuit to determine the direction of current flow in the digit winding so that a word is always written with the correct parity.

During the READ cycle (see Fig. 12-26), a large current flows in the register winding in a direction opposite to that that occurred during the WRITE cycle. This read current is large enough by itself to switch all the cores of the selected register which are in the "set" state to the "cleared" state. In the given digit column, the change in flux resulting from the switching of a "set" core induces a current, or really a voltage pulse, in a direction opposite to the one which existed in the digit winding during the WRITE cycle. Thus, if the ONE core was switched during the write operation, then a positive pulse will appear in the figure at the lower right end of the digit winding. This pulse is fed through the differential amplifier and appears as a negative gate level on one of the two transistors whose emitters are pulsed by the $\mathrm{XM} \longrightarrow \mathrm{J} \longrightarrow \mathrm{X}$ strobe pulse. This strobe pulse then can get through to hit the ONE side of the flip-flop. After the READ cycle, all the cores in the selected register are left in the "cleared" state in readiness for a new WRITE cycle.

Note that at all times a current is flowing in the digit winding in one direction or the other. This current does not influence the state of either core in any bit position unless a read or write current also exists in the digit winding. During a WRITE cycle, the write current is large enough so that one core will switch, but not both cores. During a READ cycle the read current is large enough to switch whichever core is "set" by swamping out the effect of the digit current. The readout signal itself is observed as a voltage pulse superimposed on the digit current.

Also, since the register selector is directly connected to the $\mathbb{N}_{3} .6$ - 3.1 bits, some register winding is always selected. In order to reduce the amount of noise on these windings caused by selection and deselection, the content of the third quarter of $N$ is altered only when a new $X$ Memory register is to be selected. Thus, the logic for the third quarter of $\mathbb{N}$ is quite different from that for the other quarters of N .

12-3.2.1 X MEMORY READ LOGIC. The logic for the X Memory read flip-flop (XR) is shown on Fig. 12-27. XR turns on the read current in the selected register for 0.46 mi crosecond. It is set no sooner than 0.2 microsecond af'ter the $N_{3} .6-3.1$ bits are changed. It is turned on at $\mathrm{PK}^{13 \alpha}$ and $\operatorname{CSK}^{01 \alpha}$ in order to actually read out the contents of the selected index register. It is turned on at $\mathrm{CSK}^{04 \alpha}$, and at $\mathrm{QK}^{13 \alpha}$ during AUX, RSX and EXX in order to clear the selected register before a word is written in the register.

12-3.2.2 X MEMORY WRITE LOGIC. The logic for the X Memory write flip-flop (XW) is shown in Fig. 12-28. The write current is turned on for 1.6 microseconds during XWK cycles.

12-3.3 X ADDER. The $X$ Adder performs an 18 bit ONE's complement full sum addition. All carrys and partial additions are internal and do not require separate pulses.

The $X$ Adder consists of 18 bits or stages. Alternating stages of the $X$ Adder are identical in construction although all stages have the same function. The last stage of the X Adder, stage 2.9 , must take into account the special nature of the defer bit whenever $\mathbb{N}_{2.9}$ is interpreted as the defer bit. However, it assumes the function of just another adder stage at all other times.

A typical pair of $X$ Adder stages is shown in Fig. 12-29. Each stage contains:
I) One or two partial add circuits
2) A carry-out circuit
3) A carry-in circuit
4) Either a force-carry circuit or an enable (or kill-carry) circuit
5) A full sum circuit
6) A selector and driver circuit for the output

The stages which contain only one partial-add circuit also contain a force-carry circuit.

The partial-add circuit forms the partial sum of the contents of $N_{2,1}$ and the contents of the X register. The partial sum logic is:

$$
P S_{i \cdot j}=N_{i \cdot j}^{0} \cdot x_{i \cdot j}^{1}+N_{i \cdot j}^{1} \cdot x_{i \cdot j}^{0}\left(=N_{i \cdot j} \neq x_{i \cdot j}\right)
$$

Each stage also generates a carry-out (cyo) which essentially forms the carry input (CYI) to the next stage to the left. The carry logic for even numbered stages $\left(\mathrm{XA}_{2} .8,2.6,2.4,2.2,1.9,1.7,1.5,1.3,1.1\right)$ is:

$$
\mathrm{CYO}_{i \cdot j}=X_{i \cdot j}^{I} \cdot N_{i \cdot j}^{I}+C Y I_{i \cdot j} \cdot\left(X_{i \cdot j} \neq N_{i \cdot j}\right)
$$

The carry logic for odd numbered stages ( $\mathrm{XA}_{2.9}, 2.7,2.5,2.3,2.1,1.8,1.6,1.4,1.2$ ) is:

$$
\mathrm{CYO}_{i \cdot j}=\left(\mathrm{X}_{i \cdot j}^{I}+\mathbb{N}_{i \cdot j}^{1}\right) \cdot\left[\mathrm{CYI}_{i \cdot j}+\left(\mathrm{X}_{i \cdot j} \neq \mathrm{N}_{i \cdot j}\right)\right]
$$

The two forms for the cyo logic are necessary because each stage acts as an inverter, and alternate stages must use dual forms of the logic.

The carry-in circuit (CYI) consists of an amplifier and an inverter to provide both polarities of the carry level. Since inversion of a level takes a significant amount of time, the inverted carry level is used only when the delay will not have a cumulative effect on the over-all carry time.

In the odd-numbered stages, the carry-in circuit is tied to the enable, or kill-carry circuit. The enable or kill-carry circuit turns off (kills) the carry circuit when the XAC flip-flop is set. However, the XAC flip-flop clears itself 0.4 microsecond after being set. (See Fig. 12-29.) When the XAC flip-flop is cleared, the carryin circuit is enabled to transmit carry information.

The full sum circuit takes the outputs of the partial-add and carry-in circuits and completes the addition process. The full sum logic for even numbered stages is:

$$
\operatorname{SUM}_{i \cdot j}=\mathrm{CYI}_{i \cdot j} \cdot\left(X_{i \cdot j} \neq \mathbb{N}_{i \cdot j}\right)+\frac{C Y I_{i \cdot j}}{} \cdot\left(X_{i \cdot j} \neq \mathbb{N}_{i \cdot j}\right)
$$

The full sum logic for odd numbered stages is:

$$
\operatorname{SUM}_{i \cdot j}=\left[\mathrm{CYI}_{i \cdot j}+\left(\mathrm{X}_{i \cdot j} \neq \mathrm{N}_{i \cdot j}\right)\right] \cdot\left[\overline{\mathrm{CYI}_{i \cdot j}}+\left(\mathrm{X}_{i \cdot j}=\mathbb{N}_{i \cdot j}\right)\right]
$$

The duality of the circuits as described by these two equations is occasioned by the inversion which takes place in each stage of the carry circuit.

The 2.9 stage of the $X$ Adder must take into account the defer bit character of the $N_{2.9}$ bit. (See Fig. 12-30.) The logic is identical to other similar stages in the X Adder, except that the $10 \Delta X_{2.9}$ and $\left\lfloor\Delta X_{2.9}\right.$ levels are substituted for $\mathbb{N}_{2.9}^{0}$ and $N_{2.9}^{1}$, respectively, in the adder inputs. If the $N_{2.9}$ bit is a ONE during PK cycles between $P K^{13}$ and $P K^{22}$, this stage of the adder should receive a ZFRO in order for correct address modification to occur. At these times $\mathrm{PI}_{2}$ is in the ONE state and because of this the $0 \Delta X_{2} .9$ input occurs. At other times, $\mathrm{PI}_{2}$ is in the ZERO state, and because of this either the $0>\mathrm{XA}_{2} .9$ or the $1 \Delta \mathrm{XA}_{2.9}$ input is generated, reflecting the value of $\mathrm{N}_{2.9}$.

12-4 F MEMORY SYSTEM

12-4.1 GENERAL DESCRIPTION. The F Memory system consists of the F Memory, the QKIR CF and $P K I R_{C F}$ registers, and the PKIR ${ }_{C F}$ address decoder. The function and structure of the F Memory system were covered in Chapters 2 and 4 .

As shown in Fig. 12-31, the value of the five CF bits in the $N$ register is transferred into the $P K I R_{C F}$ register. The content of the $P K I R_{C F}$ register is used for two purposes. Normally it is interpreted as an address in the $F$ Memory. However in certain instructions it has a special purpose, e g., it is used to increment index (X Memory) registers during JX type instructions.

The PKIR ${ }_{\text {CF }}$ register has an indexing circuit which indexes the register during execution of SPG and FLG instructions.

The information read out of the $F$ Memory is transferred into the $Q K I R_{C F}$ register. The content of this register is decoded into activity, coupling and permutation information. (See Sect. 12-6.)

12-4.2 F MEMORY. The F Memory is a 32 register, 10 bit word magnetic film memory. It is a one-dimensional memory array. Register selection is by a two stage selector whose inputs are the $\mathrm{PKIR}_{\mathrm{CF}}$ bits.

Each word selection line is connected to a switch core selected by the decoder. (See Fig. 12-32.) A switch core is turned "ON" when the FR flip-flop is set. The five $\mathrm{PKIR}_{\text {CF }}$ bits then select the decoded register. When the core is switched "ON" a current is induced in the word selection line. When the core is turned off a diode in the word selection line prevents an opposite current from flowing.

During a WRITE cycle, the content of the entire buffer including the parity bit is written back into the F Memory. The direction of the current in the digit winding determines whether a ONE or ZERO is written (see Fig. 12-33). A ZERO is written if the QKIR $_{\text {CF }}$ bit is ZERO. The TW flip-flop controls the current in the digit windings and permits a ONE to be written during the WRITE cycle when the $\mathrm{QKIR}_{\mathrm{CF}}$ bit is a ONE.

While the digit current is flowing, a ONE or ZERO is written only if the magnetic film spot is pulsed by the flux from the word selection line. If the spot contains a ZERO and a ONE is to be written, the digit winding produces a flux in the opposite direction to that existing in the magnetic film spot. However, the film will not switch unless the external field exceeds a certain threshold. This threshold is attained when the field from the pulsed word line is added to the field induced by the digit line. If the spot contains a ZERO and a ZERO is to be written, the external field induced by the digit winding is in the same direction as that of the magnetic film spot and the ZERO remains.

During a READ cycle as shown in Fig. 12-34, the digit current flows in the same direction as in the writing of a ZERO. This occurs since the TW flip-flop is turned off. The read is effected when the word current is turned on to aid the digit current. This switches the ONES to ZEROS. The ZEROS remain as ZEROS and are not read out. To minimize noise in the sense lines, the sense lines are crossed between the two arrays. This occasions a bi-polar output. The output of either of the two arrays must be properly interpreted. This is effected by the strobe unit which contains a dual transistor strobe circuit. Two gate pulse amplifiers divide the strobe pulse according to whether the first or second array is used. The PKIR ${ }_{\text {CF }}^{5}$ bit is used to select the proper gate pulse amplifier. Array No. 1 is selected when this flip-flop is a ZERO, and Array No. 2 when this flip-flop is a ONE.

Originally, a "complement" mode of operation was considered which required an extra transistor circuit in the strobe unit on the ZERO output side. Since this feature has been abandoned, the complement flip-flop (COMP) output is now tied to the zero state at all times. Much of the physical circuitry for this mode is still intact but is not used.

## 12-5 OPERATION DECODING PROCESS

12-5.1 GENERAL DESCRIPTION. The paths along which the operation code information flows are shown on Fig. 12-35. The general interpretation of the six OP code bits in the instruction word was discussed in Chapters 2 and 7 .

The op code bits are transferred sequentially during the instruction execution from the $\mathbb{N}$ register into the $\mathrm{PKIR}_{\text {OP }}$ register; from the $\mathrm{PKIR}_{O P}$ register into the $Q^{Q K I R_{O P}}$ register; and from the $Q K I R_{O P}$ register into the $A K I R_{O P}$ register. However, the picture is quite different for $A O P$ instructions. In these instructions, the contents of $N_{2.6-2.1}$ are transferred directly into the $A K I R_{\text {Op }}$ register.

The information in each of these registers is decoded through several levels. $\mathrm{PKIR}_{\mathrm{OP}}$ and its associated decoder are used principally during PK cycle operations. However, they can also be used during $Q K$ and $A K$ cycles. The QKIR ${ }_{O P}$ system is used principally during $Q K$ and $A K$ cycles. The $A K I R_{O P}$ system is used only during $A K$ cycles.

The fact that there are three OP registers permits three different instructions to be executed simultaneously. An illustration of this situation is show on Fig. 12-36. The bar graph in the figure shows the overlapping of several counter cycles.

12-5.2 OP REGISTER AVAILABILITY FOR DECODING. PKIR $R_{O P}, Q K I R_{O P}$ and AKIR $R_{O P}$ receive their information, and hence are available for decoding at the following times. The six $O P$ bits in the $N$ register are transferred into $P_{K I R}^{O P}$ at $P K^{12 \alpha}$ and are available for decoding in the PK cycle after that time. When the QK cycle starts, the content of $P_{K I R_{O P}}$ is transferred into $Q_{K I R_{O P}}$. During $Q K I R^{A K}$ instructions, the content of $Q K I R_{O P}$ is transferred into $A K I R_{O P}$ at $Q K^{13 \alpha}$. During $A O P$ instructions, the contents of $N_{2} .6-2.1$ are transferred into $A K I R_{O P}$ at $P K^{25 \alpha}$. Thus when $A K I R_{O P}$ is decoded depends on the instruction.

12-5.3 OP REGISTER 1ST AND 2ND LEVEL DECODING. The first level decoding of each of the three OP registers consists of a complete decoding of each pair of three bits. This results in two sets of eight lines. E.g., the PKIR ${ }_{O P}$ lst level decoder lines are:

| DECODED FROM <br> $\mathrm{PKIR}_{\mathrm{OP}} 6-4$ | {f23e363a8-2842-478f-b949-c44dd9be90db} DECODED FROM  <br> $\mathrm{PKIR}_{\mathrm{OP}} 3-1$}$\substack{\mathrm{PKIR} \\ \mathrm{OX}}$ |
| :---: | :---: |
| $\vdots$ | $\mathrm{PKIR}_{\mathrm{OP}}^{\mathrm{XO}}$ |
| $\mathrm{PKIR}_{\mathrm{OP}}^{7 \mathrm{X}}$ | $\vdots$ |

The second level OP decoder combines pairs of outputs from the first level decoder to generate an OP line. E.g.,

$$
\mathrm{PKIR}^{\mathrm{TSD}}=\mathrm{PKIR}_{\mathrm{OP}}^{\mathrm{OX}} \cdot \mathrm{PKIR}_{\mathrm{OP}}^{\mathrm{X}}
$$

Such OP lines are generated for each OP register, but only as many lines are decoded as are actually needed.

12-5.4 CLASS DECODERS. The PKIR $_{\text {OP }}$ class decoder combines the outputs of the PKIR ${ }_{O P}$ register and the first and second level $\mathrm{PKIR}_{\mathrm{OP}}$ decoders into levels which represent specific classes of OP codes. These OP class lines are used in level logic, when it is convenient to represent a class of $O P$ codes exhibiting common properties by a single level. $Q_{K I R}^{O P}$ and $A K I R_{O P}$ class decoder levels are generated in a similar manner.

12-5.4.1 PKIR $_{\text {OP }}$ CLASS LEVELS. A brief description of each of these levels is Eiven below.

PKIR ${ }^{\text {F }}$ (FLF, FLG, SPF, SPG). These OP codes require the use of the content of a register in the F Memory as an operand.

PKIR ${ }^{\text {FF }}$ (SPG, FLG). These OP codes require the use of the contents of four successive registers in the F Memory as operands.

PKIR ${ }^{\text {LF }}$ (SPF, SPG). These OP codes load the F Memory with Memory Element information.

PKIR ${ }^{\text {SF }}$ (FLF, FLG). These OP codes store F Memory information in the Memory Element.

PKIR $^{\text {XM }}$ (JPX, JNX, ${ }^{X X X I X}{ }_{J M P, ~ S K X)}$. These OP codes postpone starting XWK until after $\mathrm{PK}^{14 \alpha}$. These are $\overline{\mathrm{PKIR}}{ }^{\mathrm{QK}}$ instructions which use an X Memory operand cycle, i.e., the XWK operand cycle replaces the QK operand cycle. Other instructions, such as AUX, require a QK operand cycle.

PKIR ${ }^{\text {AE }}$ (CYA, CYB, CAB, SCA, SCB, SAB, NOA, NAB, TLY, ITA, UNA, EXA, DSA, INS, ADD, SUB, MUL, DIV, LDA ( $-\mathrm{B},-\mathrm{C},-\mathrm{D}$ ), STA ( $-\mathrm{B},-\mathrm{C},-\mathrm{D}$ ), JPA, JNA, JOV and AOP). These OP codes use the Arithmetic Element. PKIR ${ }^{\text {QK }}$ (OPR, JMP, JPX, JNX, JPA, JNA, JOV, SKX and the undefined OP codes whose octal numbers are: $00,01,02,03,13,23,33,45,50$ $51,52,53,63$ and 73 . These $O P$ require no QK operand cycle.

PKIR ${ }^{\text {OPR AE }}$ (AOP). This level is decoded during an OPR instruction when no deferred address cycles are requested and $N_{2.8}^{0} \cdot N_{2.7}^{7}$.

PKIR ${ }^{\text {IND }}$ (LDA ( $-B, C, D, E$ ), STA ( $-B,-C,-D,-E$ ), SPF, SPG, FLF, FLG, ITE, ITA, UNA, EXA, DSA, INS, SED, JPA, JNA, JOV, PCM, TSD, CYA, CYB, CAB, SCA, SCB, SAB, NOA, NAB, TLY, ADD, SUB, MUL, DIV,
 base address is indexed.
$\frac{P K I R^{I O S} \text { (IOS) }}{\text { when } N_{2.8}^{O} \cdot N_{2.7}^{0}}$. This level is decoded during an OPR instruction $\mathrm{PKIR}^{J X}$ (JPX, JNX). These OP codes specify jump instructions which are conditional on the $X$ Memory.
$P K I R^{J A}$ (JPA, JNA, JOV). These OP codes specify jump instructions which are conditional on the Arithmetic Element.

PKIR ${ }^{\text {DIS }}$ (OPR, TSD, JMP, JPA, JNA, JOV, JPX, JNX, SED, SKM and SKX). These are $O D$ codes in which $P K$ runs through to $P K^{31 \alpha}$, i.e., require a PKEI cycle. (In PKIR ${ }^{\text {DIS }}$ instructions, PK runs through to $\mathrm{PK}^{24 \alpha}$.)

PKIR $^{\text {DIS REQ }}$ (TSD, JPX, JNX, JMP, IOS and SKX). This class level is decoded during instructions in which a "dismiss request" is generated. (The hold bit is not included in the level.) A "dismiss request" oceurs:

1) In a TSD.
2) In an index jump, when the jump condition is satisfied.
3) In an IOS, which has its dismiss bit set $\left(\mathrm{CF}_{5}^{1}\right)$ and which is not raising the flag of the current sequence (IOS 50000, with $K^{\text {eq }}{ }^{\mathrm{J}}$ ).
4) In a SKX, which has its dismiss bit set and which is not raising the flag of the current sequence ( ${ }^{x l x x x}{ }_{S K X}$, with $K^{\text {eq }}{ }^{\top}$ ).

PKIR ${ }^{\text {DEF }}(00,01,02,03,04,13,23,33,45,50,51,52,53,63$, 73). This Op code class level is decoded during instructions which are not defined. This class includes the OPR code (04) only when $\mathrm{N}_{2.8}^{\mathrm{I}}$.

The logic generating the PKIR $_{\mathrm{OD}}$ class levels is shown on Fig. 12-37.

12-5.4.2 QKIR ${ }_{O P}$ CLASS LEVELS. A brief description of each of these levels is given below. Note that no undefined $O P$ codes ever appear in the $Q K I R_{O P}$ register.

QKIR ${ }^{\text {FL }}$ (FLF, FLG). These OP codes store F Memory information in the Memory Element.

QKIR ${ }^{\text {ST }}$ (STA ( $-\mathrm{B},-\mathrm{C},-\mathrm{D},-\mathrm{E}$ ), EXA, EXX and DPX). These OP codes perform simple storing operations in the Memory Element. FLF and FLG are not included.

QKIR ${ }^{\text {LD }}$ (LDA ( $-\mathrm{B},-\mathrm{C},-\mathrm{D},-\mathrm{E}$ ), EXA, EXX, RSX, AUX, ITA, UNA and the QKIR ${ }^{\text {AK }}$ type OP codes (see below)). These OP codes perform simple loading operations using operands from the Memory Element. Note that SPF and SPG are not included.

QKIR ${ }^{\text {STORE }}$ (ADX, FLF, FLG, INS, PCM, SKM, TSD and QKIR ${ }^{\text {ST }}$ type instructions). These $O P$ codes include all those which can change a word in the Memory Element.

QKIR ${ }^{\text {LOAD }}\left(\overline{\text { QKIR }}{ }^{\text {STORE }}\right)$. The QKIR ${ }^{\text {LOAD }}$ OP code class level reflects all the OP codes which do not change a word in the Memory Element (i.e., QKIR ${ }^{\text {STORE }}$ OP codes).

QKIR ${ }^{X}$ (DPX, EXX, RSX). These are OP codes which obtain an operand from the X Memory, but which do not use the X Adder for summing in this process.

QKIR ${ }^{\text {AK }}$ (SCA, SCB, SAB, CYA, CYB, CAB, NOA, NAB, ADD, SUB, DSA, MUL, DIV and TLY). These are the OP codes which use the AK counter.

QKIR ${ }^{\text {AESK }}$ (SCA, SCB, SAB, CYA, CYB, CAB, NOA, NAB, MUL, DIV and TLY).
These are the OP codes which use the AE step counter. Note that these $O P$ codes are a subclass of the $Q K I R^{A K}$ class.

QKIR ${ }^{A}$ (SITA, EXA and TLY). These are the $O P$ codes which use the $A$ register as an operand or data register.

QKIR ${ }^{B}$ (LDB, STB, INS). See QKIR ${ }^{A}$ above.


QKIR ${ }^{D}$ (LDD, STD, ADD, SUB, MUI, DIV, NOA, NAB, SCA, SCB, SAB, CYA, CYB and $C A B$ ). See $Q K I R^{A}$ above.

QKIR ${ }^{E}$ (ITE, LDE, STE and SED). See QKIR ${ }^{A}$ above.

The logic generating the QKIR $_{O P}$ class levels is shown on Fig. 12-38.

12-5.4.3 AKIR ${ }_{O P}$ CLASS LEVELS. These levels are discussed in detail in Chapter 14.

## 12-6 CONFIGURATION DECODING PROCESS

12-6.1 GENERAL DESCRIPTION. The paths along which the configuration information flows are shown on Fig. 12-39. The CF bits in the instruction word are transferred from the $N$ register into the $P K I R_{C F}$ register. The content of the $P K I R_{C F}$ register is then decoded and used to select a word in the F Memory. The selected word is strobed into the $Q K I R_{C F}$ buffer register. The content of the $Q K I R_{C F}$ register is then interpreted by various decoders which specify subword forms, activities and permutations. The general interpretation of the five CF bits in the instruction word in terms of subword form, activity and permutation was discussed in Chapter 2.

12-6.2 SUBWORD FORM. The subword forms in the $A, B, C, D$ and E register during PK and QK cycles are defined by the value of the bits in $Q K I R_{C F 9,8}$ as shown in Table 12-1.

| TABLE 12-1 |  |  |
| :---: | :---: | :---: |
| $\mathrm{QKIR}_{\text {CF9, }} 8$ | FRACTURE (QKIR ${ }^{\text {f }}$ i) | SUBWORD FORM |
| 00 | $f_{1}$ | 36 |
| 01 | $\mathrm{f}_{2}$ | 18,18 |
| 10 | $\mathrm{f}_{3}$ | 27,9 |
| 11 | $\mathrm{f}_{4}$ | 9,9,9,9 |

A graphical representation of the subword forms is shown in Fig. 12-40. Any combination of subwords of a given form is allowed. E.g., in the (9,9,9,9) subword form, quarters 3 and 1 can be used simultaneously.

During AK cycles, the subword forms of the data in the Arithmetic Element are defined by $A K I R_{C F 9,8}$ as shown in Table 12-2. Note that in nearly all cases, the information in $\mathrm{AKIR}_{\text {CF9, }}$, 8 is a copy of the information in $\mathrm{QKIR}_{\mathrm{CF9}}, 8^{\circ}$

| SUBWORD INTERPRETATION OF AKIR ${ }_{\text {cF9, }} 8$ |  |  |
| :---: | :---: | :---: |
| $\mathrm{AKIR}_{\text {CF9, }} 8$ | FRACTURE ( $\mathrm{AKIR}^{\mathrm{P}} \mathrm{i}$ ) | SUBWORD FORM |
| 00 | $\mathrm{f}_{1}$ | 36 |
| 01 | $\mathrm{f}_{2}$ | 18,18 |
| 10 | $\mathrm{f}_{3}$ | 27,9 |
| 11 | $\mathrm{f}_{4}$ | 9,9,9,9 |

12-6.3 ACPIVITY. The "activity" of each quarter in the A, B, C, D and E registers during $P K$ and $Q K$ cycles is determined by the value of the bits in $Q K I R_{C F T-4}$ as shown in Table 12-3.

| TABLE 12-3 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{QKIR}_{\mathrm{CF}}$ |  |  |  |  | ACTIVITY |
|  | * |  | $x$ |  | $\mathrm{ACT}_{1}$ |
|  | $\times$ |  | - |  | $\mathrm{ACT}_{2}$ |
|  | 0 |  | x |  | $\mathrm{ACT}_{3}$ |
|  |  |  |  |  | $\mathrm{ACT}_{4}$ |

Note that the quarter is "active" when the controlling QKIR ${ }_{C F}$ flip-flop is a ZERO, and "latent" (i.e., not active) when the flip-flop is a ONE.

During AK cycles, the quarter activity of the Arithmetic Element is defined by $\mathrm{AKIR}_{\mathrm{CF7}}$-4. $^{\text {. }}$ Note that usually the information in $\mathrm{AKIR}_{\mathrm{CF7}}$-4 is a copy of the information in QKIR $_{\text {CFF }}$-4.

| TABLE $12-4$ |  |
| :---: | :---: |
| $\begin{gathered} { }^{\mathrm{AKIR}} \mathrm{CF}^{\prime} \\ \left(\mathrm{CF}_{7} \mathrm{CF}_{6} \mathrm{CF}_{5} \mathrm{CF}_{4}\right) \end{gathered}$ | $\text { ACTIVITY (AKIR }{ }_{i}^{a_{i}}$ |
| $\begin{array}{cccc} x & x & x & 0 \\ x & x & 0 & x \\ x & 0 & x & x \\ 0 & x & x & x \end{array}$ | $\begin{aligned} & a_{1}^{1} \\ & a_{2}^{1} \\ & a_{3}^{1} \\ & a_{4}^{1} \end{aligned}$ |

12-6.3.1 EXTENDED ACMIVITY. Subwords can be defined in which not all the quarters of the subword are active. These are referred to as partially active subwords. An example of a partially active subword is given in Fig. 12-4. . In this example only one quarter of an 18 bit subword is active. Activity extension is the process by which an entire subword is made active if the subword is partially active, i.e., activity is extended into the inactive (latent) quarters in the subword. When the subword form has an influence upon the execution of an instruction, as in an ADD or MUL, the partially active subwords are usually made fully active. This is done by nets which extend the activity of quarters of a partially active subword to all quarters of the subword. The result is that the subwords are either wholly active or wholly inactive.

Activity is extended in preparation for sign extension operations in the Exchange Element. Partially active subwords have inactive quarters filled by the sign digits of active quarters.

Fig. 12-42 illustrates sign extension for all four subword forms. In each case the second quarter is active. For an $f_{l}$ (36) subword form, the activity is extended through the third and fourth quarters and then around through the first quarter. For an $f_{2}(18,18)$ subword form, the activity is extended around through the first quarter. The subword containing the third and fourth quarters are not influenced. For an $f_{3}$ $(27,9)$ subword form, the activity is extended through the third and fourth quarters. The subword containing the first quarter is not touched. For an $f_{4}(9,9,9,9)$ subword form, the activity cannot be extended since each
subword contains only one quarter each. Therefore the three subwords containing the first, third and fourth quarters are not influenced.

Fig. 12-43 shows the logic generating the extended activity levels.
Level QKIR ${ }^{\text {EXT ACT }} 1$ indicates how activity can be extended into the first quarter for various combinations of quarter activities and subword forms. As an example,

$$
Q K I R^{E X T A C T} 11=Q K I R^{A C T} 2 \cdot Q K I R_{1}+f_{2}
$$

shows that activity is extended into the first quarter when the second quarter is active, providing the subword form is $f_{1}(36)$ or $f_{2}(18,18)$. Both these subword forms contain the active second quarter and the inactive first quarter through which the activity is to be extended. Subword forms $f_{3}(27,9)$ and $f_{4}(9,9,9,9)$ do not appear since the first quarter is not in the subword which contains the active quarter.

Level QKIR ${ }^{E X T ~ A C T} 2,1$ is a combination of levels $Q K I R^{E X T ~ A C T} 2$ and QKIR ${ }^{\mathrm{EXT}} \mathrm{ACT}_{1}$. It specifies activity in the first and second quarters. This insures that the first two quarters of the E register are active during the execution of an exchange index instruction.

Level QKIR ${ }^{\text {ALL ACT }}$ is a combination of levels $Q K I R^{A C T} 1$, $Q K I R^{A C T} T_{2}, Q K I R^{A C T} 3$ and QKIR ${ }^{A C T} T_{4}$. This level is not actually used any more, but says that the whole word is active.

Fig. 12-44 shows the relationship between a subword form with a specific activity and the QKIR ${ }^{E X T A C T}{ }_{j}$ levels which are generated.

12-6.4 PERMUTATION. The permutation of the operand word in the Exchange Element is determined by $Q K I R_{C F 3-1}$. These flip-flops are decoded to generate $Q K I R^{P R M}{ }_{i}$ levels. The eight possible permutations are shown in Fig. 12-45. This figure also illustrates the connection between activity in the central computer and in the Memory Element.

The effective permutation paths between the $M$ register and the $E$ register are graphically shown in Fig. 12-45. The actual mechanics of the permutation process in the Exchange Element are discussed in Chapter 13.

12-6.4.1 PERMUTED ACIIVITY. The permuted activity level QKIR ${ }^{P R M ~ A C T}$ i indicates that the i-th quarter of memory is connected to an active quarter of the central machine via the specified permutation path.

Fig. $12-46$ shows the logic generating the various permuted activity levels.

For a specified permuted activity level there are various possible combinations of permutations and active quarters in the central machine. As an example,

$$
\mathrm{QKIR}^{\mathrm{PRM} \mathrm{ACT}} 1=\mathrm{QKIR}^{\mathrm{ACT}_{2}} \cdot \mathrm{QKIR}^{\mathrm{PRM}} 3+4
$$

shows that the first quarter in memory is active when the second quarter of the central machine is active, providing that either the $Q K I R^{P R M}{ }_{3}$ or $\mathrm{QKIR}^{\mathrm{PRM}}{ }_{4}$ permutation paths are specified. Fig. $12-45$ shows that these are the only two permutation paths possible for this situation.

12-6.5 SIGN EXTENSION. In sign extension, the inactive quarters of subwords are filled with the sign bit of active quarters of that subword. Inactive quarters to the left of an active quarter in the subword are first cleared, and then complemented if the sign bit of the active quarter is a ONE. (See Fig. 12-47.)

The logic governing the clearing of quarters of E under sign extension control is,

$$
\frac{10}{S E} \diamond E \cdot Q K I R^{E X T ~ A C T} T_{i} \cdot \overline{Q K I R^{A C T_{i}}} \supset 0 \diamond E_{i}, i=1,2,3,4
$$

The $\frac{O}{S E}$ E level contains OP code and time level information. The remaining logic in this level simply says that the given quarter is itself inactive, but that the quarter forms part of a partially active subword.

If the sign which is being extended is negative, i.e., a ONE, then a complement pulse must be fired. The logic for these complement pulses is given by,

$$
\frac{C \mathrm{C}}{S E} \diamond E \cdot Q K I R^{E X T A C T} \cdot \overline{Q_{i}} \overline{\mathrm{EKIR}^{A C T}} \cdot S_{i} \supset L^{C} \Delta E_{i}, i=1,2,3,4
$$

Here the logic for $\frac{C}{C E} \rightarrow E$ is identical to that for $\frac{L O}{S E}$ E except that it occurs 0.2 microsecond later. $S_{i}$ specifies that Quarter i is itself inactive, but lies to the left of an active quarter whose leftmost bit is a ONE, where both quarters are in the same subword and there are no intervening active quarters. The logic for the $S_{i}^{\prime}$ 's includes the quantitites A, B, C and D. (See Fig. 12-47.) These quantities are actually the output of a carry-like sign extension net.

For example, suppose that the $f_{1}(36)$ subword form is specified with quarters 2 and 4 active and $E_{2.9}^{1}$ and $E_{4.9}^{0}$. Then Quarters 3 and $I$ will be cleared, since they have extended activities (see Fig. 12-43). Since Quarter 2 is active and $E_{2.9}^{1}$, quantity $C$ is generated. This indicates that there is a negative sign to be extended to the left out of Quarter 2, and causes quantity $D$ to be generated. Note that since $E_{4.9}^{1}$ and Quarter 4 is active, quantity $A$ is not generated, and hence neither is $S_{1}$ and $S_{2}$. Of the four $S_{1}$ 's, only $S_{3}$ is generated. Thus, only Quarter 3 of E is complemented under sign extension control. The negative sign of Quarter 2 is extended to the left to fill Quarter 3, and the positive sign of Quarter 4 is extended to the left to fill Quarter 1.

## 12-7 SEQUENCE SELECTION

12-7.1 GENERAL DESCRIPTION. The Sequence Selector is the unit in the Program Element which determines whether the next instruction to be executed is taken from the current program sequence or from some new program sequence.

The components which comprise the sequence selector are:

1) The individual Sequence Selector stages
2) The Priority Patch Panel
3) The K Decoder
4) The J Coder
5) The FLAG register
6) The $K^{\text {eq } J C}$ net
7) The $K^{e q ~ J}$ net

The Priority Patch Panel fixes the relative priority relationships among the program sequences. As its name implies, the panel is a plugboard with patch cords which are used to provide any desired arrangement of priorities among the sequences.

The Sequence Selector stages determine which is the highest priority sequence desiring attention. The Priority Patch Panel of course influences this decision.

The K Decoder provides the Sequence Selector with the number of the current sequence being executed.

The J Coder encodes the thirty-three outputs of the sequence selector stages and specifies the number of the next sequence. The encoded number can then be inserted into $N_{3} .6-3.1$, the $J$ bits in the $N$ register.

The FLAG register indicates which sequences request attention. It contains one FLAG flip-flop for each of the 33 program sequences.

The two nets on the $K$ register compare the number in the $K$ register with the output of the J Coder and the number in the J bits.

12-7.2 PRIORITY PATCH PANEL. This panel consists of a plugboard with two sets of 3 X 33 jacks. One set of jacks is associated with the priority number. The other set of jacks is associated with the Sequence Selector stages.

The Priority Patch Panel, as shown in Fig. 12-48, is divided into four sections. Three of the sections are each composed of eight stages which coincide with the Sequence Selector stages. Section 3 has 9 stages instead of 8 stages due to the startover sequence. Each stage of the Priority Patch Panel contains two sets of three jacks. The upper set of jacks of each stage are interconnected throughout a section.

One jack from each stage is connected in parallel. The other two jacks are connected in series. The series connections are used to transmit information serially through a section (with the initial input tied down to represent no information coming in). The parallel connection is used to feed information in from outside a section simultaneously to all stages in a section. The output from the last stage of the series connections of section represents the only piece of information coming out of a section. These outputs are connected as shown to all lower priority sections and to a last $O R$ net to generate the $S^{\mathrm{ATTP}}{ }^{\mathrm{REQ}}$ level. Note that the input to the parallel connection of section 3 (the highest priority) is also tied off to represent no information. The effect of all these connections is that attention request information generated by any Sequence Selector stage is transmitted through at most one full section ( 8 stages) before contributing to the SS ATT REQ level. Two full sections ( 16 stages) is the maximum delay met before such information gets to any other lower priority Sequence Selector stage. (This should be compared with a maximum delay of 32 stages in a wholly serial net.)

The lower set of three jacks in each stage of each section is connected to the corresponding Sequence Selector stage.

The priority of a given Sequence Selector stage is determined by which (upper) set of three jacks is connected to the (lower) set of three jacks of the Sequence Selector stage. The upper set of three jacks may be in the same section as the lower set of three jacks or even in another section. All these interconnections are accomplished by patch cords and can be changed whenever the need arises.

12-7.3 SEQUENCE SELECTOR. The Sequence Selector consists of 33 stages. All of the stages are identical with the exception of the first stage. The first stage corresponds to the Startover Sequence (octal 00).

Fig. 12-49 illustrates a typical stage of the Sequence Selector.

There are three levels that the Sequence Selector may generate. They are $\mathrm{SS}^{\mathrm{CH}} \mathrm{REQ}$ (or $\mathrm{SS}^{\mathrm{CH}} \mathrm{SEQ}$ ), $\mathrm{SS}^{\mathrm{NEXT}} \mathrm{SEQ}$ and $\mathrm{SS}^{\mathrm{ATT}} \mathrm{REQ}$.

The SS ${ }^{\text {ATT REQ }}$ level is generated by oring the PP ATP REQ - outputs from the patch panel sections. These outputs from the patch panel are formed by cascoding within the individual sections, the $S S_{g, h}^{A T T ~ R E Q ~ H ~ i n p u t s ~ f r o m ~ t h e ~ S e q u e n c e ~ S e l e c t o r ~ s t a g e s . ~}$ These individual inputs state that either the flag of a sequence, which is not the current sequence, is up; or that some sequence of higher priority within the same quarter requests attention. Note that if the highest priority stage in a quarter requests attention, it must cascade through, at most, 8 other stages before contributing to the SS ${ }^{\text {ATT REQ level. Note also that when the current sequence is in a }}$ "waiting" state and no instructions are being executed, then $K D$ is disconnected from the $K$ register and $S S^{A T T} R E Q$ can indicate whether the current sequence requests attention also.

The $\mathrm{SS}^{\mathrm{CH}} \mathrm{REQ}$ level indicates whether a sequence of higher priority than the current sequence has its flag up. This level is used to determine whether a change of sequence to a higher priority sequence can occur when the hold bit on an instruction, being executed in the current sequence, is a ZERO. This is generated by ORing the $\mathrm{SS}_{\mathrm{H}}^{\mathrm{CH}} \mathrm{REQ}$ levels produced by the Sequence Selector stages. Only one of these levels, the one coming from the current sequence, can ever be on, and even this cannot occur unless $K D$ is connected to $K$. The individual levels are generated by simply determining whether the attention request levels, coming in from the priority panel connections, state that a higher priority sequence requests attention. The maximum delay met by attention request information before contributing to the $\mathrm{SS}^{\mathrm{CH}} \mathrm{REQ}$ level is two full sections (16 stages).

The $\mathrm{SS}_{\mathrm{H}}^{\text {NEXT }}$ SEQ levels are generated by the individual selector stages. Only one, at most, of these can be turned on at a given time. If one is on it indicates that the corresponding sequence is the highest priority sequence with its flag raised. The level is formed in a selector stage when the flag is up but no sequence of higher priority requests attention. The current sequence, identified by the KD level, is usually excluded.

The Startover Sequence Selector stage is similar to the others, except that it can occupy only the highest priority position. (See Fig. 12-50.)

All the Sequence Selector stages contain logic to complete the decoding of the $N_{3.6}-3.1$ bits. This circuitry is called the $N$ Decoder, even though its inputs are $\mathrm{N}_{3.6}$ and JD. The outputs go to the In-Out Element.

12-7.4 FLAG REGISTER. The FLAG register is composed of 33 flip-flops, one for each sequence. Each flip-flop is set, i.e., each flag is raised, when its associated in-out unit requests attention. This is indicated by the $\xrightarrow{1}$ FLAG pulse shown in Fig. 12-51.

Certain instructions can also affect the flag of the sequence specified by the $N_{3.6}$ - 3.1 bits of the instruction. An IOS instruction can raise or lower (clear) a flag if bits $N_{2} .6-2.4$ in the address section have the value 101 or 100 , respectively. An $S K X$ can raise a flag if $\mathrm{PKIR}_{\mathrm{CF}_{4}}^{1}$. All the pulses which do this are gated by ND and occur at $\mathrm{PK}^{26 \alpha}$.

Another group of pulses which are gated by KD can also lower flags. However, the gating by KD means that only the flag of the current sequence is affected. These pulses are called "dismiss" pulses. Whenever a change of sequence is made to sequence 00 , the Startover Sequence, the flag is lowered in order to allow pulses from the Startover button to recognize which sequence 00 is running. This pulse occurs at $\mathrm{CSK}^{05 \alpha}$. If the computer attempts to execute a TSD and either it is still executing a previous TSD, or it finds the In-Out unit of the sequence is busy, then it will lower the flag. This pulse occurs at $\mathrm{PK}^{22 \alpha}$ and is called "dismiss and wait". The other pulse of this type occurs during an ordinary "dismiss". Here the pulse is given at $P K^{25 \alpha}$ during instructions which request a dismiss ( $P K I R^{D I S}{ }^{R E Q}$ ) in sequences other than sequence 00 . This last exclusion exists because the dismiss pulse for sequence 00 was given at $\operatorname{CSK}^{05 \alpha}$ when the sequence was entered and a new flag raising in this sequence might have occurred while sequence 00 was running.

Another level that clears the flags is the LPRESET SS level. This level is generated by the start-stop control.

12-7.5 K DECODER. The K Decoder interprets the $K_{3} .6-3.1$ bits. It generates 33 lines, one for each of the Sequence Selector stages. These lines also go to the In-Out units. The $K_{3.6}$ bit is used for a special purpose. $K_{3.6}^{1} \cdot \overline{\left(\mathrm{CSK}_{4}^{1} \cdot \mathrm{PK}^{00}\right)}$ is substituted for the $K_{3.6}^{1}$ input to the $K$ Decoder. This logic says that when the current sequence is not sequence 00 , and the computer is waiting ( $\mathrm{CSK}_{4}^{7}$ ) after an ordinary dismiss ( $\mathrm{PK}{ }^{00 \alpha}$ ), then the $K$ Decoder is disconnected from $K$, i.e., $K D \neq K$. This logic permits the Sequence Selector to request the raising of the flag of the current sequence, after it has been dismissed.

12-7.6 J CODER. The J Coder serves the function of encoding all the SS ${ }_{14}^{\text {NEXT }}$ SEQ levels into the six bits to be inserted into the $N_{3} .6-3.1$ bit position of the $\mathbb{N}$ register.

12-7.7 $\mathrm{K}^{\text {eq JC }}$ NET. This net determines whether the number of the current sequence is the same as the highest priority sequence which requests attention. This information is used when the wait cycle (DSK) ends because some sequence wants attention and the possibility exists that this situation might exist because $K D$ was disconnected from $K(K D \neq K)$.
$12-7.8 \mathrm{~K}^{\mathrm{eq}} \mathrm{J}$ NET. This net determines whether the contents of K and J are equal. It is used, for example, to determine whether IOS and SKX instructions are raising the flag of the current sequence at the same time that they are dismissing. In these cases the PKIR ${ }^{\text {DIS REQ }}$ level is not generated.



$$
\text { Fi\& } 12-1
$$

| H-REGISTER LOGIC |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| pusst | REGISTER DRIVER LOG1く |  |  |  | pulst GATE LDGIC |  |  |
|  | R00 0 det | TimeLevaL | $M+A D R Y$ | OTHERS | Tint Letel | Instruection | OTAtRS |
| $\begin{aligned} & J M_{1,2} \stackrel{1}{\hookrightarrow} H_{1,2} \\ & S M_{3,4} \frac{1}{\longrightarrow} H_{3,4} \\ & S M_{3} \xrightarrow{\circ} H_{3} \end{aligned}$ | $\beta$ | PK ${ }^{108}$. | - PKM |  |  |  | SSAG $1 ; \gamma$ <br> $\operatorname{ses} G_{2}^{\prime}$ <br> $\iint_{1} \mathbf{j}_{j ;}$ |
| $\begin{aligned} & T M_{1,2} \xrightarrow{1} H_{1,2} \\ & T N_{3,4} \frac{1}{\longrightarrow} H_{3,4} \\ & T M_{3} \xrightarrow{\longrightarrow} H_{3} \end{aligned}$ | $\alpha$ | PK ${ }^{\prime \prime \prime}$. | - PKM ${ }^{\top}$ |  |  |  | $\begin{aligned} & T S \triangle G_{1,2 \gamma}^{1} \\ & T S A G_{3,4 \gamma}^{\prime} \\ & T S \Delta_{3 ; \gamma} \end{aligned}$ |
| $\begin{aligned} & U M_{1,2} \xrightarrow{1} H_{1,2} \\ & U M_{3,4} \rightarrow H_{3,4} \\ & U M_{3} \xrightarrow{\longrightarrow} \end{aligned}$ | $\alpha$ | PK ${ }^{\prime \prime \alpha}$. | - DKM |  |  |  | $\begin{aligned} & U S \triangle G_{1,2 ; j} \\ & U S \triangle G_{3,4 ; j} \\ & U S A_{3 ; j}^{0} \end{aligned}$ |
| $\begin{aligned} & V M_{1,2} \rightarrow N_{1,2} \\ & V M_{3,4} \rightarrow H_{3,4} \\ & V M_{3} \xrightarrow{ } \rightarrow N_{3} \end{aligned}$ | $\alpha$ | PK $K^{11 \alpha}$. | - DKM ${ }^{\overline{V \pi}}$ |  |  |  | $\begin{aligned} & V S \triangle G_{1,2 ; j}^{\prime} \\ & V S A u_{3,4 ; j}^{\prime} \\ & V S A_{3 ; j}^{\circ} \end{aligned}$ |

ATMORYSTROBE FHTO M-REGISTER
fik $12-2$
\#M 6-24-60


H-REG1STER (LEARIMG PULSE

$$
\begin{aligned}
& \text { Fll } 12 \cdot 3 \\
& \text { HA } 6 \cdot 24-60
\end{aligned}
$$



(3no quarter is a jan thalljer)

| Pulst | P-REGISTERLOU1S |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | REG1JTtRDRIVER LOU1く |  |  | PULSE GATE LOG16 |  |
|  | RORSt | Tixtelevel Instroction | OTHERJ | TMELEVELINSTROSTIOH\| | OTHtRS |
| $\overline{\text { D }}+1 \rightarrow \mathrm{D}$ | $\alpha$ | $\begin{array}{ll} P K^{27 \alpha} \cdot P K I R^{5 K x} & \cdot \\ P K^{28 \alpha} \cdot P K I R^{5 K x} & . \\ P K^{31 \alpha} \cdot P K I R^{5 K M} & \cdot \\ P K^{31 \alpha} \cdot P K I R^{S K M} & \cdot \\ P K^{31 \alpha} \cdot P K I R^{S * D} & \cdot \\ P K^{24 \alpha} & \end{array}$ |  |  | $\Gamma_{2.8-1.1}$ |
| $x_{A_{1}} \xrightarrow{\rightarrow} P_{1}$ | $\alpha$ |  | $(x \triangle \mathcal{J} \triangle P) \cdot(\overline{A L}+$ AUTO START $)$ |  | $x \Delta_{1 j}$ |
| $X A_{2,8,2,1} \xrightarrow{\square} P_{2,8-2,1}$ | $\alpha$ |  |  |  | X $A_{2,8-2,1}$ |
| $X_{1_{2,9}} \rightarrow P_{2,9}$ | $\alpha$ | $\operatorname{csk} k^{04 \alpha}$ | $\begin{array}{r} (x A f \Delta P) \cdot(\overline{A L}+4 U T O S T A R T) \\ (\overline{A L}+A U T O \text { STLLI }) \end{array}$ |  | $\times 10$ |
| ل |  |  |  |  |  |

$$
X-A D D E R \text { TRANSFER ATO P-REGHTER }
$$

FIG $12-5$
HM 6-24-60


$$
X-A D D+R \text { TRAHJFtR INTO Q-REGUTTR }
$$

| K-REGISTER LOCIC |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Puist | REGISTER DRIVER LOGIC |  |  |  | DULS GATE LDG16 |  |  |  |
|  | R 0 Puist |  | Instructun | OTHERS | Tiat Level | Instrustion | Ottiers |  |
| $N_{3,6-3,1} \nrightarrow K_{3,6-3,1}$ | $\alpha$ | $\left(S 1 K^{03 \alpha}\right.$ |  |  | $\mathrm{N}_{3.6-3.1}$ |  |  |  |

M-REGISTHR TRANSFER IMTO K-DEGSTER

FI\& $12-7$
HM 6-24-60

| XPS \& X-BUFFER REGISTER LOGIS |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pulst | RTG\|STER DRIVER 1041く |  |  | MEMORY GATE LD\&1C |  |  |
|  |  | Tint Level In Struction | Others | TimeLevel | M $=$ MORY | OTHERS |
| $X M_{p, 29-1.1} \xrightarrow{-1} \chi_{\beta, 29-1.1}$ | $\alpha$ | $\begin{aligned} & P K^{13 \alpha} . \\ & C S K^{02 \alpha} . \end{aligned}$ | $\begin{aligned} & \overline{k_{j}^{\circ 0}} \cdot\left(x P S^{\circ}+\overline{k^{E Q T}}\right) \\ & \cdot \overline{H_{j}^{\circ O}} \cdot\left(x P S^{\circ} \overline{+k^{E Q J}}\right) \end{aligned}$ |  |  | colt POUSEP,2.9-1.1 |
| $\xrightarrow{\square}$ XPS | $\alpha$ | csk ${ }^{04 \alpha}$ |  |  |  |  |
| $\stackrel{L 0}{ }$ XPS | $\propto$ | PK ${ }^{15} \times$ | $K^{c a j}$ |  |  |  |

X-MEMORY TRAMSFER IHTO X-BUFFER REGITTER

Fif 12-8
\#A 6-28-60


D-REGIJTERJAM INTS X-BUFFER REUISTER

| Pulst | RESISTER DRIVERLOG16 |  | PULSE GATELDG1L |
| :---: | :---: | :---: | :---: |
|  | RuLst | TimeLevel instruction otatrj | Timelevel Instrustion others |
| $x A_{29-1.1} \downarrow x_{2,9-1.1}$ |  | $\begin{array}{ll} P K^{26 \alpha} \cdot P K I R^{S K X} & \cdot\left(X P A L_{\text {sup }}+X P A L^{\circ}\right) \\ P K^{30 \alpha} \cdot P K I R^{: K X} & \cdot\left(X P A L_{\text {sup }}+X P A L^{\circ}\right) \end{array}$ |  |
|  | $\alpha$ | $P K^{s / \alpha} \cdot P K / R^{J x} \cdot\left(X P A L \text { Sup }+X P A L^{0}\right)$ | - $\times \mathrm{A}_{2.9-1.1}$ |
|  |  | $\begin{aligned} & Q K^{22 \alpha} \cdot Q K I R^{L D} \cdot Q K I R^{x} \cdot\left(X P A L_{\text {Sup }}+X P A L^{\circ}\right) \\ & Q K^{3 / \alpha} \cdot Q K I R^{A U X} \cdot\left(X D A L L_{\text {SUP }}+X D A L^{\circ}\right) \end{aligned}$ |  |

X-ADDER REGISTER JAM IMTD X-BDFfER REGISTER

F1612-10
HM 6-28-60

| X-BUFFER REGISTER LSYIC |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PuLst | REGISTER DRIVER LOGIS |  |  |  | PULSE GATE LOG1S |  |
|  |  | Time Levec | Imstructiali | OTHERS | Timelevel Mistraction. | OTHERS |
| $\begin{aligned} & \stackrel{H}{\longrightarrow} x p \\ & \stackrel{\rightharpoonup}{\bullet} \end{aligned} x_{2,9-1.1}$ | $\begin{array}{ll} P K^{13 \alpha} \cdot & \cdot\left(N_{j}^{00}+K^{\angle Q J} \cdot X P S^{\prime}\right) \\ C S K^{02 \alpha} . & \cdot\left(H_{j}^{00}+K^{B P J} \cdot \times P S^{\prime}\right) \\ \hline \end{array}$ |  |  |  |  |  |

$$
\begin{aligned}
& \text { X-PARITY FLIP-FLOP SET PULSE } \\
& \text { X-BUFFER REGISTER (LEAR DULSE }
\end{aligned}
$$



X-BUffER REGISTER COMDLEMEHT PULJE

Fi4 12-12
HM 6-28-60


$$
X-\triangle D D E R \quad J F L E(T \quad \text { fLID-FLOD LOClC }
$$

Fif $12-13$
HM 6-27-60

| X-ADDER ( $\triangle R R Y L O 61 C$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pulst | REGISTER DRIVER 10616 |  |  |  | PULSE $\angle A T E$ LOUIC |  |  |
|  | Rop ${ }_{\text {Rust }}$ | Tive Level | Instruetion | OTHERS |  | Time level Instruetion | Dtater |
| $\xrightarrow{\xrightarrow{4}} \times \Delta C$ | $\alpha$ |  |  | Prests ${ }^{\text {ct }}$ |  | $\begin{aligned} & P K^{14 \alpha} \cdot P K I R^{s K X} \\ & P K^{25 \alpha} \cdot P K I R^{j x} \\ & P K^{26 \alpha} \cdot P K I R^{S K X} \\ & Q K^{01 \alpha} \cdot Q K \mathbb{R}_{o p}^{1 x} \\ & Q K^{14 \alpha} \cdot\left(Q K \mathbb{R}^{A 0 x}+\right. \\ & C S K^{01 \alpha} \end{aligned}$ | $\left.R^{\wedge D X}\right)$ |
| $\xrightarrow{O_{0} \times A S}$ | $\alpha$ |  |  | $\times \triangle C^{\prime}$ |  |  |  |

$$
X-A D D E R<A R R Y F L \mid D-F L O D L O G 1 C
$$

fi4 12-14
\#N 6-27-6。

|  |  |  |  |  | PKIROREGISTER LOGIC |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PULSE | REGISTER DRIVER LOGIS |  |  |  | PULSE LATE LOLIS |  |  |  |
|  | ROD | Time Level | Instructioh | OTHERS | Tixelevel\| | Instructioh | OTHEIRS |  |
|  | $\alpha$ | $\mathrm{PK}^{12 \alpha}$ | $P I_{2}^{\circ}$ |  | $\mathrm{N}_{4.3-3.7}$ |  |  |  |
|  | $\alpha$ | PK ${ }^{12 \alpha}$ | $\mathrm{PI}_{2}$ |  | $\mathrm{H}_{4}, \mathrm{~g}$ |  |  |  |

$$
N-R T(1 S T \pm R \text { TRAHSftR INTO PK:ROR-REGISTER \& HOLD BIT }
$$

FI\& $12-15$
HM 6-27-60

PKIROP-REGISTER TRANSFER INTO QKIROPREUISTER

FI\& $12-16$ \#M 6-27-60


WHERE -

$$
\begin{aligned}
& N f \infty A K I R=P K^{25 \alpha} \cdot P K I R^{\text {OPR } A E} \\
& \text { QKIR } \neq A K I R=Q K^{13 \alpha} \cdot Q K I R^{A K}
\end{aligned}
$$




```
PK1RCf R&G1STERP|!St10G16
```

| Polst | にもち1STEL DR1VtR10616 |  |  |  |  |  |  | PK1RGFREG1JTERLOG1く |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Pelay | G．P．A． $1661<$ |  |  | PULSEGATELOG16 |  |
|  | $R D$ RuLst | timelevel Intrauction | OTHEL | Pelay | Tint Level | Instruction | OTHER | Thatevel ${ }_{\text {Instruction }}$ | otater |
| forkinct | $\alpha$ | $\frac{F K^{\circ \alpha}}{+1 L^{\circ \alpha}}$ |  | 0.4 Ms |  |  |  |  | PK｜RCfs |

(F-MEMORY IHTO QKIRC+ REGISTER

|  | RE41STER DRIVER LO41く |  |  | $\left\|\begin{array}{l} \text { Pelay } \\ \text { Delay } \end{array}\right\|$ | GATET PULSE AMPLIFIER 10GIC |  |  | QK\|R $R_{C F}-R E G / S T$ RR $10 G$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | PULSE GAT |  |  |  | (r) |
|  |  | TimeLevel/Instruction | OTHERS |  |  |  |  | Tinelerel install ction | OTHERS |
| $\mathrm{t}_{1} \xrightarrow{\prime} \mathrm{AKKR}^{\text {cF }}$ | $\alpha$ | $\frac{F K^{\circ \alpha}}{}+F K 8^{\circ} \cdot \underline{\text { START }}$ ( $K^{\circ \alpha} \cdot F K$ |  |  |  |  |  | 0.4 mscec | $E_{i \cdot j}^{\prime}$ |  |

```
E_-REGISTER TRAMSFER INTO QKIRCF-REGISTER
```

F16 12-20





| Dtoltret |  | OP CODE FORA |
| :---: | :---: | :---: |
| $\begin{aligned} & (K \mid R)^{F} \\ & k(R)^{f F} \\ & (k \mid R)^{L f} \\ & 2_{k}(R)^{s f} \end{aligned}$ |  | $\begin{aligned} & \text { SPF, SPG,FLF, FLG } \\ & \text { SPG, PLF } \\ & \text { SPF, SPG } \\ & \text { FLF, FLG } \end{aligned}$ |
| $\begin{aligned} & P K \mid R)^{\text {IOS }} \\ & \text { PK(R) })^{\text {PPR At }} \end{aligned}$ | $H_{2,7}^{0} \cdot H_{2, B}^{0} \cdot(P K / R)^{0 P R}$ $\Pi_{2.7}^{1} \cdot H_{2.8}^{0} \cdot(f(k, R))^{\text {OPQ }}$ | $\begin{aligned} & \text { IOS } \\ & \text { HOP } \end{aligned}$ |
| P(Pu1R) |  | ITA, UNA, EXA, INS, SPGC, LDB, LDD,FLCC, STB, STD, INS, TSD, SAB, DIN, SUB, $C Y A, C Y B, C A B, N O A, D S A, N A B, A$ AOP, SPA, JNA, JOV SCA, SCA, SAB,TLY, DIV, MUL |
|  |  | JOV, JPA, JNA, IOS, AOP, $51 / \mathrm{P}, \mathrm{JPX}, J N \mathrm{~N}, 5 \mathrm{SKX}, 00-03,13,23,33,45,63,73,50-53$ |
| (PKR R ${ }^{1000}$ |  | $\angle D E, S P F, S P G G, L D A, L D B, L D C, \angle D D, S T E, F L F, F \angle G, S T A, S T A, S T C, S T D, I T E, I T A, U N A, S E D, J O V, J P A, J N A, E X A, I N$. $P C M, I^{\prime} D, C Y A, C Y B, G A B, N O A, D S A, N A B, A D D, S C A, S \subset A, S A B, T L Y, B I N, M \cup L, S \cup A$ |
| $(p, 18)^{\times a}$ | $(P K / R)^{J N F} \cdot(P K / R)_{c c_{2}^{\prime}}+(P K / R)^{J x}+(P K / R)^{5 k X}$ |  |
| $\begin{aligned} & (P \times, 1 R)^{J x} \\ & (P \times, R)^{J A} \end{aligned}$ |  | $\begin{aligned} & \text { JPX, JNK } \\ & \text { JPA, JNA, JOV } \end{aligned}$ |
| (P618) ${ }^{1 / 5}$ |  | OPR, TSD, IMP, IOV, JPA, JNA, JPX, JNX, SED, SKA, SKX |
| $\overline{(P R R)^{00+}}$ |  | O0-03, 50-53, $13,23,33,53,63,73$, AOP, UDF\% |
| $(\text { PKiR })^{3 / 5}$ ReR |  |  |
|  | PKIROP GLASS DELODER LEYEL LOG16 | F $161512 \cdot 37+/ 12 \cdot 28$ |


| DECODEO LevtL |  | OPCODE forA |
| :---: | :---: | :---: |
| $\begin{aligned} & (Q K \mid R)^{S T} \\ & (Q \mid, R)^{L D} \\ & (Q K \mid R)^{5 T O R G S} \\ & (Q \mid R)^{10 A D} \end{aligned}$ |  | ```STE, +Lf, EXA ,EXX, DPX LDt, SPF, EXA,EXX, ESX, AK FYX, ADX,DPX,SKMA,STE,FLF,FLCT,STA,STB,STC,STD + EXA, INS, DCA, TSD```  |
| $(\text { (ax\|R })^{\text {th }}$ |  | FLG, FLF |
| (ax\|i) ${ }^{\text {x }}$ |  | RSX, ExX, DPX |
| $\begin{aligned} & (Q \times 1 R)^{4+5 K} \\ & (Q \times 1 R)^{4 k} \end{aligned}$ |  | $C Y A, C Y B, C A B, N O A, D S A, N A B, A D D, S C A, S C B, S A B, T L Y, ~ D I V, M O L, S U B$ |
|  |  | $\begin{aligned} & \text { LDA, STA } \\ & \text { LDB, STR, INS } \\ & \text { LDC, STC } \\ & \text { LDD, STD, } A K \cdot(T D A+S T A) \end{aligned}$ |
| $\left(\alpha \times 1 R^{+}\right)^{t}$ |  | LDE, STE, ITE, SED |



Fig. 13-4 Transfer Logic from $E$ to 11 During TSD


Fig. 13-3 Clear, compliment and set Register Driver Control of M and e registers for SKM INSTRUCTION.


Fig 13-2 MEMORY STROBE INTO M REGISTER REGISTER DRIVER LOGIC


INSTRUCTION WORD
MEMORY STROBE MEMORY STROBE -

Memory Sense
Amplifier lives
SSAinj

$$
T S A_{i . j}
$$

$$
U S A_{i, j}
$$

$$
V S A_{i \cdot j}
$$

$$
\begin{aligned}
{\left[(S M \rightarrow n) \cdot S S A_{i, j}\right]+[(T n \perp} & \left.M) \cdot T S A_{i, j}\right]+[(U n \perp \rightarrow M)] \cdot v S A_{i, j}+\left[(V M \xrightarrow[\rightarrow]{ } M) \cdot v S A_{i, j}\right] \\
& \supset 山_{i, j}
\end{aligned}
$$

Fig. $13-1$ memory strode into h register

Thus, neglecting sign extension, the basic difference between a store and load type instruction, as far as the Exchange Element is concerned, is the transfer pulse occurring at $Q K^{13 \alpha}$. In the store case, $Q K^{13 \alpha}$ initiates an $\mathrm{E} \rightarrow \mathrm{M}$ transfer. In the load case, $Q K^{13 \alpha}$ initiates an $M \longrightarrow E$ transfer.

13-4.3 SIGN EXTENSION. Fig. 13-14 shows the basic concept of sign extension as it applies to the E register. The general rule for extending the sign is also given.

Fig. 13-15 gives a specific example of sign extension. This figure is in reality an extension of Fig. 13-12. The E register was permuted at $Q K^{13 \beta}$ on Fig. 13-12(d). Fig. 13-15(a) shows that the third quarter of $E$ is cleared at $Q K^{14 \alpha}$. For the case chosen, the fact that the fourth quarter of $E$ is active ( $Q K I R R_{4}$ ) and the coupling is $f_{2}\left(f_{2} \supset \overline{f_{4}}\right)$ generates the QKIR ${ }^{E X T ~ A C T} 3$ level. The logic for clearing $E_{3}$ is shown in Fig. 13-15(a).

At $Q K^{14 \beta}$, the sign of the active fourth quarter is extended into the inactive third quarter by the simple operation of complementing the third quarter of $E$. The operation and the complement logic are shown in Fig. 13-15(b). Note that, if the sign bit of the fourth quarter were a $\operatorname{ZERO}\left(E_{4.9}^{0}\right)$, then the complement pulse would not have occurred and the inactive third quarter would have been left with all ZEROS in it.
2) Figs. 13-10 shows that at $Q K^{11 \beta}, E$ is also inversely permuted. This can be seen since the "OP" and "CF" bits are decoded to generate $Q K I R^{L D}$ and QKIR ${ }^{P R M} 3$ levels. If we assume that this is not a SPF or SPG instruction, then the logic on Fig. 13-10 is satisfied and all the quarters of $E$ will be shifted one quarter to the right at $Q K^{2 l \beta}$, i.e., $E$ will be inversely permuted.
3) Figs. 13-7 and 13-12 (c) show that a transfer will occur from $M$ to $E$ under permuted activity control at $\mathrm{QK}^{13 \alpha}$. All quarters of M are transferred, except the second quarter. This selection occurs because of the QKIR ${ }^{\text {PRM ACT }} 2$ level in the transfer logic. This level is generated by logic that looks at both the permutation and activity required by the instruction and decides in which quarters an $M \longrightarrow E$ transfer should occur. Note that E now contains the correct data but the data is all shifted one quarter to the right.
4) Figs. 13-10 and 13-12(d) indicate that at $Q K^{13 B}$ ( 0.2 microsecond after the $M \rightarrow E$ transfers) a direct permutation occurs in which data is finally shifted to the left into the desired quarters. Compare the $E$ register in Figs. 13-12(a) and (d).

The sign extension process which follows step 4 is described in 13-4.3:

13-4.2 STORE TYPE INSTRUCTIONS. The store type instruction will now be examined. Fig. 13-13(a) shows the effect of the instruction on the $M$ and $E$ register. The $M$ register contains the content of the $E$ register shifted one quarter to the right, except for the second quarter of $M$ which contains whatever data was in it at the beginning of the instruction.

The sequence of transfers that accomplishes the store instruction is as follows:

1) If the instruction is STA, the content of $A$ is placed in $E$ at $Q K^{I 1 \alpha}$ as indicated on Fig. 13-8.
2) Figs. 13-13(b) and (d) are exactly the same transfers and occur at exactly the same time as the transfers shown in Figs. 13-12(b) and (d).
3) Figs. 13-5 and 13-13(c) indicate that a transfer under permuted activity control from $E$ to $M$ occurs at $Q K^{13 \alpha}$. Note that at the end of this transfer, $M$ contains the word that is to be stored in memory. E however must still be unscrambled by the direct permutation pulse that occurs at $Q K^{13 \beta}$.

Some examples will be given to illustrate the use of the register driver logic tabulations given in this chapter. These examples illustrate the configuration and sign extension operation which is processed in the Exchange Element. In these examples, the transfers that occur in the Exchange Element during a configured load and a store type instruction will be examined. Only those transfers illustrating configuration will be examined in detail.

In the example, it is assumed that the programmer specified a configuration that caused the third quarter to be inactive and that calls for an $f_{2}(18,18)$ subword form. The specified configuration makes use of permutation 3 .

This permutation has the effect of shifting the quarters of $M$ one quarter to the left into the E register, during load type instructions; and the quarters of $E$ one quarter to the right into $M$, during store type instructions. In the example, it is also assumed that the sign bit of the active quarter of the partially active subword is a ONE in the load type instruction.

Let $m_{i}$ and $e_{i}$ represent the original contents of the quarters of the $M$ and $E$ registers, respectively.

For the examples cited, the configuration bits are as follows:


13-4.1 LOAD TYPE INSTRUCTIONS. The load type instruction will be examined first. Fig. 13-12(a) shows the effect of the instruction (neglecting the effects of sign extension) on the $M$ and $E$ registers. At the end of the instruction, the operand appears in $M$ just as it was read out of memory. The $E$ register contains the word in $M$ shifted one quarter to left, except for the third quarter of $E$ which contains whatever was in $E_{3}$ before the instruction began.

The sequence of transfers that accomplishes this operation is as follows:

1) Fig. 13-2 indicates that the operand is usually strobed out of memory into M at $\mathrm{QK}{ }^{11 \beta}$.

Several observations can be made by looking at the individual terms for directly and inversely permuting the quarters of E . First observe that most of the instructions are included in the $Q K^{11 \beta}, Q K^{13 \beta}$ and $Q K^{18 \beta}$ terms. However, while the load and store type instructions go through $Q K^{11 \beta}$ and $Q K^{13 \beta}$, they do not go through $Q K^{18 \beta}$. Thus, the $Q K^{18 \beta}$ term will include far fewer instructions than the factor ANDed with $Q K^{28 \beta}$. Note that, in most configured instructions, both an inverse and direct permutation will occur.

13-3.6 CLEAR AND COMPLEMENT E REGISTER. These operations are involved in combination in the process of sign extension (see Fig. 13-11). The logic involved in extending the sign of an active quarter into the inactive quarters of a partially active subword causes the inactive quarters to be cleared at $Q K^{14 \alpha}$. If the sign bit of the active quarter is a ONE, the inactive quarters are then complemented at $Q K^{14 \beta}$. The sign extension control term of the register driver logic includes factors which take into account the activity and coupling involved in the instruction.

In the case of the $C O M$ instruction, the sign is extended at $Q K^{14 \beta}$, and then the active quarters themselves are complemented at $Q K^{15 \beta}$. During an INS or ITA instruction, the content of the entire E register is complemented as a basic step in the execution of the instruction.

Earlier in the chapter, it was mentioned that the content of $X A$ is copied into $\mathrm{E}_{2,1}$ at $Q K^{11 \alpha}$, during the execution of X Memory type instructions (RSX, ADX, EXX or DPX). If the sign bit in XA ( $\mathrm{X}_{2.9}$ ) is a ONE, $\mathrm{E}_{4,3}$ will be complemented at $Q K^{10 \beta}$ as part of the sign extension logic in the E register. Effectively, the content of the X register is extended to fill the E register.

Certain miscellaneous instructions require that the $E$ register be cleared before a data transfer into the E register can take place. This occurs:

1) For most instructions using $Q K^{10 \alpha}$ in an operand cycle.
2) As a preliminary step to $\mathrm{N}_{3} .6-3.1 \xrightarrow{1} \mathrm{E}_{3} .6-3.1$, during an $I O S$ when $\mathrm{PKIR}_{\mathrm{CF}}^{\perp}$ is a ONE.
3) For all instructions involving the $V_{F F}$ Memory, except when the instruction is placed in $E$.
4) As a preliminary step to placing data in E, during a deferred address cycle.
5) As a preliminary step to placing the contents of $Q$ in $E$, during a JMP instruction when the $\mathrm{PKIR}_{\mathrm{CF}_{4}}$ bit is a ONE.

13-3.4 MISCELLANEOUS USES OF E REGISTER. Fig. 13-9 also shows the register driver logic involved in several miscellaneous transfers into $E$. The transfers occur:

1) During a deferred address cycle, when the content of $Q_{K T R_{C F}}$ is placed in $E_{3.6-3.1}$, and the content of XA (X Adder register) is placed in $E_{2,1}$.
2) During a change of sequence cycle, when the content of $N_{3.6}-3.1$ is placed in $E_{3.6-3.1}$; the content of $K_{3} .6-3.1$ is placed in $E_{4.6-4.1}$; and the content of $P$ is stored in $E_{2,1}$.
3) During the X Memory instructions, when the content of XA is placed in $\mathrm{E}_{2,1}$.
4) During a JMP instruction (if $\mathrm{PKIR}_{\mathrm{CF}_{4}}$ contains a ONE ) when the content of $Q$ is placed in $E_{2,1}$. Also during a JMP (if $P_{K L R}{ }_{C F}$ ( contains a ONE), when the content of $P$ is placed in $E_{4,3}$.
5) During an IOS instruction (if $\mathrm{PKIR}_{\mathrm{CF}_{1}}$ contains a ONE ), when the content of $\mathrm{N}_{3.6-3.1}$ is placed in $\mathrm{E}_{3.6-3.1}$.
6) During a JPA, JNA or JOV instruction (if the jump conditions are satisfied), when the content of $P$ is placed in $E_{2,1}$.
7) During a FLF or FLG instruction, when the content of $\mathrm{QKIR}_{\mathrm{CF}_{9-1}}$ is placed in $\mathrm{E}_{4.9-4.1^{\circ}}$

13-3.5 INIERCHANGE OF E REGISTER QUARTERS. The register driver logic for this interchange is shown in Fig. 13-10.

There are two general circumstances in which the quarters of $E$ are interchanged. In one case, the interchange is a by-product of configuration control and is indirectly under the control of the programmer. The programmer may select one of several configurations for the same basic instruction. The interchanges in the E register for the configuration will then take place. In the second case, the interchange is a basic step in the instruction. During store and load type instructions involving the F Memory (SPF, SPG, FLF and FLG), the quarters of the E register are interchanged in such a way as to cycle the content of the E register either one quarter to the right or one quarter to the left. The interchange is initiated by the FK counter.

During the execution of an ITE instruction, the ZEROS of $M$ are transferred into $E$ at $Q K^{13 \alpha}$, but not the ONES.
2) Broadside Transfers. A jam transfer from $M$ to $E$ will occur for most store type instructions at $Q K^{21 \alpha}$ and for most load type instructions at $Q K^{23 \alpha}$.

COM, SPF, SPG or a TSD in the ASSEMBLY mode causes a jam transfer to occur from $M$ to $E$ at $\mathrm{QK}^{13 \alpha}$.

In addition to the above, a jam transfer from $M$ to $E$ occurs whenever the $\mathrm{V}_{\mathrm{FF}}$ Memory is involved.

Finally a jam transfer from $M$ to $E$ occurs at $\mathrm{PK}^{11 \alpha}$ during a deferred address cycle.
3) "Exclusive or" Transfer between $M$ and E Under Permuted Control. This transfer occurs twice during an SED instruction. The second transfer has the effect of restoring the E register to its original state because of the logical characteristics of the "exclusive or".

13-3.2 ARITHMETIC ELEMENT TO E TRANSFERS. The register driver logic for these transfers is shown in Fig. 13-8. Two cases exist: either the $\mathrm{V}_{\mathrm{FF}}$ Memory is or is not involved in the instruction.

1) In the first case, if an instruction is stored in either the A, B, C or D registers, the instruction word will be read into the E register at $\mathrm{PK}^{10}{ }^{10}$. Note that if the Arithmetic Element is busy, PK will not get to $\mathrm{PK}^{10 \alpha}$ until the $\overline{\mathrm{AEB}}$ condition is satisfied. If an operand is stored in the Arithmetic Element and that element is not busy, the operand will be read into $E$ at $\mathrm{QK}^{03 \alpha}$.
2) The second case includes load and store type instructions involving the Arithmetic Element registers. In the case of INS, ITA and UNA, data is transferred specifically from the A register to the E register.

13-3.3 IOBM TO E TRANSFERS. During the execution of a TSD in the IN mode or during the execution of an $I O S$ when $P_{K I R_{C F}}$ is a ONE, a jam transfer occurs from the selected IOBM ${ }_{i}$ (In-Out Buffer Mixer) to E. The register driver logic for this transfer is shown in Fig. 13-9.
2) Transfers Under Permuted Activity Control. In this case, the pulses on the gates between each quarter of $E$ and $M$ are independently controlled by $Q K I R^{P R M ~ A C T}{ }_{i}$ levels. The contents of $E$ are transferred to $M$ under permuted activity control during all the store type instructions at $Q K^{13 \alpha}$. In the case of the INS instruction, the ZFROS are transferred at $Q K^{13 \alpha}$ and the ONES are transferred at $Q K^{19 \alpha}$. Even though the store type instructions are included, these instructions do not go through $Q K^{190}$, so that this condition is satisfied by only a few instructions.

If a TSD is executed in the NORMAL mode or if $\mathrm{PKIR}_{\mathrm{CF}_{3}}$ is equal to ONE during an SKM instruction, the logic is satisfied and an $E$ to $M$ transfer occurs under permuted activity control.
3) Transfer of ZEROS from $E_{1}$ to $M_{1}$. This is one of the Exchange Element transfers involved in the execution of the FLF instruction.

## 13-3 E REGISTER

The following types of transfers into the E register can take place:

1) Data can be transferred from the $M$ register into the $E$ register.
2) Data can be transferred from the $A, B, C$ and $D$ register into the E register.
3) Data in the IOBM (In-Out Buffer Mixer) can be transferred into the E register.
4) Data from the $P, Q$ and $X A$ registers can be transferred into the E register.
5) Certain bits of miscellaneous registers can be transferred into the E register for temporary storage.

In addition to the above, the quarters of E can be independently cleared and complemented, and the data in the quarters can be permuted.

13-3.1 M TO E TRANSFERS. The register driver logic for these transfers is shown in Fig. 13-7. It falls into three general categories.

1) Transfers Under Permuted Activity Control. Just as store type instructions transferred data from $E$ to $M$ at $Q K^{13 \alpha}$, load type instructions transfer data from $M$ to $E$ at $Q K^{13 \alpha}$. Note that a TSD or an SKM instruction may also transfer data from $M$ to $E$ at $Q K^{13 \alpha}$.

The ADX instruction has some of the characteristics of a load type instruction and some of the characteristics of a store type instruction. For this reason, it is treated separately and not lumped with the store type instructions.

13-2.2 E TO M TRANSFERS. The register driver logic tabulated on Fig. 13-5 indicates the various conditions under which $E$ to $M$ transfers take place. The conditions are determined by: the OP decoder class levels, which indicate in what instruction or type of instruction the transfer occurs; the time levels, which determine when the transfers occur; and the levels reflecting configuration control, sign extension control, parity, alarm control, etc.

Certain IOCM (In-Out Control Mixer) level logic associated with the TSD instruction is found on Fig. 13-5. This logic is discussed in detail in Chapter 15. Fig. 13-4 sumnarizes the aspects of this logic that are important in the discussion that follows. Note that only the IOCM ${ }^{\text {IN }}$ logic (which indicates a TSD is transferring data between the In-Out Element and the central computer) is involved. Data may be transferred in both the NOQRMAL and ASSEMBLY mode during a TSD. In the NORMAL mode, data from the In-Out Element is transferred from $E$ to $M$ under configuration control, while in the ASSEMBLY configuration control is not used. Instead the data is cycled (shifted) one place to the right if an IOCM ${ }^{\text {RIGHT }}$ level is present, or to the left if, an IOOM ${ }^{\text {RIGHI }}$ level is present, during the $E$ to $M$ transfer.

13-2.2.1 $\xrightarrow[\longrightarrow]{\longrightarrow} M_{4,3,2,1}$ This clear pulse occurs whenever the parity alarm inhibition is absent ( $\overline{\mathrm{MPA}}$ ) and any one of the following three conditions is satisfied:

1) The instruction is a TSD in the ASSEMBLY mode.
2) The instruction is an SKM and $\mathrm{PKIR}_{\mathrm{CF}}^{3}$ is a ONE. (Note that this condition is not sufficient to clear $M_{4.10}$.)
3) All instructions having an operand cycle will normally clear the M register at $Q \mathrm{~K}^{0}{ }^{\circ} \alpha$, except those using the $\mathrm{V}_{\mathrm{FF}}$ Memory during the operand cycle. Thus, TSD and SKM may clear the M register twice during the QK cycle.

13-2.2.2 $E \xrightarrow[\text { CYL }]{I} M$ AND $E \xrightarrow[\text { CYR }]{l} M$. Conditions 1 and 2 above, which cleared $M$ at $Q K^{18 \alpha}$, also cycle $E$ into $M$ at $Q K^{19 \alpha}$. The only difference in the clear and cycle logic is the parity alarm condition and the added control logic for determining whether the shift is to the right or left. (See Fig. 13-6.)

13-2.2.3 $\mathrm{E} \xrightarrow{\mathrm{O}, \mathrm{I}} \mathrm{M}$. There are three categories of conditions under which this transfer takes place:

1) Broadside Transfers. Certain types of instructions transfer the ZEROS and ONES of all the quarters of $E$ into the corresponding quarters of $M$ simultaneously. These instructions include FLF, FLG, COM, and instructions involving the $\mathrm{V}_{\mathrm{FF}}$ Memory.

13-2.1.2 PARITY ALARM. Normally, if the parity alarm flip-flop (MPAL) is set, the content of the $M$ register should not be destroyed. (The operator may nullify the effects of this alarm by means of the parity alarm suppress pushbutton $\left(\mathrm{MPAL}_{\text {SUP }}\right)$.) However, the condition of the check parity circuit must be ignored at certain times, e.g., just before memory strobe when $M$ contains all ZEROS. For this reason, a parity alarm level (MPA) is generated which controls the $M$ register driver logic. If MPA is generated, then no pulses are allowed to change the content of M .

This MPA circuit looks at MPAL, MPAL SUP and the parity alarm inhibitory logic involving MPS. The net effect is that MPAL ${ }^{2}$. $\overline{M P A L}_{\text {SUP }}$ is a necessary but not sufficient condition for MPA. Pulses generated between $\mathrm{QK}^{\mathrm{Ol} \alpha}$ and $\mathrm{QK}^{11 \alpha}$ are always allowed to change the content of M .

13-2.1.3 MEIA BIT (4.10). This bit is read into the M register from the Memory Element with the other operand bits. It is rewritten into memory, just as it was read out, for all instructions except SKM. The SKM instruction may complement, set to ONE, or clear to ZERO $M_{4.10}$ before the contents of $M_{4.10}$ are rewritten into memory.

Fig. 13-3 shows the register driver logic for complementing, setting or clearing the meta bit under SKM control. The state of the $\mathrm{PKIR}_{\mathrm{CF}_{1}}$ and PKIR $_{C_{2}}$ bits determines which modification of the meta bit will take place. Note that the meta bit cannot be modified unless the memory parity alarm level is absent, i.e., an $\overline{M P A}$ condition exists. During an SKM instruction, the quarters of $E$ are complemented, cleared, and set by the same register driver logic (except for the parity alarm inhibition) that correspondingly modifies $\mathrm{M}_{4.10}$.

The second term in the $\stackrel{0}{\longrightarrow} M_{4.10}$ register driver logic indicates that the meta bit is cleared when the $M$ register as a whole is cleared, except in those cases where the $M$ register is cleared at $Q K^{18 \alpha}$. The $Q K^{I 8 \alpha}$ inhibition guarantees that the meta bit will be rewritten in memory just as it was read out unless an SKM instruction is being executed. During most instructions, the meta bit will be cleared at $Q K{ }^{09 \alpha}$ by the following logic:

$$
\overline{\mathrm{QKM}_{\mathrm{VFF}}} \cdot \overline{\mathrm{MPA}} \cdot \mathrm{QK}^{09 \alpha} \supset \longleftrightarrow \mathrm{M}_{4.10}
$$

It should be realized, however, that $M_{4.10}$ is cleared by special circuitry and not in the direct manner indicated by the above equation.

The operand meta bit can be transferred between the Memory Element and the M register only.
2) The following instructions may temporarily store data in the E register during a PK cycle for reuse at a later time in the instruction:

## IOS

JMP
JPX and JNX

Data may also be stored temporarily during deferred addressing (PK) and during a change of sequence (CSK).
3) During the execution of the SPF, SPG, FIF and FLG (F Memory) instructions, the FK counter initiates several data transfers in the Exchange Element.

## 13-2 M REGISTER (OPERAND MEMORY BUFFER)

Data is transferred into the M register from either the E register or the Memory Element. There are no other transfer paths into the $M$ register.

13-2.1 OPERAND MEMORY STROBE. Fig. 13-1 shows the logic involved in strobing a word out of the Memory Element. The strobe logic for $M$ and $N$ are similar and is covered in greater detail in Chapter 11. The data may be transferred from a given memory sense amplifier into either the $M$ or $N$ register. If an instruction word is involved, it will be placed in the $N$.register during a PK cycle. In the case of an operand, the word is placed in the $M$ register during a QK cycle.

The operand strobe pulse logic is shown in Fig. 13-2. This logic consists of an operand memory selection level and a QK time level. The operand is strobed at $Q K^{11 \beta}$. In the case of the $S$ Memory, the strobe pulse is routed through a "ripple" delay line. Thus, although the pulse is initiated at $Q K^{10 \beta}$, it does not finish strobing until $Q K^{11 \beta}$.
13-2.1.1 PARITY BIT (2.10). The parity bit is read out of memory into the $M$
register along with the other operand bits. However, it is not written
into memory with the other $M$ register bits.

Before the content of the $M$ register is written into memory, the parity of the word in the $M$ register is computed. The output of the compute parity circuit is written into memory in place of the $M_{2.10}$ bit. Once the $M$ register is cleared, the original parity bit is permanently lost.

During a normal load type instruction, the output of the check parity circuit will be equal to the $M_{2.10}$ bit if there is no read error. However, if a bit of the word is lost during the memory strobe, a parity alarm flip-flop (MPAL) will be set, since the check parity will not equal the value of the $M_{2.10}$ bit in this case.

During the execution of an instruction a complex series of data transfers may take place in the Exchange Element. Both the transfers themselves and the order in which they occur is important in determining the net effect of the transfers. This chapter will emphasize the register driver logic for the individual transfers and mention only in passing the time ordering of a sequence of transfers. A detailed dynamic picture of the transfers is developed in Chapter 16 .

Manipulation of data in the Exchange Element involves the following register driver pulses:

$$
\begin{aligned}
& \left.\begin{array}{l}
E_{i}+p \longrightarrow E_{i} \\
E_{i} \longrightarrow E_{i}+p
\end{array}\right\} \quad(p=1,2,3 ; \text { where } 3+1=0,3+2=1, \text { etc. }) \\
& \mathrm{E} \xrightarrow[\text { CYR }]{l} \mathrm{M} \quad(\mathrm{CYR}=\text { cycle right }) \\
& E \xrightarrow[\text { CYL }]{l} M \quad \text { (CYL }=\text { cycle left }) \\
& \xrightarrow{0}, \xrightarrow{L C} \text { pulses to } M_{4.10}\left(M_{4.10}=\text { meta bit }\right)
\end{aligned}
$$

In addition to the above, there are register driver pulses which transfer the contents of registers in other elements into the $E$ and $M$ registers.

Normally, data transfers occur in the Exchange Element during an operand cycle. This means that the transfer pulses are usually initiated by a QK time level. The following are exceptions to this rule:

1) If an instruction word is read out of the $V_{F F}$ Memory, information will be transferred through the Exchange Element during the instruction cycle. Hence the transfer pulses will be initiated by PK time levels.
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$$
\begin{aligned}
& \underset{S E}{C=} t \overline{Q K / R^{A L T i}} \cdot Q K / R^{E X A C T i} \cdot S_{i} \supset \underset{S \leftrightarrow}{\underset{S}{C}} E_{i} \\
& \text { WHERE } S_{i} \text { : } \\
& S_{1}=A \cdot Q K \mathbb{R}^{f_{1}}+E_{2}^{\prime}, Q K 1 R^{f_{2}} \\
& S_{2}=A \cdot Q K 1 R^{f_{3}}+E_{1.9}^{\prime} \cdot Q K 1 R^{f_{2}}+B \\
& S_{3}=C \cdot Q K 1 R^{f_{1}+f_{3}}+E_{4.9}^{\prime} \cdot Q K 1 R^{f_{2}} \\
& S_{4}=D \cdot Q K 1 R^{f_{1}+f_{3}}+E_{3,9}^{\prime} \cdot Q K \mid R^{f_{2}}
\end{aligned}
$$

WHERE

$$
\begin{aligned}
& A=D \cdot \overline{Q K \mid R^{A C T_{4}}}+E_{4,9}^{1} \cdot Q K 1 \mathbb{R}^{A C T_{4}} \\
& B=\left(A+Q K \mathbb{R ^ { A C T _ { 1 } }}\right) \cdot\left(E_{1,9}^{\prime}+\overline{Q K \mid R^{A C T_{1}}}\right) \cdot Q K \mid R^{f_{1}} \\
& C=\left(B+A \cdot Q K \mid \mathbb{R}_{3}^{+3}\right) \cdot \overline{Q K \mid R^{A C T_{2}}}+E_{2,9}^{\prime} \cdot Q K \mathbb{R ^ { A C T _ { 2 } }} \\
& D=\left(C+Q K \mid R^{A C T_{3}}\right) \cdot\left(E_{3,9}^{\prime}+\overline{Q K 1 R^{A C T_{3}}}\right)
\end{aligned}
$$
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| SABWORO FORM | activity | $\bigcirc$ |  | QUID $\mathrm{E}^{\text {ExT } 4 C T_{3}}$ | QK/IR $\mathrm{ExTACT}_{2}$ | QKIR ${ }^{\text {ExTACT }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 |  | $x$ | $\times$ | $x$ |  |
|  | 2 |  | $\times$ | $\times$ |  | $\times$ |
|  | 3 |  | x |  | $\times$ | $x$ |
|  | 4 |  |  | $\times$ | $\times$ | $\times$ |
|  | 1 |  |  |  | $\times$ |  |
|  | 2 | , |  |  |  | $\times$ |
|  | 4 |  |  | $\times$ |  |  |
|  | 1 |  |  |  |  |  |
| $f_{3}$ | 2 | $\bigcirc$ |  |  |  |  |
|  | 3 |  | $\times$ |  | $x$ |  |
|  | 4 |  |  | $\times$ | $\times$ |  |
|  | 1 |  |  |  |  |  |
| ${ }_{4}$ | 2 | $\bigcirc$ |  |  |  |  |
|  | 3 |  |  |  |  |  |
|  | 4 |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
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$a_{2}$

$$
\begin{aligned}
& f_{1}=Q K I R^{E X T A C T 4} \cdot Q K I R^{E X T A C T_{3}} \cdot Q K I R^{E X T A C T_{1}} \\
& f_{2}: \\
& f_{3}=Q K 1 R^{E X T A C T_{4}} \cdot Q K I R^{E X T A C T_{3}} \\
& f_{4}:-Q K I R^{E X T A C T_{1}}
\end{aligned}
$$
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|  | $\mathrm{E} \rightarrow \mathrm{M}$ Transfres Under Permutad Activity Control |  |  |  |  |  |  | $E \rightarrow n$ Broadside Transfars during Vff operand Cycle |  |  |  |  |  |  | $E \rightarrow M$ Misc. Broadside Transfers |  |  |  |  |  |  | $E_{1} \bigcirc M_{1} \quad F L F$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PuLSE |  | $\prod_{\substack{\text { Teve }}}^{T}$ | INST |  | INST | Permutea Activitr CONTROM | $\begin{aligned} & \text { PARITY } \\ & \text { ALAEM } \end{aligned}$ | $\begin{aligned} & \text { TiME } \\ & \text { LEVEL } \end{aligned}$ | $\operatorname{TiME}_{\operatorname{TIMVL}_{\text {SVE }}}$ | inst | $\begin{gathered} \operatorname{TiME}_{\text {LEVFL }} \end{gathered}$ | inst | $V^{\text {FF }}$ |  | $\begin{aligned} & \text { Ting } \\ & \text { LFVEL } \end{aligned}$ | inst | ${ }_{\text {Time }}^{\text {Lever }}$ | inst. | $\operatorname{Tims}_{\text {Lever }}$ | in |  | $\operatorname{cime}_{\text {TEVEL }}^{\text {Lime }}$ | inst | Pantiry ALARM |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Fig.13-5 $E \rightarrow M$, M RFGISTER RD CONTROL

|  | M | UNDER | Permuted Activiti Control |  | $M \xrightarrow{\text { P }} \mathrm{E}$ | NSFER Activ | en permuted NTRUL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Puise | Time level | INSTRUC | CTIONS | Perhuteg Activity CONTROL | Time LfVEL | INST | permuted Activity CONTROL |
| $\begin{aligned} & M_{1} \xrightarrow{\circ} E_{1} \\ & M_{1} \xrightarrow{\longrightarrow} E_{1} \end{aligned}$ |  |  |  |  |  |  |  |
| $\begin{aligned} & \mathrm{H}_{2} \xrightarrow{\leftrightarrow} E_{2} \\ & \mathrm{M}_{2} \xrightarrow{\longrightarrow} \mathrm{~F}_{2} \end{aligned}$ |  |  |  |  |  |  |  |
| $\begin{aligned} & M_{3} \xrightarrow{\circ} E_{3} \\ & M_{3} \rightarrow E_{3} \end{aligned}$ |  |  |  |  |  |  |  |
|  | $[- \text { DITTO } \quad \sim] \cdot \text { QKIR PRM ACT } 1+\left[-\operatorname{DITTO}^{-}\right] \cdot \text { QKIR PRM ACTA }$ |  |  |  |  |  |  |
| $\mathrm{H}_{4} \xrightarrow{\text { a }} \mathrm{E}_{4}$ | [ - - - - DiTTO DiTTO |  |  |  |  |  |  |


|  | M HL L E Broadside Transfers |
| :---: | :---: |
| Pulse |  |
| $\left.\begin{array}{c} M_{i} \xrightarrow{O} E_{i} \\ M_{i} \xrightarrow{1} E_{i} \end{array}\right\}$ |  |


|  | $h \oplus E \rightarrow E$ transfer under Permuted activity control |
| :---: | :---: |
| Pulse |  |
| $\begin{aligned} & M_{1} \oplus E_{1} \rightarrow E_{1} \\ & M_{2} \oplus E_{2} \rightarrow E_{2} \\ & M_{3} \oplus E_{3} \rightarrow E_{3} \\ & M_{1} \oplus E_{9} \rightarrow E_{1} \end{aligned}$ |  |

FIG. 13-7 M $\rightarrow E$; $E$ REGISTER RD CONTROL

0
0

a) Cycle Left


$$
\begin{gathered}
\text { Fig 13-6 Crchic Reqister Transfer Between } \\
\text { Registers } E \text { and } M
\end{gathered}
$$

0
0
0
0

| rd Pulse | E To E Transfers |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $V^{\text {FF }}$ instructions |  |  |  | ${ }_{R E G}^{A E}$ selection |  |  | Misc. ins |  |  |  |
|  |  | ST | Tue | (ofenap |  |  |  |  |  |  |  |
| $A_{2,1} \longrightarrow E_{2,1}$ <br> $A_{4,3} \xrightarrow{\longrightarrow} E_{9,3}$ <br> $B_{2,1} \xrightarrow{\longrightarrow} E_{2,1}$ <br> $\underset{B_{9,3}}{ } \xrightarrow{\longrightarrow} E_{9,3}$ <br> $C_{3,1} \longrightarrow E_{2,}$, <br> $C_{4,3} \xrightarrow{\longrightarrow} E_{4,3}$ <br> $D_{2,1} \longrightarrow E_{2,1}$ <br> $D_{1,3} \rightarrow E_{1,3}$ |  |  |  |  |  |  |  |  |  |  |  |

Fig 13-8 Arithmetic element Registers to E
RD Control



Fig. 13-9 Misc. e Register RD CONtrol


|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\mathscr{S}_{\sim} E_{1,3}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pulse | $\operatorname{Tim}_{\text {Lime }}$ |  |  |  |  |  | $\operatorname{TiME}_{\text {TiME }}^{\text {EVEL }}$ |  | Extended | Time |  |  | $s$ |  | $\operatorname{Time}_{T \in V E L}$ |  |  |
|  | $W_{H E R E} A=D \cdot \overline{Q K \mid R^{R C T_{1}}}+E_{A, 9}^{\prime} \cdot Q_{K 1 R^{A C T}}^{A}$ <br> $B=\left(A+Q K \mid R^{A C T_{1}}\right)\left(E_{1.9}^{1}+\overline{Q K 1 \mathbb{R}^{\text {RCT }}}\right) \cdot Q K \mid \mathbb{R}^{f_{1}}$ <br>  <br> $D=\left(C+Q K 1 R^{A C T_{3}}\right)\left(E_{39}^{\prime}+\overline{Q K I R^{A C / 3}}\right)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |


|  | $\square_{\frac{0}{\circ} \mathrm{O}}^{\circ} \mathrm{E}$ | Re E Unofe | sign extension Control |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PuLSE |  | , |  |  | inst | $\mathrm{T}_{\text {TiME }}^{\text {Leve }}$ | NST | Misc. | TMME | inst |  | NSt \\|lim |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

FIG. $13-1 \mid \xrightarrow{L} E, \xrightarrow{L} E$ E REGISTER RD CONTROL

a) Mnemonic Diagram Configured LOAD Type Int.

Permutation 3 zed Quanten Inactive $f_{2}(18,18) C_{p l}{ }^{\prime} g$
this Net Result is Acjuable


Accomplisied Bre ine Following Transfer Puases

b) Inverse Permutation (a) $Q K^{\prime \prime B}$

$$
Q K I R^{L D} \cdot Q K I R^{P R M_{3}} \cdot Q K^{11 \beta} \supset E_{2+1} \dot{f} E_{i}
$$

INVERSE PERMUTATION

$$
\begin{aligned}
& \text { c) } M \rightarrow E \text { Transfen } \\
& \text { (a) } 4 K^{13 \alpha} \\
& \text { QKIR. QKIR }{ }^{\text {PRM ACT } i}, Q K^{13 \alpha} \supset H_{i} \longrightarrow E_{i} \\
& \text { where: } Q K\left|R^{P R H_{3+4}} \cdot Q K\right| R_{C_{5}}{ }^{\circ}\left(\text { i.e } Q K \mid R^{A_{C} T_{2}}\right) \supset Q K I R^{P K M A C T} \text {, }
\end{aligned}
$$

$Q K \mid R^{P R n_{3+1+7}} \cdot Q K\left(R_{C F}{ }^{\circ}\right.$ (i.e, $Q K\left|R^{\left.A C T_{4}\right)} \supset Q K\right| R^{P R n A C T_{3}}$
$Q K \not R^{P R n_{3+5}} \cdot Q K R_{4}{ }^{\circ}\left(\right.$ Zi,e. $\left.Q K \in R^{A C T_{1}}\right) \perp Q K R^{P K H A C T_{4}}$
$M \frac{01}{a_{p}} E$ TraNSFER
QKIR ${ }^{L D} \cdot Q K 1 R^{P R M_{3}} \cdot Q K^{1 B \beta} \supset E_{2} \dot{j} E_{i+1}$
DIRECT PERHUTATION

Pif 13-12 Canfigureds Load Trpe Instruction
Illustrating Basic Permutation And $M \rightarrow E$ Transfers in the eE
Permutation 3
$3^{\text {ad }}$ Quanten Inactive
Coupling $f_{2}(18,18)$


This Net Result is Acivalut AcComplished BK The Following
 Transfer Pulses.

QKIR ${ }^{s T}, Q R I R^{P R H_{3}} \cdot Q K^{n \beta} \supset E_{i+1} j \geq E_{i}$
inverse permutation

 when $Q K \mathbb{R}^{\text {Pen ACini }}$ (see $F_{y}^{\prime} 13-12$ )
$E \frac{q_{1}}{a_{p}} M$ Transfer

d) Direct Permutation
$0 Q K^{13 \beta}$

Fig 13-13 Configured Store Type Instruction
In lustrating Basic Permutation And $M \rightarrow$ E Transfers in The EE

Permutation 3
3 Be Quarter Inactive

Inactive Quarters To


General Rune: Sign Digit of An Active Quarter of A Partially Active Subword Extends To The Left Filling Inactive Quarters Until An Active Quarter is Again Met, This Must bf interpreted in Terms of the Possible Partially Active Subwords.

FIG 13-14 SIGN EXT ENSION IN E REGISTER

a) Clear Pulse@ QR ${ }^{14 \alpha}$

inactive quarters of Partially Active Subword

$$
\left[Q K\left|R^{h \rho} \cdot Q K\right| R^{E_{X} T A C T_{3}} \cdot Q K \mid R^{A C T_{3}}\right] \cdot\left[E_{4.9}^{\prime} \cdot Q K \mid R^{f_{2}}\right] \cdot Q K^{14 \beta} \supset L C E_{3}
$$

b) Complement Punse@Qk $k^{14 \beta}$

$$
\begin{aligned}
& \text { where: } \underbrace{\left.Q K I R^{A C T_{4}} \cdot \overline{Q K I R^{f_{4}}}\right]}_{\text {TRUE }}]+[\underbrace{Q K I R^{A c T_{3}}+Q K\left|R^{A c T_{2}} \cdot Q K I R^{f_{1}+f_{3}}+Q K I R^{A C T_{1}} \cdot Q K\right| R^{f_{1}}}_{\text {FALSE }}] P Q K I R^{E_{K} T} A_{C T_{3}} \\
& \text { (For The Case Chosen) } \\
& \text { (For The Cast Chosen) }
\end{aligned}
$$

Fig 13-15 Configured hoad Type instruction
illustrating sign Extension
(Occurs After the Permutations And $M \rightarrow E$ Transfers in the em.)
ard Quarter Inactive
Coupling $f_{2}(18,18)$
Permutation 3
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CHAPTER 14

## ARITHMEIIC ELFMENT

14-1 INIRODUCTION

The Arithmetic Element has a two-fold nature: (l) it is used in the execution of a specific group of operation codes, (2) its $A, B, C$ and $D$ registers are part of the $V_{F F}$ Memory. Since the $V_{F F}$ Memory is discussed in detail in Chapter 11, this chapter only briefly describes the $V_{F F}$ register driver logic affecting the $A, B, C$ and $D$ registers and instead emphasizes the role of the Arithmetic Element in processing instructions.

The chapter proceeds by first classifying all the Arithmetic Element operation codes according to the use they make (or do not make) of the AK, ASK and D counters. The execution logic of each operation code in the sub-classes is then discussed. The net effect is to bring into focus the ways in which the Arithmetic Element can process data.

The logic circuits integrated into the $A, B, C$ and $D$ registers are next discussed. This includes a discussion of the shift and carry circuits and the $D$ counter circuit.

Since there are a large number of special purpose logic nets, these are then itemized and discussed.

Finally all the Arithmetic Element register driver logic is tabulated and discussed.

14-2 ARITHMETIC ELEMENT INSTRUCTION CLASSIFICATION

The computer currently has twenty-nine operation codes that make use of the Arithmetic Element. It is convenient to classify these operation codes in terms of the use they make of the AK, ASK and D counters.

Fig. 14-1 shows the Arithmetic Element operation codes classified in this manner.

14-2.1 $\overline{A K}$ TYPE INSTRUCTIONS. The execution logic for these instructions has the following features:

1) During the operand cycle, the Arithmetic Element register driver logic is controlled entirely by PK or QK time levels.
2) The register transfers in the Arithmetic Element are simple, i.e., they do not involve complex logic. For example, the only Arithmetic Element register driver pulses involved in these instructions are those that clear, complement, and transfer the contents of the E register into the Arithmetic Element registers. (The complementing pulses are used only in two operation codes, INS and ITA.)

Fig. 14-2 shows a functional block diagram of the Arithmetic Element for $\overline{A K}$ type instructions.

The load and store type instructions involve simple register transfers between $E$ and the Arithmetic Element registers (or vice versa). These instructions have the following features:

1) During an Arithmetic Element load or store type instruction, the operand always passes through the Exchange Element. This path is followed so that even though the operand is stored or is to be stored in one of the Arithmetic Element registers of the $V_{F F}$ Memory, it still may be configured. Thus in a LDA instruction it is possible to load $A_{4}$ with the content of $A_{1}$. The initial content of $A$ is placed in the Exchange Element, configured, and the configured operand placed back in A.
2) When a LDD instruction is executed (or for that matter any instruction which places an operand in $D$ ), the bit placed in $D_{i .9}$ is transferred by a parallel path into $Y_{1}$. The $Y$ bits are used in sign control only. The programmer has no access to the $Y$ bits.

Generally the procedure in the logical instructions INS, ITA and UNA involves transferring Arithmetic Element data into the Exchange Element; logically processing the data in the Exchange Element; and then, usually transferring the result back into the Arithmetic Element. (In INS and ITA the execution logic for the instruction does require certain complementing logic to occur in the Arithmetic Element.)

The Z flip-flops are not affected by any of the $\overline{A K}$ type instructions.

14-2.2 AK TYPE INSTRUCTIONS. The execution logic for these instructions involves quite different Arithmetic Element features than the $\overline{\mathrm{AK}}$ instructions. For example:

1) In these instructions, the Arithmetic Element is "loosely" coupled to the central computer, i.e., once the operand is transferred into the Arithmetic Element, the Arithmetic Element time control is turned over to the AK counter. While the AK type instruction is being executed, the central computer can execute any additional instructions which do not involve the Arithmetic Element.
2) In addition to the standard register driver logic for clearing, complementing, etc., the AK type instructions can make use of the following "multiply step" and "partial addition" register driver logic:

$$
\left.\begin{array}{rl}
A_{i \cdot(j+1)} \oplus C_{i \cdot j} & \xrightarrow{j} A_{i \cdot j} \\
A_{i \cdot(j+1)} & \xrightarrow{0} C_{i \cdot j}
\end{array}\right\} \text { Multiply Step Logic }
$$

3) These instructions can use the shift and carry circuits integrated into the $A$ and $B$ registers.
4) These instructions can use the D register to count.
5) These instructions make functional distinctions among the Arithmetic Element registers.

Fig. 14-3 shows a functional block diagram of the Arithmetic Element for AK type instructions.

In all of the AK type instructions, an operand is brought from memory into the Arithmetic Element before the instruction is executed. The fact that the operand may be located in the $A, B, C$ or $D$ register of the $V_{F F}$ Memory is not a contradiction of the above statements, but merely emphasizes the fact that the register hardware may wear the $\mathrm{V}_{\mathrm{FF}}$ hat as well as the Arithmetic Element hat.

Notice that in all the AK instructions but TLY, the operand brought from the Memory Element is placed in the D register. In the case of TLY, the operand is placed in the A register. This means that before AK actually executes the instruction, the only data found in non-operand registers will be that left from a previous instruction.

Just as the D register generally contains the instruction operand, the A register generally "accumulates" the result of the instruction, e.g. if a series of additions are performed, the running sum is found in A.

14-2.2.1 Z FLIP-FLOPS. The ability of A to accumulate the results of a series of instructions leads to the possibility of A overflowing. In the case of addition, overflow occurs when the accumulation exceeds the size of the subword in which the sum or difference is accumulated. One of the functions of the $Z$ flip-flops is to indicate these overflows. The Z flipflops are also used in sign control. Only the Z flip-flops in the sign quarters of $A$ are used for any of these purposes. (The sign quarter is the left most quarter of an active subword.)

Fig. 14-4 shows how the different instructions affect and make use of $Z$. $Z$ is cleared at the beginning of the four arithmetic instructions: ADD, SUB, MUL and DIV. In the case of the other instructions, except SCale and NOrmalize, $Z$ is left in the state determined by the previous instruction.

In the case of the SCale and NOrmalize instructions involving $A$, the content of $Z$ may be shifted into $A$. (This will be discussed in greater detail when the SCale and NOrmalize instructions are described.) $Z$ is used in the MULtiply and DIVide instructions for sign control. If $Z_{i}$ and $Y_{i}$ (which remember the sign of $A$ and $D$, respectively) are the same, the product or quotient is given a positive sign; if $Z$ and $Y$ differ, the product or quotient is given a negative sign. Note that $Z$ is also used in the DIVide instruction as an overflow indicator. (The logic for accomplishing these two functions in the same instruction will be discussed later in the chapter.) The other two instructions which use $Z$ as an overflow indicator are $A D D$ and $S U B$.

Certain instructions always leave $Z$ in a cleared state. These instructions are: MULtiply, which uses Z just for sign control; and SCale and NOrmalize (involving A), which can shift the contents of $Z$ into $A$. The other AK type instructions neither make use of nor affect the $Z$ flip-flops. These instructions are DSA, TLY, CY-, and SCB.

14-2.3 $\overline{A S K}$ TYPE INSTRUCTIONS. The $\mathrm{ADD}, \mathrm{SUB}$ and DSA instructions which make up this class are executed by a common basic logic. Note that the B register is not used in the $\overline{\mathrm{ASK}}$ instructions which use AK.

14-2.3.1 ADD AND SUB. A ONE's complement ring adder is formed in which an end around carry occurs. E.g., suppose it is desired to perform the following subtraction:

| 0 | 1 | 1 | 1 | subtrahend |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 0 | minuend |
| 0 | 0 | 1 | 1 | difference |

In the computer the minuend will be complemented and the terms added, i.e.,

| Sign bits |
| :--- |
| end around <br> carry <br> sign bit |

As we saw earlier in the chapter, it is possible for overflow to occur in the addition and subtraction processes. Fig. 14-5 summarizes the basic overflow logic for ADDition. Note that SUBtraction is simply addition with the minuend complemented.

The key fact is that overflow can only occur when the sign of the augend and addend are the same. The overflow rules are as follows:

1) If the signs of the terms are positive and the sign of the sum is positive, overflow has not occurred.
2) If the signs of the terms are positive and the sign of the sum is negative, overflow has occurred.
3) If the signs of the terms are negative and the sign of the sum is negative, overflow has not occurred.
4) If the signs of the terms are negative, and the sign of the sum is positive, overflow has occurred.
5) If the signs of the terms differ, then overflow can not occur.

Another way of saying this is: "Overflow can occur in ADDition only when the sign of the sum differs from the sign of both terms".

The computer logic for ADDition overflow is also shown in Fig. 14-5. Z is cleared at the beginning of the instruction. A "partial sum" of the signs of the augend and addend is then stored in $Z$. Note that ONE's in the Z flip-flops indicate that the signs of the terms are similar. A reset $Z$ pulse is then fired which clears $Z$ to ZERO if the sign of the sum is the same as the sign of the augend. Note that in the non-overflow cases where this is true, $Z$ already contains ZERO and thus the clear pulse is not necessary.

14-2.3.2 DSA. This instruction is very similar to the ADD instruction except that the complete carry required in the addition process is not executed. For this reason no overflow problems arise. Hence the $Z$ flip-flopsare left unaffected by the instruction.

In DSA the logical sum of $A$ and $D$ is placed in $A$ and the accumulated logical product is placed in C. That is,

```
Logical Sum (or "partial add"): A \oplus D \longrightarrow
Accumulated logical product (carry): C + (A P D) \longrightarrowC
```

Suppose that a DSA is executed with the following data:

## Before Processing Data



The DSA instruction leaves the D register unaltered and the A and C with the following results:

## After Processing Data

$\left.\begin{array}{llllll}0 & 1 & 0 & 1 & 1 & D \\ 0 & 0 & 1 & 1 & 0 & A \\ 0 & 1 & 0 & 0 & 1 & C\end{array}\right\}$ Result

14-2.4 ASK TYPE INSTRUCTIONS. These instructions are characterized by an operation or series of operations which (somewhere in the execution of the instruction) are repeated a finite number of times. The usual function of the ASK counter is to keep track of the number of iterations. Because of this iterative characteristic, the execution of the instruction generally requires considerably more than the usual instruction time.

14-2.5 COUNT IN D TYPE INSTRUCTIONS. This subclass is made up of the MUL and DIV instruction. In these instructions all the Arithmetic Element registers are used as well as the $Y$ and $Z$ flip-flops.

14-2.5.1 MULTIPLICATION. In this instruction, the multiplicand, which is the operand from memory, is loaded into D. The multiplier is the data left in A from a previous instruction.

Early in the execution of the instruction, the multiplier is transferred from $A$ into $B$ and $A$ is then cleared. There then begins an iteration of "partial add - multiply step" cycles. It is the function of the ASK counter to see that the correct number of iterations occur. The actual number depends on the size of the subwords used, i.e., on the fracture.

The partial add performs the following logic:

Partial Add
$A_{i . j} \cdot D_{i . j} \xrightarrow{l} C_{i . j}$
$A_{i . j} \oplus D_{i . j} \longrightarrow A_{i . j}$
The before and after states of the Arithmetic Element registers during a partial add might typically be as follows:

Before PAD
D 1111
c 0100
A. 0011


After PAD

D 1111

C 0111
$A \quad 1100$ B

The multiply step pulse processes the carries in $C$ and shifts the running sum in $A B$ one bit to the right. This is done by a single pulse. The logic involved in this operation is as follows:

Multiply Step
$A_{i .(j+1)} \oplus C_{i . j} \longrightarrow A_{i \cdot j}$.
$A_{i \cdot(j+1)} \xrightarrow{0} C_{i \cdot j}$
$A_{i .1} \longrightarrow B_{i .9}$
$B_{i .(j+1)} \longrightarrow B_{i \cdot j}$

The effect on the Arithmetic Element registers of following the PAD described above with an MS (multiply step) is as follows:

After MS

D $\quad 1$| 1 | 1 | 1 |
| :--- | :--- | :--- |

C 0110

$A \quad$| 0 | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 1 | 1 |

This process is iterated the correct number of times and then the carries left in $C$ are absorbed into the $A$ register by a carry pulse ( $\xrightarrow{C R Y} A$ ). Note that this complete carry is performed only once during the execution of the MULitiply instruction. At the end of the instruction, $A B$ contains the product. The major half of the product (most significant bits) is in A and the minor half of the product (least significant bits) is in B.

The fracture ( $f$ ) specified in the MULtiply instruction determines the $A B$ subword length. The $A B$ possibilities are shown in the table on Fig. 14-3. For example, if an $f_{2}(18,18)$ fracture is specified, two independent products will be formed if there is more than one active subword 'involved. A 36 bit product will be contained in $A_{4}-A_{3}-B_{4}-B_{3}$ with $A_{4}$ the sign quarter. At the same time, a 36 bit product will be formed in $A_{2}-A_{1}-$ $B_{2}-B_{1}$ with $A_{2}$ the sign quarter. However, in the case of $f_{3}(27,9)$, the 9 bit subword product will not be correctly generated.* The $f_{4}(9,9,9,9)$ form must be used to obtain the correct product in the right quarter.

14-2.5.2 DIVISION. In this instruction, the divisor, which is the operand, is loaded into $D$. The dividend is the data left in $A B$ from a previous instruction. The major half of the dividend is located in $A$ and the minor half of the dividend is located in $B$. The dividend must have the same form as the product left by a MUL.

The C register is used to keep track of the carries involved in the partial adds, just as in MULtiplication.

At the end of the DIVide instruction, the A register contains the signed quotient and the $B$ register contains the signed remainder. The sign logic is based on the following simple algebra:

* At the moment the ASK counter can be used for only one subword length at a time. A modification will be made so that ASK can count both for 27 and 9 bit subwords simultaneously.
$\frac{\text { DIVIDEND }}{\text { DIVISOR }}=$ QUOTIENT $+\frac{\text { REMAINDER }}{\text { DIVISOR }}$
or
$\mathrm{AB}=\mathrm{A}+\mathrm{B}$

The sign rules are:

1) The sign of the quotient is positive if the signs of the dividend and divisor are the same, and negative if these signs are different.
2) The remainder always has the same sign as the dividend.

The mechanics of the DIVide instruction will be explained by examining the example below. The example has been chosen because it produces an overflow. Let the operand in $D$ and data in $A B$ be the following:

D 010000001

$\mathrm{AB} \quad$| 010 | 0 | 0 | 0 | 0 | 01 |
| :--- | :--- | :--- | :--- | :--- | :--- |

If $A B$ is positive, $A B$ is complemented. (The signs of $D$ and $A B$ are remembered by $Y$ and $Z$ respectively.) Thus,
Y

D 010000001 $\mathrm{ASK}=170$
$Z 0 \quad A B \quad 101$
111111101

Because of the $f_{4}$ fracture, ASK is preset to 170 . ASK now counts out the "partial add - carry" loops as they are executed.

The first PAD pulse leaves the A register looking as follows:

A 1 | 111 | 111 | 111 |
| :--- | :--- | :--- | :--- | :--- |

If the sign of $A$ now differs from that of $D, D$ is left unchanged and $A B$ is shifted one bit to the left by the CRY pulse. This leaves the registers as follows:


This process is repeated. Note that in the next iteration, the sign of $A$ is the same as the sign of $D$, therefore $D$ is complemented. This is done so that the PAD pulse always adds terms of unlike signs, i.e., a subtraction always takes place. Thus,
$D \quad \begin{array}{lllll}1011 & 111 & 110\end{array} \quad A S K=172$

PAD
A 010000000 CRY AB

| 100 | 000 | 001 |
| :--- | :--- | :--- | :--- |


| 111 | 10 | 110 |
| :--- | :--- | :--- | :--- |

Again the process is repeated. In the next partial add, $D_{i .9}$ is "carried" into A because a final "fix up" pad is executed on the basis of the sign bit in $A$ being ZERO (i.e., positive). Thus,

D 101 111 $110 \quad A S K=002$

A $\quad 1111111111$
$\mathrm{AB} \quad 11111111111$

$$
100000000
$$

$A$ and $B$ are now interchanged, so that the quotient is now in $A$ and the remainder is in $B$.
$A B$
100000000

| 111 | 1 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Up to this point both $Y$ and $Z$ have been in the ZERO state. Several things now occur simultaneously:

1) Since $Z$ is $Z E R O, B$ is complemented.
2) Since $Z=Y, A$ is not complemented.
3) Since $A_{i .9}$ is ONE, $Z$ is set to ONE (indicating an overflow).

Thus,
$Z \quad \mathrm{AB} \quad 100 \quad 000 \quad 000 \quad 00000000000$

Note that since Z indicates an overflow, A does not contain the right quotient. However, the right quotient can be obtained by following the DIVide instruction with a NOrmalize instruction.

14-2.6 COUNT IN D TYPE INSTRUCTIONS

14-2.6.1 SCA, SCB, SAB, CYA, CYB AND CAB. SCaling and CYCling are similar type instructions. SCaling effectively multiplies the data by a positive or negative power of 2 while preserving the significance of the sign bit. Cycling simply rotates the data (including the sign bit) left or right within the subword. In both SCale and CYcle type instructions, the sign quarters of the operand in $D$ prescribe the number of shifts to occur.

Fig. 14-6 shows an example of a SCale $A B$ instruction (SAB) in which an $\mathrm{f}_{2}(18,18)$ fracture was specified. It is assumed that one of the subwords in the operand has a negative sign and that the other subword has a positive sign.

Two cases are illustrated in Fig. 14-6. In case 1 , it is assumed that overflow indicators $Z_{2}$ and $Z_{4}$ were left in a ZERO state by the previous instruction. Case 2 assumes that the same overflow indicators were left in the ONE state by the previous instruction, i.e., that an overflow occurred in these instructions.

The following events take place in the SAB instruction. The sign quarter of the left subword in $D$ is complemented. This occurs because the original sign bit of the operand, now stored in $Y_{4}$, is positive (ZERO). The sign quarter of the right subword in $D$ is not complemented, since the operand is already negative (ONE). The operand in $D_{4}$ specifies the number of shifts that will occur in the data in the associated $A B$ subword $A_{4}-A_{3}-B_{4}-B_{3}$. The fact that $Y_{4}$ is ZERO means that the data will be shifted to the left. Similarly the operand in $D_{2}$ specifies the number of shifts that will occur in the data in $A B$ subword $A_{2}-A_{1}-B_{2}-B_{1}$. The fact that $Y_{2}$ is ONE means that the data will be shifted to the right.

First consider Case 1. Here the overflow bits in $Z$ are both ZERO. The logic of the SCale instruction requires that the sign bit be left unchanged, therefore no shift into the sign bit occurs. Consider now the left subword. If the sign bit is ZERO, shifting should fill up the right end of the subword with ZEROS. If the sign bit is ONE, shifting should fill up the right end of the subword with ONES. Shifting the sign bit $\left(A_{4.9}\right)$ into the right end ( $B_{3.1}$ ) accomplishes just this result.

In the case of the right subword, shifting right should fill up the left end of the subword with ZEROS, if the sign bit is ZERO and ONES if the sign bit is 1 . Shifting the sign bit ( $A_{2.9}$ ) into the left end ( $A_{2.8}$ ) accomplishes just this result.

Now consider Case 2. Here the overflow indicators $z_{4}$ and $z_{2}$ have both been left set to ONE by the previous instruction, i.e., an overflow has occurred. The overflow has caused an error in the sign, therefore the sign must be complemented before the data is shifted. The mechanics of the instruction are then the same as in Case 1. The ONES in $Z_{4}$ and $Z_{2}$ are cleared to ZERO by the SAB instruction, since the overflow is taken care of by the instruction.

Fig. 14-7 shows an example of a CYcle $A B$ instruction ( $C A B$ ) in which the same operand, data, fracture and overflow conditions are used as were used in the SAB example. The example illustrates the basic differences between the two types of instructions.

In the case of CAB , the entire subword is shifted in a closed ring. The sign bits are given no special treatment. In Case 2, in which the overflow indicators have been set to ONE by a previous instruction, the $C A B$ instruction does not affect and is not affected by the state of the $Z$ flip-flops.

In both SCale and CYcle instruction ASK performs no useful function during the execution of the instructions. It simply is indexed once each time a shift occurs. The number of shifts which take place are determined by the D counter.

14-2.6.2 NOA AND NAB. These instructions take the data left in $A$ or $A B$ and multiply it by that positive or negative power of 2 required to make the value of the data lie between $1 / 2$ and 1 . The sign quarter of $D$ counts the number of shifts to the left or right required to do this. Effectively, the number of shifts to the left required is subtracted from the sign quarter of the operand brought from memory and placed in D.

In this instruction ASK prevents unlimited shifting from occurring when $A$ or $A B$ contains all ZEROS or all ONES.

Overflows are handled exactly as they were in the SAB instruction previously described.

14-2.6.3 TLY. This instruction is unique in that the operand from memory is placed in the A register. Neither the B or C register is used in this instruction.

In this instruction the data placed in A is completely rotated once and left in its original position. The ASK counter is used to count the number of shifts required to completely "cycle" the subwords. The D counter "tallies" or counts the number of ONES that are contained in the data. The number of ONES is added to the contents of the sign quarter in D left from the previous instruction. The TLY instruction has no effect on the overflow indicators.

Fig. 14-8 summarizes the use of the ASK and D counters for ASK type instruction.

Fig. 14-9 summarizes the function of the Arithmetic Element registers and the $Y$ and $Z$ flip-flops for all the AK instructions.

14-2.7 OPR ${ }^{\mathrm{AE}}$ ("AOP") VS OPR $\overline{\mathrm{AE}}$ ARITHMETIC ELEMENT INSTRUCTIONS. All of the basic AK instructions discussed so far can be specified by the AOP instruction. This instruction has several characteristics:

1) The $Y$ bits of the $\mathbb{N}$ register are used to specify the instruction and its configuration. The $Y$ bits do this by setting the state of the $A^{\prime K I R} R_{O P}$ and ${A K I R_{C F}}^{\text {Cegisters }}$ directly with no intervening decoding.
2) In this instruction there is no memory operand or operand cycle. The data in what would ordinarily be the Arithmetic Element operand register is the data left there from a previous instruction.
3) Because the part of an Arithmetic Element instruction in which an operand is taken from memory, configured in the Exchange Element and then loaded into an Arithmetic Element register is absent in the AOP instruction, the effects of configuration specification are different.

Fig. 14-10 shows a comparison of an AOP and $\overline{A O P}$ instruction.

The $\overline{A O P}$ instruction is a CYA in which only quarter 2 of an $f_{1}$ (36) fracture is specified active. Similarly, the AOP instruction is used to specify a cycle A in which quarter 2 of an $f_{1}$ fracture is active.

Consider first the CYA instruction. The sign bit in quarter 2 of the operand from memory is negative. This means that after the sign is extended in the Exchange Element, quarters 1,3 and 4 will contain ONES. The QKIR EXT ACT ${ }_{i}$ levels
generated in the Program Element and used in the Exchange Element for sign extension are also used by the Arithmetic Element to determine which quarters are active. For example, the fact that QKIR EXT ACT 3 , QKIR EXT ACT 4 and QKIR ${ }^{\text {EXT ACT }} 1$ levels were generated to extend the sigh into the third, fourth and first quarter means that the $a_{3}, a_{4}$ and $a_{1}$ levels will be generated by AKIR $_{C F}$. This will activate the $3 \mathrm{rd}, 4$ th and lst quarters of the Arithmetic Element. Note that because of this all the quarters of the Arithmetic Element are active. Any shift that occurs because of the CYA instruction will cycle a 36 bit word in a closed ring.

In an $f_{I}$ (36) fracture the contents of quarter 4 of $D$ (i.e., the sign quarter) will determine how many shifts are to take place. Sign extension has filled quarter 4 with ONES, however. This means that no shifts will occur in the instruction as specified.

Now consider the $A O P$ equivalent of the $\overline{\mathrm{AOP}}$ instruction. Assume that the same operand brought from memory in the $\overline{\mathrm{AOP}}$ instruction previously discussed, is, in the present instance, left in D from a previous instruction.

Assume that the $Y$ bits of the $N$ register specify an $f_{1}$ fracture and quarter 2 is active. This means that $A K I R_{C F}$ will generate an $f_{1}$ level and an $a_{2}$ level.

Coupling units in the Arithmetic Element connect the various quarters of $A$ and $B$ on the basis of instruction, activity and fracture. In the present case, the fact that $f_{1}$ and $a_{1}$ in a cycle $A$ to the right instruction (assume that the sign bit $\left(Y_{4}=D_{4.9}\right)$ is a ONE) are specified means that $A_{3.1}$ will be coupled to $A_{2.9}$. However, no shifting will occur into $A_{1}, A_{3}$, and $A_{4}$. If $A_{3.1}$ contains a ZERO and $D_{4}$ specifies more than 9 shifts, $A_{2}$ will fill up with ZEROS.

This example suggests the main differences between $A O P$ and $\overline{A O P}$ instructions.

## 14-3 ARITHMETIC ELEMENT REGISTER OPERATIONS

This section will discuss the various types of register transfers that can occur in the Arithmetic Element. The basic transfers, which are finite in number, are used to execute all the Arithmetic Element instructions.

14-3.1 STANDARD IRANSFERS. Fig. 4-11 shows the standard register operations common to A, B, C and D. These operations are:

$$
\begin{array}{ll}
\xrightarrow{\circ} \mathrm{A} & (\mathrm{~B}, \mathrm{C} \text { and } \mathrm{D} \text { and } \mathrm{Y}) \\
\xrightarrow{L} \mathrm{~A} & (\mathrm{~B}, \mathrm{C} \text { and } \mathrm{D})
\end{array}
$$

The execution of certain instructions requires that the contents of $A$ be jammed into B (e.g., in the MULtiply instruction), or that the contents of $A$ and $B$ be interchanged in a jam transfer (e.g., in the DIVide instruction). Fig. 14-12 shows these jam transfers.

14-3.2 SPECIAL LOGICAL TRANSFERS. Fig. $14-13$ and 14 show two special logical transfer circuits in the Arithmetic Element.

The transfers shown in Fig. 14-13 are initiated by a "partial add" pulse ( $\mathrm{LAD}^{\mathrm{PAD}}$ ). This pulse complements $A_{i . j}$ if the corresponding $D_{i . j}$ bit is a ONE. This is the "exclusive $O R$ " transfer used to perform a partial add. At the same time, the PAD pulse sets $C_{i . j}$ to ONE, if the corresponding $A$ and $C$ bits are ONES. This is a carry operation based on accumulating in $C$ the $\operatorname{logical}$ product of A and D. Note that if $\mathrm{C}_{\text {i.j }}$, were in the ONE state when a ONE was "carried" into it during a partial addition, the logic of the arithmetic would break down. Later we shall see that, except during DSA, $C_{i . j}$ is always in the ZERO state when a ONE is carried into it due to the over-all instruction logic.

The transfers shown in Fig. 14-14 are initiated by a "Multiply Step" pulse. The Multiply Step operation really does several things at the same time. Basically the operation shifts the content of $A$ and performs a partial addition of the contents of C and A .

The example below illustrates the main features of the Multiply Step operation:

$$
A_{i} \cdot(j+1) \oplus C_{i \cdot j} \longrightarrow A_{i \cdot j}
$$

Before MS (After PAD)
After MS (Before PAD)


$$
A_{i \cdot(j+1)} \xrightarrow{0} C_{i \cdot j}
$$



Since both these transfers occur at the same time, the net effect is as follows:

$$
\begin{aligned}
A_{i} \cdot(j+1) \oplus C_{i \cdot j} & \longrightarrow A_{i \cdot j} \\
A_{i} \cdot(j+1) & \\
& \longrightarrow C_{i \cdot j}
\end{aligned}
$$

The following truth table shows all the possible effects of the Multiply Step operation on the $A$ and $C$ register:

| Before MS |  | After MS |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $A_{i} \cdot(j+1)$ | $C_{i} \cdot j$ | $A_{i} \cdot j$ | $C_{i} \cdot j$ |  |
| 0 | 0 | 0 | 0 |  |
| 0 | 1 | 1 | 0 |  |
| 1 | 0 | 1 | 0 |  |
| 1 | 1 | 0 | 1 |  |

Note that $A_{i \cdot j}$ and $C_{i \cdot j}$ are never both left in the ONE state by the Multiply Step operation.

From the arithmetic point of view, the partial addition logic adds the contents of $A$ and $D$ bitwise, leaving the carries in the $C$ register. No inter-bit logic occurs in this partial addition. The Multiply Step operation performs a partial addition between the content of the $C$ register (i.e., the carries left in the $C$ register) and the content of the A register. The carries from this partial addition are placed in the $C$ register and the content of the $A$ register are shifted to the right.

14-3.3 D REGISTER COUNTER. Fig. 14-15 shows the operation of the D register counter. As pointed out earlier, the $D$ register is always preset to a negative number and then counts up to a negative zero, i.e., all ONES. The counter logic says that $D_{i \cdot j}$ will not be complemented unless all the bits to the right of $D_{i \cdot j}$ (i.e., $D_{i \cdot 1}$ the rough $D_{i} \cdot(j-1)$ ) are ONES.

14-3.4 SHIFTING OPERATION. Fig. 14-16 shows the circuitry arrangement for shifting left and right. The A register shift circuits are shown in Fig. 14-16 (the B register shift circuits are similar in arrangement).

The shift circuits must have sufficient flexibility to accommodate all the possible fractures and instructions. To provide this flexibility, the quarters are designed with "shift coupling units" at the ends. The shift operation involves a bit-wise jam transfer.

Note that the shift right circuitry has a coupling unit at the left end. This unit determines what bit (if any) will have its content shifted into $A_{i} \cdot 9$ when the $\xrightarrow{S H R}$ A pulse is fired. There are eight possible transfer paths into $A_{i \cdot 9}$ : $A_{K \cdot 1} \rightarrow A_{i \cdot 9}(K=1,2,3,4)$ and (in $A B$ type coupling) $B_{K \cdot 1} \rightarrow A_{i \cdot 9}$ ( $K=1,2,3,4$ ). Which of the eight possibilities used is determined by the fracture and the instruction. The coupling unit contains the necessary logical circuitry for making the decision.

The shift left circuitry is similar to the shift right circuitry with one slight variation. In some instructions, e.g., SCA, and fractures, $A_{i .9}$ is the sign bit. For these instructions the instruction logic may not shift $A_{i .8}$ into $^{A_{i} .9^{*}}$. For this reason, the shift left circuitry has two Shift Left Coupling Units: one at the right end of the quarter and the other between the $A_{i .8}$ and $A_{i} \cdot 9$ bits.

14-3.5 CARRYING OPERATION. Fig. 14-17 shows a logical block diagram and transistor block schematic of the A register carry scheme.

First consider the logic of the carry scheme. The right end of the carry out in the quarter is driven by a Carry Coupling Unit. This coupling unit has a similar function to the shift coupling unit described above. It determines what data will be carried into (or through) the quarter. The carry inputs are the $D_{i} .9$ states of each quarter and the "carry outs" ( $\mathrm{CYO}_{i}$ ) of other appropriate quarters. The selection logic is based on the instruction (DIV or $\overline{\text { DIV }}$ ) and the fracture.

The logic can be broken down into two parts: the bitwise carry logic within a quarter, and the logic involved in carrying between quarters.

Consider a typical stage for $i \neq 1$. The carry into this stage (CYI $i_{i}, j$ ) is identically the same as the carry out of the previous stage $\left(\mathrm{CYO}_{i} \cdot(j-1)\right.$ ).

This carry circuit is used to propagate a "complete carry" through the A register. For example, in MULtiplication a number of partial adds and multiply steps is followed by a final complete carry. At any one stage in the execution of the MULtiplication, the A register contains the current accumulation of partial additions and the $C$ register contains the current accumulation of partial carries. In the complete carry, the carry bits in $C$ must be correctly brought down into the A register. The $\xrightarrow{C R Y}$ pulse does this.

If a carry level into the $i \cdot j$ stage (CYI ${ }_{i}, j$ ) is present, it will complement $A_{i \cdot j}$. When the $\xrightarrow{\text { CRY }} A$ pulse is fired.

A carry out of the $i \cdot j$ stage will occur whenever $C_{i \cdot j}^{1}$, or $A_{i \cdot j}^{1}$ and a carry in $\left(\mathrm{CYI}_{1 \cdot j}\right)$, occurs.

A carry into a quarter ( $C Y I_{i}$ ) will occur whenever the carry coupling logic is satisfied. The 1.1 stage will then treat CYI as a normal CYI $_{i}$.j. is treated.

A carry out of the quarter $\left(C Y O_{i}\right)$ will occur if either a carry into the quarter occurs (CYI $)$ and the quarter contains all ONES ( $A_{i}^{l}$ ), or if a carry out of the i. 9 stage occurs. Note that $\mathrm{CYO}_{1.9}$ will not be generated unless the quarter does not contain all ONES $\left(\overline{A_{i}^{I}}\right)$. This logic allows the carry to bypass the quarter if it is already loaded with ONES. This saves the time required to propagate the carry through the quarter.

This section will discuss the interpretation of the control information found in the $A^{A K I R}{ }_{O P}$ and $A K I R_{C F}$ registers. It will also discuss in detail some of the special level logic nets found in the Arithmetic Element. For example, the logic details of the shift and carry circuits will be examined.

14-4.1 AKIR $_{O P}$ AND AKIR ${ }_{C F}$ REGISTERS. The Arithmetic Element receives instruction control commands for $A K$ type instructions from the $A K I R_{O P}$ and $A K I R_{C F}$ registers. These registers are actually located in the Program Element. Chapter 12 describes how the $A K I R_{O P}$ and $A^{A K I R_{C F}}$ registers are set up. This chapter discusses the decoding of these registers. Note that $\overline{\mathrm{AK}}$ type instructions which use the Arithmetic Element are controlled by $\mathrm{QKIR}_{\mathrm{OP}}$ and $\mathrm{QKIR}_{\mathrm{CF}}$. These two registers are also discussed in Chapter 12.

14-4.1.1 AKIR $_{O P}$ DECODING. The $A K I R_{O P}$ register is decoded into $A K I R_{O P}^{X X}$ levels by lst level decoders. Fig. 14-18 shows the names of the decoded lines.

Fig. 14-19 shows how OP decoders in turn combine the outputs of the lst level decoders to generate $O P$ code lines. For example, AKIR ${ }^{\text {DIV }}$ is generated by a net that ANDs AKIR ${ }^{7 \mathrm{X}}$ and $\mathrm{AKIR}^{\mathrm{X} 7}$. Note that not all the Arithmetic Element instructions are decoded in this way, e.g., SUB (77) is decoded, but $A D D$ (67) is not.

Still another set of levels is generated in the AKIR $_{0 P}$ decoding process by class decoder nets. These class levels group the Arithmetic Element instructions by common characteristics. For example, one level can be used to indicate a class of instructions in which shifting takes place.

Fig. 14-20 tabulates the logic used to generate the class levels. The significance of these levels will become apparent when the logic which uses them is discussed. For reference purposes, a brief description of each class level is given below:
$\mathrm{AKIR}^{\text {SH }}$ - is generated when any one of the CYcle or SCale instructions is specified. These instructions shift data in $A, B$ or $A B$ as specified by the sign quarters of the operand in $D$.
${ }^{\text {AKIR }}{ }^{\text {SHA }}$ AND AKIR ${ }^{\text {SHB }}$ - are both subclasses of AKIR $^{\text {SH }}$. The necessary condition for their generation is that shifting occur in register $A$ or $B$, respectively. Note that if either $C A B$ or $S A B$ is specified, both $A K I R^{S H}, A K I R^{S H A}$ and $A K I R^{S H B}$ are generated.
$A^{A K I R}{ }^{C Y}$ - implies an instruction in which data is cycled in a closed ring. The form of the closed ring is determined by the specific instruction and the fracture specified. The instructions which cycle data are the CYcle instructions and the TLY and DIV instructions.

AKIR $^{A B}$ - implies an instruction in which $A$ and $B$ are coupled. In certain instructions the subwords of $A$ are extended by joining them to the corresponding subwords in $B$. In this way an $A B$ subword is formed. This occurs in the $C A B, N A B$ and $S A B$ instructions, as well as in the DIV and MUL instructions.
$\underline{A K I R^{A+B}}\left(=\overline{A K I R^{A B}}\right)$-self explanatory.
$\mathrm{AKIR}^{\mathrm{CY}} \cdot \mathrm{AB}$ - is an example of class levels being combined to form a new class level. This level is generated by those instructions which cycle data from A into B (or B into A) in a closed ring. The instructions that do this are CAB and DIV.

AKIR $^{C Y} \cdot(A+B)$ - is generated by the CYA, CYB and TLY instructions. In these instructions data is cycled in register A or in register $B$, but not in $A B$.
$\mathrm{AKIR}^{2 N}$ - controls allowable shifting. Earlier in the chapter (Fig. 14-8), we saw that ASK is used in the CYcle, SCale, NOrmalize and TLY instruction to prevent excess shifting from occurring. In the case of $\mathrm{CAB}, \mathrm{NAB}$ and SAB , ASK limits the shifting to (approximately) twice the subword length specified by the fracture. $A K I R^{2 N}$ is generated in these instructions to indicate the double length shift allowed.
$\underline{\operatorname{AKIR}^{N}\left(=\overline{\operatorname{AKIR}^{2 N}}\right)}$ - self explanatory.
$\mathrm{AKIR}^{\text {NOR }}$ - is generated by the two NOrmalize instructions, i.e., NOA and NAB.

AKIR ${ }^{A D D}$ - is generated by either the ADD or SUB instruction. Note that when SUB is specified, both $A K I R^{S U B}$ and $A K I R^{A D D}$ are generated, but that when $A D D$ is specified only $A K I R^{A D D}$ is generated.

AKIR ${ }^{\text {OCSAL }}$ - is used in the OCSAL alarm logic. The AKIR ${ }^{\text {OCSAL }}$ level is generated when $A^{\prime K I R}{ }_{O P}$ specifies an undefined Arithmetic Element instruction. All the Arithmetic Element instructions are in the $60^{\prime}$ s and $70^{\prime} \mathrm{s}$, but 63 and 73 are not defined. Note that this level includes $A K_{\alpha, 1}^{1}$ as a factor.
$\underline{A K I R}{ }^{A O P}$ - is generated whenever an undefined AOP instruction is specified. Note that currently the defined AOP instructions are limited to the Arithmetic Element instructions, hence the same logic that generates AKIR ${ }^{\text {OCSAL }}$ also generates AKIR ${ }^{\text {AOP }}$.

14-4.1.2 AKIR $_{\text {CF }}$ DECODING. The $A_{\text {AKIR }}^{\text {CF }}$ register is decoded to generate fracture (f) and activity (a) levels. Bits $\mathrm{AKIR}_{\mathrm{CF}_{7-4}}$ determine the activity, and bits $\mathrm{AKIR}_{\mathrm{CF}}^{9-8}$ determine the fracture. The table on Fig. 14-21 shows the $\mathrm{AKIR}_{\text {CF }}$ decoding. Note that a quarter is activated by an $a_{i}^{l}$ level and that the $a_{i}^{l}$ level is in turn generated by an associated $\operatorname{AKIR}_{\mathrm{CF}_{\mathrm{J}}}^{0}$ level.

Fracture decoders use the $a^{\prime} s$ and $f^{\prime} s$ as inputs to generate Roman numeral levels. The unsubscripted Roman numerals (RN) indicate the sign quarter of a subword which contains at least one active quarter. For example, II indicates that quarter 2 is a sign quarter and that it is part of a subword which is at least partially active.

The subscripted Roman numerals ( $\mathrm{RN}_{\mathrm{i}}$ ) indicate that the i-th quarter is active under a certain special condition. This condition is that the i-th quarter is part of a subword whose sign quarter is given by the Roman numeral. For example, $\mathrm{IV}_{1}$ indicates that quarter 1 is active and is part of a subword which has quarter 4 as its sign quarter.

A pictorial representation of these Roman numeral levels is shown in Fig. 14-21. The conditions for generating these levels are:

Roman Numeral I. The only occasion when quarter $l$ is the leftmost quarter of a subword which contains at least one active quarter is when quarter 1 itself is the subword. Thus, $I=I_{1}$. (Note this same argument makes III $=$ III $_{3}$.) $I$ is generated in both the $f_{3}$ $(27,9)$ and $f_{4}(9,9,9,9)$ fractures when quarter 1 is active $\left(a_{1}^{1}\right)$.

Roman Numeral II. A threefold possibility exists: either the first quarter is active and there is an $\mathrm{f}_{2}(18,18)$ fracture, or the second quarter is active and there is an $f_{2}(18,18)$ or $f_{4}$ (9,9,9,9) fracture.

Roman Numeral III and IV. The logic here is similar to that described for I and II. Note that $I V_{4}=a_{4}^{1}$.

14-4.2 ALL ZEROS $\left(A_{i}^{0}\right)$, ALL ONES $\left(A_{i}^{I}\right)$ LEVEL LOGIC. The logic generating the $A_{i}^{0}$ and $A_{i}^{l}$ levels is shown in Fig. $14-22$. These levels indicate that the quarters are filled with all ZEROS (or all ONES). $A_{i}^{0}$ and $A_{i}^{1}$ are used in the carry and jump logic.
$14-4.3$ SIGMA $(\sigma)$ LEVEL LOGIC. $A_{i .9}=A_{i .8}$ implies sigma $(\sigma)$. Fig. $14-23$ shows the explicit logic generating the sigma $(\sigma)$ level. This level is used in the NOrmalizing instructions to indicate that $A_{i .9}=A_{i .8}$ and that consequently the normalization process is not yet finished.

14-4.4 SHIFT COUPLING UNITS. These units are logic nets which determine how the quarters of $A$ and $B$ are coupled together during shift instructions. In $(A+B)$ type instructions the quarters of $A$ are always coupled to other quarters of $A$, and similarly the quarters of $B$ are always coupled to other quarters of $B$. In $A B$ type instructions cross coupling between the registers can occur.

Fig. $14-24$ shows the logic that relates the inputs and outputs of the Shift Coupling Units shown on Fig. 14-16. Fig. 14-25 shows the corresponding shift coupling logic for register B.

For the moment consider Fig. 14-24. Note that all of the shift right logic involves inter-quarter shifting. If the instruction is an ( $A+B$ ) type, $A_{i . I}$ 's will be shifted into $A_{i .9^{\prime} s^{.}}$. The specific bits shifted will depend on the fracture. If the instruction is an $A B$ type, $B_{i .1}$ 's will be shifted into $A_{i .9^{\prime} s^{*}}$ Again the specific bits shifted will depend on the fracture. Regardless of which type instruction is involved, i.e., ( $A+B$ ) or ( $A B$ ), certain quarters of $A$ will be coupled to other quarters of $A$ by the last term in the shift coupling logic.

The logical format for shifting in B is similar and shown in Fig. 14-25.

Fig. 14-26 shows a specific example of shift right coupling for both an ( $A B$ ) type instruction and an $(A+B)$ type instruction that have on $f_{2}$ fracture. Note that in both instructions the same logic couples $A_{4}$ to $A_{3}$ and $A_{2}$ to $A_{1}$. In the ( $A B$ ) type instruction, the sign quarters of the subwords are $A_{4}$ and $A_{2}$, respectively. No shift into $A_{4.9}$ or $A_{2.9}$ will occur unless the instruction is a shifting instruction which ignores the sign bit, i.e., $C Y \cdot A B=C A B+D I V$. Since $B_{4}$ and $B_{2}$ are not sign quarters, it is only necessary that the instruction ve an $A B$ type, i.e., $(C A B+N A B+S A B)+(M U L+D I V)$ in order that $A_{3.1}$ be coupled to $\mathrm{B}_{4.9}$ and $\mathrm{A}_{1.1}$ be coupled to $\mathrm{B}_{2.9}$.

Note in Figs. 14-24 and 14-25 that the fractures in the column "independent of $A B /(A+B)$ " are always the complement of the fractures in the " $A B$ and $A+B$ " columns.

The inter-quarter shift left logic shown on Fig. 14-24 and 14-25 is similsr in format to the shift right logic with one important exception. Since in a shift left instruction we are always shifting information into i.l, there are no sign bit considerations. This means that the shift is independent of whether the instruction is or is not of the CY type and depends only on whether it is of the $(A B)$ or $(A+B)$ type.

In the case of shift left, coupling units are also required between the i. 8 and i. 9 bits, i.e., intra-register coupling exists. If a CY type instruction is involved, no sign bit consideration is involved and $i .8$ is always coupled to i.9. If the fracture is $f_{1}(36)$ or $f_{2}(18,18), 1.8$ will always be coupled to 1.9 , since in either fracture 1.9 is not the sign bit. Similar logic is involved for coupling into $2.9,3.9$ and 4.9 during a shift left. Note that 4.9 is always a sign bit regardless of the fracture.

If an $A B$ instruction is involved, $B_{i .9}$ will never be a sign quarter, therefore $\mathrm{B}_{1.8}$ is always shifted into $\mathrm{B}_{\text {i. } 9}$ on a shift left instruction.

In passing, it might be mentioned that the speed of the coupling logic nets themselves becomes critical if the shifting rate approaches 5 megacycles.

14-4.5 CARRY COUPLING UNITS. Fig. $14-27$ shows the logic that relates the inputs and outputs of the Carry Coupling Units shown on Fig. 14-17. Note that CYI $i_{i}$ represents a carry into the i-th quarter, while CYO represents a carry out of the i-th quarter.

For $\overline{\text { DIV }}$ type instructions, the carries are propagated in a ring whose constituents are determined by the fracture. For example, suppose an $f_{2}$ fracture is specified for a $\overline{\text { DIV }}$ type instruction. The quarter wise carry picture would then look as shown in Fig. 14-28(a).

In the DIVide instruction a $2^{\prime}$ 's complement-like arithmetic is used. The logic of this arithmetic requires that a $I$ be added if the sign bit in $D$ is negative. This is shown in Fig. $14-28(b)$. The inter-quarter carry $\log i c$ is the same for both DIV and $\overline{\text { DIV }}$ instructions. Only the end around carry differs for these two cases.

Note that the carry logic format shown on Fig. 14-27 is very similar to the shift logic format shown on Fig. 14-24 and 14-25.

14-4.6 AEJ LEVEL LOGIC. AEJ is a level which indicates whether a jump is to be made, based on the contents of the Arithmetic Element. It can be generated during a JPA, JNA or JOV instruction. The function of AEJ for each of these instructions is as follows:

JPA - If some active subword contains a positive non-zero (arithmetically) number, AEJ will be generated and cause the output of the XA (X Adder) to be copied into $P$.

JNA - If some active subword contains a negative non-zero (arithmetically) number, AEJ will be generated and cause the output of the XA to be copied into $P$.
 set to ONE, AEJ will be generated and cause the output of the XA (X Adder) to be copied into $P$.

Fig. 14-29 shows the logic generating the AEJ level. Note that the presence of any one of the terms is sufficient to generate AEJ.

As an illustrative example, the conditions for causing a jump based on the contents of $A_{2}$ will be discussed. If a JPA is executed, PKIR ${ }^{\text {JPA }}$ will be generated.
 while $A_{2.9}^{0}$ indicates that the sign bit is positive. Note that $A_{2.9}$ is the sign bit in an $f_{2}(18,18)$ or $f_{4}(9,9,9,9)$ fracture. The additional factor in the term on Fig. 14-29 insures that the active subword contains a non-zero number. Note that in an $\mathrm{f}_{2}(18,18)$ fracture it is sufficient that quarter one not contain all ONES or all ZEROS , i.e., $A_{1}^{\bar{I}} \cdot A_{1}^{\bar{O}} \cdot Q K I R^{f_{2}}$; while it is sufficient in an $\mathrm{f}_{2}$ $(18,18)$ or $f_{4}(9,9,9,9)$ fracture that quarter 2 not contain all ONES or all ZEROS, i.e., $A_{2}^{\overline{1}} \cdot A_{2}^{0} \cdot \operatorname{QKIR}_{2}^{f}+f_{4}$.

The logic for JNA is the same, except that $A_{2.9}$ must be in the ONE state.

The JOV logic is also similar. $Z_{1}$ is in a sign quarter in an $f_{3}(27,9)$ or $f_{4}$ $(9,9,9,9)$ fracture. $z_{2}$ is in a sign quarter in an $f_{2}(18,18)$ or $f_{4}(9,9,9,9)$ fracture, etc. Note that $Z_{4}$ is always in a sign quarter regardless of the fracture.
$14-4.7 \angle$ AEP LEVEL LOGIC. $\angle O$ AEP is used to clear to ZERO the AEP (Arithmetic Element Predict) interlock flip-flop. (See Chapter 10.) AEP ${ }^{0}$ indicates that the Arithmetic Element will soon be available for use by another Arithmetic Element instruction. For each Arithmetic Element instruction and configuration an event, before the completion of the AK cycle, is chosen to generate the 10 AEP level. The AEP ${ }^{0}$ level effectively predicts the maximum time required for the balance of the AK cycle. This maximum of the maximum times is 2.8 microseconds and occurs during an $A D D$ instruction with an $\overline{f_{4}}$ fracture. During other instructions and with other configuration the time can be less.

Fig. 14-30 gives the anticipatory logic for generating the 0 AEP level. The first term in this logic is concerned with the NOrmalize instructions. In these instructions the data in the subword is shifted until the value of the data lies between $1 / 2$ and 1, i.e., the left-most bits in the sign quarter must be ol or 10. If the sign quarter contains neither all ZEROS nor all ONES, the greatest number of shifts that can occur before the data is normalized is eight. For example, suppose the subword contains the following data:

SIGN QUARTER

If a NOrmalize instruction is executed, after seven shifts the data will be normalized, i.e., the sign quarter will look as follows:

$$
10 \times \times \times \times \times \times \times
$$

The example just given was a "worst condition" case. The data to be normalized might have been:

## $110 \times \mathrm{XXXXX}$

In this case only one shift is required to normalize the data.

Note that if the sign quarter is quarter l, then a Roman numeral I will be generated, and it is necessary to know only that this quarter does not contain all ZEROS or all ONES to know that a maximum of seven shifts will occur before the data is normalized.

In the case where the subword contains the following data,
SIGN QUARTER

| $111111111110 \times X X$ |
| :--- | :--- | :--- |

six shifts occur before the ${ }^{0}$ AEP level is generated. AEP ${ }^{\circ}$ then indicates that a maximum of seven additional shifts will follow before the data is fully normalized.

The second term in the 0 AEP logic is concerned with the SH instructions (i.e., CYcle and SCale). Since the D counter always counts up to zero from some negative value in these instructions, it is always possible to know how long the count will take to complete from an arbitrary but predetermined counter state. LAD is used as the reference event in the count. $\mathrm{LAD}_{i}$ anticipates how long it will take to complete the count in the i-th quarter of D. If a Roman numeral II is generated, we are interested in the $\mathrm{LAD}_{2}$ level, etc. The logic here is very similar to that for the NOR instructions.

The third term in the 0 AEP logic is associated with the ADD, SUB and DSA instructions. In this case, the balance of the AK instruction time depends only on the reference $A K$ state.

In the DIVide instruction, it is necessary to know both the state of the AK counter and the ASK counter to predict the balance of the AK instruction time.

The fifth term is concerned with the case where the ASK counter overrides the D counter. This is the case where some active subword contains all ZEROS or all ONES. In the NOrmalize instructions, after a certain number of shift counts have occurred, AEP ${ }^{0}$ will indicate that there are at least no more than 6 additional shifts to occur. In the TLY instruction, after a certain number of shifts counts have occurred, AEP ${ }^{0}$ will indicate that there are exactly 6 additional shifts to occur.

The MUL term logic is similar to the DIV term logic.

Finally, in the case of an undefined AOP instruction, a finite time exists between the generation of the AKIR ${ }^{\text {AOP }}$ level and the completion of the AK cycle. Note that AKIR ${ }^{\text {AOP }}$ includes an AK time level, i.e.,

$$
\mathrm{AKIR}^{\mathrm{AOP}}=\mathrm{AK}_{\alpha .1}^{I}\left(\left(\overline{\mathrm{AKIR}_{\mathrm{OP}}^{6 \mathrm{X}}} \cdot \overline{\mathrm{AKIR}_{\mathrm{OP}}^{7 \mathrm{X}}}\right)+\mathrm{AKIR}^{\mathrm{X} 3}\right)
$$

ARITHMETIC ELEMENT REGISTER DRIVER LOGIC

The remainder of the chapter will discuss the specific register driver pulses found in the Arithmetic Element and the logic generating these pulses.

All of these register driver pulses are tabulated on Fig. 14-31. This figure shows the various logic and counter time levels that are found in the register driver logic. For example, the sigma $(\sigma)$ levels are found in both the $D$ counter register driver logic and in the shift register driver logic.

Fig. 14-32 tabulates all the pulse gate logic. In some cases the gating logic is quite simple, in other cases it is quite complex, e.g., the gating logic for the Z flip-flops. Once the logic generating the register driver pulse is known and the pulse gating logic is known a comprehensive picture of the register operation can be established.

14-5.1 $\overline{D_{i}}+1 \longrightarrow D_{i} \quad R D$ LOGIC. (See Fig. 14-33). Counting will occur in the quarter of $D$ corresponding to the sign quarter of the subword in $A$. The Roman numerals indicate the sign quarters. The $\mathrm{FD}_{i}$ levels indicate when the $D$ counter has counted up to zero. The count pulses are then inhibited by the $\mathrm{FD}_{\mathrm{i}}$ levels.

In the SH type instructions (CYcle and SCale), counting is initiated at $A K_{\alpha .3}^{1}$. Overflow control occurs at $A K_{\alpha .3}^{I}$ and then $A K$ counts on to $A K_{\alpha .4}^{I}$. The nia.jor portion of the counting in $D$ then occurs in $A K_{\alpha .4^{1}}^{1}$.

In the TLY instruction, $D$ counts the ONES that appear in the sign bit of $A$ at $\mathrm{AK}_{\alpha .2}^{1}$ as the subword is cycled (rotated).

During the NOrmalize instructions, D counts, i.e., continues to normalize, as long as $A_{i .9}=A_{i .8}$. This equality is indicated by the $\sigma$ (sigma) levels.

Note that ASK can override the D counters by forcing AK into a new time state even though the $D$ counter register driver logic is not satisfied. D then stops counting, even though the $\mathrm{FD}_{\mathrm{i}}$ levels are not generated.

14-5.2 A REGISTER SHIFT RD LOGIC. (See Fig. 14-34). During a TLY instruction, shifting to the right occurs in all the active quarters of $A$. The shift decision is independent of any fracture considerations.

During a NOrmalize type instruction, the active quarters of a subword are shifted to the right if the $Z$ flip-flop in the sign quarter of the subword indicates an overflow. Note that there are three possibilities that can cause a shift right to occur in A.

$$
\begin{aligned}
& Z_{1}^{1} \cdot I \quad \text { Quarter } 1 \text { is active and is also the sign quarter. } Z_{1}^{1} \cdot I \\
& \text { indicates that quarter } 1 \text { is part of a subword in which an } \\
& \text { overflow condition exists. } \\
& \mathrm{z}_{2}^{1} \cdot \mathrm{II}_{1} \quad \text { Quarter } 1 \text { is active and the sign quarter is quarter } 2 \cdot \mathrm{z}_{2}^{1} \cdot \mathrm{II}_{1} \\
& \text { indicates that quarter } l \text { is part of a subword in which an over- } \\
& \text { flow condition exists. } \\
& Z_{4}^{1} \cdot I V_{1} \quad \text { Quarter } 1 \text { is active and the sign quarter is in quarter } 4 . \\
& \mathrm{Z}_{4}^{1} \cdot I V_{1} \text { indicates that quarter } 1 \text { is part of a subword in which } \\
& \text { an overflow condition exists. }
\end{aligned}
$$

The shift right logic for the other quarters of A during Normalize type instructions is similar to that just described. The shift left decision is made if $A_{i .9}=A_{i .8}$ as indicated by the $\sigma$ (sigma) levels.

Note that if there is to be a shift right it will occur at $A K_{\alpha .2}^{1}$. At the completion of the shift right, $A_{i .9} \neq \mathrm{A}_{\mathrm{i} .8}$ (see Fig. $14-43$ for the NOR logic that complements $A_{i .9}$ at $A K_{\alpha .2}^{1}$ ), therefore the $\sigma^{-}$(sigma) levels will be absent and no shift left will occur at $A K_{\alpha .4^{l}}$.

The shift logic for the SHA type instructions is similar to that for the NOR type instructions. The shift right decision is made if the operand sign bit is negative $\left(Y_{i}^{I}=D_{i .9}^{l}\right)$, and left if the sign bit is positive $\left(Y_{i}^{0}=D_{i .9}^{0}\right)$. Note that $\overline{F D}_{1}$ is used both for inhibiting the counting in $D$ and for inhibiting the shifting in the SH instruction.

A shift left in the active quarters of A occurs in the DIVide instruction. A shift occurs during each iteration as ASK counts up to zero. During the count up to zero, ASK is in the ONE state. One more shift occurs af'ter ASK reaches the zero state. This shift is taken care of by the $\mathrm{ASK}_{1}^{0}$ term.
$14-5.3$ B REGISTER SHIFT RD LOGIC. (See Fig, 14-35). The B register shift logic for the $N A B$ and $S H B$ instructions is identical to the A register shift logic for the NOR and SHA instructions, respectively. During the MUL instruction, a shift right occurs in all the active quarters of B at $\mathrm{AK}_{\alpha \cdot 3}^{1}$. Similarly, during the DIV instruction, a shift left occurs in all the active quarters of B at $\mathrm{AK}_{\alpha .9^{1}}$.

14-5.4 MULTIPLY SIEP RD LOGIC. (See Fig. 14-36). The Multiply Step pulses are fired off repeatedly during the MUL instruction. The two pulses involved are:
$\xrightarrow{\text { MULT STEP }} A_{i}, C_{i}$. This pulse is fired off in all the active quarters. Note that this pulse effects only bits i. 1 through i. 8 .
$\xrightarrow{\text { MULT STEP SIGN }} A_{i .9}, C_{i .9}$. This pulse is fired off only for those $i .9$ bits which are not sign bits. The logic for the MULT STEP SIGN pulses indicates that the pulse will be fired off for the i. 9 bits, only if the sign quarter of the subword is to the left of the quarter in which the i.9 bits are located.

14-5.5 COMPLEMENT C RD LOGIC. (See Fig. 14-37). This logic is not currently used. The complement nets have, however, been partially incorporated in the computer.

14-5.6 CARRY RD LOGIC. (See Fig. 14-38). During a DIV instruction, a $\xrightarrow{\text { CRY }}$ pulse will be fired off in all the active quarters of $A$. Note that DIV uses a twos complement arithmetic. The logic of this arithmetic leaves the carry loop open (see Fig. 14-28(b)).

The $\overline{\text { DIV }}$ instructions involve an "end around carry". The logic involved closes the carry loop (see Fig. $14-28(a)$ ). If the subword in A contains all ONES, the loop tends to exhibit instability in the presence of noise. That is, it can generate a carry level by itself. For this reason, the $\xrightarrow{C R Y}$ pulse is not fired off in a quarter if the subword containing it holds all ONES. For example, the $\stackrel{\text { CRY }}{\longrightarrow} A_{1}$ pulse is not fired off unless: ( 1 ) either $A_{1}$ does not contain all ONES; or (2) $A_{2}$ does not contain all ONES and there is an $f_{1}(36)$ or $f_{2}(18,18)$
fracture; or (3) $A_{3}$ does not contain all ONES and there is an $f_{1}$ (36) fracture; or (4) if $A_{4}$ does not contain all ONES and there is an $f_{1}$ (36) fracture.

14-5.7 PARTIAL ADD RD LOGIC. (See Fig. 14-39). The execution of the MUL instruction involves the iteration of a "partial add - multiply step" loop. The loop looks somewhat as follows:


The PAD pulse, encountered before the loop is entered, occurs at $A K_{\beta .2}^{1}$, while the PAD pulses in the loop occur at $A K_{\beta .3^{1}}$.

PAD $\Gamma_{1}$ on Fig. 14-39 pertains to the MUL instruction. The logic ANDed with PAD $\Gamma_{1}$ says that the i-th PAD pulse is fired off if the rightmost bit in the subword in $B$ is in the ONE state and the i-th quarter is active. For example, a partial add pulse is fired off in quarter 4 if an $f_{3}(27,9)$ fracture is involved and the $B_{2.1}$ bit is in the ONE state at $\left(A K_{B .3}^{1}+A K_{B .2}^{1}\right)$.

The execution of the DIV instruction involves the iteration of a "partial add carry". The loop in this case looks somewhat as follows:


The PAD pulse, encountered before the loop is entered, occurs at $A K_{B .3}^{1}$; while the PAD pulses in the loop occur at $A K_{B .9}{ }^{1}$.

PAD $\prod_{2}$ pertains to the DIV PAD pulse that is fired off before the loop is entered. Note that this pulse is fired off in all active quarters.

PAD $\quad \phi$ pertains to the DIV PAD pulses that are fired off in the loop. The early pulses in the loop are conditional on the state of the ASK counter and the fact that the quarter is active. Notice that $\mathrm{RN}_{1} \supset \mathrm{a}_{1}^{l}$. The last PAD pulse fired off is conditional not on ASK, but on the sign of the subword. This is why the PAD $\phi^{\prime}$ 's must be ANDed with the subscripted Roman numerals and not just the activity levels. As ASK counts, PAD $\varnothing$ looks at $A S K_{7}, A S K_{1}$ and $A_{i .9}$. Thus,

ASK COUNTER
.
-
$1111110 \quad \mathrm{ASK}_{7}^{1} \supset \operatorname{PAD} \phi_{i} \quad$ where $i=1,2,3,4$
1111111 ditto
$0000000 \quad \mathrm{ASK}_{1}^{\mathrm{O}} \supset \mathrm{PAD} \emptyset_{i} \quad$ where $i=1,{ }_{\mathrm{i}}, 3,4$
$0000001 \quad \mathrm{ASK}_{7} \neq 0 \mathrm{NE}, \mathrm{ASK}_{1} \neq \mathrm{ZERO}, \therefore \mathrm{PAD} \oint_{i} \supset \mathrm{~A}_{i .9}^{0}$
PAD $\lceil 2$ also takes care of the single partial add pulse that is fired off in the DSA, $A D D$ and $S U B$ instructions at $A K{ }_{\beta .2}^{1}$.
$14-5.8$ A, B, C AND D CLEAR RD LOGIC. (See Fig. 14-40). First consider the $L^{0} A, B, C$ and D levels which cause the $\xrightarrow{0} A, B, C$ and $D$ pulses to be fired off. These levels are triggered by $Q K$ time levels. If an operand is to be stored in the Arithmetic Element registers of the $V_{F F}$ Memory, the selected register will first be cleared at $Q K^{22 \alpha}$. The A register is also cleared in the ITA and INS instruction at $Q K^{22 \alpha}$. If the Arithmetic Element registers are to be loaded, they will first be cleared at $Q K^{14 \alpha}$.

The active quarters of $A$ will be cleared in a MUL instruction at $A K_{\alpha .2}^{1}$. This occurs immediately after the contents of $A$ have been transferred into $B$, i.e., at $A K_{\alpha .1}{ }^{1}$.

The active quarters of $C$ will be cleared in an $A D D$ or SUB instruction at $A K_{\alpha .1}^{1}$ just before the PAD pulse is fired at $A K_{\beta .2}^{1}$. These quarters of $C$ will also be cleared in the MUL and DIV instructions at both $A K_{g .1}^{1}$ and $A K_{\alpha .8}^{1}$. The ${ }^{0} C_{i}$ at $A K_{\alpha .1}^{1}$ sets up C for the first PAD pulse. The $\xrightarrow{8.1} C_{i}$ at $A K_{\alpha .8}^{1}$ leaves C cleared in both the MUL and DIV instruction at the end of the instruction. In the case of the DIV instruction, it also clears C at the same time the carry occurs.

14-5.9 Z PULSE GATE LOGIC AND RD LOGIC. (See Fig. 14-41). See Fig. 14-4 for the function of $Z$ in the various instructions. $Z$ is cleared in the sign quarter at the beginning of the ADD, SUB and MUL instruction. This occurs at $A K_{\alpha .1}^{1}$. Note that in the case of DIV an $\xrightarrow{A_{i, g}}{ }^{\text {Sign }} Z_{i}$ pulse is fired at $A K_{\alpha .1}^{I}$. If the sign bit is positive ( $A_{i} .9$ ), $Z$ is cleared to ZERO; if the sign bit is negative ( $A_{i} . \frac{1}{9}$ ), $Z$ is set to ONE.

In the case of SCA, SAB, NOA and NAB, the instruction leaves $Z$ cleared. The clearing occurs at $A K_{\alpha .3 j}^{1}$. MULtiplication always leaves $Z$ cleared. In the MUL case, Z is cleared at $\mathrm{AK}_{\alpha .9}$.

In the case of MULtiplication, $Z$ is cleared at $A K_{\alpha .1}^{1}$ and then the sign of $A$ is placed in $Z$ at $A K_{\alpha .2}^{1}$. In the case of DIV, an overflow can occur. This is taken care of by reading the sign of $A$ into $Z$ near the end of the instruction, i.e., at $\mathrm{AK}_{\alpha, 11}^{1}$.

The rest of the $Z$ logic is used in the ADD and SUB overflow logic (see Fig. 14-5). $Z$ is first cleared at $A K_{\alpha .1}^{1}$. The signs of $D$ and $A$ are compared at $A K_{\alpha .3^{1}}^{1}$. If they are the same, $Z$ is set to $O N E$. The $A$ register contains the addend or subtrahend at $\mathrm{AK}_{\alpha .3}^{1}$. At the same time the signs are examined, the PAD pulse is fired off. After the carry is completed, the A register contains the sum or difference. At $A K_{\alpha .9}^{I}$ the sign of $D$ and $A$ are again examined. If they are the same, $Z$ is cleared by the Reset $Z$ logic. If they are different, the ONE left in $Z$ indicates an overflow condition.

14-5.10 A REGISTER COMPLEMENT RD LOGIC. (See Fig. 14-42). The subword will be complemented at the end of the MUL and DIV instructions if $Z \neq Y$ in the sign quarter, i.e., at $A K_{\alpha .9}^{1}$ and $A K_{\alpha .11}^{1}$, respectively.

In the DIV instruction, A is complemented at the beginning of the instruction at $A K_{\alpha, 1}^{1}$, if the sign of the subword is positive.

A is also complemented during the INS and ITA instructions as part of the execution logic.

Note that $\xrightarrow{C} A_{i}$ complements $A_{i .1}$ through $A_{i .9}$.
In addition to complementing the quarters of A , it is possible to complement the $A_{i .9}$ bits individually. In SCale instructions, if an overflow from a previous instruction exists in the sign quarter, the sign bit in A is complemented. If the SCale instruction calls for a shift left ( $Y_{1}^{0}$ ), the sign bit is complemented at $A K_{\alpha, 2}^{1}$. If the SCale instruction calls for a shift right $\left(Y_{1}^{1}\right)$, the sign bit is complemented at $\mathrm{AK}_{\alpha .3}^{1}$.

Finally, in a NOR instruction, the sign bit of $A$ is complemented if an overflow from a previous instruction exists in the sign quarter. This occurs at $A K_{\alpha, 2}^{1}$.

14-5.11 B REGISTER COMPLEMENT RD LOGIC. (See Fig. 14-43). If a negative subword is placed in the B register in a MUL instruction, the subword will be complemented in the $B$ register. This occurs just after the multiplier in the A register has been transferred into the $B$ register, i.e., at $A K_{\alpha .2}^{I}$. Thus, MUL is always executed with a positive multiplier in the $B$ register.

During a MUL instruction, the $B$ register is also complemented at the end of the $A K$ cycle, i.e., at $A K_{\alpha .9}^{I}$, if $Z$ is not equal to $Y$. This is part of the sign control logic.

In a DIV instruction, the minor half of the dividend, located in the B register, is complemented at the beginning of the instruction, i.e., at $A K_{\alpha .1}^{1}$, if the sign of the major half of the dividend located in the $A$ register is positive. This is the significance of the $\xrightarrow{C} B_{i} \cdot R_{i}$ logic. The $B$ register is also complemented at the end of the instruction when it contains the remainder, if the Z flip-flop in the sign quarter of A is in the ZERO state at $\mathrm{AK}_{\alpha .11}^{1}$.

The B register is also complemented in the INS instruction at $Q K^{10 \alpha}$ and $Q K^{21 \alpha}$ as part of the execution logic of that instruction.

14-5.12 D REGISTER COMPLEMENT RD LOGIC. (See Fig. 14-44). Consider first the complement $D$ logic used in the NOR instructions. Since D counts up to zero, the memory operand in $D$ is always complemented at the beginning of the NOR instruction, i.e., at $A K_{\alpha .3}^{1}$. The $D$ register is then complemented at the end of the normalizing to restore the operand to its original value. The end of the normalizing occurs when $A_{i .8} \neq A_{i .9}$ in the sign quarter, i.e., $\bar{\sigma}$, hence the ( $\overline{\mathrm{RN}}+\bar{\sigma}$ ) factors. If the data to be normalized should contain all ZEROS or all ONES, ASK $O_{6}^{0} \cdot A_{7}^{0}$ would indicate the end of the normalizing, i.e., ASK overrides the D counter and the $\sigma$ condition is ignored.

The logic for complementing the D register in other instructions is basically covered by the $\varnothing$ terms. First consider the SH type instructions, i.e., the SCale and CYcle instructions. The sign quarter of $D$ is complemented if the sign of that quarter is positive, i.e., the sign quarter (which is the quarter in which the counting occurs) is always made negative. The logic shown on Fig. 14-44 may look peculiar for these instructions until the following facts are realized: $Q_{1}$ and $Q_{3}$ are used only in the logic for quarters 1 and 3, respectively; whereas $Q_{2}$ and $Q_{4}$ are each used in the logic for more than one quarter. Therefore, the SH terms for quarters 1 and 3 can be included in $Q_{1}$ and $Q_{3}$, respectively; whereas separate terms are needed for quarters 2 and 4.

Now consider the balance of the $\phi$ logic. Remember that AKIR ${ }^{A D D}$ covers both the $A D D$ and SUB instructions. In a SUB instruction the active quarters of $D$ are complemented at $A K_{\alpha .2}^{l}$. At $A K_{\alpha .9}^{l}$, the active quarters of the subword in $D$ are complemented in the $A D D$ and $S U B$ instruction, if the sign of the subword at this time does not equal $Y$, i.e., $Y_{i} \neq D_{i .9}$. Note that in SUB D is complemented twice; whereas in $A D D$ is complemented just once.

In the DIV instruction, the data in the D register is always made opposite in sign to the data in the A register before the partial addition occurs, i.e., D is complemented if $D_{i .9}=A_{i .9}$ at $A K_{\alpha .2}^{1}$. Remember that the PAD pulse is fired off both at $A K_{\beta .3}^{l}$ and $A K_{\beta .9^{\prime}}^{1}$. Therefore, $D$ is complemented at $A K_{\alpha .9}^{I}$ for the same reason. Finally, D is complemented at $A K_{\alpha .11}^{1}$ as part of the sign control logic if $Y_{1} \neq D_{i .9}$. This makes the sign of $D$ equal to its original value.

In the MUL instruction the $D$ register is complemented at $A K_{\alpha .2}^{l}$ if the subword in $D_{1}$ is negative, i.e., if $Y_{1}^{1}$. The $D$ register is complemented again at $A K_{\alpha .9}^{1}$ if $Y_{1}^{1}$ in order to restore $D$ to its original value.

14-5.13 $\mathrm{E} \longrightarrow \mathrm{A}, \mathrm{B}, \mathrm{C}$ AND D RD CONTROL. (See Fig. 14-45). The only way that data can be placed in the A, B, C and D registers in the Arithmetic Element is via the Exchange Element, more specifically via the E register. This occurs in the following situations:

1) During LD type instructions, when the $A, B, C$ or $D$ registers are specified, the transfer occurs at $Q K^{21 \alpha}$.
2) In the execution logic of the ITA and UNA instructions, the data found in $E$ at $Q K^{23 \alpha}$ is transferred into the A register.
3) If a STORE instruction involving the $\mathrm{V}_{\mathrm{FF}}$ Memory specifies one of the Arithmetic Element registers, data is transferred from E into the register at $Q K^{23 \alpha}$.

As we saw earlier in the chapter the data that is transferred from $E_{i .9}$ into $D_{i .9}$ is also transferred by the same register driver pulse into $Y_{i}$.

14-5.14
$A \longrightarrow B$ AND B $\underset{j}{j} A$ RD CONTROL. (See Fig. 14-46). Note that these transfers are of the jam type. They occur in the MUL and DIV instruction under the following circumstance:

1) One of the first things that happens in a MUL instruction is that the data in the active quarters of A (left from a previous instruction) is transferred into the corresponding quarters of $B$. This occurs at $A K_{\alpha .1}^{1}$.
2) The execution logic of the DIV instruction generates the quotient in the $B$ register and the remainder in the $A$ register. At $A K_{\alpha .10}^{I}$ the active quarters of $A$ and $B$ are interchanged so that $A$ contains the quotient and $B$ contains the remainder.


Fig 14-1 AE instructions classified br COUNTER ACTIVITY


$$
\begin{aligned}
& \text { Figi4-3 FUNCTIONAL Block Diagram } \\
& \text { OF THE AE fA AK TITPE instructions }
\end{aligned}
$$



Fig 14-2 Functional Block Diagram OF THE AE FOR $\overline{\text { AK TYPE instructions }}$

0
0
0

|  | $\xrightarrow{10} z$ <br> (at beginning) | $Z \rightarrow A$ |  |  | $\begin{array}{\|c} z \\ \text { LEFT CLEDRED } \\ \text { BY INSTRUCTION } \end{array}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ADD | $x$ |  |  | $x$ |  |  |
| SUB | $x$ |  |  | $x$ |  |  |
| PSA |  |  |  |  |  | $X$ |
| MUL | $x$ |  | $x$ |  | $X$ |  |
| DIV | $x$ |  | $x$ | $x$ |  |  |
| TLY |  |  |  |  |  | $x$ |
| $\begin{aligned} & C Y- \\ & S C B \end{aligned}$ |  |  |  |  |  | $x$ |
| $S C A, S A B$ |  | X |  |  | $x$ |  |
| NOA, NAB |  | $x$ |  |  | $x$ |  |

$$
\begin{array}{r}
\text { Fig 14-4 EfFECT OF AK TYPE INSTRUCTIONS } \\
\text { ON } Z \text { FLIP-FLOP }
\end{array}
$$



Fig 14-5 ADdition Orerfanew Logic




Fig $14-8$ function of ASk and $D$ Counters
IN ASK TYPE INSTRUCTIONS

|  | A |  |  |  | B |  | C | D |  | Y |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Before inst. | After inst. |  |  | Before inst | After inst |  | Before inst. | After inst. |  |
| ADD | AUGEND (thon pler. imst.) | SUM | Overalan <br> Ind catioa | $\begin{aligned} & \text { Overfion } \\ & \text { STATE } \end{aligned}$ |  |  | Keeps track of corties dulifactinst) | , $\times \times \times$ | ADDEND (Inst operand) | Remembere Pia durcug inst. |
| SUB | Subtrahend <br> (thom prev inst) | DIFFERENCE | Ditho | Ditto |  |  | D itto | $\times \times \times \ldots$ | Minuend (INET. operind) | Dito |
| DSA | Data (from prerind. |  | Not USED | Oncrancap |  |  |  | $\ldots \mathrm{x} \times \times \ldots$. | DATA <br> (Inst. Operand) | Ditts |
| MUL | Multiplier (from pervind) | Maja balf of PRODUCT | $\begin{aligned} & \text { SION } \\ & \text { ContrbL } \end{aligned}$ | 0 | $\cdots x x x \cdots$ | Minor half of PRODUCT | Keeps treek f cartios during mat. | $\ldots x \times x \ldots$ | Multiplicand (Inat Operiod) | Ditto |
| DIV | $\begin{aligned} & \text { Major holf of } \\ & \text { DIVID END } \\ & \text { (fromper ind.) } \end{aligned}$ | Quotient |  | $\begin{aligned} & \text { OVER } \\ & \text { CLOW } \\ & \text { STATE } \end{aligned}$ | Mmat half of DIVIDEND (frompuer mats) | REMAINDER | Ditto | . . ${ }^{\text {axx }}$... | DIVISOR (Imst. Operad) | Ditto |
| SC- |  | scaled data | Orrefiow | 0 | $\begin{array}{r} \text { SCB } \\ \text { (form peer ind) } \end{array}$ | $S A B$ <br> Scaled data |  | 3fenicic of INsi Sicn Quserze Gives No. of swim To oran (ISTT. OReRAMD) |  | Ditts |
| C F | $\begin{gathered} \text { CYA? } \\ \hline \text { DATA } \\ \text { (fromper ind. }) \end{gathered}$ | cris cycled dat | Orerfion Inocation | 0 | $\begin{gathered} \text { CYB } \\ \text { (frompresint) } \end{gathered}$ | cycled data |  | Ditts | Ditto | $D$ itto |
| NO- | DATA |  | Overfing indeatel | 0 | $\begin{array}{r} \text { DATA } \\ \text { (from presinat) } \end{array}$ | Normelizadod |  | $\begin{aligned} & \text { उean } 6 \text { of } \operatorname{lngs} \\ & \text { DATA } \\ & \text { (InGT. OPRRAND) } \end{aligned}$ | Doty ples nuntan <br> occure in AnAB | - itto |
| TLY | ... $\times$ xx $\ldots$. | DATA (INST. OPERND) | Not <br> USED | Uncuarise |  |  |  | DATA <br> (from puar ind | DATA plus numbal OF 7 's in $A$. | Uкииияsp |

Fig 14.9 AE Register function For AK type instructions

(a) EFFECT OF CONFIGURATION CONTROL


$$
\text { Fig. } 14-11
$$

Typical ae register operations

a) $A_{i . j}-\mathrm{B}_{\mathrm{i} j} \mathrm{j}$

b) Bi.j $j \rightarrow A_{i \cdot j}$

Fig. 14-12 Jam Transfers Between $A$ €' $B$
Note: If Both the $A_{i} j \rightarrow B_{i}$ And $B_{i} \underset{j}{ } A_{i}$ Pulses Are fired off simultaneously, the Effect is to interchange $A$ ci $B$.

a) $A_{i(j+1)} \oplus C_{i . j} \rightarrow A_{i j}$

b) $\mathrm{A}_{i q+1} \xrightarrow{\mathrm{D}} \mathrm{C}_{i . j}$

Fig14-14Transfers Gated By
$\xrightarrow{\text { MUN STEPP Pulse }}$


Fyj14-15D Register
Count Circuit




| $\begin{aligned} & \text { DECODED } \\ & \text { Chass LEvEL } \end{aligned}$ | Decoder heak | DECDDER LOGIC EAPRESSED betal of cooes | DECODER LOGTC EXPRPSSED MNEUMONIC OP CODES |
| :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & {[60+61+62]+[70+71+72]} \\ & {[60+62]+[70} \\ & {\left[\begin{array}{ll}  & +72 \end{array}\right]} \\ & {\left[\begin{array}{ll} 61 & +62 \end{array}\right]+\left[\begin{array}{ll} 71 & +72 \end{array}\right]} \end{aligned}$ | $S H=[C Y A+C \subset B+C A B]+[S C A+S B B+S A B]$ <br> $\operatorname{SH} A=\left[\begin{array}{ll}{[Y A} & +C A B\end{array}\right]+[$ SCA $\quad$ TSA $B]$ <br> $\left.S H B=\left[\begin{array}{ll}{[Y B+C A B}\end{array}\right]+L \quad S C B+S A B\right]$ |
|  |  | $\begin{gathered} {[60+61+62]+[74+75]} \\ {[62+66]+[72+75+76]} \\ {[62+75]} \\ {[60+61+74]} \end{gathered}$ | $\begin{aligned} & C Y=[C Y A+C Y B+C A B]+[T L Y+D V V] \\ & A B=[C A B+N A B]+[S A B+D I V+N W] \\ & C Y \cdot A B=C A B+D I V \\ & C Y \cdot(A+B)=C Y A+C Y B+T L Y \end{aligned}$ |
| $\begin{array}{ll} ( & )^{2 x} \\ ( & )^{n} \end{array}$ | $\frac{\left\{()^{6 x} \cdot\left[(1)^{x^{2}}+(\quad)^{x 6}\right]\right\}+\left[\left(\begin{array}{ll} ()^{2 x} \end{array}\right)^{x^{2}}\right]}{}$ | $\underline{[62+66+72]}$ | $2 N=[C A B+N A B+S A B]$ |
|  | $\left.\begin{array}{l} \left\{\left(\begin{array}{lll} \{x \cdot[1 & )^{x_{4}}+( & )^{x 6} \end{array}\right]\right\} \\ \left\{\left[\begin{array}{lll}  & )^{x x}+( & )^{x x} \end{array}\right] \cdot(\quad)^{2 k}\right. \end{array}\right\}$ | $\begin{aligned} & {[64+66]} \\ & \quad[6)+77] \end{aligned}$ | $\begin{aligned} & \text { NOR }=[\text { NOA + NAB }] \\ & A D D=[A D D+S U B] \end{aligned}$ |
| $\begin{array}{ll} ()^{\operatorname{coscoc}} \\ ( & )^{\text {nop }} \end{array}$ | $\left.\begin{array}{l} A K_{\alpha, 1}^{1} \cdot\left[\begin{array}{lll} )^{\alpha x} & ()^{)^{1 x}}+()^{w} \end{array}\right] \\ \text { ditto } \longrightarrow \end{array}\right\}$ |  | $\left.{ }^{*} \text { OSSAL }=A K_{\alpha, 1}^{\prime} \cdot \text { - (INDEFINED AE INST }\right)$ |

Fig 14-20 AKIrop CLASS DECODER



$I I=\Psi_{1}+\Pi_{2}$

$$
=\left[a_{1}^{\prime} \cdot f_{2}\right]+\left[a_{2}^{\prime} \cdot\left(f_{2}+f_{4}\right)\right]
$$



$$
\begin{aligned}
\text { III } & =\Pi ा I_{3} \\
& =a_{3}^{\prime} \cdot f_{4}
\end{aligned}
$$




Akirge Decoding


$$
\begin{aligned}
\text { IV } & =\quad \mathbb{V}_{1}+\mathbb{V}_{2}+\frac{\Psi_{3}}{}+{\overline{V_{4}}} \\
& =\quad a_{1}^{\prime} \cdot f_{1}+a_{2}^{\prime} \cdot\left(f_{1}+f_{3}\right)+a_{3}^{\prime} \cdot \bar{f}_{4}+a_{4}^{\prime}
\end{aligned}
$$

The Roman numerals 1, II, III, é II indicate the
Leftmost Quarter of a Subword which Contains at least
one Active Quarter.


Fig $14-22$
$A_{i}$ All zesoes, allones Nets
Rei Drwas: 87816

| $G$ |
| :---: |
| $G_{1}=\left(A_{1.9}^{0}+A_{1.8}^{1}\right) \cdot\left(A_{1.9}^{1}+A_{1.8}^{0}\right)$ |
| $\sigma_{2}=\left(A_{2.9}^{0}+A_{2.8}^{1}\right) \cdot\left(A_{2.9}^{1}+A_{2.8}\right)$ |
| $\sigma_{3}=\left(A_{3.9}^{0}+A_{3.8}^{1}\right) \cdot\left(A_{3.9}^{1}+A_{3.8}^{0}\right)$ |
| $\sigma_{4}=\left(A_{4.9}^{0}+A_{4.8}^{1}\right) \cdot\left(A_{4.9}^{1}+A_{4.9}^{0}\right)$ |

Fig14-23Sigma Logic
ReF $D_{\text {RwG: }} 87816$




Fy 14-26 Examples of shift coupling

$$
\text { (See Fugs 14-24, } 4-25 \text { for coupling logic) }
$$

CARRY COUPLING UNIT LOGIC


WHERE:

$$
\begin{aligned}
& C Y O_{i}=C Y O_{i \cdot 9}+C Y I_{i} \cdot A_{i}^{\prime} \\
& C Y O_{i \cdot 9}=C C_{i \cdot 9}^{\prime}+C Y I_{i \cdot 9} \cdot A_{i, 9}^{\prime} \cdot \bar{A}_{i} \\
& C Y I_{2, j}=C Y O_{i, 1,-1)}
\end{aligned}
$$

Note (1) In ant given Subword, the inter quarter carry in the sugword is the same for both div And Div, whereas the end Around Carry is what differs for these two cases.


$$
\text { Fy } 14-27
$$

Carrier Coupling Unit logic

a) CARRY Coupling for DIV TYPE INSTRUCTION with $f_{2}$ Fracture.

b) Carry Coupling for div type instruction with fla fracture

Fy 14-28 Examples of Carry Coupling (Se Fy y 14-27 for coupling logic)

AEJ=


Fug 14-29
AE JUMP NFT LOGIC
Ref Dewes: 87811

$$
\begin{aligned}
& \text { LO AEP } \\
& A K_{a / 4}^{1} \cdot A K 1 R^{\text {NOR }} \cdot\left(\overline{A_{1}^{0}} \cdot \overline{A_{1}^{\prime}}+\bar{I}\right) \cdot\left(\overline{A_{2}^{0}} \cdot \overline{A_{2}^{\prime}}+\overline{\text { II }}\right) \cdot\left(\overline{A_{3}^{0}} \cdot \overline{A_{3}^{\prime}}+\overline{\overline{I I}}\right) \cdot\left(\overline{A_{4}^{0}} \cdot \overline{A_{4}^{\prime}}+\overline{\text { II }}\right) \\
& +A K K, 4 \cdot A K \mathbb{R}^{S H} \cdot\left(L A D_{1}+\bar{J}\right) \cdot\left(L A D_{2}+\overline{\text { II }}\right) \cdot\left(L A D_{3}+\overline{\text { III }}\right) \cdot\left(L A D_{4}+\overline{\text { II }}\right) \\
& +A K_{\alpha, 1}^{1} \cdot\left(A K \in R^{A D D}+A K \in R^{D S A}\right) \\
& +A K_{\alpha \cdot 9^{\prime}}^{\prime}\left(A S K_{1}^{1} \cdot A S K_{1}^{0}\right) \cdot A K I R^{D I V} \\
& +\left[\left(A K_{\alpha, 2}^{\prime} \cdot A K \mid R^{7 L Y}\right)+\left(A K_{\alpha, 4}^{\prime} \cdot A K I R^{N O R}\right)\right] \cdot\left[A S K_{7}^{\prime} \cdot A S K_{6}^{\prime} \cdot A S K_{5}^{\prime} \cdot A S K_{4}^{\prime} \cdot A S K_{2}^{0} \cdot A S K_{2}^{\prime}\right] \\
& +A K_{\alpha, 3}^{1} \cdot A S K^{\circ} \cdot A K I R^{\text {MUL }} \\
& +A K I R^{O C S A L} \\
& \text { WHERE: } \\
& L A D_{i}=D_{i, 4}^{\prime} \cdot D_{2,5}^{\prime} \cdot D_{i, 6}^{\prime} \cdot D_{i, 7}^{\prime} \cdot D_{i .8}^{\prime}=D_{i, j(j-4-8)}^{\prime} \\
& \angle A D=(L o n g) \text { anticipation of the conjeletion of to }
\end{aligned}
$$ count in tos $2 t$ quaster of $D$


 RNi-Ronan Numeral indicates the Sign Quarter, $i$ indicates active quartarm le subword. $a_{i}$ - Activity: $i$ indicates quarters m AE activated by "extended activity" or ADp instavetion $f$ - Fracture: A specified by configuration
$Y_{i}$ - D Sion Bits: Remember State of Diag Uaouglout instruction
$z_{i}-A$ SIGN BIT OR OVERFLON Indicator
FOR- FINISHED ind: Indicates count is finished in ill quanta $d D$
$G_{i}$ - Indicates that $A_{i .9}=A_{i . \varepsilon}$ in ie quarter


Fi6 14-32
Ae pulse gate Logic

| RD <br> Pulse | D Counter RD Logic |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RD <br> Clock <br> Punse | CYA, CYB, CAB; SCA, SCB, SAB |  |  | TLY |  |  | NOA, NAB |  |  |  |  |  |
|  |  | Tine Leveos | INST | other | The Lever | INST | OTHER | Tine level | INST | OTHER | Tine Level | INST | OTHER |
| $\begin{aligned} & \bar{D}_{1}+1 \rightarrow D_{1} \\ & \overline{D_{2}}+1 \rightarrow D_{2} \\ & D_{3}+1 \rightarrow D_{3} \\ & D_{4}+1 \rightarrow D_{4} \end{aligned}$ | $\alpha$ |  |  |  |  |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \text { WHEREi } F D_{i}= D_{i \cdot(1-8)}^{\prime}=D_{i, 8}^{\prime} \cdot D_{i, 2}^{\prime} \cdot D_{i, 6}^{\prime} \cdot D_{i, 5}^{\prime} \cdot D_{i, 4}^{\prime} \cdot D_{i, 3}^{\prime} \cdot \\ & \sigma_{i} \supset A_{i, 9}=A_{i, 8} \\ & N 2 z_{i}= A K_{2,2}^{\prime} \cdot A K I R^{N O R} \cdot z_{i}^{\prime} \end{aligned}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |


|  | Brock | Scheratik REF | $\begin{gathered} \text { CAAPTER } \\ \text { RFF } \end{gathered} 14$ |
| :---: | :---: | :---: | :---: |
| $\overline{D i}^{-1}+1 \rightarrow D_{i}$ | $\begin{aligned} & 67680 \\ & 87807 \end{aligned}$ |  |  |
| AK |  |  |  |
| AKIR ( ) |  |  |  |
| $\sigma_{i}$ |  |  |  |
| $F D_{i}$ |  |  |  |
| RN |  |  |  |

Fig. 14-33
D CCunter RD Logic





Fig. 14-35 B REGISTER SHIFT RD LOGIC



Fi6 14-37
COMPLEMENT $C$
RD LOGIC

FIG.14-36 MULTIPLY-STEP
RD LOGIC

Munt Step
$A, C$
BLOCK SCHEMATK
$\xrightarrow{\text { MuIT STFP Siget }}$ Aisisic.
87808

Roman Numfrals



FiG 14-38 CARRY RD LOGIC


|  | Block Schámatil $R_{\mathrm{Ef}}$ | Chapter ia REF |
| :---: | :---: | :---: |
| AKIR ( |  |  |
| $\xrightarrow{P A D} A_{i}, C_{i}$ | 87808 |  |
| PAD $\Gamma$ |  |  |
| PAD $\phi$ | $\downarrow$ |  |
| RN |  |  |
| AK |  |  |
| ASK |  |  |



|  | Block Schematic Ref | CuApter 14 Ref |
| :---: | :---: | :---: |
| $\begin{aligned} & a_{i}^{\prime} \\ & A K \end{aligned}$ |  |  |
| AKIR $\left.{ }^{( }\right)$ |  |  |
| $\xrightarrow{\stackrel{O}{0}} A, B, C, D$ | 87812,67721 |  |

Fig 14-40 Clfar $A, B, C$, and $D$
RD LOGAC




|  | BloCK SCAEM <br> REF <br> COMP A <br> AMIR ( $)$ <br> CHAP <br> REF |
| :--- | :--- | :--- |
| RN | 67721,87814 |

Fig.14-42 Complement A RD logic




$\phi_{2}=[$ dits $] \cdot\left(Y_{2} \neq D_{1,9}\right)+[$ dith $]+[$ ditts $] \cdot Y_{1}^{\prime}+[$ ditt $] \cdot\left(\rho_{2,9}=A_{29}\right)+[$ ditt $] \cdot\left(r_{2} \neq D_{1,9}\right)$


$(\quad)=\left\{A K_{\alpha, 3}^{\prime}+A K_{\alpha, 4}^{\prime} \cdot\left[\left(A S K_{6}^{0} \cdot A S K K_{j}^{\circ}\right)+\left(\overline{\text { II }}+\bar{\sigma}_{4}\right) \cdot\left(\overline{\text { II }}+\bar{\sigma}_{G}\right)\right] \cdot\left[\left(A S K_{6}^{0} \cdot A S K_{j}^{\circ}\right)+\left(\overline{\mathbb{I}}+\bar{\sigma}_{2}\right) \cdot\left(\bar{I}+\bar{S}_{1}\right)\right]\right\} \cdot A K \mathbb{R}^{\text {NOR }}$




$$
\begin{array}{|ccc|}
\hline & \text { Biock SCHEMAIK } & \text { CHAPTIFA } \\
\text { REF } & \text { REF } & \\
A_{i} \rightarrow B_{i} & 87810 & \\
B_{i} \rightarrow A_{i} & 81810 & \\
A K & & \\
& & \\
& & \\
\hline
\end{array}
$$

Fi6 14-46
$E H B \& B H A$ RD LOGIC

CHAPTER 15
IN-OUT ELEMENT
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## 15-1 INTRODUCTION

The In-Out Element provides a communication link between the external world and the computer. Before events occurring in the external world can communicate with the computer they must be synchronized, i.e., brought in step with the periodicity of the computer. This synchronizing occurs in the In-Out Element.

All of the in-out data transmission devices, as we11 as certain asynchronous events such as in-out alarms and those events initiated by certain manual controls, communicate with the computer via the In-Out Element. However, some asynchronous events, such as most of those initiated at the control console, communicate directly with the Control Element.

The In-Out Element must provide the necessary logic for accommodating the special operating characteristics of many different devices. It is this accommodation requirement that makes the In-Out Element such a complex communication link.

As described in Chapter 3, the solid state circuitry used in the In-Out Element is slower than the circuitry in the central computer. The logic reflects this, and also the fact that level transitions and 0.4 microsecond levels are used to generate pulses.

The chapter begins with a block diagram discussion of the In-Out Element. This discussion establishes the basic components and communication paths.

Because the in-out frame has a rather complex physical structure, the layout of the In-Out Element is discussed in some detail.

A discussion of a typical In-Out unit and sequence switch then follows, since these components are found in all sequences and have common characteristics regardless in which sequence they are found.

The two In-Out OP codes, IOS and TSD, are then discussed. The logic and communication paths these OP codes use are discussed in detail.

The chapter concludes with a logical description of the individual In-Out units.

15-2 IN-OUT ELEMENT BLOCK DIAGRAM

Fig. 15-1 shows a block diagram of the In-Out Element. The diagram indicates the communication paths between the In-Out Element and the central computer.

The In-Out Element includes:

1) Input-Output Devices
2) In-Out Bus
3) Sequence Switches

Since only one In-Out device can communicate with the central computer at a time, it is possible to have all the devices use a shared In-Out Bus. An elaborate switching arrangement is required to properly connect the selected In-Out device to the bus. This switching is taken care of by the individual sequence switches associated with each In-Out device.

Once an In-Out device is properly connected to the In-Out Bus, it can communicate with the central computer. While it is difficult to make a sharp distinction, generally the communication will involve transmitting either data information or control information. Each bus between the central computer and the In-Out Element is used to transmit a specific type of information. For example:


Note that these buses are "shared" by all the sequences. In addition to these shared buses, there are individual cables that run between each sequence switch and the Sequence Selector in the central computer. These cables transmit the "Raise Flag" signals to the Sequence Selector from the In-Out devices. They also transmit $K D^{i}$ and $N D^{i}$ sequence selection levels to the sequence switches during $T S D^{\prime} s$ and $I O S^{\prime} s$, respectively. (The function of $K D^{41(0)}$ will be discussed later.)

15-3.1 GENERAL DESCRIPTION. An elaborate cabling and busing arrangement is required to interconnect all the parts of the In-Out Element to the central computer. This results in the In-Out system being physically complex as well as logically complicated.

The heart of the cabling and busing arrangement is the In-Out Frame. This frame or section is located at the far left end of the central computer structure (facing the front). The frame contains an open wire bus structure and all the sequence switches associated with the various In-Out devices. Flexible cables connect the In-Out section to the central computer and to the individual In-Out devices. Note that the individual In-Out devices themselves can consist of several chassis and control panels and require extensive interconnection. An example of this is the XEROX printer. Fig. $15-2,15-3$ and $15-4$ show the cable interconnections for all the sequences.

15-3.2 IN-OUT BUS. There are two open-wire buses running horizontally down the In-Out section (see Fig. 15-2). The top bus has 100 wires and the bottom bus has 72 wires. Each bus has 37 positions where $104-$ pin receptacles and $75-$ pin receptacles, respectively, provide access to the buses for external connection. Since all 37 receptacle locations are logically identical, convenience alone determines which sequence is assigned to which location. Signals from the central computer are routed into the In-Out Bus at the left end of the In-Out section (looking at the section from the rear). Signals to the central computer are routed from the In-Out Bus at the right end of the In-Out section.

A lo-conductor video cable is jumpered between the $T$ bars on the In-Out section occupied with sequence switches (see the jumper between Sequence 66 and 72 identified on Fig. 15-2). This video cable is the In-Out High-Speed Control Bus. It also runs horizontally down the In-Out section.

In addition to the cable terminating devices found at either end of the In-Out section, there are two logic nets involving IOBM $_{2.9}^{1}$ and IOCM ${ }^{\text {BIA }+ \text { MISIND } \text {. These }}$ nets will be discussed later in the chapter.

15-3.3 CABLE INTERCONNECTIONS BETWEEN CENTRAL COMPUTER AND IN-OUT SECTION. These interconnections are shown in Figs. $15-2$ and $15-4$. The E cables from Section BC in the central computer terminate in cascodes and cable drivers on the In-Out section. The E cables consist of four 10-conductor video cables, which are used for transmitting $E_{4.9-1.1}^{1}$ ( 36 wires). These cables connect into the 100 wire bus.

The $N$ cables from Section $B C$ terminate in cascodes and cable drivers. These in turn connect into the same 100 -wire bus that the E cables connected into. The $N$ cables consist of two lo-conductor video cable for transmitting $N_{2.9}^{1}-1.1$ ( 18 wires). Although all 18 bits appear on the bus, only bits $2.3-1.1$ are currently used. Note that both ZEROS and ONES appear on the $N$ bus since the $\mathbb{N}$ cables are tied both directly and through inverting amplifiers to the N bus.

The IOCM cable to the Control Element in Section C of the central computer is driven by cascodes and cable drivers. These amplifiers are plugged into the 100 -wire bus at the right-hand end. The E, $N$ and IOCM cables all interconnect with the 100 -wire bus.

The 75 -wire bus transmits only $\mathrm{IOBM}_{4.9}^{0,1}$ - 1.1 ( 72 wires). Information is carried back from the IOBM bus to the E register via section $B C$ in the central computer. This is done using eight 10 -conductor IOBM video cables.

15-3.3.1 SEQUENCE SELECTION CONTROL CABLES. Each sequence switch on the In-Out section is connected by an individual cable to the Sequence Selector in Section $D$ of the central computer. These cables transmit the $K D^{i}$, $N D^{i}$ and $\xrightarrow{\text { RAISE }}$ FLAG $_{i}$ signals. In addition to these, a $\mathrm{KD}^{4 \mathrm{I}(0)}$ wire is found in each cable.

15-3.4 CABLE INTERCONNECTIONS BEIWEEN IN-OUT SECTION AND IN-OUT UNITS. These interconnections are shown on Fig. 15-4. As the figure indicates, considerable variation occurs in the number of cables required for each sequence. Basically, the cables are used to connect the In-Out units to the associated sequence switches on the In-Out section.

The sequence switches themselves provide the link between the cables shown on Fig. 15-3 and the In-Out Bus itself.

15-4 TYPICAL IN-OUT UNIT

15-4.1 GENERAL DESCRIPTION. A typical In-Out Unit consists of the following types of devices:

1) Data Conversion Devices. For example, a photoelectric tape reader, a paper punch, etc.
2) Control Boxes. These boxes usually contain the In-Out buffer, the synchronizer, the control flip-flops and other special purpose circuitry.
3) Non-logical Controls. These are found in various chassis and control panels and include such items as power supplies, motor switches, etc.

15-4.2 CONTROL FLIP-FLOPS. These flip-flops determine the logical operation of the In-Out unit. The standard In-Out control flip-flops are:

C (Connect Flip-Flop). The In-Out unit is logically connected to the computer by setting the C flip-flop to ONE. This is done by an IOS "connect" instruction. $C^{1}$ gates the RAISE FLAG signals and, usually, certain other signals such as those caused by the Equipment Inability Alarm (EIA) flip-flop and the MISHNDication flip-flop being set. Almost all In-Out units have a connect flip-flop.

ST (STatus Flip-Flop). When this flip-flop is set to ONE, it is permissible for the computer to perform a TSD in the unit's program sequence. The STatus flip-flop is set to ONE by the In-Out unit generating a "completion pulse", indicating that the unit is ready for another TSD. Almost all In-Out units have a STatus flip-flop.

EIA (Equipment Inability Alarm Flip-Flop). This flip-flop is set to ONE as a result of some difficulty such as overheating, low paper supply, etc., in the associated In-Out unit. Not all units have an EIA flip-flop.

MISIND (MTSINDication Flip-Flop). This flip-flop is only found in free-running units such as the Magnetic Tape unit. When MISIND is set to ONE, it indicates that the unit is getting ahead of the computer, i.e., a line of data has been missed by the computer.

M (Maintenance Circuit). This is not a flip-flop, but rather a circuit which may include a manually operated maintenance switch. A "fail-safe" design has been incorporated in the circuit, so that an M (Maintenance) level is generated when any one of several conditions occur. Thus an $M$ level is generated when the switch is open, the unit is not powered or the unit is physically disconnected. The transition of this level does not have to be synchronized.

15-4.3 SYNCHRONTZER. Normally when an In-Out unit has completed its cycle, it will generate a completion pulse. This pulse indicates that the unit is ready for the central computer to execute another TSD. These completion pulses occur asynchronously, since in many cases they occur as a function of the mechanical cycle of the data conversion device itself. The central computer synchronizes these asynchronous events by means of IOI clock pulses and a synchronizer. As we shall see later in the chapter, the output of the synchronizer becomes the synchronous RAISE FLAG signal that is transmitted to the central computer. The function of the synchronizer is to insure that the In-Out buffer state will not change until the central computer has completed its communication with the buffer.

15-5.1 GENERAL DESCRIPTION. Since a large amount of information is transmitted between the In-Out Element and the central computer, it is important to understand how this information is routed to its correct destination. Most of this routing occurs in the sequence switches. The sequence switches provide a method of multiplexing a number of In -Out units onto a "shared" bus.

One side of the sequence switch is tied to the central computer. The other side of the sequence switch is tied to the associated In-Out unit. All the information on the "shared" buses will appear at the input to every sequence switch. It is then only necessary to provide a logical means for selecting the specific sequence switch that will pass the information through to the In-Out unit. In certain cases information will be transmitted right through the sequence switch without any gating occurring, e.g., this occurs in the case of IOI clock pulses, PRESET $\triangleleft$ IOC levels, etc.

15-5.2 LOGICAL STRUCTURE. The sequence switches vary in complexity, depending on the nature of the specific sequence. However, there is much that is common to all the sequence switches. Fig. 15-5 is a block diagram of a typical sequence switch. It shows in composite form most of the communication that is possible between the central computer and the In-Out Element, and indicates the kinds of sequence switch gating which can occur.

The two standard "mixing" packages that are used in the sequence switches are the input mixers (IM) and the output distributors (OD). (The output mixers (OM) are logically similar to the output distributors.) The logical operation of these packages is shown in Fig. 15-6. These are level logic devices, although a 0.4 microsecond "pulse" is often used as one of the input signals.

15-5.3 SEQUENCE SWITCH LOGIC. No action can take place in the sequence switch during a TSD or IOS unless the sequence is selected by the $K D^{i}$ or $N D^{i}$ levels, respectively. The control levels gated by $K D^{i}$ and $N D^{i}$ are shown in Fig. 15-5. They include the control inputs transmitted to the sequence switch over the In-Out High Speed Control Bus and the IOCM levels transmitted from the In-Out units to the central computer. Note that in the case of the input signals, the levels retain their identity after passing through the selection logic nets, except that the KD's and ND's are dropped. For example:

## Corresponding

| Sequence Switch |
| :--- |
| Input | Sequence Switch Input Output

## MODE + SELECT <br> ND

IOC
MODE + SELECT
IOC


The IOCM levels are expressed in terms of the control logic producing them. For example:

| Sequence Switch |
| :---: |
| Input |


$\overline{\mathrm{M}} \cdot \mathrm{C}^{1} \cdot \mathrm{ST}^{1}$ | Corresponding <br> Sequence Switch <br> Output |
| :---: |
| $\frac{\text { IOCM }^{B B}}{}$ |

As mentioned before, certain control signals pass through the sequence switch without being gated by $K D^{i}$ or $\mathrm{ND}^{i}$. These are the IOI clock pulses, and the Stop Unit and Preset levels to the In-Out unit; and the RAISE FLAG pulses, and the IOCM $^{\text {MAIT }}$, IOCM ${ }^{\text {MISIND }}$ and IOCM ${ }^{\text {EIA }}$ levels to the alarm sequence. The reset signal is gated by $\bar{M}$ so that, when the In-Out unit is in the maintenance state, the PRESET button on the console will not disturb the unit.

The specific logic used to connect the In-Out buffer to the $E$ bus, the IOBM bus to the In-Out buffer and the In-Out control, and the $N$ bus to the In-Out control will be discussed later in the chapter. However, the general features of this logic will be pointed out at this time.

Data can be transferred to and from the In-Out buffer in three possible modes: the NORMAL mode, the ASSEMBLY AND FORWARD mode and the ASSEMBLY AND REVERSE mode. Once the mode transfer is determined, the sequence switch is set up accordingly.

Data is always transmitted to the In-Out unit by first clearing the unit's buffer and then transferring ONES. For this reason, the output distributors have only one output wire. Data is usually transferred from the E bus to the In-Out unit in the form of a 0.4 microsecond ground level. The strobing is performed by a 0.4 microsecond negative ( -3 volts) level.

Information is "jammed" into the E register from the IOBM bus. For this reason, input mixers are designed with two outputs. When the gating level is at ground, both outputs are at ground regardless of the imput. When the gating level is negative and the input is at ground, one of the outputs will be at ground and one 'will be negative. If the input goes negative, the output wires will both reverse their signal levels. Hence data is visualized as represented by the negative output wires.

15-6.1 GENERAL DESCRIPTION. Fig. 15-7 shows a simplified flow diagram of the TSD and IOS instructions.

During the execution of a program there is constant communication back and forth between the In-Out Element and the central computer. That this can occur in a variety of ways will become apparent in the discussion that follows.

Suppose that an IOS is executed which logically connects the i-th sequence. This can occur as follows. The IOS will cause the $N D^{i}$ level to be generated in the Sequence Selector. The $\mathrm{ND}^{\mathrm{i}}$ level will then allow the N register to communicate with the i-th control flip-flop via the i-th sequence switch. In this way the information in the $N$ register during an IOS can be used to set the state of the i-th control flip-flops and in particular logically connect ( $C^{1}$ ) the i-th sequence.

At certain specific times the Control Element will transmit IOI clock pulses to all the synchronizers in the different In-Out units. These IOI clock pulses "synchronize" the asynchronous events in the In-Out device that are used to indicate the devices have completed their cycle and are ready to communicate with the central computer. If a sequence is logically connected $\left(\mathrm{C}^{l}\right)$, the output of its synchronizer will be transmitted to the Sequence Selector in the form of a $\xrightarrow{\text { RAISE FLAG pulse. At the same time, if an input device is involved, the }}$ output of the synchronizer will be used to gate data from the input device into the In-Out buffer in preparation for a TSD.

The Sequence Selector may receive "Raise Flag" signals from several sequences, since more than one sequence can be logically connected at a time. The Sequence Selector logic then determines which sequence has the highest priority. When all the necessary conditions are satisfied a change of sequence will occur to the selected sequence. At that time the $K D^{i}$ level will be generated. When a TSD now occurs in the program of the current sequence, $\mathrm{KD}^{i}$ will allow TSD timing control information to connect the E register to the i-th In-Out buffer at the right logical time, if an output In-Out device is involved. If an input device is involved, the i-th In-Out buffer will be connected to the IOBM bus by the $K D^{i}$ level and the TSD time control. The precise time at which the buffer content is read into the E register will then be determined by the IOBM $\longrightarrow$ E pulse that is generated by an E register driver.

Note that the mode in which data is transmitted during the TSD is determined by an earlier IOS. The states of the i-th control flip-flops are transmitted back to the central computer in the form of IOCM levels. These IOCM levels set up the necessary logic for transmitting data in the mode called for by the IOS.

15-6.2 TSD AND IOS TIME CONTROL SIGNALS. The logic generating the TSD and IOS time control signals shown on Fig. 15-7 is tabulated on Fig. 15-8. The logic generating the IOI clock pulses and the PRESET IOC and STOP UNIT levels is also shown on Fig. 15-8.

The time signals originate in the Control Element of the central computer and are transmitted over the IO High Speed Control bus to the sequence switches. The IOI clock pulse and Stop Unit signals pass through all the sequence switches without any gating occurring there. The PRESET $\rightarrow$ IOC level is gated through the sequence switches by an $\bar{M}$ (Maintenance) level that indicates the sequence is not disabled. The rest of the time control signals enter only those sequence switches selected by $\mathrm{ND}^{i}$ during an IOS or $\mathrm{KD}^{i}$ during a TSD.

Note that normally two IOI clock pulses occur during each PK cycle. These clock pulses are inhibited, or prevented from occurring, if the $Q K$ cycle of a previous TSD overlaps the current ISD-PK cycle at $\mathrm{PK}^{01 \alpha}$ or at $\mathrm{PK}^{12 \alpha}$. An IOI clock pulse will also occur at CSK ${ }^{11 \alpha}$ during a delay synchronization cycle if the DSK cycle is to be followed by another DSK cycle, i.e., if the $\longrightarrow \operatorname{CSK}_{4}$ ) at $\mathrm{CSK}^{11 \alpha}$ logic is satisfied. These IOI clock pulses are used to synchronize the asynchronous completion pulses in the In-Out devices and, in so doing, to generate the "Raise Flag" signals at the proper time.

During an output TSD, the In-Out buffer is cleared during the operand cycle by the $\frac{0}{K D}$ IOB level at $Q K^{18 \alpha}$. The data in the E register is then transferred into the In-Out buffer by a $\frac{\mathrm{DO}}{\mathrm{KD}}$ IOU level at $Q K^{20 \alpha}$. During an input TSD, the In-Out buffer is connected to the IOBM bus by the IOB $\underset{K D}{E}$ level. The data is then pulsed into the E register by RD logic at the E register. It should be noted that only the E bits corresponding to In-Out buffer bits are affected by this strobe. The other E bits are left undisturbed. During an IOS, the control levels generated depend on which of several possible IOS instructions is being executed, i.e., on the value of $\mathbb{N}_{2.6}-2.4^{\text {. }}$. If the $I O S$ is to do anything to an In-Out device, the bits must have the value 011 or 110 . The IOS time control level then generated will be $\frac{\text { MODE + SELECT }}{~ N D}$ IOC. The $\frac{\text { SELECT }}{\operatorname{ND}}$ IOC level, or its inverse $\left(\overline{\frac{\text { SELECT }}{\mathbb{I D}}-I O C}\right)$, gates the MODE + SELECT IOC level at the In-Out unit in such a way as to distinguish whether a "mode" or "select" operation is involved. Note that this gating is significant only at those In-Out units which have subunits (currently this only includes the magnetic tape sequence). For all other In-Out units no distinction is made between $\mathbb{N}_{2}^{011}$ - 2.8 and $\mathbb{N}_{2.6}^{110}-2.8^{\text {. The }} \xrightarrow[N D D]{L O} C$ level is used by the "disconnect" IOS to clear $C$ to ZERO. Note, that, by definition,


Hence,

$$
I O C \longrightarrow E=\overline{Q K I R^{T S D}}+E B^{0}
$$

These levels essentially determine whether the sequence switch is to be set up to execute an IOS or a TSD. The logic is such that the IOC $\rightarrow$ ND $\rightarrow$ E level is always present, except during the QK cycle of a TSD when $E B^{1}$. In the TSD case, the IOB $\longrightarrow$ E level is generated. Thus the sequence switch is biased towards performing an IOS rather than a TSD.

The PRESET TOC level is initiated by the PRESET pushbutton on the console. This level sets all the In-Out control flip-flops to a prescribed state, which in turn, in effect, places each In-Out unit in a predetermined state. The preset state of the In-Out unit and its associated control flip-flops will vary from sequence to sequence, but generally EIA, C, and MISIND will be cleared. The STatus flip-flop will be set to ONE for an output unit, and cleared to ZERO for an input unit. Normally, the In-Out unit itself will also be stopped.

15-6.3 IOCM CONTROL LEVELS. As shown in Fig. 15-7, the IOCM levels are used to inform the central computer of the state of the In-Out unit. The central computer reaches in to command the state of the In-Out unit by means of the $N$ bus; the IOCM bus feeds back to the central computer the In-Out unit's actual state at any moment.

The interpretation of the IOCM levels is, to an extent, a function of the sequence selected. Note that if there is no sequence switch for the sequence selected by the Sequence Selector, all the wires on the IOCM bus will float at ground. A ground level indicates a "not" condition; for example, ground $=\overline{I O C M}{ }^{B B}=$ buffer not busy. If a sequence switch is provided for the sequence selected, three possibilities exist: (1) the level is tied to ground; (2) the level is tied to -3 volts; or (3) the level depends on the state of the In-Out control.

Fig. 15-9 tabulates the IOCM levels for all the sequences. The IOCM levels and the logic that generates them are described below:
$I O C M^{B B}$ (Buffer Busy). In most sequences, this level is generated by $C^{\circ}+$ $\mathrm{ST}^{\circ}$ (or, in some sequences, by $\mathrm{M}+\mathrm{C}^{\mathrm{O}}+\mathrm{ST}^{\circ}$ ). $\mathrm{ST}^{\circ}$ indicates that the In-Out buffer is being used by the In-Out unit or that the In-Out unit is in some transient state and should not be disturbed.

IOCM ${ }^{\text {MISIND }}$ (Misindication). In free-running input devices, $\mathrm{C}^{1} \cdot$ MISIND $\cdot \bar{M}$ will generate this level.

IOCM ${ }^{\text {EIA }}$ (Equipment Inability Alarm). In sequences that have an EIA flip-flop, $\overline{\mathrm{M}} \cdot \mathrm{C}^{1} \cdot$ EIA $^{1}$ generates this level.

IOCM ${ }^{\text {NORMAL }}$ (note that $\overline{\text { NORMAL }}=$ Assembly). For sequences that operate in a single mode, this level (or its negation) is prewired in the sequence switch. In the sequences that can operate in more than one mode, the IOCM NORMAL level is determined by the state of the mode control flip-flops.

When the In-Out unit is in the NORMAL mode, data is transferred in "blocks" during a TSD, that is, adjacent bits in the In-Out buffer correspond to a block of adjacent bits in the E register. In the Exchange Element, the data is under normal permuted activity control (normal configuration control, excluding sign extension).

If a TSD is performed in the ASSEMBLY mode, the In-Out buffer data is splayed when it is transferred into the E register. That is, if there are six bits in the buffer word, the bits will be spread out so that they correspond to every sixth bit in the E register. Similarly, if there are nine bits in the buffer word, the bits will be spread out to correspond to every fourth bit in the E register. When a TSD is performed in the ASSEMBLY mode, the Exchange Element is not under configuration control.

IOCM ${ }^{\text {RIGHT }}$ (note that $\overline{\text { RIGHT }}=$ Left). This is a level used by the Exchange Element in conjunction with the IOCM ${ }^{\text {NORMML }}$ level to determine whether data in the E register will be shifted to the left or right into the $M$ register during an assembly TSD. If the In-Out unit operates in the forward direction ( $\mathrm{REV}^{\circ}$ ), the IOCM ${ }^{\text {RIGHT }}$ level is generated; conversely, if the In-Out unit operates in the reverse direction ( $\mathrm{REV}^{\mathrm{l}}$ ), the IOCM ${ }^{\text {RIGHT }}$ level is generated. IOCM $^{\text {IN }}$ (note that $\overline{\mathrm{IN}}=$ Out). This level indicates whether the In-Out unit is an input or output device. Note that for all sequences, except magnetic tape, this level is prewired in the sequence switch. The IOCM ${ }^{\text {IN }}$ level is used in the Exchange Element as one of the conditions for gating IOBM into the E register during an input TSD instruction. The level is also involved in the $E$ to $M$ transfer logic.

IOCM ${ }^{\text {MAINT }}$ (Maintenance). This level is generated whenever the In-Out unit's maintenance switch is turned on, or the power is turned off. Note that the level is not generated synchronously.

IOCM MISIND + EIA. This level is generated in the In-Out frame or section by ORing all the EIA and MISIND levels from the In-Out units. The function of this level will be discussed in the section describing the In-Out Alarm Sequence.

Note that all of the above IOCM levels (or their converse) can be generated by each and every sequence, and that all of these levels are transmitted to the central computer at any given time only from the sequence selected by $K D^{i}$. However, the central computer may or may not make use of the levels. For example, during a normal TSD, no use is made of the IOCM ${ }^{\text {RIGHP }}$ or IOCM $^{\text {RIGHT }}$ levels.

15-6.4 IOS. This instruction is used to control and/or report on the state of the In-Out system, as well as to raise and lower flags in the Sequence Selector. It is one of the variations of the OPR instruction. The instruction has the following characteristics:

1) An IOS in any sequence can logically connect any other squence. For example, an IOS in the PEIR Sequence (52) can connect ( $L \mathcal{C}$ ) the Lite Pen Sequence (55).
2) An IOS is always possible, i.e., the IOS is never prevented from occurring, except when the selected In-Out unit is in the MAINTenance state. An IOS 30,000 or 60,000 will cause an IOSAL in this case.
3) An IOS instruction is always one of three types: i.e., it either (a) affects the controls of an In-Out unit, (b) has no effect on any In-Out unit, but raises or lowers a flag in the Sequence Selector, or (c) has no control effect on either the In-Out Element or the central computer, but is used for reporting.
,
15-6.4.1 IOS TYPES. IOS is an instruction in which some of the instruction word bits are used in a special way. Fig. 15-10 shows how the content of the $N$ register is interpreted during an IOS.

The OP code bits 000100 ( 04 ) specify an OPR instruction. $N_{2}^{00} .8-2.7$ indicates that an $O \mathrm{OR}^{\mathrm{IOS}}$ instruction instead of an $\mathrm{OPR}^{\mathrm{AE}}$ instruction is specified. Bits $N_{4.8}-4.7$ are not used at all. The hold and defer bits are interpreted in the usual way. The sequence selected by the IOS is decoded from the J bits. $\mathrm{CF}_{5}$ ( or $\mathrm{N}_{4.8}$ ) is used as a "dismiss" bit, i.e., if it is a ONE then the instruction reports a dismiss.
$\mathrm{CF}_{1}$ (or $\mathrm{N}_{4.4}$ ) is a "report" bit. If CF ${ }_{1}$ is a ONE, the state of certain In-Out control flip-flops is reported to the E register. Fig. 15-11 tabulates the specific report made to the $E$ register for each of the sequences. For example, suppose that an IOS 40,000 , specifying the Datrac Sequence (50), is performed with $\mathrm{CF}_{1}^{1}$. Then the content of FS is placed in $E_{1.4}$; the value of $\bar{M} \cdot C^{1} \cdot$ EIA $^{1}$ in $E_{2.4}$; the content of $C$ in $E_{2.6}$; etc. Note that the transfer of the contents of the control flip-flops to the E register is via the IOBM bus, and that, when IOBM is gated into $E$, the $E$ register bits take on the same state as the corresponding IOBM bits. Here again the only E bits affected are those that receive a report.

The $Y$ bits are used to specify the IOS type. (Note that the decision to dismiss or to report is independent of the IOS type.) Bits
$\mathrm{N}_{2.3}-1.1$ are used in only two of the eight basic IOS types determined by bits $N_{2.6}-2.4^{\text {. }}$

The basic IOS types are:

IOS 00000,10000 and 70000 . If these IOS types have $\mathrm{CF}_{5}^{\mathrm{O}}$ and ${ }^{C F}{ }_{1}$, they become dummy instructions in which nothing happens, i.e., these IOS types can be used only for reporting.

IOS 20000 . This IOS type is used to logically disconnect the selected In-Out unit from the computer.

IOS $3 X X X X$. This IOS type is used to logically connect the selected In-Out unit to the computer and to specify the operating mode of the In-Out unit. (Bits $N_{2.3}-1.1$ specify the operating mode.) Fig. 15-12 tabulates the mode specified by the $\mathbb{N}_{2.3}$ - 1.1 bits. For example, if the Punch Sequence (63) is selected and $\mathrm{N}_{1.2}^{1}$, then the ASSembly flip-flop in the punch unit will be set to ONE. If now a TSD is performed in the Punch Sequence, the data will be transferred in the "assembly" mode.

IOS 40000 . This IOS type is used to lower the flag of the specified sequence. It communicates directly with the Sequence Selector and has no effect on the In-Out Element.

IOS 50000 . This IOS type is similar to IOS 40000 , except that it raises the flag of the specified sequence.

IOS $6 \times$ XXX. This IOS type is used to select the subunit of a multiple unit sequence. Currently only the Magnetic-tape Sequence uses this instruction. Fig. 15-13 tabulates the magnetic-tape subunits selected by the $N$ bits. Note that this IOS type does not specify the operating mode of the selected subunit. This must be done by an IOS $3 X X X X$. However, as noted earlier in the chapter, IOS 6 XXXX is equivalent to 3 XXXX in those sequences which do not specify subunits.

15-6.4.2 IOS 3 X XXX FLOW DIAGRAM. Fig. 15-13 shows an over-all flow diagram for an IOS $3 X X X X$ type instruction when the $C F_{1}$ report bit is a ONE. Note that certain of the $\mathbb{N}$ bits are used by the Control Element in the logic that generates the IOS timing control.

The report data is gated onto the IOBM bus by the IOC $\rightarrow$ E level. Note that this level occurs as soon as $\mathrm{ND}^{i}$ is decoded in the Sequence Selector, i.e., the logic that generates IOC $\longrightarrow$ E does not include a time level. The report data is then gated into the E register by the IOBM $\leftrightarrows$ E pulse at the same time that the "mode commands" are gated into the In-Out control flip-flops by the 1 MODE + SELECT . IOC pulse, i.e., at $\mathrm{PK}^{26}$.

Note also the fact that the IOC $\longrightarrow$ E level is generated is sufficient to logically connect ( $1 \rightarrow C$ ) the sequence, i.e., $C$ is set independent of the content of $N$. Since $C^{1} \cdot S T^{1}$ indicates that the In-Out buffer is not busy the STatus flip-flop is always set to ONE for an output unit and to ZERO for an input unit whenever the unit is logically connected. Note that it is the transition to $C^{1}$ $\left(\left\langle C^{l}\right\rangle\right)$ that sets or clears the STatus flip-flop.

If the maintenance switch is turned on (M), and either an IOS 30 XXX or an IOS 6 X XXX is attempted, an IOSAL alarm will be generated at $\mathrm{PK}^{24 \alpha}$.

15-6.5 TSD. This instruction transfers data between the specified In-Out buffer and the selected Memory Element register. It is unlike the IOS instruction in the following respects:

1) The computer must perform the TSD in the sequence associated with the In-Out device into or out of which data is being transferred. This sequence is determined by the content of the $K$ register.
2) If the In-Out unit selected for a $\mathbb{T S D}$ is not ready to receive or transmit data, the TSD is not executed. In this case, a "dismiss and wait" takes place. The central computer is informed of this condition by the "buffer busy" ( IOCM $^{B B}$ ) level.
3) The activity occurring in the In-Out Element during a TSD must be synchronized with the central computer.

15-6.5.1 TSD TRANSFER MODES. One of the fundamental considerations in a TSD is the mode in which data is transferred. A summary of the modes for each sequence is given in Fig. 15-14. Most of the sequences transfer data in the NORMAL mode. The specific bits transferred in each sequence and in each mode are given on Fig. 15-15.

A TSD in the PETR Sequence (52) can cause a data transfer in the ASSEMBLY mode. This type of transfer is shown on Fig. 15-16. It is used to store a "block" of six 6-bit lines on the paper tape as one 36-bit word in memory by means of six successive TSD instractions. Basically this is accomplished by transferring the In-Out buffer word into the E register in a splayed form and then shifting the content of the E register one bit to the left during the transfer from E into the $M$ register. In this manner, a series of six TSD's packs the six lines into one memory word. The timing of the transfers and the logic of the packing process are shown in Fig. 15-16.

The Punch Sequence (63) is much like the PETR Sequence in that data can be transferred in the ASSEMBLY mode. The logic involved is very similar to that for the PETR Sequence, except that the direction of data flow is reversed.

The Magnetic-Tape Sequence is unique in that it can transfer data in any of the six possible modes:

1) Data can be transferred into the computer in the NORMAL mode.
2) Data can be transferred into the computer in the ASSEMBLY mode with the tape traveling in the forward direction.
3) Data can be transferred into the computer in the ASSEMBLY mode with the tape traveling in the reverse direction.
4) All three modes above are also possible when data is transferred out from the computer.

## 15-6.5.2 TSD FLOW DIAGRAMS FOR OUTPUT DEVICE. Fig. 15-17 shows a flow diagram

 for a TSD when an output device is involved.When the input device has completed the action requested by a TSD, an IOI clock pulse will synchronize the "completion" pulse. A RAISE FLAG will then be generated which will set the STatus flip-flop to ONE. The RAISE FLAG pulse will also raise the sequence's flag in the Sequence Selector.

When the Sequence Selector causes the central computer to change to the In-Out unit's sequence, $K D^{i}$ will connect the In-Out unit to the In-Out bus for a data transfer. As soon as the $K$ Decoder decodes the content of the $K$ register, the IOCM mode levels and "buffer not busy" signal will be transmitted to the central computer.

The $\overline{I O C M}{ }^{B B}$ level is generated, because the STatus flip-flop was set before the $K D^{i}$ level was generated. The IOCM mode levels and the mode control flip-flops will set up the Exchange Element and the sequence switch, respectively, for the desired mode of data transfer.

The fact that this is an output device (that is, that the IOCM ${ }^{\text {IV }}$ level is generated) means that a clear In-Out buffer pulse will be generated at $Q K^{18 \alpha}$. The data in the $E$ register is actually gated into the In-Out buffer by a ${ }^{D O}$ IOU level occurring at $Q K^{20 \alpha}$. If required, this LDO IOU level can also be used to initiate the actual data output conversion.

The IDO IOU pulse will also clear the STatus flip-flop to ZERO and, in so doing, will generate an IOCM ${ }^{\mathrm{BB}}$ (buffer busy) signal. This level is used to inhibit the PK counter and cause a "dismiss and wait". A "completion" pulse from the output device will later indicate that the TSD has been completed and that the unit is ready for another TSD by setting the STatus flip-flop to ONE again.

15-6.5.3 TSD FLOW DIAGRAM FOR INPUT DEVICE. Fig. 15-18 shows a flow diagram for a TSD when an input device is involved. The process illustrated is similar to that for an output device, except that the direction of data flow is reversed. In this case, data is transferred into the In-Out buffer from the input device when a completion pulse occurs. This pulse is synchronized by the IOI clock pulses to generate a RAISE FLAG signal. This RAISE FLAG signal sets the STatus flip-flop to ONE, thus generating an $\overline{I O C M}{ }^{B B}$ (buffer not busy) level.

Note that the buffer is connected to the IOBM bus by the IOB $\rightarrow$ E
level. There is no time level term in the logic that generates this level. Consequently, the In-Out buffer is tied to the bus for virtually the entire QK cycle of TSD's. The actual time gating of the data into the $E$ register from the bus is performed by the IOBM $\rightarrow$ E level. This gating occurs at $Q K^{18 \alpha}$. At $Q K^{20 \alpha}$, a DO IOU pulse is generated which clears the STatus flip-flop and generates the IOCM ${ }^{\mathrm{BB}}$ level.

In a free-running device it is possible that a second word will arrive at the input buffer before the first word has been transferred into the computer. In this case, the second word will take the place of the first word and the first word will be lost. The MISIND (misindication) level will be generated in order to inform the computer and the operator of the lost line of data.

## 15-7 ALARMS

There are three alarm situations associated with the In-Out Element:

1) An IOSAL alarm will occur during an IOS if the $M$ (maintenance) level is present. The logic for this alarm is shown in Fig. 15-13. Note that the alarm is synchronous and can only occur at $\mathrm{PK}^{24 \alpha}$ during an IOS instruction.
2) When a free-running device is being operated, it is possible for the device to request data transfers by TSD's faster than TSD's are performed by the computer. The magnetic tape, PEIR and DATRAC units have this characteristic. Under these conditions, the In-Out unit's MISIND flip-flop will be set. The setting of MISIND is synchronized by the IOI clock pulses. The corresponding IOCM ${ }^{\text {MISIND }}$ level generated may then cause a MISAL alarm.
3) In the third situation, an IOCM ${ }^{\text {EIA }}$ or IOCM ${ }^{\text {MISIND }}$ level can raise the flag of the In-Out Alarm. The In-Out Alarm Sequence program is not unique and depends on the particular way in which the programmer desires to handle these alarms.
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Fig 15-8 In-Out Time Contrul Levels Generated in Central Computer
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Fig. 15-11
IOS REPORT TABLE

|  | TRAP | MAGNETIC 46 | TAPE | MISC. inputs | Datrac | XEROX PRINTER | PETR | INTERVAL TIMER | $\begin{aligned} & L_{\text {ITE }} \\ & P_{\text {EN }} \end{aligned}$ | PISPLAY No. I | Rnudom Nunisfr Genfraber | Puncit | LINCOLT WRITER INPUT | Lincom henfe <br> OUTPUT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} 42 \\ \cos 3 x x x x x \end{gathered}$ | $\overline{\text { SELECT }}$ $\cos 3 x x x x$ | SELEGT <br> $\cos 6 x \times x \times$ | 47 | 50 | 51 | $52$ <br> $\cos 3 x \times x \times$ | 51 $1053 x \times x x$ | 55 | 60 los $3 x \times x \times$ | 61 | $\begin{gathered} 63 \\ \operatorname{los} 3 x x x x \end{gathered}$ | 65 | 66 |
| $\mathrm{N}_{1.1}^{(1)} \frac{0}{1}$ | ${ }_{60}^{00}$ TNI |  | $\text { Ho } S E R \text {, }$ |  |  |  |  |  |  |  |  |  |  |  |
| $N_{1.2}{ }^{(1)} 00 \cdot 1$ | Ws TND | L0. Assengir | $\operatorname{Los}_{\omega \infty} s f R_{2}$ |  |  |  | Les Assemeic |  |  |  |  | $\underbrace{\circ \rightarrow s}_{0} \text { AsI вмви }$ |  |  |
| $\mathrm{N}_{1}{ }^{(1)}{ }^{\text {a }} \frac{0}{1}$ | ${ }_{40}^{40}$ TM | L0s Reverse | $L_{0}^{0} \operatorname{LOSR}_{3}$ |  |  |  | H2 Reverse |  |  | Le CAMERA |  | $\frac{10}{4 \infty}>^{1} \text { Hows }$ |  |  |
|  | bs bosore | 4 LSo | Les SER |  |  | $\begin{aligned} & \text { FRAME } \\ & \text { SYNC } \end{aligned}$ |  |  |  | ${ }_{100}^{10}$ Intensiry |  |  |  |  |
| $N_{1}, \frac{0}{} \frac{0}{1}$ |  | $\begin{array}{ll} 60 & \text { spil } \end{array}$ | L0 SERS |  |  |  |  |  |  |  |  |  |  |  |
| $N_{16}^{\prime \prime} \frac{0}{1}$ |  | Loo 40 | $L_{0} L_{0} S F R_{6}$ |  |  |  |  |  |  |  |  |  |  |  |
| $\mathrm{N}_{1.7} 11$ |  | $100 F_{0}$ | Los ser, |  |  |  | 10. Cutch | ${ }_{00}^{00}$ count |  | $10_{0}^{10} S Q_{V}$ |  |  |  |  |
| $\mathrm{N}_{1} \cdot 8 \frac{0}{1}$ |  | leo $\mathrm{l}_{0} \mathrm{~F}_{1}$ |  |  |  |  |  | $\begin{aligned} & \log _{\text {Rase }} \text { FlMG } \\ & W_{0} \end{aligned}$ |  | ${ }_{4}^{60} S Q_{4}$ |  |  |  |  |
| $\mathrm{N}_{19}{ }^{19} \frac{0}{1}$ |  | $\text { bos } F_{2}$ | Les SERq |  |  |  |  |  |  |  |  |  |  |  |
| $\mathrm{N}_{2.1} .^{\prime \prime} \frac{0}{1}$ |  | Les SBA |  |  |  |  |  |  |  |  |  |  |  |  |
| $\mathrm{N}_{2,2}{ }^{1} \frac{0}{1}$ |  | Leo RS |  |  |  |  |  |  |  |  |  |  |  |  |
| $\mathrm{N}_{2.3}{ }^{(1)} \frac{0}{1}$ |  | Leo spre |  |  |  |  |  |  |  |  |  |  |  |  |
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Fig.15-16 Petr RFADING into MEMORY BLOCK of 36 Bits

Assfibly MODE

|  | hagnetic tape（4） |  |  |  |  |  | $\left\|\begin{array}{c} \text { MISc. } \\ \text { INPUTS } \\ 47 \end{array}\right\|$ | datrac <br> 50 | $\left\|\begin{array}{c} \text { XFRDX } \\ \text { PROTTER } \\ 51 \end{array}\right\|$ | PETR 54 |  | $\left[\begin{array}{c} I_{\text {INERUML }} \\ \text { TMER } \\ 54 \end{array}\right.$ | Lite PEN 55 | pispuar No1 60 | Ranoom Numese Gen． 61 | PUNCH 63 |  | Linean WRITER INPUT 65 | Lincon wशite Output 66 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | IN | IOBn | $\underset{j}{ }$ E | OUT | $\underline{\rightarrow}$ | $\rightarrow$ IOB |  |  |  | IN IO | BHjE |  |  |  |  | OUT E | $\xrightarrow{\rightarrow}$ JOS |  |  |
|  | Assy | $\begin{aligned} & \text { Assy } \\ & \text { REV } \end{aligned}$ | NORMAL | $\begin{aligned} & \text { Assr } \\ & \text { Fwp } \end{aligned}$ | $\begin{aligned} & \text { Assy } \\ & R=v \end{aligned}$ | Noenil | $\begin{gathered} \text { IN } \\ \text { Joenjont } \end{gathered}$ | $\left.\begin{gathered} \text { IN } \\ \text { IOBM } \\ \text { INRE } \end{gathered} \right\rvert\,$ | $\left\lvert\, \begin{gathered} \text { OUT } \\ E \perp \mathrm{TOB} \end{gathered}\right.$ | Normil | Asseneas | OUT E $\rightarrow$ IOB |  | $\underset{\mathrm{OL}}{\mathrm{OUT}} \mathrm{LTAB}$ | IN <br> IOBMjo | Normal | Assenue | $\begin{array}{\|l\|} \hline \text { in } \\ \text { oBn jo } \end{array}$ | OUT |
| $E_{1,1}$ |  | $I O B 1$ | $J O B_{9}^{1}$ |  | $\mathrm{L}_{\mathrm{L}}^{108} \mathrm{SO}_{9}$ | $\stackrel{\square}{\square} \mathrm{JOB} \mathrm{B}_{9}$ | MIB， | DATB，${ }^{1}$ | $\mathrm{HOCH}_{4}$ | HoLE ${ }_{6}^{\prime}$ |  | LOJTB， |  | 1 | SRI＇ | HoLe 6 |  | $K B_{1}{ }^{\prime}$ | $u_{\rightarrow} L W_{1}$ |
| $E_{1,2}$ |  |  | $I \cup B_{8}^{\prime}$ |  |  | $L_{\triangle} \mathrm{TOB}_{8}$ | $\mathrm{MIB}_{2}^{\prime}$ | DATb，${ }^{\prime}$ | $\mathrm{COCH}_{3}$ | Woles＇ |  | $H \sim T B_{2}$ |  |  | SR2＇ | しっ How 5 |  | $\mathrm{KBr}_{2}{ }^{1}$ | Lolw |
| $E_{1.3}$ |  |  | IOB．${ }_{9}^{\prime}$ |  |  | $L_{\sim}^{\circ} \mathrm{IOB}$, | $\mathrm{HIB}_{3}{ }^{\prime}$ | Dat $^{\prime}{ }_{11}{ }^{\prime}$ | $\mathrm{LOCH}_{2}$ | $\mathrm{HOLE}_{1}{ }^{\text {a }}$ |  | $\mathrm{Lb}_{5} \mathrm{IT}_{3}$ |  |  | SR3＇ |  |  | $K B_{3}{ }^{\prime}$ | $1 \mathrm{~L} \mathrm{LW}_{3}$ |
| $E_{1.1}$ | IO $B_{8}^{1}$ |  | $I O B_{6}^{\prime}$ | $\mathrm{Lr}_{\sim} \mathrm{IOB}$ |  | $\mathrm{B}_{\sim} \mathrm{TOB}_{6}$ | $M 1 B_{4}^{\prime}$ | DATB ${ }^{\text {a }}$ | $\mathrm{LoCOV}_{4}$ | $\mathrm{HOLE}_{3}{ }^{\prime}$ |  | $\square_{0} I T B_{4}$ |  |  | SR4＇ | $\begin{gathered} \text { Lo } \\ H 0<E 3 \\ \hline \end{gathered}$ |  | $\mathrm{KB4}_{4}{ }^{\prime}$ | $L_{\square} L_{W}$ |
| $E_{1,5}$ |  | IOB ${ }_{9}$ | TOB5 |  | $\longmapsto_{\square} \mathrm{IOB}_{8}$ | ${ }_{4} \mathrm{LO}_{\sim} \mathrm{OB}_{5}$ | $M 1 B_{s}^{1}$ | DATB， | $\mathrm{HOCOH}_{4}$ | HoLe ${ }_{2}^{\prime}$ |  | $\mathrm{LLO}^{\text {［TB }}$ |  |  | SR5＇ | HOLE 2 |  | $K D_{5}^{\prime}$ | $10.0 \mathrm{LW}_{5}$ |
| $E_{1.6}$ |  |  | $I \triangle B_{4}^{\prime}$ |  |  | ${ }_{\sim}^{\sim} \sim \mathrm{SOBr}_{4}$ | MIB6 ${ }^{\prime}$ | DATB，1 | $\mathrm{UO}_{\sim} \mathrm{CV}_{3}$ | HoLE，${ }_{1}$ | Hores ${ }^{\text {d }}$ | Dos $\mathrm{ITB}_{6}$ |  |  | SR6＇ | Lo Hote 1 | $\begin{aligned} & \text { L1s } \\ & \text { HoLE } 6 \end{aligned}$ | $\mathrm{KB}_{6}{ }^{\prime}$ | $H_{0} \mathrm{in}_{6}$ |
| $E_{1.5}$ |  |  | IOB ${ }^{\prime}$ |  |  | ${ }_{\sim}^{2} \mathrm{SOBB}_{3}$ | MIB ${ }^{\prime}$ | DATB＇11 | $U_{0} \mathrm{Cl}_{2}$ |  |  | Lolts， |  |  | SR7＇ |  |  |  |  |
| E1．8 | IOB， |  | $I O B_{2}^{\prime}$ | $\mathrm{L}_{0} \mathrm{IOR}_{8}$ |  | $L_{\sim} \triangle I O B_{2}$ | $M / B_{8}^{\prime}$ | DATB，${ }^{\prime}$ | $H_{0} \mathrm{CV}_{1}$ |  |  | $\mathrm{Cl}_{\sim} \mathrm{ITB}_{8}$ |  |  | SR8＇ |  |  |  |  |
| $E_{1,9}$ |  | $I_{0} B_{8}^{\prime}$ | $I O B_{1}^{\prime}$ |  | ${\stackrel{L}{\sim} \mathrm{SOB}_{3}}^{2}$ | L $\triangle$ IOB， | ${ }^{\prime} / B_{9}^{\prime}$ | DATB $_{2}^{\prime}$ | Losc |  |  | LSo $17 B_{4}$ |  | $冂_{0}$ DV ${ }_{\text {1．9 }}$ | SRG＇ |  |  |  |  |
| $E_{2,1}$ |  |  |  |  |  |  |  | DATB ${ }_{3}^{1}$ | $L_{\square} V_{5}$ |  |  | $L_{0} 17810$ |  | $b_{0} \mathrm{OV}_{2,1}$ |  |  |  |  |  |
| $E_{2,2}$ |  |  |  |  |  |  |  | DATB ${ }_{4}^{1}$ | $H_{0} V_{4}$ |  |  | L－ $1+1 B_{n}$ |  | $\operatorname{HODV}_{2,2}$ |  |  |  |  |  |
| $E_{2,3}$ | $I O B_{G}^{\prime}$ |  |  | WoIUB， |  |  |  | DATB ${ }_{5}^{\prime}$ | $40 V_{3}$ |  | $\mathrm{HOLE}_{4}^{1}$ | $W_{0} 1 \mathrm{~B}_{12}$ |  | $L_{0} D_{2,3}$ |  |  | $\begin{array}{\|c} \hline \text { Ler } \\ \text { HoLEs } \\ \hline \end{array}$ |  |  |
| $E_{2,4}$ |  | IOB ${ }_{7}^{\prime}$ |  |  | $\stackrel{4}{\square} \mathrm{TOB}_{6}$ |  |  | DATB ${ }_{6}{ }^{\prime}$ | 10.1 |  |  | $L_{0} 17 B_{13}$ |  | $H_{\square} \rightarrow \mathrm{DV}_{9.9}$ |  |  |  |  |  |
| $E_{2.5}$ |  |  |  |  |  |  |  | DATB， | $L_{0} V_{1}$ |  |  | LTOL174 |  | $H_{0} D V_{2.5}$ |  |  |  |  |  |
| $E_{2.6}$ |  |  |  |  |  |  |  | DATB $^{\prime}{ }^{\prime}$ | $L_{-} V_{0}$ |  |  | $L_{0} / T_{3}$ is |  | $60 \% 2$ |  |  |  |  |  |
| $E_{2,7}$ | $I O B_{5}^{\prime}$ |  |  | $L^{\prime} \triangle \mathrm{IOB}_{6}$ |  |  |  | DATBg |  |  |  | ${ }_{4}^{1 / 1786}$ |  | $L_{\square} D_{2}$, |  |  |  |  |  |
| $E_{2.8}$ |  | $I^{\prime} B_{6}{ }^{\prime}$ |  |  | $\operatorname{L㇒}_{\sim} \mathrm{JOB}_{5}$ |  |  | DATB ${ }_{10}{ }^{\prime}$ |  |  |  |  |  | $\bullet_{\triangle} D N_{2,8}$ |  |  |  |  |  |
| $E_{2.9}$ |  |  |  |  |  |  |  | DATB1， |  |  | HOLE ${ }_{3}{ }^{\text {a }}$ |  |  | $L_{0} \mathrm{OV}_{49}$ |  |  | HOLE 4 |  |  |
| $E_{3,1}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $E_{3.2}$ | IOB ${ }_{4}^{\prime}$ |  |  | $\mathrm{L}_{\sim} \mathrm{TOB}_{5}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $E_{3}$ |  | IO $B_{5}^{\prime}$ |  |  | $L^{\prime} \triangle \mathrm{IOB}_{4}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\mathrm{F}_{34}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $E_{3.5}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{3.6}$ | $\mathrm{IOB}_{3}{ }^{\prime}$ |  |  | ${ }^{1} 0 \mathrm{JOB}_{4}$ |  |  |  |  |  |  | Hoté ${ }^{\prime}$ |  |  |  |  |  | $\begin{aligned} & \text { Wors } 3 \\ & \text { Holl } \end{aligned}$ |  |  |
| $E_{3,7}$ |  | IOB ${ }_{4}$ |  |  | $\stackrel{\sim}{\sim} \mathrm{LOB}_{3}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $E_{3.8}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $E_{39}$ |  |  |  |  |  |  |  |  |  |  |  |  |  | $\operatorname{LrO}_{\sim} \mathrm{DH}_{3.5}$ |  |  |  |  |  |
| $E_{4.1}$ | IO B ${ }_{2}^{\prime}$ |  |  | $\stackrel{\square}{\square} \mathrm{TOB}_{3}$ |  |  |  |  | $\mathrm{H}_{9}$ |  |  |  |  | $\xrightarrow{\square} \rightarrow \mathrm{DH}_{4,1}$ |  |  |  |  |  |
| $E_{4,2}$ |  | $\mathrm{IOB}_{3}{ }^{\prime}$ |  |  | $\stackrel{L}{\triangle S O B} 2$ |  |  |  | H8 |  |  |  |  | $\stackrel{\sim}{\sim} D_{4,2}$ |  |  |  |  |  |
| $E_{1.3}$ |  |  |  |  |  |  |  |  | $\mathrm{H}_{7}$ |  | Howe．${ }^{\text {＇}}$ |  |  | $\mathrm{LCOOH}_{4} \mathrm{~B}$ |  |  | $\begin{gathered} 4- \\ \text { HOLE } 2 \end{gathered}$ |  |  |
| $E_{4.4}$ |  |  |  |  |  |  |  |  | $\mathrm{H}_{6}$ |  |  |  |  | $1 D_{0}$ D $H_{4-1}$ |  |  |  |  |  |
| E． 5 | IOB，${ }^{1}$ |  |  | $\stackrel{r^{r} \mathrm{JOB}_{2}}{ }$ |  |  |  |  | $\mathrm{H}_{5}$ |  |  |  |  | $\mathrm{DOOPH}_{45}$ |  |  |  |  |  |
| $E_{4.6}$ |  | $I O B_{2}^{\prime}$ |  |  | $L_{\triangle} \mathrm{IVB}_{1}$ |  |  |  | $\mathrm{H}_{4}$ |  |  |  |  | LODA ${ }_{\text {ch }}$ |  |  |  |  |  |
| $E_{\text {a．）}}$ |  |  |  |  |  |  |  |  | $\mathrm{H}_{3}$ |  |  |  |  | $4 \sim \mathrm{OH}_{4}$ |  |  |  |  |  |
| $E_{4.8}$ |  |  |  |  |  |  |  |  | $\mathrm{H}_{2}$ |  |  |  |  | $\mathrm{L}_{\square} \rightarrow \mathrm{DH}_{4} 8$ |  |  |  |  |  |
| $F_{4.9}$ | $J O B_{9}^{\prime}$ |  |  | $\sim_{\sim}^{\circ} \mathrm{IOB}$, |  |  |  |  | $H_{1}$ |  | $\mathrm{HoLE}_{6}{ }^{\prime}$ |  |  | $\mathrm{C}_{0} \mathrm{DH}_{4,9}$ |  |  |  |  |  |




1) It has top sequence priority (00).
2) The sequence is always connected (no C flip-flop).
3) The sequence switch consists of a synchronizer which synchronizes pulses from the STARTOVER button.

Fig. 15-Start'r Seq-1 shows a block diagram of the Startover Sequence. When the STARTOVER pushbutton on the console is depressed, it initiates a $L \longrightarrow S Y N_{1}$ level through the console control logic. This is an asynchronously generated level which is synchronized by the IOI clock pulses. The output of the synchronizer is the $\xrightarrow{\text { RAISE }}$ FLAG (OO) pulse.

As soon as it is permissible, a change of sequence into the Startover Sequence will occur. Note that during the change of sequence to this sequence the flag of sequence 00 is lowered. Thus, if the STARTOVER button is pressed again while a STARTOVER sequence program is operating, another change of sequence to the STARTOVER sequence will occur as soon as the operating program dismisses.


A block diagram of the In-Out Alarm system appears in Fig. 15-IO Al Seq-1. This sequence has several unusual features:

1) It has no STatus flip-flop.
2) The $I O C M^{B B}$ level is always generated as long as the sequence is connected (i.e., as long as $C^{1}$ ).
3) A TSD in this sequence transfers the data shown in Fig. 15-IO Al Seq-2 into the E register.

An IOCM ${ }^{\text {MISIND }}$ or IOCM ${ }^{\text {EIA }}$ level from any of the sequences shown will cause the IOCM ${ }^{\text {EIA }+ \text { MISIND }}$ level to be generated. Note that this level can be generated only by In-Out units which can cause an EIA or a MISIND. If the In-Out Alarm Sequence is connected (i.e., turned on by an IOS 30000 ), the synchronized IOCM $E I A+M I S I N D$ level will generate the $\xrightarrow{\text { RAISE }}$ FLAG $_{41}$ pulse. Since the In-Out Alarm Sequence has a higher priority than nearly all the other priorities, the computer will quickly change to this sequence. What occurs thereafter depends on the program for the In-Out Alarm Sequence. If a TSD is included in the program, the status of the MISIND and EIA flip-flops of all the connected sequence will be transferred to the $E$ register.

One peculiarity of this sequence is that, once an In-Out unit generates an alarm and raises the flag of the In-Out Alarm Sequence, no other unit's alarm will raise the flag until the first alarm is cleared, i.e., the EIA or MISIND flip-flop causing the alarm must be cleared to ZERO.



Fig. 15-joAlarm-2. Alarm Data Reported BY TSD in Alarm sequence.

PEIR is a photoelectric paper tape reader. This device uses photoelectric diodes to sense a tape that has been punched with 7 possible holes, plus a feed hole. Only 6 of the holes are used to store the data which is transmitted to the central computer. The seventh hole is used in the logic that indicates the end of the tape has been reached, i.e., it is used for control purposes only. The feed hole is used to generate the "completion" pulse that is used in the synchronizing process.

Data Transfer Modes. Data may be transmitted from the PEIR buffer to the central computer in either the normal or assembly modes. It requires six TSD's to pack a 36-bit word in the central computer when the assembly mode is used. Data is never read into the PEIR buffer, except when the tape is advanced in the forward direction.

Mechanical Tape Transport. Fig. 15-PEIR-1 shows the major mechanical features of the PEIR tape transport system. The tape may be transported in either the REEL or STRIP mode. When the SIRIP mode is used the tape motion is determined entirely by the capstan. In this case the reel is not used, i.e., the tape is not wound on the reel. The reel clutch is left disengaged and the brake partially on.

Both capstan and reel assembly are belt driven by a single reversing drive motor as shown on the figure. Motion of the reel and capstan is then controlled by individual reel and capstan magnetic clutch and brake units. The direction of the drive motor is controlled by the REV flip-flop in the PEIR control box.

The drive controls, when the tape is transported in the REEL mode, are designed to prevent the tape from accumulating slack between the reel and capstan. When the tape is running "binward" in the steady-state REEL mode, both the capstan and reel are driven by the motor. However, when the tape is running in the "forward" direction, the capstan clutch is disengaged and the capstan brake is partially engaged. The effect of the slippage in the capstan brake is to provide the reel with a light drag load.

Tape Transport Cycle. The basic tape transport cycle used in reading a tape into the computer is as follows:

First, the tape is advanced in the binward ( $\mathrm{REV}^{\text { }}$ ) direction. During this phase, the data on the tape is sensed, but not gated into the buffer. (See F1g. 15-PETR-2.) When the end of the tape is reached, on octal 73 character (this is a character without a 7 -th hole) is sensed. The octal 73 is ANDed with $\mathrm{REV}^{7}$ to generate an End Mark (EM) level. EM is used to gate a feed-hole transition. $\mathrm{EM} \cdot\left\langle\mathrm{H}_{\mathrm{f}}\right\rangle$ then clears the REV flip-flop to ZERO, thus reversing the direction of the drive motor. The tape now begins running in the forward direction. Note that if the PEIR had not been logically connected, then $C^{0}$. EM . $\left\langle H_{f}\right\rangle$ would have cleared the CLUTCH flip-flop to ZERO thus stopping the tape motion. Note also that $\mathrm{EM} \cdot\left\langle\mathrm{H}_{\mathrm{f}}\right\rangle$ is not a synchronized signal.

Each feed hole ( $H_{f}$ ) that the PEIR senses is synchronized by an IOI clock pulse in the PEIR synchronizer. If the tape is running in the forward direction and a seventh hole is present on the tape $\left(H_{f} \cdot R E V^{0}\right)$, then the output of the synchronizer will gate the tape data into the PEIR buffer. The fact that PEIR is connected $\left(\mathrm{C}^{1}\right)$ means that the output of the synchronizer will also be transmitted to the Sequence Selector as a $\xrightarrow{\longrightarrow}$ FLAISE $_{52}$ pulse.

Motion Control Logic. Fig. 15-PEIR-2 is a block diagram of the PETR sequence switch and control unit. Most of the logic found on this figure has been previously described. However the motion control logic is unique to the PETR and requires explanation.

The motion control logic must be able to run the tape in both the forward and reverse direction in either the SIRIP or REEL mode. In addition, the motion control logic must take into account the inertia transient effects during tape reversals and run-stop operations. Fig. 15-PEIR-2 shows how this logic is generated. First, a level is generated, indicating that the computer wants the tape to move. This level is called $M_{V} . M_{V}$ will not be present $\left(\overline{M_{v}}\right)$ when the tape is slowing down, prior to stopping or reversing direction. A second level is generated and used when the tape is operated in the REEL mode and the tape is traveling in the bin direction. This level is called B.

Consider now how $M_{V}$ and $B$ are generated. Whenever the state of the REV flip-flop is changed, a term called $V D_{1}^{1}$ is generated. This is the output of a variable delay unit. $V D_{l}^{1}$ will persist for a predetermined length of time, after which the output of the variable delay unit will revert to $V D_{1}^{0}$. The function of this level $\left(V D_{1}^{1}\right)$ is to stop the motion of the tape while the drive motor is changing its direction. Assuming that the unit is connected $\left(C^{1}\right)$ and the Stop Unit level is not present, $M_{v}$ will be generated as long as the CLUTCH flip-flop is set to ONE and the $V D_{l}^{O}$ level is present. Whenever a transition to $\overline{M_{V}}\left(\left\langle\overline{M_{V}}\right\rangle\right)$ occurs, a variable delay level called $V D_{2}^{1}$ is generated. This level is similar to $V D_{1}^{1}$ and will become $V D_{2}^{0}$ after a predetermined length of time. The primary function of $V D_{2}$ is to apply the booster brakes when they are needed. Note that $V D_{2}^{1}$ occurs whenever $V D_{1}^{1}$ occurs (that is, during reversal operations), but that ${V D_{1}^{1}}_{1}$ does not necessarily occur whenever $\mathrm{VD}_{2}^{1}$ occurs (that is, during CLUTCH ${ }^{1} \longrightarrow \mathrm{CLUTCH}^{\circ}$ or RUN $\longrightarrow$ STOP operations).

There are two situations which will generate B. If the tape has been traveling in the binward direction for some time, the REV ${ }^{1} \cdot V D_{1}^{0}$ condition will be satisfied. This is sufficient to generate B. If the REV flip-flop is suddenly cleared to ZERO while the tape is traveling in the binward direction, B will persist until the tape actually comes to a stop and reverses direction. This happens because clearing the REV flip-flop to ZERO initiates $V D_{1}^{1}$, and $\mathrm{REV}^{\mathrm{O}} \cdot \mathrm{VD}_{1}^{1}$ generates B . Here again, the $\mathrm{VD}_{1}^{1}$ serves as a digital memory for the mechanical system during the motor reversing period.

Consider next the logic used in operating the capstan and reel clutches and brakes. In addition to $M_{v}$ and $B$, another level must be considered. This is the level initiated by the REEL-STRIP switch on the PEIR PB control panel. The S level indicates the STRIP mode, and the $\overline{\mathrm{S}}$ level indicates the REEL mode.

The presence of $S$ is sufficient to disengage the reel clutch and engage the reel brake. The actual engagement and disengagement of the capstan clutch and brake occur conversely and, in the SIRIP mode, depend only on $M_{v}$.

When the PEIR is operated in the REEL mode, a slightly more complicated drive logic is used. When the tape is transported binward, the capstan clutch will be engaged whenever $M_{V}$ is present. It will also be engaged during $\bar{M}_{v}$ while $V_{2}^{1}$. The logic that is engaging the capstan clutch will always be disengaging the capstan brake. The reel clutch is engaged whenever $M_{V}$ is present and, similarly, the reel brake operates whenever $M_{V}$ is not present $\left(\bar{M}_{V}\right)$. The reel brake booster is present only while $\mathrm{VD}_{2}^{1}$. Fig. 15-PEIR-3 shows the time relationship of these levels during a typical operating cycle.

MISAL Alarm. Since the PEIR is a free-running input device, it has a MISIND flip-flop. Fig. 15-PEIR-2 shows that the MISIND flip-flop is cleared to ZERO whenever the device is connected $\left(\left\langle\mathrm{C}^{1}\right\rangle\right)$ or the PETR PRESET IOC level is generated.

The MISIND flip-flop is set under the following circumstances: Suppose that the Raise Flag signal has just gated data into the PEIR buffer. This same Raise Flag signal will set the STatus flip-flop to ONE. Note that the MISIND flip-flop cannot be set to ONE because the STatus flip-flop is in the ZERO state when the Raise Flag signal arrives. If a TSD now occurs, data will be gated into the E register by an IOBM $\rightarrow$ E pulse at $Q K^{18 \alpha}$. The $\xrightarrow{D O}$ IOU pulse will then clear the STatus flip-flop at $Q K^{2 O \alpha}$ and the cycle may be repeated. However, if another Raise Flag signal occurs before a TSD has read the content of the buffer into the computer and cleared the STatus flip-flop with a $\xrightarrow{D O}$ IOU pulse, the initial content of the PEIR buffer will become permanently lost. In this case, the STatus flip-flop will be in the ONE state when the Raise Flag signal arrives. If, in addition, the STOP UNIT level is absent (STOP UNIT), the MISIND flip-flop will be set to ONE. When this occurs the MISAL alarm flip-flop in the central computer will be set and, if the In-Out Alarm Sequence is turned on its flag will be raised.

The reason for including the STOP UNIT level in the $\xrightarrow{l}$ MISIND logic is as follows: Suppose that some other sequence (magnetic-tape, for example) generates a MISIND which in turn sets the MISAL alarm and stops the computer. Even though the computer is stopped, the PEIR will continue to generate Raise Flag signals until the tape can be brought to a stop by the $\overline{M_{v}}$ level. If the STOP UNIT level were not included in the $\xrightarrow{l}$ MISIND logic, it would be impossible to determine whether the Magnetic-tape Sequence or the PETR Sequence had caused the original MISAL alarm. The STOP UNIT level inhibits the PEIR MISIND flip-flop from being set in this case.


|  |  | REEL MODE |  | STRIP MODE |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | BINWARD | FORWARD | BINWARD | FORWARD |
| CAPSTAN | Civieh | ENGAGFD | DISENGAGEIP | ENGAGFD | ENGAGFD |
|  | DRAKE | DISENGAGED | ENGAGED | DISENGAGED | DISENGAGFD |
| REEL | Cluteh | ENGAGED | ENGAGED | DISENGAGED | DISENGAGED |
|  | Brake | DISENGAGED | DISENGAGED | ENGAGEI | ENGAGED |

STEADY - STATE CLUTCH AND BRAKE ENGAGEMENTS FOR PETR MODES

FUg 15-PETR-1
PETR TAPE TRANSPORT SYSTEM



FiG. 15-PETR-3 PETR MOTION CONTROL LOGK FOR REEL MOD

This is an output device which punches holes in paper tape. Six bits of information are transferred from the central computer to the tape during each TSD.

Modes. Any of 4 possible modes can be selected for punching. In 7-th hole mode a 7 -th hole is punched with each line of data resulting from a TSD.

Normal or assembly mode can also be specified. In the normal mode bits 1.1 through 1.6 of the register specified by the TSD are punched in that order on a line of tape with 1.6 going into hole 1 . The line can be read as it existed in memory by viewing the tape with the 7-th hole on the right.

In the assembly mode each line punched is made up of every 6-th bit of the 36 bit word in memory starting with 1.6 , viz. 1.6, 2.3, 2.9, 3.6, 4.3 and 4.9. After a TSD in this mode is performed the memory word is cycled one place to the left, so that successive TSD's referring to the same memory word record different bits of the word even though they are taken from the same bit positions. In this way a full 36 bit word is disassembled into 6 successive lines of tape. Normal or assembly modes can be used either with or without the 7 -th hole mode.

IOS instruction bits which specify modes are as follows:

$$
\begin{aligned}
& 1.2 \begin{cases}0 & =\text { NORMAL } \\
1 & =\text { ASSEMBLY }\end{cases} \\
& 1.3
\end{aligned} \begin{cases}0 & =7 \text {-th HOLE } \\
1 & =7 \text {-th HOLE }\end{cases}
$$

The bits in the punch control transmitted to the E register by an IOS report instruction are as follows:


Mechanical Punch Cycle. The TSD instruction serves to start the drive motor as well as to initiate punching. No actual punching can occur, however, until the motor is up to speed. This involves a delay of about $I$ second. The drive motor will continue to run as long as TSD commands are given at a rate exceeding one every 5 seconds. The motor will stop about 5 seconds after the last TSD command.

The basic mechanical cycle of the punch consists of: (1) punching the tape with the data stored in the punch buffer, and (2) advancing the tape while the buffer is loaded with more data from the central computer.

The punching mechanism has two built in pickups which generate "punch" and "feed" sync signals. The punch sync generates a positive going pulse at the beginning of the punch cycle and a negative going pulse at the end of the punch cycle. These pulses are identified as <START PUNCH> and <END PUNCH> , respectively. Similarly the feed sync generates a positive going pulse at the beginning of the feed cycle and a negative going pulse at the end of the feed cycle. These pulses are identified as <START FEED> and <END FEED> respectively. Since the 〈START FEED> and <END PUNCH> pulses are essentially coincident, the <END PUNCH> pulse is used to indicate both conditions.

Punch and Feed Control Details. Fig. 15-PUNCH-1 is a block diagram of the punch sequence switch, control box and mechanism. Fig. $15-\mathrm{PUNCH}-2$ shows the time relation of the events that occur during the punch feed cycle.

Assume that the central computer is in the punch sequence, and the sequence is connected, but that the punch motor is off. Suppose now that the program calls for a punch TSD. During the operand cycle (QK) the punch buffer will first be cleared by a $\xrightarrow{O} I O B$ pulse and then a $\xrightarrow{\mathrm{DDO}}$ IOU pulse will occur. This pulse does several things:

1) It is used in the sequence switch to gate data from the central computer into the punch buffer in the specified mode.
2) It clears the STatus flip-flop to ZERO. ST ${ }^{0}$ causes the IOCM ${ }^{B B}$ level to be generated and in so doing tells the central computer the punch buffer is now busy.
3) It sets the PUNCH flip-flop to ONE, indicating a punch-feed cycle is to follow.
4) It causes the MOTOR ON level to be generated. This level comes from a variable delay unit. The $\xrightarrow{\text { DO }}$ IOU pulse starts the variable delay unit timing. After the preset variable delay, the unit will generate a MOTOR ON level unless in the mean time another $\xrightarrow{D O}$ IOU pulse (or $\left\langle\right.$ FEED $\left.^{\circ}\right\rangle$ ) pulse has reset the variable delay. Actually two VD units are used to handle the variable delay logic.

The MOTOR ON level causes the motor to begin coming up to rated speed. The punch and feed sync signals start occurring. However these signals have no effect until the motor is up to rated speed ( $\omega^{0}$ ).

The first <START PUNCH> sync pulse sets CODE to a ONE (assuming the PUNCH is now set to ONE and the I-second MOTOR ON delay has ended). CODE ${ }^{l}$ permits the data in the buffer to be punched onto the tape. The <END PUNCH> sync pulse that follows sets the FEED flip-flop to ONE. FEED ${ }^{1}$ causes the tape to be advanced in preparation for the next punch cycle.

The <END PUNCH> sync pulse also clears the CODE flip-flop to ZERO. CODE ${ }^{0}$ in turn clears the PUNCH flip-flop to ZERO.

Finally the asynchronous <END PUNCH> sync pulse is synchronized in the synchronizer by an IOI clock pulse. The output of the synchronizer is then used to set the STatus flip-flop to a ONE. $S T^{1}$ causes the $\overline{I O S M}{ }^{B B}$ level to be generated which indicates to the central computer that the punch buffer is now not busy. The output of the synchronizer also causes the punch raise flag signal to be generated.

Suppose now that the program calls for another punch TSD to be executed. Another $\xrightarrow{\mathrm{DO}}$ IOU pulse is generated during the second TSD operand cycle. The $L^{D O}$ IOU pulse again sets the PUNCH flip-flop to ONE and pulses the variable delay unit. Note that the unit is pulsed before the delay has ended, i.e., the motor is still energized and operating at rated speed.

Finally the <END FEED> sync pulse associated with the first TSD occurs. This pulse clears the FEED flip-flop. The <START PUNCH> sync pulse again sets the CODE flip-flop to ONE.

The punch-feed cycles repeat in this manner until the program ceases to generate TSD's. The variable delay units will then time out and the MOTOR ON level will be generated. The drive motor will now coast to a stop.

Special Control Features. By means of the TAPE FEED switch on the punch panel, the tape may be advanced independent of the central computer. The TAPE FEED level causes the MOTOR ON level to be generated. After 1 second has elapsed, to allow the motor to come up to speed, the <END PUNCH> sync pulse will set the FEED flip-flop to a ONE. The tape will then be advanced.

Alarms. Alarm circuits have been provided to indicate the presence of conditions requiring human attention. All alarms will manifest themselves by a buzzer sounding and a red light turning on. The EIA flip-flop will also set when the next TSD occurs. If the alarm ACKRESET switch is now set to ACK, (acknowledge) the buzzer will be suppressed and the red light and EIA condition will continue as long as the switch remains in this position, even after the cause of the alarm is corrected. If the alarm condition is corrected and the switch is turned to RESET, the light will go off, and the buzzer is stopped. However, the EIA flip-flop can only be cleared by a connection process.

The most common type of alarm results from the amount of tape on the supply reel diminishing to about 100 feet. This will cause the LON TAPE level to be generated. However this will not prevent further punching.
I) If the tape handler fails to supply tape to the punch as required a switch above the slack loop will sense this and cause an alarm. This can happen if the bulb providing the light beam burns out. It can also happen if the tape is loaded improperly, or if the end of the tape roll is reached and is glued securely to the form. This alarm will inhibit further punching and manual feeding and allow the motor to stop after 5 second delay. The feed button or a TSD can restart the motor in this condition but it will not cause punching.
2) The end of the tape passing through the end of tape sensor will create the same effect as alarm 1 described above. This prevents the very end of the tape, which is thickened by a paper glued to it, from going into the punch and jamming it.
3) It is necessary to lubricate the punch after each 4 hours of running. To prevent it from being operated for longer intervals without lubrication, a timer is provided to shut the machine off once this period has elapsed since the last lubrication. Only maintenance personnel are authorized to reset this timer, which times out after 4.5 hours.
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