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by 
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Master of Science. 

Abstract 

This thesis deals with intra-speaker correlation analyses of speech sounds, 
and the possible utilization of this correlation to speech recognition. Current 
approaches to phonetic classification, regardless of whether they use context­
dependent or -independent models, achieve classification based on locally 
optimum criteria. They make no fundamental assumption about the fact 
that the same vocal tract is used to make all the phonemes in an utterance. 
Thus, for example, a system may classify one sound in the beginning of 
an utterance as an /s/ belonging to a long vocal tract, while inappropriately 
classifying another sound in the same utterance as an /J /belonging to a short 
vocal tract. Clearly the different phonemes of an utterance are correlated. 
Hence there is a set of speaker-specific constraints that can be imposed among 
all sounds in an utterance, and phonetic decoding should be accomplished 
by exploiting these constraints. 

To investigate this approach, we formulated the problem mathematically 
into four paradigms, each incorporating a different amount of speaker-specific 
constraints. We obtained empirical results on a constrained task of speaker­
independent vowel classification. Controlled studies of the performance of the 
different paradigms were conducted. Parameters such as number of training 
and test tokens, classifier used, methods of clustering speakers into represen­
tative speaker groups were varied systematically. An attempt was made to 
understand the conditions under which imposition of speaker constraints led 
to potential improvement in recognition accuracy. Later, we expanded our 
task to classification of all phonemes in American English and found that 
improvements in performance due to speaker constraints were maintained. 

Thesis Supervisor: Victor W. Zuc 
Title: Principal Research Scientist, 
Department of Electrical Engineering and Computer Science. 
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Chapter 1 

Introduction 

1.1 Background 

Over the last decade, there has been an increased interest in developing 

speech recognition systems. The goal of such a system is to take as its input 

the acoustic waveform uttered by a human and produce the corresponding 

string of words. It tries to achieve an optimal mapping between the acoustic 

signal and a lexical representation. 

This mapping from the acoustic to the lexical domains is one to many, 

and very often a unique, exact solution does not exist. Various assumptions 

need to be made about the nature of the signal and the underlying physical 

processes of speech production and perception. One such assumption is that 

different sounds produced by a speaker are uncorrelated and so the mapping 

from sound to lexical units can be done independently for different sounds. 

This thesis argues that such an independence assumption is not valid, and 

further develops algorithms to perform the mapping of the different sounds 

to the lexical units, jointly, rather than individually. 

Speech recognition is very difficult because of the enormous variability in 

the speech signal. This variability may be due to many reasons. For exam-
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ple, the acoustic realization of a certain phoneme depends on its context, i.e., 

the phonemes which lie near it 1 . As an example of these context dependen­

cies, the realization of a vowel next to an /r/ would have different acoustic 

characteristics2 from that of the same vowel near a nasal, and both would be 

different from a canonic version of the vowel. In addition to context, speaker 

characteristics also account for some of the variability. Speaking rate, style, 

stress patterns all affect the speech signal. Furthermore, there are fundamen­

tal factors like the size and shape of the vocal tract which play an important 

role. Shown in the spectrograms of Figure 1.1, are two examples of the same 

phonetic string, one uttered by a male and one by a female. Notice how the 

female has higher formants in all her vowels compared to the male. This is 

because the female had a shorter vocal tract and the length of the tract is in­

versely related to the values of the formants (as a first order approximation). 

1.2 Some Issues of Importance in Speech 

Recognition 

As has been described in the previous section, speech recognition is a very 

difficult problem. Consequently, scientists have tackled it at various levels of 

complexity, and many kinds of speech recognition systems have been devel­

oped. These systems differ from each other in the nature of the recognition 

task, and the algorithms used to perform it. For example, some systems try 

to recognize isolated words only, others try to recognize connected speech. 

1 Phonemes are the basic linguistic units which make up a language. A phoneme is 
the basic contrastive sound unit and several phonemes concatenated together constitute a 
word. 

20ne measure of acoustic characteristics could be formant values. Formants are reso­
nant frequencies of the vocal tract. 
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Recognizers may differ depending upon whether they handle large or small 

vocabulary sizes, multiple speakers or single speakers, etc. Even if two recog­

nition systems work on similar problems, they might use different recognition 

methodologies. For example, researchers have tackled the problem of contin­

uous speech recognition in several different ways. Some people [28] attempt 

to segment the speech signal into acoustically homogeneous segments, assign 

each segment an ordered list of likely phonetic labels, and then choose a 

phonetic transcription for the entire acoustic signal subject to an optimality 

criterion. Another very common technique is to model the acoustic utter­

ance as the output of a Markov process with models for individual phonemes 

connected together [16] according to language constraints3
. Here no segmen­

tation of the signal is required and the sentence is recognized on the basis of 

which combination of models best fit the acoustic waveform. 

Whatever the problem one chooses to work on, and whatever the recog­

nition framework one uses, there are two issues which are relevant across all 

multi-speaker systems at most levels of complexity. Firstly, it is necessary 

to model the speech signal closely and account for its variabilities. Secondly, 

for superior performance, it is preferable that the system adapt in some way 

to test speakers. These issues are particularly noteworthy because they are 

related in part to the ideas of this thesis. 

1.2.1 Modelling the Variability in Speech 

There are various sources of variability in speech. Some of the variability 

is due to inter-speaker differences. Rabiner [22] developed an isolated-word, 

speaker-independent speech recognition system by clustering speakers, and 

forming multiple reference templates for each word against which the test 

3 This technique known as Hidden Markov Modelling (HMM) is very popular today. 
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word was compared. A nearest neighbor decision scheme was used. The 

clustering of speakers into groups helped to take care of speaker variability 

to some extent. More recently, Murveit et al. [20] have used parallel male and 

female models in an HMM based continuous speech recognition system used 

in a speaker-independent manner. This enabled them to decrease the word 

error-rate from roughly 5.2% to 4.5% on DARPA's February 1989 speaker­

independent test set for the Resource Management task using the standard 

perplexity 60 word-pair grammar. 

Another source of variability in the acoustic realization of phonemes is its 

phonetic environment. Triphone modelling, first introduced by researchers at 

IBM and BBN [23], account for contextual variation of phonemes by using 

different models depending on the left and right context. K.F. Lee in his 

SPHINX continuous speech recognition system [16] [17] made use of gener­

alized triphones which were obtained by collapsing some contexts. 

Often the training speech data are assumed to be distributed in a Gaus­

sian fashion. This is usually a faulty assumption. Of late, C.H. Lee and 

others [15] at AT&T Bell have tried to use a mixture of densities, usually 

Gaussian, to characterize the data which was represented earlier by a sin­

gle Gaussian. This allows for closer approximation of the training data and 

improves performance. 

1.2.2 Speaker Adaptation 

A lot of effort has been spent on developing algorithms for speaker adapta­

tion. This usually involves collecting a small amount of training speech from 

the test speaker and then appropriately updating the models based on his or 

her speaker characteristics. These updated models are then used to recognize 

more speech in the testing phase. Lasry and Stern [26] developed a methodol­

ogy for updating the mean and covariance for the acoustic representation for 
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some sounds on the basis of the training samples of not only those sounds, 

but of other sounds also produced by the same speaker in the adaptation 

phase. Various techniques have been used to map the templates (models) 

for a reference speaker to that of the input speaker. Choukri and Chollet 

[3) used Canonical Correlation Analysis to perform a spectral transforma­

tion from reference to test speaker. A probabilistic spectral transformation 

has been suggested by [5]. Shikano [25) developed algorithms using vector 

quantization codebook mapping. 

1.2.3 Discussion 

Some of the above schemes take labelled speech in the adaptation phase and 

compare it with the same utterances from the reference speaker in performing 

spectral transformations. Models for a particular sound are thus updated on 

the basis of examples of only that sound uttered by the test speaker. This 

does not explicitly exploit correlations between the different sounds produced 

by the same speaker. Furthermore, once the adaptation phase is over, there is 

usually no further attempt to update the models in the test phase. As a mat­

ter of fact, when recognizing unlabelled speech, many of the above-mentioned 

techniques are locally optimal in that they map the acoustical to lexical do­

mains segment by segment. For a phonetic classification task, this means 

that even if the test speaker has uttered a lot of phonemes, each phoneme is 

classified independently. For word recognition, each word uttered by the test 

speaker is recognized independently and in continuous speech recognition, 

different parts of a sentence are assumed independent and treated as so. 

While such independence assumptions allow for computationally tractable 

solutions, they again do not explicitly exploit correlations between different 

sounds produced by the same speaker. Lasry and Stern make use of these cor­

relations only in the adaptation phase. In the testing phase, all the different 

17 



tokens are treated independently. 

The same can also be said of those schemes which don't operate in a 

speaker-adaptive mode but have speaker models instead. Rabiner [22] clas­

sifies test words one at a time and hence no speaker constraints are imposed 

on test speech. 

1.3 Thesis Overview 

The goal of this thesis is to try and explore various ways in which these corre­

lations between different sounds could be exploited for phonetic recognition. 

We examine several ways to model the speaker variability, a~d then in the 

recognition phase, we try to enforce the constraint that different tokens pro­

duced by the same speaker are correlated and that the acoustic-to-lexical 

mapping should be performed jointly or in a globally optimal way. 

Chapter 2 of this thesis provides some evidence that different sounds 

produced by the same speaker are correlated. An approach based on lin­

ear regression has been used to characterize some of these correlations be­

tween vowel pairs. Correlation of sounds with gender of the speaker is also 

demonstrated. This is followed by a mathematical formulation of different 

paradigms of classification which enforce the speaker constraint in different 

ways and to different degrees. A few toy examples illustrate feasibility of the 

ideas. 

Chapter 3 compares and contrasts the different models with the base­

line under different conditions for a specific task of vowel classification of 

eight vowels. This is an implementation of the generalized theory developed. 

Various issues involving the engineering trade-offs between improvement in 

classification accuracy, model assumptions and computational complexity are 

investigated and resolved. 

18 
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Chapter 2 

Mathematical Formulation 

2.1 Evidence for Correlation of Speech Sounds 

Produced by the Same Speaker 

We have mentioned earlier that the speech signal has a vast amount of vari­

ability. A lot of this variability is due to inter-speaker differences. Speaking 

rate, stress patterns, pitch, size and shape of the vocal tract are amongst the 

many factors which affect a speaker's acoustic signal. However, these speaker 

characteristics are likely to remain consistent over all sounds uttered by that 

speaker. After all, the different sounds produced by him or her have been 

produced by the same sound-producing apparatus and they should hence be 

correlated to some degree. 

In this thesis we intend to exploit these correlations and develop recog­

nition algorithms which do not classify different sounds produced by the 

same speaker individually but rather do so jointly. This effectively enforces 
some acoustic constrq,ints parti1;ular tQ that speaker. Before we proceed to 

develop the m.~them.at~cal tramework tor such a task, we intend to provide 

some evidence that different sounds are indeed correlated. 
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As an example, let us look again at the two spectrograms in Figure 1.1. 

One is a male speaker and the other is a female speaker. Notice in particular 

the formant values for each speaker. The female has a shorter vocal tract and 

according to the acoustic theory of speech production, has higher formant 

values. This is so for all vowels produced by the female. So, for example, 

comparing just the /A/ for each of the two speakers gives us a rough idea 

of how their /1/'s would compare. Similarly the fundamental frequency of 

the female speaker is higher throughout the utterance. Knowledge of the 

acoustic character of some parts of the utterance helps us to predict the 

acoustic character of other parts. 

To quantify this correlation over a larger number of speakers, we con­

ducted an experiment using the TIMIT corpus [14]. This corpus was de­

signed jointly by researchers at MIT, TI and SRI. It consists of a total of 

6,300 sentences from 630 speakers, representing over 5 hours of speech ma­

terial, and was recorded by researchers at TI. Each speaker in the TIMIT 

corpus recorded 10 sentences drawn from three different sources as follows. 

Each speaker read two sentences (common for all speakers), designated as 

SA sentences which were designed at SRI in order to compare dialectical 

and phonological variations across speakers. Five sentences, designated as 

SX were drawn from a set of 450 sentences designed at MIT. The remaining 

three sentences for each speaker, designated as SI sentences, were selected 

from the Brown corpus [13] at TI. Each SI sentence was unique and differed 

across speakers. 

In our experiment we selected 396 speakers from this corpus and chose 

one SA sentence per speaker. This was the same for all the speakers and had 

the following orthographic transcription - "She had your dark suit in greasy 

wash water all year". We selected the /te/ from the word "had" for each 

speaker with /h/ and /d/ as its left and right context. Similarly we selected 
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the /iY / with /J / and /h/ as its left and right context for each speaker. Thus 

we had 396 pairs of /re/ and /iY / for each speaker. The measurement made 

on the speech signal was the first autocorrelation coefficient, r[l], defined as: 

r[l] = L:s[n]s[n + 1] (2.1) 
n 

where s[n] is the speech signal. It can easily be shown that 

1 j'lr . 2 r[l] = - llS(e3w)ll cos(w)dw 
271" -'Ir 

(2.2) 

Thus r[l) measures a weighted spectral average. The spectrum is weighted 

by a cosine function. It weights the low-frequency energies positively and 

the high-frequency energies negatively. In actuality, the short time autocor­

relation coefficient was calculated on a frame-by-frame basis using a sliding 

Hamming window of length 400 samples which was moved 80 samples at a 

time. The sampling rate is 16 KHz, so each frame represents 5 ms of speech. 

The value of r[l], averaged over the frames which made up the middle-third 

of each vowel token was used as the measurement on each vowel. /iY /'s 

are more front 1 than /re/'s and consequently have higher second and third 

formants. Correspondingly they usually have lower values for this measure­

ment. We would expect that those speakers who had low r[l J values for their 

/iY /'s presumably had higher formants in general and consequently would 

also have low r[l] values for their /re/'s. Shown in Figure 2.1 is a plot of 

the 396 /iY /-/re/ pairs. A certain degree of correlation is observed in that 

there is an increase in the r[l] value for the /re/'s with an increase in that 

of the /iY /'s, but the data is very noisy. To make this trend more visually 

dramatic, we removed some of the variability by averaging. We divided the 

1This means that the tongue body is fronted and the pharyngeal cavity is wider and 
less obstructed while uttering the /iY / 
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Figure 2.1: Plot of r[l] values for /iY /'sand /a!/'s of each speaker. Each point 
represents a speaker. The x-coordinate of the point is the r[l J for his/her 
/iY / and the y-coordinate is the r[l J for his/her /a!/. 
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Figure 2.3: A simple illustration of the multiple-speaker scenario for two 
sound classes Cl and C2. The solid lines are overall distributions by pooling 
all speakers. 

situation to illustrate our viewpoint. The x-axis is the acoustic value and 

the y-axis is proportional to probability density. Thus the distribution la­

belled Little Curve 1 is that of the acoustic value given Class 1 and Speaker 

1. In the figure shown, there are only 3 speakers or speaker types. The 

solid lines indicate the overall distribution for each class by pooling all the 

speakers together into one group. This figure represents our general model of 

speaker variability. The different speakers lie in different regions in acoustic 

space. Moreover, the different sounds produced by them (in this case each 
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average values for r[l] for their /iY j's also have high average measurements 

for r[l] for their /re/'s. Clearly there is a correlation. A line of least-squares 

fit is plotted. 

Although, Figures 2.1 and 2.2 suggest that the /ref's and /iY j's for 

the 396 speakers are correlated, we would like to quantify and test for this 

correlation. Linear regression [21] allows us to do it. Our data consists of 

396 (x,y) pairs where xis the value for r[l] for that speaker's /iY/ and y is 

the value of r[l] for that speaker's /re/. We try to fit a linear model of the 

form 

(2.3) 

where t/s are all normally distributed, N(O, a 2
), and are independent. Clearly 

if f3 = 0, then there is no relationship between a speaker's /re/ and /iY /. We 

predict y using our linear model and define the sum of squares of the errors 

over all n = 396 speakers to be 

n 

H(a1, f3) = L [y; - a1 - (3x;]
2 (2.4) 

i=l 

We choose a 1 , f3 to minimize H ( a 1 , (3). The optimal values can be denoted as 

ai, ~. We can actually test for the hypothesis Ho : f3 = 0 against H 1 : f3 =f. 0. 

To do this we need to calculate a T-statistic [10] according to 

f3 
Ti= - 1/2 

[na2 /[(n - 2) E~(x; - x)2]] 
(2.5) 

This T-statistic has n - 2 degrees of freedom. For our case of 396 speakers, 

we obtain f3 = 0.27 and T1 = 7.93 which is significant at the 0.005 level. This 

indicates that f3 is non-zero. In other words, knowledge about a speaker's 

/iY / helps us to predict his or her /re/. (Of course, in this case by simply 

reversing the (x, y) tuples, we can do equally well in predicting the /iY /from 
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the /a!/.) A measure of fit for this model is the Coefficient of Determination 

(R) [21) defined by 

R2 - L: (Yi - y)2 
- L: (Yi - y)2 

(2.6) 

where Yi is the predicted value of Yi for each Xi according to our model. This 

measure indicates the proportion of variability in the y's explained by the 

model. We obtained a value of 0.137 for R which is very low. This is hardly 

surprising since our measurements were extremely simple, we had only one 

token per speaker (rather than an average of many which would have added 

more robustness) and our model was a simple linear one. The purpose of this 

experiment is not to try and account for all the variability in a phoneme by 

knowledge of another but to show that we can account for some of it by simple 

correlation. This simple experiment indicates that the /iY /'s and /a!/'s for 

the speaker are correlated. Obviously more complicated models and more 

complicated measurements would help us capture these correlations better. 

Also from Figure 2.1, we get an idea of the variability amongst the speakers. 

With this as motivation, we will now develop the mathematical framework 

for our task. 

2.2 Development of the Mathematical Frame-

work 

2.2.1 Conceptual Formulation 

In the earlier section we have seen some evidence of inter-speaker acoustic 

differences and intra-speaker acoustic correlations of different sounds. Closer 

modelling of these factors might lead to potential improvement in classifi­

cation performance. Figure 2.3 indicates a simple one-dimensional two-class 
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the y-axis is proportional to probability density. Thus the distribution la­

belled Little Curve 1 is that of the acoustic value given Class 1 and Speaker 

1. In the figure shown, there are only 3 speakers or speaker types. The 

solid lines indicate the overall distribution for each class by pooling all the 

speakers together into one group. This figure represents our general model of 

speaker variability. The different speakers lie in different regions in acoustic 

space. Moreover, the different sounds produced by them (in this case each 
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speaker produces only two kinds of sounds) are correlated. In the example, 

if a speaker has a higher mean for sounds corresponding to Class 1, he or 

she would have a higher mean for sounds corresponding to Class 2. Sup­

pose Speaker 2 has produced 5 tokens, as indicated by the 5 arrows whose 

x-coordinate indicates the value of the acoustic vector. Classifying these to­

kens using the broad pooled-speaker distributions would be suboptimal. As 

is clear from the figure, the broad distributions have greater variance, poorer 

resolution and hence result in a higher error-rate. In our specific example, we 

would probably have classified all 5 tokens as belonging to Class 1. However, 

looking at the acoustic distributions of Speaker 2, we intuitively feel that 

this is not so. At the same time, using the speaker-specific distributions for 

a different speaker is suboptimal too. This is seen by applying the distribu­

tions of Speaker 3 to the classification task in which case all our 5 tokens 

would again be classified as belonging to Class 1. Classification using the 

speaker-specific distributions of Speaker 2 is optimal. If the right speaker­

specific curves can't be used, we would at least like to impose the constraint 

that all these tokens are produced by the same speaker and correspond to 

a distribution pair. Thus if we classify the first three tokens from the left 

as belonging to Class 1, it should provide an estimate of the acoustic nature 

of Class 1 tokens produced by the speaker. Making use of our premise that 

sounds belonging to different classes are correlated if produced by the same 

speaker, we would presumably have developed estimates of Class 2 tokens 

for the same speaker. Consequently, the two tokens on the right would then 

be classified as belonging to Class 2. In other words, there are two things we 

would like to do 

• Decompose the overall population of speakers into speaker-specific mod­

els to capture inter-speaker variability. 
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Figure 2.4: The density distribution of a typical acoustic parameter for the 
vowels /a!/ and /e/. The top curves represent pooled data, whereas the 
middle and bottom curves represent the data for male and female speakers 
separately. 

• Classify tokens produced by the same speaker jointly so that we can 

exploit intra-speaker correlations of different sounds. 

The following section gives some mathematical rigor to these ideas. Fig­

ure 2.4 shows distributions computed from real data and demonstrates the 

closeness of our model to reality. In this case, the two classes are the 

phonemes /a!/ and /e/ and there are two speaker types - males and fe­

males. The curves are obtained by pooling together tokens from male and 

female speakers respectively from the TIMIT corpus. Each vowel token was 

represented by a spectral average. The acoustic space was further rotated 

using discriminant functions, and the acoustic parameter plotted is the first 
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discriminant function of the spectral average. Decomposing the overall dis­

tributions into speaker-specific ones thus seems a valid thing to do. 

2.2.2 Mathematical Formulation 

We start by introducing the following set of notations: 

n is the number of linguistic classes (e.g. 

phonemes, triphones, or words), labelled 

as {w;;i = 1, .. ,n}, 

N is the number of speakers, labelled as 

{S;;i = 1, .. ,N}, 

x is the acoustic vector produced oy a 

speaker when uttering a certain class, 

p(xlS;, wi) is the probability density of the acoustic 

vector given speaker i and class j, 

p( wi) is the a priori probability that a speaker 

utters class wi. We assume that this is 

independent of the speaker, i.e., p( wi IS;) = 
p(wi), and 

p(S;) is the a priori probability that any given 

test speaker is the i-th speaker. 

Let us assume that we have in hand a set of acoustic tokens, { x;; i = 1, .. , L} 

produced by a given speaker. These tokens could, for example, correspond 

to different segments of a sentence. Our task is to classify each of the tokens 

into one of the n linguistic classes. Specifically, we want to determine the 

optimum classification of xi as Ch for all j, where Ci E {w;;i = 1, .. ,n}. 

Ci is thus a variable which can take on any one of n values and we want 

to choose the optimal one, according to an optimality criterion. The most 

straightforward procedure would be to pool the acoustic data for all speakers 
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into a single distribution, p(xlwi), as illustrated in the top curves of Fig­

ure 2.4. Traditionally, the unknown tokens are classified independently, i.e., 

we independently choose the class C; that maximizes p(C;lx;). This is clas­

sical Bayesian classification, assuming independence between tokens. It is 

equivalent to choosing the classes Ci, .. , CL using the following criterion: 

(2.7) 

Using Bayes rule, 

(2.8) 

As p(x;) is independent of C;, we can ignore it in Eq. (2.8) and instead carry 

out the following equivalent maximization. 

(2.9) 

In reality, the acoustic models of a population are speaker-dependent, as 

illustrated by the middle and bottom curves in Figure 2.4. By decomposing 

the overall models into male and female counterparts, for example, we can 

get tighter distributions, thus leading to potential performance gain. More 

generally, 
N 

p(x; lw;) = L p(Sk)p(x;ISk, wi), and (2.10) 
k=l 

n 

p(x;ISi) = L p(wk)p(x;ISi, wk)· (2.11) 
k=l 

These equations suggest that p(x;lwi) and p(x;IS;) can be interpreted as mix­

tures of densities. The basic components of all the mixtures are p(xjw;, S;) 

which corresponds to the speaker-specific distributions in the figure. We 

could, therefore, classify the tokens collectively by imposing speaker-specific 
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constraints. Depending upon the degree to which we impose such constraints, 

we can obtain four different classification paradigms. 

2.2.3 Paradigm 1: Incorporating Speaker-Specific Mod­

els 

Assuming that there are N speakers, each with a different distribution, by 

substituting Eq. (2.10) into Eq. (2.9), we obtain: 

(2.12) 

In the above equation, we have introduced speaker-specific models. However, 

the assignment of the classes is still achieved one token at a time, independent 

of one another. This will serve as a suitable baseline for comparison. 

2.2.4 Paradigm 2: Incorporating Speaker-Specific Con­

straints Without Speaker Classification 

An alternative method of incorporating speaker specific constraints can be 

found by noting that Eq. (2.10) can be rewritten as: 

or equivalently, 

Notice that in Eq. (2.14), terms like p(x\ISii, C1) and p(:hlSiL, CL) are mul­

tiplied to give a finite contribution. Since in general il -/:- .. -/:- iL , the term 

32 



inside the square brackets in Eq. (2.14) measures the likelihood of Xi, .. , XL 

being produced by speakers Sil, .. , SiL· This is an irrelevant contribution 

and should be eliminated since the tokens could not have been produced by 

different speakers. These cross terms exist in Paradigm 1 because of the in­

dependence assumption. Hence, it is meaningful to remove that assumption 

and instead maximize the following: 

(2.15) 

This is equivalent to 

(2.16) 

(2.17) 

(2.18) 

(2.19) 

p(xi, .. , xL) can be neglected in the maximization process. Furthermore, we 

assume that for a particular speaker, the probability that he or she utters 

class Wi is independent of all other classes he or she has uttered in the past 

or will utter in the future. Moreover context dependencies in acoustics (as 

we discussed in Chapter 1) have also been ignored. In effect, only within a 

particular speaker can the tokens be treated as independent. Thus 

(2.20) 

L 

p(xi, .. , XLIC1, .. , CL, Si)= II p(xilCj, Si) (2.21) 
i=l 
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(2.22) 

Unlike in Eq. (2.14), all terms in Eq. (2.22) involving products from different 

speakers have been eliminated. 

2.2.5 Paradigm 3: Incorporating Speaker-Specific Con­

straints With Speaker Classification 

An alternative approach to Paradigm 2 is to classify, for each speaker, the to­

kens according to that speaker's distributions and measure its likelihood. We 

can then choose, among the results from all speakers, the most likely answer. 

This is equivalent to choosing a speaker and a classification based on that 

speaker's distributions which is most likely given the tokens. Mathematically, 

(2.23) 

or equivalently (going through the same derivation steps as above), 

(2.24) 

2.2.6 Paradigm 4: Incorporating Speaker-Specific Mod­

els Using A Posteriori Speaker Probability 

Closer examination of the mathematical formulations derived thus far reveals 

that both Paradigms 2 and 3 make implicit use of the a posteriori probability 

for a given speaker over all available tokens, i.e. p(SklXi, .. fh). Paradigm 1, 

on the other hand, only makes use of the a posteriori probability by consider­

ing the tokens one at a time, i.e., p(Sklxi)- Instead of using p(Sk) in paradigm 

1, we may be able to improve its performance by using p(Sklx1 , .• x£). Hope-

34 



fully adjusting the a-priori probabilities of the speakers after looking at all 

the tokens would make one speaker more likely than others. As a result, 

the densities of that speaker would make a greater contribution in the clas­

sification process than in Eq. (1.12). This means that in the extreme case, 

when p(Sklx1 , .. x£) is 1 for a certain speaker and 0 for all others, we use only 

the speaker specific-distributions for that speaker in making the decisions. 

Paradigms 3 and 4 are equivalent in that case. 

Paradigm 1 uses speaker-specific models but imposes no constraints. Paradigms 

2, 3 and 4 not only us speaker-specific models but also impose constraints 

in different ways. It might be worthwhile to keep in mind that there is an 

absolute baseline which is the most simple classification paradigm (which we 

call Paradigm 0). 

2.2. 7 Paradigm 0: Simple Bayesian Classification Us­

ing Pooled Data From All Speakers 

In this case we do not distinguish between the different kinds of speakers 

there are. We simply collect them from all speakers, pool them together 

and use them to train the parameters to estimate p(xlwi) for the training 

tokens. Our decision rule is the same as Eq. (2.8) and is rewritten here for 

convenience. 

(2.25) 

2.3 A Toy Example 

Before proceeding to experiments with real data, we conducted a very simple 

toy example to see the difference between Paradigms 1 and 3 under ideal 

model assumptions. The situation is similar to Figure 2.3 only with two 

speakers and two classes instead of three speakers and two classes. The 
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observation vector xis one-dimensional and has a Gaussian distribution. The 

notation is the same as developed in our mathematical formulation earlier. 

N(m, a 2 ) indicates a Normal distribution with mean m and variance a 2
• 

p(xlS1, wi) = N(ml, 1) 

p(xlSi, w2) = N(m2, 1) 

p(xlS2, w1) = N(fl, 1) 

p(xlS2, w2) = N(f2, 1) 

Each test situation involved either Speaker 1 or Speaker 2 producing a se­

quence of L observation tokens. We compared results using Paradigms 1 and 

3 in order to observe the difference between a speaker constraining paradigm 

apd Paradigm 1. 

2.3.1 Case I 

ml = 0, m2 = 4.0, fl = 0.8, f2 = 5.0 

p(w1) = 0.3,p(w2) = 0.7 

p(S1) = p(S2) = 0.5 

N = 2; n = 2; L = 200 

We went through 65 sets of 200 tokens each produced by Speaker 1 and 

then another 65 sets of 200 tokens produced by Speaker 2. Performance 

of Paradigm 1 was 97.1 % and performance of Paradigm 3 was 98.l %. The 

difference is significant at the 0.00001 level. 

2.3.2 Case II 

This time we moved the second speaker further away from the first in obser­

vation space thus increasing the difference between them. 

ml = 0, m2 = 4.0, fl = 1.6, f2 = 6.0 
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p(wi) = 0.3,p(w2 ) = 0.7 

p(Si) = p(S2) = 0.5 

N = 2; n = 2; L = 200 

Again we repeated the same number of experiments as in the previous case. 

This time performance of Paradigm 1 was 95.1 % and that of Paradigm 3 was 

98.6% (this difference is again significant at 0.00001 ). Clearly the difference 

between them seems to have increased as the speakers have moved apart. If 

the two speakers had identical characteristics, there would not have been any 

difference at all. 

This simple example illustrates that there is potential room for improve­

ment by imposing speaker constraints. Furthermore we have already seen 

that our attempts to break down overall distributions into speaker-specific 

ones might not be overly simplistic. The next chapter describes specific im­

plementations on a real task. 

2.4 Remarks 

It is noteworthy that we have not at this point specified what the classes Wi 

refer to. They are linguistic units and could be words, phonemes, syllables 

or any other linguistic segments we choose as long as there are a finite, well­

defined number of them. In our actual experiments we use phonemes as the 

recognition units. The preliminary correlation studies have also been done 

with phonemes. 

The acoustic vector x produced when the speaker utters class Wi has been 

assumed to be a constant length vector. In reality, there is time variance in 

the speech signal and the length of a segment corresponding to a particular 

class will differ across speakers and across different realizations within the 

same speaker. Obviously some engineering approximation will have to be 
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used to time-normalize it. Furthermore, the actual acoustic representation 

of the speech signal is also left open. The theoretical framework requires one 

to be able to estimate p(xlwi). How one does it is not explicitly dealt with 

in this thesis. 

Similarly we have assumed there are N speakers or speaker types. How 

one obtains these speaker groups is unclear and is an open question. The 

four paradigms of recognition impose constraints in different ways to different 

degrees and have different computational requirements. From the toy exam­

ple, it seems that the more separated the speaker groups are, the greater the 

difference in performance between speaker constraining paradigms (2, 3, and 

4 although we tested only for 3) and Paradigm 1. Various other engineering 

issues come up in actually implementing them on a real task. The differ­

ent sound classes and how they are distributed in acoustic space also has a 

bearing on the relative performance. These issues are raised and resolved 

in the next chapter on a specific task of vowel classification on the TIMIT 

corpus. This will give us an idea of the various tradeoffs involved among the 

paradigms, and we will be better able to compare and contrast them with 

each other. 
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Chapter 3 

Comparison of 

Speaker-Constraining 

Recognition Paradigms on a 

Task of Vowel Classification 

3.1 Introduction 

In the previous chapter we formalized mathematically several different ways 

to enforce speaker constraints for the task of speech recognition. As men­

tioned in our remarks at the end, we left several things unspecified, such as 

what the pattern classes w; refer to, the number of speaker types N, and 

ways to obtain them. Furthermore, our toy example seems to suggest that 

under ideal model conditions at least, it is meaningful to enforce speaker 

constraints. In this chapter we will describe several different experiments 

conducted on the task of vowel classification on tokens excised from the 

TIMIT corpus. This will help us evaluate the performance of our methods 
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of imposing speaker constraints on data collected from real speech. 

We have described four different paradigms of recognition. All these 

paradigms decompose the overall population of speakers into several different 

speaker types. Paradigm 1 then assumes complete independence between 

different tokens produced by the same speaker. Paradigms 2, 3, and 4, on 

the other hand, impose constraints to different degrees in different ways. 

There are various engineering details which have to be taken care of in the 

implementation. We suspect that speaker-constraining paradigms (2, 3, and 

4) would outperform Paradigm 1. We do not know, however, how much the 

difference would be, and whether it would be statistically significant. We 

also do not know how Paradigms 2, 3, and 4 compare amongst themselves. 

Besides, there is also Paradigm 0 which has no speaker models at all. Though 

it might be unfair to compare such a model with speaker constraining models, 

we would nevertheless do so from time to time since it is the prevailing 

method used in the speech recognition community. There are various other 

implementation issues which are likely to affect the relative performance of 

these paradigms. Some of them are: 

• Task: The performance is going to depend on the task. If we are doing 

phoneme classification, the way in which speaker variability manifests 

itself might be different for different phonemes. 

• Training Data: We have to estimate the parameters of our speaker­

specific distributions p( xlwi, Si). Our estimates will depend on the 

amount of training data we have and this is going to affect performance. 

Some paradigms might be more robust than others. 

• Number of Tokens We Optimize Over ( L) : If L = 1, then speaker 

constraints are not really being applied at all, and the tokens are being 

treated independently. At this point we have no idea how large L must 
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be to meaningfully enforce speaker constraints. With increasing L our 

speaker constraining paradigms get more computationally expensive, 

which may become a concern. 

• Speaker Groups: In our mathematical formulation we have assumed 

that the population consists of N speakers or speaker types. How one 

partitions the population into speaker types, and maintains a balance 

between capturing speaker variability through a large N and accurate 

estimates of the speaker's parameters based on limited training data is 

an open question. 

• Representation of the Speech Signal: There are many ways to represent 

the speech signal. Some might capture speaker variability better while 

others might capture phonetic variability better. The trade-off between 

the two is also an issue and might affect the performance of the different 

paradigms. 

• Classifier: We have formulated our problem in a classical Bayesian 

sense. However, the exact form of our densities is left open. Gaus­

sian models might or might not fit the data closely. As we shall see 

later in this chapter, multi-layer perceptrons can be used to coerce 

a-posteriori probabilities from the data. We will look into the appli­

cability of speaker-specific paradigms to phonetic classification using 

such a classifier. 

• Computational Complexity: As we have mentioned, the paradigms dif­

fer in implementation and computational complexity. This might be of 

concern to us and might affect our choice of which paradigm to use. 

This chapter probes at some of the above issues and attempts to get a 

better understanding based on empirical evidence. This will indicate the 
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feasibility of imposing speaker constraints for improvement in recognition 

performance for a certain task. What follows is a description of the ex­

perimental set-up, a roadmap of the experiments to be conducted, and an 

account of the experiments themselves. At the end of it all, we will hopefully 

have answers to some of the questions raised. 

3.2 Task and Corpus 

The corpus used was TIMIT, a description of which has been provided in 

Chapter 2. Our task was the classification of the eight vowels in American 

English, /i, 1, e, £, ie, a, A, ::> /, using tokens excised from the above corpus. 

These eight vowels were chosen because a sufficient number of tokens of them 

are available for a set of test speakers, thereby enabling us to conduct valid 

experiments. Furthermore, the above set contains back and front vowels, 

and high and low vowels, and is thus representative of the different vowel 

types. Most of our detailed experiments are conducted on this smaller task 

to facilitate meaningful comparisons. In the next chapter, we report a few 

experiments on a larger task. 

We selected 325 speakers who were designated as training speakers. There 

were 112 females and 213 males. Only the SX and SI sentences were taken, 

and all examples of the vowel tokens were extracted with no restriction placed 

on the phonetic environment of the extracted vowel tokens. Since the SX and 

SI sentences are different for different speakers, the phonetic environment var­

ied from speaker to speaker. The actual procedure for this and the resulting 

representation of each vowel token is described in Section 3.3. There were 

16324 training tokens in all. 

65 speakers were selected as test speakers, out of whom 52 were male 

and 13 were female. The test speakers all had at least 4 tokens of each 
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Number of Speakers (M/F) Number of Tokens 
Training 325 (213/112) 16324 

Test 65 (52/13) 3670 

Table 3.1: Corpus used for the experiments. 

vowel class. In our theoretical formulation, we assumed p(wilSj) = p(wi). 

We wanted to select test speakers in such a way that this assumption was 

not grossly violated. More importantly, our intent is to reduce confusions 

between similar vowels within a speaker by imposing speaker constraints. 

This could be more effectively achieved if there were a sufficient number of 

test tokens per vowel. The 65 test speakers yielded 3670 vowel tokens in all. 

The size and contents of the corpus are summarized in Table 3.1. 

3.3 Signal Processing 

The speech signal is sampled at 16 kHz and a spectral vector is computed 

every 5 ms. The 40-dimensional spectral vector is the output of an auditory 

model developed by Seneff [24], which will be described briefly. 

3.3.1 Seneff's Auditory Model 

Seneff's Auditory Model (SAM) has three stages, as illustrated in Figure 3.1. 

Stage I consists of a bank of 40 critical-band filters, spaced linearly on a 

Bark frequency scale. The center frequencies of these filters range from 130 

to 6400 Hz. The outputs of this stage are fed into Stage II, which models 

the transformation from the basilar membrane vibration to the auditory­

nerve fiber responses. This part of the model incorporates non-linearities 

such as dynamic range compression, half-wave rectification, short-term and 

rapid adaptation, and forward masking. The output of this stage represents 
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Figure 3.1: Seneff's Auditory Model 

a profile of the probability of firing of the auditory-nerve fibers. This is 

processed by the envelope detector in Stage III to yield the mean probability 

of firing along the auditory nerve, called the mean rate response. The other 

module, the synchrony detector, determines the synchronous response of each 

filter by measuring the extent of dominance of information at the filter's 

characteristic response. Both the mean rate and the synchronous responses 

result in a 40-dimensional feature vector. In our experiments we used only 

the mean-rate response, and thus had one 40-dimensional vector per frame. 

3.3.2 Time Normalization and Data Reduction 

The different tokens excised from the different sentences all vary in duration, 

and hence there are a varying number of frames in their spectral representa­

tion. This presents a minor problem since we would like to have the vector x 
(in our mathematical treatment) to have the same dimension for all tokens. 

Time normalization is accomplished by taking the spectral average of the 

frames which constitute the middle-third of the vowel token, thus producing 

one 40-dimensional vector for each token. As a result, we had approximately 

16000 data points of 40 dimensions in our training set. 

We then did some dimensionality reduction by multiple discriminant 
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analysis1 using Fisher's approach [4]. Multiple discriminant analysis is a way 

to project a d-dimensional space to a c - 1 dimensional space for a c class 

problem. Parametric or nonparametric techniques that might not have been 

feasible in the original space may work well in this lower-dimensional space. 

In particular, it may be possible to estimate separate covariance matrices 

for each class and use the general multivariate normal assumption after the 

transformation. For our eight vowel problem, we reduced the dimensionality 

from 40 to 7. 

3.4 Model Assumptions and Implementation 

Our mathematical framework defines the densities p(xlwi, Si)· We have as­

sumed in our implementation that these are Gaussian with a diagonal covari­

ance matrix. Furthermore our covariance matrices and means are different 

depending on both speaker group and class. We assume that the a-priori 

probabilities of the occurrence of the different classes (vowels) are speaker­

independent and known. 

The implementations of these paradigms was done on a SUN SPARCsta­

tion in an S-Plus [1] software environment. S-Plus is a C-like language with a 

lot of functions for statistical analysis. It is also possible to write C-routines 

and call them from S-Plus. The latter has been done on occasions where the 

C-routines would be considerably faster. 

1There are other ways to reduce dimensionality of data, the most common amongst 
them being principal components analysis [12]. This is applied in a later set of experiments 
in order to compare and contrast relative performance among the different recognition 
paradigms. 
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3.5 Roadmap of Experiments 

We will now describe a series of experiments which were conducted on the 

above-mentioned task. These experiments were conducted in a controlled 

fashion in an attempt to resolve the issues we had raised in Section 3.1. 

For clarity of presentation, we have grouped these experiments into three 

categories on the basis of their broad similarities and differences. These are: 

• Experiment Set A: In all the experiments belonging to this group, 

we perform supervised clustering of our speakers into male and female 

speaker groups. With this as a common feature, experiments have been 

conducted to investigate different representations of the vowel tokens, 

the influence of training set size, and the number of test tokens we 

optimize jointly ( L ). 

• Experiment Set B: In this set of experiments, we chose our speaker 

groups by unsupervised clustering of the training speakers into N clus­

ters. We investigated various clustering schemes by changing the clus­

tering algorithms, and the representative vector space. Experiments 

which examine the influence of N and training set size on the relative 

performance of our recognition paradigms were also conducted. 

• Experiment Set C: This consists of those experiments which can 

not justifiably belong to either of the sets above. Specifically, these 

experiments investigate issues which are relevant to experiments of both 

A and B, including computational complexity and the kind of classifier 

we use. 

As we proceed through these experiments, we will comment on the trends 

observed, the control parameters altered and issues resolved. 
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3.6 Experiment Set A: Supervised Cluster-

• 1ng 

In this set of experiments we investigate some of the earlier issues but with 

a very specific way of choosing our speaker groups. We divide our speakers 

into two groups - male and female. This corresponds to supervised clustering, 

with N = 2. Given the nature of the anatomical difference between the vocal 

apparatus of males and females, there is reason to believe that such a gender 

grouping is reasonable. 

3.6.1 Separation of Males and Females in Acoustic 

Space 

Shown in Figure 3.2 are the male and female centroids, i.e., the estimated 

means of the gender-specific probability distributions for the different vowels, 

in the space spanned by the first and second discriminant functions. There 

are a few interesting observations we could make here. The male and fe­

male centroids are different indicating that males and females have different 

acoustic characteristics. Further, it appears that the male acoustic space is 

rotated and shifted to give the female acoustic space. This is clearer when 

one takes only front vowels and performs a linear discriminant analysis on 

them as shown in Figure 3.3 or if one takes only the back vowels and performs 

one on them separately. 

In order to assess if the apparent difference between male and female 

centroids is statistically significant, we conducted a simple test. For each 

vowel, we took the male and female populations and tested Ho : µm = µ f 

against H 1 : µm -/:- µ f where µm is the male mean and µ f is the female 

mean for that vowel class. In each case (i.e. for each vowel class) the null 
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Figure 3.2: Comparison of the male and female centroids displayed in the 
space spanned by the first and second discriminant functions. 
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show how the space is rotated. 
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hypothesis was rejected with very low p-values (p < 0.001 ), thus indicating 

that the male and female clusters are well separated. 

3.6.2 Training Set Size 

Shown in Figure 3.4 are the relative performances of Paradigms 1 through 

4 on both test and training data, as a function of the amount of training 

data used to estimate the parameters of our models. At full training set size, 

Paradigm 1 performs at 60.27% recognition accuracy. Paradigms 2 and 3 

have identical performance at 61.69% indicating an improvement of 1.4% over 

the baseline. This difference in performance is significant at the 0.005 level 

using McNemar's Test [7]. Paradigm 4 yields the best performance at 61.93%, 

an improvement of 1. 7% over the baseline (again statistically significant, this 

time at the 0.001 level). This is very satisfying because it indicates that by 

employing speaker consistency at a primitive level, i.e., employing gender 

consistency, we have managed to get significant improvement. When we 

performed the same experiment but with a smaller fraction of the training 

data, we randomly drew a fraction of the training tokens for each vowel class 

while maintaining the male-female ratio. We performed experiments at 2, 

5, 11, 17, 20, 40, 60, and, 80% training set sizes. At each training set size, 

we repeated the experiment approximately 7 times. More repetitions were 

performed at small training set sizes and fewer were performed at larger 

training sizes. Since we were randomly picking a fixed fraction of the tokens, 

we got several different classification accuracies for each paradigm at each 

size. What is plotted in the figure is a smoothed version of this raw data to 

show the general trend. 

There are certain other interesting observations. The performance on test 

data for each paradigm increases with training set size. This is reasonable as 

estimates of model parameters improve with more training data. At the same 
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Figure 3.4: Vowel classification performance on training and test data for the 
four paradigms, plotted as a function of the amount of training data. 
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time the difference between the performance on test data and that on train­

ing data decreases indicating that our models and our estimates generalize 

well with increasing training data. It is noteworthy that performance using 

Paradigm 1 seems to have reached an asymptote while that for the other 

paradigms still seem to be improving. For large training set sizes (~ 20% of 

full training data) there is a difference in performance between Paradigms 1 

and 2, 3, and 4 with the speaker (gender, in this case) constraining paradigms 

having a higher classification accuracy. This difference is significant at the 

0.01 level using McNemar's Test. However, there is very little difference be­

tween the different speaker constraining paradigms. Paradigm 4 seems to 

perform slightly better, but this difference is not significant even at the 0.05 

level. For smaller training set sizes, there is very little difference between 

the performance of the different paradigms. This could be due to the fact 

that at lower training set sizes, we have poorer estimates of the male and 

female parameters. As a result, forcing the gender constraint using these 

poorly estimated parameters is not necessarily useful. As a matter of fact, 

when we tested to see if there was a difference between male and female 

means for small training set sizes, we often found that the significance level 

had increased indicating that males and females were not necessarily well 

separated any more. The same trends are roughly observed when we tested 

on the training data. For the record, Paradigm 0 performed at 60.1 % clas­

sification accuracy at full training set size. Its performance was consistently 

poorer than Paradigm 1 for smaller training set sizes as well. However, the 

difference ranged from 0.2% to 0.5% and was not significant. 

Another very interesting observation is that Paradigms 2 and 3 yield 

identical results in almost every single experiment. There is again a reason 
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for this. Recall that Paradigm 2 performed the following optimization: 

(3.1) 

We choose the C;'s to optimize a sum of different product terms. In our case 

N = 2, and it turns out that one of the product terms completely dominates 

the other. As a result maximizing the sum of these two disparate terms is 

equivalent to just maximizing the larger of the two. But maximizing the 

larger of the two is exactly what Paradigm 3 does and hence the two results 

are identical. 

Shown in Table 3.2 are confusion matrices of the kinds of errors made by 

Paradigms 1 and 3. Confusions between similar vowels, such as /a/-/-:>/ and 

/e/-/1/ have decreased in Paradigm 3. It is our belief that since the speech 

articulators are in similar positions for similar sounds, these similar sounds 

are more likely to be correlated. Hence, imposing speaker constraints will 

exploit these correlations and reduce confusions between these sounds. 

3.6.3 Number of Test Tokens Jointly Optimized at a 

Time (L) 

As has been mentioned before, we impose speaker constraints by classifying 

tokens jointly (Lat a time). According to our theoretical formulation, when 

L = 1, we effectively impose no speaker constraints at all. With increase in 

the value of L, the degree of speaker constraints increases. 

To investigate the behavior of the recognition paradigms with change in 

L, we took all our training data and estimated speaker-specific distributions 

as before. For our test tokens, we took each speaker and collected his or her 

tokens. We decided on a value of L (which was maintained for all speakers) 

and randomly divided the speaker's tokens into groups of L tokens each. 
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Paradigm 1 

llaiei i ieiAI 1 l:Jlz 
Q 70.3 0 0 0.84 11.2 0 13.7 3.92 
e 0 58.8 10.2 9.12 0.55 16 0 5.25 
1 0 7.65 82.1 0.14 0.29 9.38 0 0.43 
£ 2.15 14.2 0.43 40.1 10.3 11.4 1.29 20.2 
A 17.2 1.23 0 14.5 43.6 4.9 11 7.6 
I 0 20.3 10.4 9.62 4.43 52.4 0.76 2.14 
:J 25.3 1.15 0 0.57 4.31 2.59 66.1 ·o 
11! 5.25 11.6 1.05 13.9 3.94 0.52 0.52 63.2 

Paradigm 3 

II a 1· e I i I £ I A I 1 I :J II! 

Q 72.8 0 0 0.28 11.5 0 11.5 3.92 
e 0 60.8 10.2 9.67 0.55 13.5 0 5.25 
i 0 7.65 81.8 0 0.29 9.81 0 0.43 
£ 2.58 14.4 0.64 41.9 11.2 9.87 1.29 18.2 
A 18.6 0.98 0 14.2 47.3 3.68 8.09 7.11 
I 0 19.4 9.47 10.2 5.04 53.3 0.46 2.14 
:J 26.4 0.86 0 1.15 4.6 1.72 65.2 0 
11! 4.99 9.71 1.05 13.1 3.94 0.26 0.52 66.4 

Table 3.2: Confusion matrices of Paradigms 1 and 3 on vowel classification 
task at full training set size. Speaker groups were based on gender. 
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Figure 3.5: Variation of recognition accuracy with L. 

Since all the speakers did not have exactly the same number of tokens, this 

grouping could not be exact and we often had one group which contained the 

left-over tokens. In any case, these groups of tokens were then classified using 

Paradigms 1 through 4. Furthermore, since grouping into tokens was random, 

we did the experiment several times for each value of L. The experiment was 

repeated for values of L = 1, 3, 4, 5, 12, 15, 20, 30. The results are shown in 

Figure 3.5. 

The results are again as predicted. Paradigm 1 assumes independence 

between tokens and is independent of L. This exactly what is observed in our 
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experiments. As the value of L decreases, the difference between the speaker 

constraining paradigms and Paradigm 1 decreases. As expected, Paradigms 

1 and 2 yield identical results for L = 1, since the equations used become 

equivalent. Paradigms 3 and 4 have slightly different equations for the L = 1 

case. Hence their performance is slightly different, though comparable. It is 

interesting to note that for low values of L, Paradigms 2 and 3 have different 

results. For higher values, however, the same dominance of one term starts 

to take over and we have identical results again. For the record, at L = 1, 

Paradigms 1 and 2 yield 60.27% accuracy while Paradigm 3 yields 60.49% 

and Paradigm 4 yields 60.33%. None of these are significantly different from 

one other. 

3.6.4 Principal Components Analysis 

The experiments described above were conducted using linear discriminant 

functions as a technique for data reduction. This involved rotating the orig­

inal 40-dimensional space in one particular way, and creating a particular 

form of representation. To see if the above trends are independent of rep­

resentation, we decided to use principal components analysis [12] to reduce 

the dimensionality. Principal components analysis defines a rotation of the 

dimensions of i. The first derived direction is chosen to maximize the stan­

dard deviation of the derived variable, the second to maximize the standard 

deviation among directions uncorrelated with the first, etc. 

Shown in Figure 3.6 are the male and female centroids for each vowel 

class. This has been plotted in the space spanned by the first and the sec­

ond principal component. The figure shows how the male space seems to 

be shifted to obtain the female space. The transformation from males to 

females seems to be much simpler in this case, as compared to that based 

on linear discriminant analysis. It is important to note that looking at these 
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Figure 3.6: Comparison of the male and female centroids displayed in the 
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kinds of figures might he misleading because whatever patterns emerge in 

the two dimensions which have been plotted might not be true when consid­

ering the entire vector space. Unlike linear discriminant analysis, principal 

components analysis yields a 40 dimensional vector. Principal components 

analysis achieves two useful objectives. Firstly, it diagonalizes the vector 

space so that the different dimensions are no longer correlated. This makes 

our diagonal covariance assumption more reasonable. Secondly, the dimen­

sions are arranged in order of variance, i.e., the first component captures the 

most variance, the second dimension captures the second-most variance etc. 

If we use the top few principal components only, we would have achieved 

data reduction. However, how many components to use is an open question. 

Shown in Figure 3. 7 is the performance of Paradigm 0 with varying num­

ber of dimensions. Performance seems to have levelled off after 10 dimensions 

and in fact actually drops. Consequently we decided to conduct our detailed 

experiments with the first 12 principal components which captured approxi­

mately 96% of the variability. The reason we used Paradigm 0 to decide the 

number of components to use is that it is the absolute baseline, which makes 

no speaker assumptions whatsoever, and thus is not biased towards any of 

the other paradigms. 

We used all the training data and obtained gender-specific distributions 

just as before. At full training set size, Paradigm 1 performed at 62.02% 

accuracy and Paradigms 2, 3, and 4 operated at 63.05% accuracy. The 

difference is significant at the 0.01 level using the McNemar's test. We also 

conducted several different experiments using 20, 40, 60, and 80% of the data. 

When using a fraction of the data, we picked tokens at random for each vowel 

while maintaining the male/female ratio just as before. Table 3.3 contains 

the average performance of the different paradigms for varying training set 

sizes. 
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Training Data Used(%) 20 40 60 80 100 
Paradigm 1 Accuracy (%) 61.66 61.96 61.91 62.10 62.02 

Paradigms 2,3,4 Accuracy (%) 62.67 62.89 62.97 63.06 63.06 

Table 3.3: Performance of the different paradigms as a function of training 
data with principal components analysis applied to reduce dimensionality. 

We find again that the speaker constraining paradigms perform better 

than Paradigms 0 and 1. The difference is of the order of 1 % which is less 

than before. It is, however, still statistically significant at the 0.01 level using 

McNemar's Test. This suggests that improvement in performance on apply­

ing speaker constraints is independent of the method used to·reduce dimen­

sionality. It is also noteworthy that Paradigms 2, 3, and 4 provide identical 

results. The reasons for the identical performance of Paradigms 2 and 3 are 

the same as before. As for Paradigm 4, it turns out that p(Sil£i, .. x"l,) is 

usually always 1 or 0 for each speaker2 • This reduces it to Paradigm 3. 

3.6.5 Representation of Vowel Tokens Using Three 

Slices. 

Some of the above experiments investigated different representations of the 

vowel tokens but measurements were made only on the middle-third of each 

vowel. We also examined another representation of the vowel tokens. This 

time, we took each vowel token and divided it into three equal parts along its 

time axis. Then we obtained spectral averages for each part. Thus we had 

spectral averages for the first-third, middle-third and last-third of each token. 

Each vowel token was hence represented by three vectors of 40 dimensions 

2The reason for this is somewhat unclear, but it could be because we use 12 princi­
pal components but only 7 discriminant functions. These get multiplied causing greater 
disparity in the p(Si)'s. 
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each. For data reduction, we employed the technique of linear discriminant 

analysis. However, a different rotation was performed on each of the three 

parts of the vowel, resulting in three separate seven-dimensional vectors for 

each vowel. The overall feature vector for each vowel token was obtained by 

simply concatenating these three vectors together to yield a 21 dimensional 

vector. When we performed our classification using the different paradigms, 

we found that Paradigm 1 performed at 59.29% accuracy and Paradigm 3 

performed at 60.30%. We did not perform the other paradigms because 

by now we were reasonably convinced that there was not a significant dif­

ference between the different speaker constraining paradigms, at least using 

gender-specific models. Though the difference between Paradigm 1 and 3 was 

significant at the 0.01 level, the absolute performance was rather low. We 

suspect this was due to the diagonal covariance assumption in our Gausssian 

classifier. Recall that our feature vector was a concatenation of three vec­

tors representing three segments in time. The dimensions for each of those 

vectors are uncorrelated within themselves due to the nature of the linear 

discriminant analysis but they are correlated with the dimensions of other 

vectors. Thus, in our concatenated feature vector, x[l] and x[3] are uncor­

related but x [1] and x [8] may be correlated. To verify this hypothesis, we 

could either do away with the diagonal assumption and use a full covariance 

matrix, or transform our feature vector space using a principal components 

transformation. We chose to do the latter. Shown in Figure 3.8 is a perfor­

mance of Paradigm 1 and Paradigm 3 with varying number of dimensions 

used. Again observe that Paradigm 3 has a higher recognition accuracy than 

Paradigm 1 but the difference is not always significant at the 0.01 level. The 

reason for this is not clear. Note also that the absolute recognition accuracy 

has increased by about 5%. 
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3.6.6 Summary 

All of the experiments of Set A used only gender-specific models. Some of 

the parameters varied were the training set size, number of tokens optimized 

at time ( L) and representation and method of data reduction. The general 

conclusions could be reiterated as follows: 

• Speaker constraining paradigms perform better than Paradigm 1 (and 

also Paradigm 0). The actual performance increase varies from 1-2% for 

our task depending upon the kind of representation used. At low train­

ing set sizes, this difference becomes insignificant. For high-dimensional 

feature vectors, this difference is somewhat smaller and often insignifi­

cant. 

• The different speaker constraining paradigms do not differ significantly 

from one another. In a lot of cases using gender-specific models, they 

actually yield identical results. 

• As the number of tokens we optimize over decreases, the difference 

between the speaker constraining paradigms and Paradigm 1 decreases 

and eventually becomes insignificant. In fact Paradigms 1 and 2 are 

mathematically equivalent in the L = 1 case. 

3.7 Experiment Set B: Unsupervised Clus­

tering 

In this set of experiments we investigated alternate ways to group our speak­

ers. Unsupervised clustering has been tackled quite often in the past, espe­

cially in the fields of Statistics and Pattern Recognition [4). As we shall see, 

clustering speakers into meaningful groups is a very difficult task and no one 
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solution is clearly correct. There are many reasons for this. Firstly, we do 

not know how to characterize each speaker, i.e., how to get a feature vector 

which would contain information about the speaker's acoustic characteris­

tics. The different test speakers have all produced different numbers of vowel 

tokens. How to combine them to obtain a vector of the same dimension for 

all speakers is an open question. Secondly, several different algorithms exist 

for clustering. Thirdly, we do not know how many clusters one should have. 

There is no well defined optimality criterion for this. There is a tradeoff be­

tween having enough clusters to capture the variability among the speakers 

and having enough speakers in each cluster to estimate the cluster-specific 

model parameters well. 

3.7.1 Space in Which to Cluster the Speakers 

As has been mentioned before, the different speakers have produced different 

numbers of tokens for each vowel class. We would like to utilize these tokens 

effectively, and produce a vector of fixed dimensions so that each speaker 

can now be characterized by this representative vector in the same acoustic 

space. One straightforward method would be to simply average all the to­

kens produced by each speaker without paying any heed to which class they 

belong. In this case letting 'ii refer to the feature vector for the ith training 

speaker we have 

1 j=Ltri 

Representative Vector 1 = 'ii = -- L Xij 
Ltri i=I 

(3.2) 

Here Ltri is the total number of tokens produced by the ith training speaker 

and Xij is the feature vector for the jth token produced by the ith training 

speaker. This feature vector could be in the reduced space spanned by the 

linear discriminant functions or the principal components of the hair-cell 
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representation of the middle-third of the vowel token. If a certain speaker 

has produced mostly front vowels and another has produced mostly back 

vowels, then, the vectors (y) calculated for each of them are going to be quite 

different, although they might have very similar acoustic characteristics in 

general. Hence, the class to which each of the speaker's tokens belong must 

be taken into consideration. We investigated four different ways to combine 

a speaker's tokens. The first was the simple method shown in Eq. 3.2 The 

second was 

- 1 Representative Vector 2 = Yi = ---
Ltrifront 

j=Ltrifront 

L Xijfront 
j=l 

(3.3) 

where Xijfront is the jth front vowel token produced by the ith speaker. There 

are Ltrifront front vowel tokens produced by the ith training speaker and these 

were all pooled together. The third was 

R - 1 epresentative Vector 3 = Yi = ---
Ltriback 

j=Ltriback 

L Xijback 
j=l 

(3.4) 

where Xijback is the jth back vowel token produced by the ith training speaker 

and there are Ltriback back vowel tokens produced by that speaker in all. 

Finally, we also gave individual importance to each vowel class. We obtained 

our feature vector as follows: 

1 j=8 -

Representative Vector 4 = yi = - L Xij 
8 j=l 

(3.5) 

Here i;j represents the mean of the tokens belonging to the jth vowel class 

and produced by the ith speaker. We shall describe the exact experiments 

conducted with these clustering schemes later. 
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3. 7.2 Algorithm Used to Cluster 

In the previous section we talked about ways to obtain a representative vector 

for each speaker. In our case, we have 325 training speakers and hence 325 

vectors in all which we would like to cluster into different groups. Two 

methods [4] were investigated: 

Hierarchical Clustering 

In the beginning there are Na clusters, where Na is the total number of 

speakers. In our case Na = 325. At each stage, the "nearest" clusters are 

combined to form a bigger cluster. The distance between t~o clusters can 

be defined according to our will. In our experiments, we chose the largest 

Euclidean distance between points in one cluster and points in another cluster 

to be the distance between the two clusters. This avoids the formation of long 

thin clusters and tries to form more spherical clusters. Hierarchical clustering 

continues to aggregate groups together until there is just one big group. At 

every stage of combining two groups, a note of the distance metric is made. 

This distance metric is lowest for the first grouping (since the closest clusters 

are grouped) and highest for the last grouping. The clusters are formed in 

this fashion until only the desired number of clusters are left. 

K-means 
; 

This is one of the more popular non-hierarchical methods used. Here we have 

again Ns = 325 points which are to be divided into K clusters. We start 

with K initial cluster centroids (seed points) which are picked at random 

from the Ns points. Then we proceed through the list of points, assigning 

each point to the cluster whose centroid is "nearest". In our experiments, we 

used a Euclidean distance metric. After this has been done for all points, we 
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recompute the cluster centroids and repeat the process again. This is done 

until no more reassignments take place. 

3.7.3 Clustering Experiments 

The purpose of these experiments was to determine the efficacy of different 

methods of clustering speakers. We started out with the 16324 training to­

kens from the 325 speakers. Each token was represented by a 40-dimensional 

vector which was the spectral average of the middle-third. Linear discrimi­

nant analysis was done as before to reduce the number of dimensions to 7. 

Then the representative vector for each speaker was computed using the four 

methods outlined in Section 3.7.l. We used both K-means and hierarchi­

cal clustering thus yielding 8 different methods of clustering. There really 

is no way of deciding which method of clustering is reasonable. It is our 

belief, however, that if one were to divide the speakers in the world into two 

clusters, one cluster would be predominantly male and the other would be 

predominantly female. Using this as our yardstick, we decided to cluster the 

speakers into two groups using various methods and observe how closely the 

clustering corresponds to the gender of the speakers. We show in Table 3.4, 

contingency tables indicating what percentage of the total speakers were in 

each cluster and respectively male and female. 

It would be meaningful to measure the correlation between which group a 

speaker lies in, and his or her gender. In other words, how much information 

is provided by the speaker's group about the gender. This can easily be cast 

in information-theoretic terms and we can measure the mutual information 

between the two methods of clustering (supervised into gender groups and 

unsupervised into the two classes.) 

It might help at this point to provide some background on entropy and 

mutual information [6]. Suppose we have a random variable X. The entropy 
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K-means Hierarchical Clustering 
Cluster 1 Cluster 2 Cluster 1 Cluster 2 

[ Males 39.7 25.8 
[Females 14.5 20.0 

Rep. Vector 1 [Males 60.9 4.6 
[Females 33.8 0.7 

Cluster 1 Cluster 2 Cluster 1 Cluster 2 
[ Males 57.8 7.7 
[Females 8.5 26.0 

Rep. Vector 2 [Males 52.9 12.6 
[Females 30.8 3.7 

Cluster 1 Cluster 2 Cluster 1 Cluster 2 
[ Males 47.3 18.2 
[Females 9.3 25.2 

Rep. Vector 3 [ Males 41.4 24.1 
[ Females 27.2 7.3 

Cluster 1 Cluster 2 Cluster 1 Cluster 2 
[ Males 41.4 24.1 
[ Females 14.1 20.4 

Rep. Vector 4 [ Males 44.7 20.8 
[Females 24.0 10.5 

Table 3.4: Clustering of speakers into two groups by different algorithms 
using different representative vectors. Dimensionality reduction is done by 
linear discriminant analysis. 
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of the random variable is defined as 

H(X) = - L,Px(x)log(Px(x)) (3.6) 
x 

This entropy is a measure of the average uncertainty in X. We can also 

define the conditional entropy of X after observing another random variable 

Y. Thus 

H(XIY) = - L, Pxv(x, y)log(Px1v(xly)) (3.7) 
xy 

In the above equations, Px(x) is the probability distribution of X, Px1v(xly) 

is the conditional probability distribution of X given Y and Pxv(x, y) is the 

joint probability of X and Y. H(XIY) is thus the average uncertainty in 

X after observing Y. The mutual information J(X; Y) between X and Y is 

defined as the average reduction of uncertainty in X after observing Y. It 

follows: 

J(X; Y) = H(X) - H(XIY) (3.8) 

In our problem, we can imagine drawing a speaker out of the population 

and defining the random variable X to be 0 if the speaker is female and 

1 if the speaker is male. We define the random variable Y to be 0 if the 

speaker belongs to Cluster 1 using the clustering scheme shown and 1 if 

the speaker belongs to Cluster 2 using the same clustering scheme. The 

mutual information between the two variables would be high if there was 

a close correlation. If the two variables were completely independent, then 

the mutual information would be 0. We estimate the distributions from our 

tables and Table 3.5 shows the mutual information in each of the cases. 

We also looked into an alternative representation for clustering. We re­

duced our 40-dimensional space using principal components analysis as de­

scribed previously. We then took the first twenty principal components so 
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K-means Hier. Cluster. 
0.023 Rep. Vector 1 0.009 
0.300 Rep. Vector 2 0.009 
0.139 Rep. Vector 3 0.019 
0.032 Rep. Vector 4 0.000 

Table 3.5: Mutual Information between unsupervised clusters and gender. 
Dimensionality is reduced using linear discriminant analysis. 

that now each vowel token was represented by a 20-dimensional vector. We 

repeated the same experiments as before. Table 3.6 shows the correlation of 

gender with speaker grouping for the various cases and Table 3. 7 shows the 

the mutual information for the clusters formed in these cases. 

It is worthwhile to note that there is a strong similarity in the trends 

observed in the two cases. For some reason which is not clear, the K-means 

method yields clusters which are better correlated to gender than the hier­

archical clustering method. This is observed regardless of the method used 

to obtain the representative vector for each speaker. Furthermore, for a K­

means clustering scheme, using Representative Vector 1, (i.e averaging all 

tokens without regard to class for each speaker) seems to do the worst in 

clustering speakers into gender classes. This is not surprising as this repre­

sentative vector is highly dependent on the number of tokens belonging to 

each class produced by the speaker and this is not the same from speaker to 

speaker. When we take the average of front vowels only, i.e, Representative 

Vector 2, we get the best separation. Finally, taking the first 20 principal 

components we get better separation than using the linear discriminant func­

tion representation as evidenced by correspondingly higher mutual informa­

tion values. We have plotted in Figure 3.9 a scatterplot of how the different 
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K-means Hierarchical Clustering 
Cluster 1 Cluster 2 Cluster 1 Cluster 2 

[Males 23.4 42.1 
[Females 25.9 8.6 

Rep. Vector 1 [Males 21.0 44.5 
[Females 22.5 12.0 

Cluster 1 Cluster 2 Cluster 1 Cluster 2 
[Males 59.3 6.2 Rep. Vector 2 [Males 38.0 27.5 
l Females 6.7 27.8 [Females 30.8 3.7 

Cluster 1 Cluster 2 Cluster 1 Cluster 2 
[Males 16.7 48.8 
[Females 25.6 8.9 

Rep. Vector 3 [Males 62.3 3.2 
[Females 33.6 0.9 

Cluster 1 Cluster 2 Cluster 1 Cluster 2 
[Males 44.8 20.7 
[Females 8.9 25.6 

Rep. Vector 4 [Males 30.0 35.5 
[Females 8.3 26.2 

Table 3.6: Clustering of speakers using different algorithms and different rep­
resentative vectors. Dimensionality reduction is done using principal compo­
nents analysis. 

K-means Hier. Cluster. 
0.105 Rep. Vector 1 0.073 
0.384 Rep. Vector 2 0.083 
0.162 Rep. Vector 3 0.000 
0.122 Rep. Vector 4 0.034 

Table 3.7: Mutual Information between unsupervised clusters and gender. 
The dimensionality is reduced using principal components analysis. 
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Figure 3.9: Distributions of the speakers in the space spanned by the 3rd 
and 4th dimension of the speaker's representative vector. 

speakers are distributed in the space spanned by Representative Vector 2 

using a principal components representation for the individual vowel tokens. 

The separation of the speakers into gender classes is best seen in the third 

and fourth dimension. Also plotted are confidence ellipses for the two clusters 

obtained using K-means. Each ellipse includes 95% of the speakers belong­

ing to each cluster. It can be seen that by and large, the males are included 

in one cluster and the females are included in the other. 
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3.7.4 Variation of Performance of the Different Recog­

nition Paradigms with Number of Speaker Groups 

(N) 

We have thus far only addressed the issue of the methods used to cluster 

speakers. The other question we have not resolved yet is how many clusters 

we should have, i.e., what is the value of Nin our mathematical formulation. 

Again there isn't a single obvious way to decide what the optimal N is. A 

better question to ask may be how the different paradigms compare with 

each other with changing values of N both on a relative (i.e., in terms of 

which paradigm is the best and which is the worst) and an absolute scale 

(i.e., what actual percentage accuracy is achieved by each). 

The first set of experiments we conducted towards this end is as follows. 

Our training set was still the same 16324 tokens and we reduced the space 

using linear discriminant analysis as usual. We divided the speakers into N 

groups using K-means and using Representative Vector 1 for each speaker. 

Recall that this was the most basic clustering scheme and actually gave 

poorest separation into gender classes for K = 2. We estimated speaker­

group-specific distributions, p(xlwi, Si) and assumed these were Gaussian 

with diagonal covariance matrices. Paradigms 1, 2, 3, and 4 were imple­

mented as usual and shown in Figure 3.10 are their classification accuracies 

for N = 2, 4, 8, 16, and 32. 

Paradigms 2, 3, and 4, true to previous results, do not show any sig­

nificant difference in performance with respect to each other. All of them 

however perform significantly better than Paradigm 1 for 4 and 8 clusters. 

Interestingly, Paradigm 1 gradually increases in performance with increase in 

the number of clusters, while the other paradigms show a distinct peak with 

optimal performance around 8 clusters. It is our belief that as the number of 
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Figure 3.10: Variation of recognition accuracy with number of clusters at full 
training size. The clusters are obtained by K-means using Representative 
Vector 1 for each speaker. The data was reduced using linear discriminant 
analysis. 
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clusters becomes very large, the estimates of the cluster-specific parameters 

become poor due to sparse data problems. Consequently, forcing these clus­

ter constraints actually yield diminished performance. In Paradigm 1, there 

is no forcing of such cluster constraints, and hence there is no decrease in 

performance. In the other paradigms, however, such a decrease is observed 

at large values of N. Furthermore, we suspect that N = 8 is optimal only for 

this training set. If the training set were to increase in size, presumably it 

would take much larger values of N for the poor estimation problem to start 

manifesting itself. If it were to decrease in size, the reverse would be true. 

To investigate this issue, we conducted an experiment on the same task, this 

time using the training tokens from only 248 speakers instead. 

The data was again reduced by using linear discriminant analysis and the 

recognition was done for the same number of clusters as before. Figure 3.11 

shows the difference in performance between the paradigms for this reduced 

data set. There are two observations to be made here. First, for the same 

number of clusters, using all the training data gives higher performance. This 

is not surprising, since more training data gives better estimation of cluster­

specific parameters. Secondly, and more interestingly, with less training data, 

the peak for Paradigms 2, 3, and 4 has shifted back to around N = 4. This 

seems to indicate that with less training data, reasonable estimates of cluster­

specific parameters occurs for lower values of N. Thus the values of N for 

which it is profitable to impose the speaker constraint have decreased. So 

while the drop had started only after N = 8 in the earlier experiment, here 

the drop starts after N = 4. 

These findings are generally indicative of the trade-off between the need 

for a sufficient number of clusters and the availability of training data. The 

above experiments suggest that as N increases, the speaker variability is 

better captured. Hence the speaker constraining paradigms work better, and 
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Figure 3.11: Variation of recognition accuracy with number of clusters at 75% 
training size. The clusters are obtained by K-means using Representative 
Vector 1 for each speaker. 
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their recognition performance increases. However, as N increases, there are 

also fewer speakers per cluster and therefore poorer estimation of cluster­

trained parameters. After a point, this phenomenon catches up and we start 

to observe a decrease in performance. Where the peak in performance occurs 

depends upon the total amount of training data used. 

In our second set of experiments, the only thing we changed was the 

method we used to obtain our speaker clusters. Instead of using the most 

intuitive albeit the worst possible method, (i.e., using the mean of all vowel 

tokens as a representative vector and linear discriminant analysis for data 

reduction), we now used the best possible method (i.e. using the mean of 

only the front vowel tokens as a representative vector with each vowel token 

represented by its first 20 principal components). Figures 3.12-14 show how 

this method works using all the training data, then only 248 speakers out of 

the 325, and then finally 125 out of the 325 speakers. The trends observed 

are the same. For full training set size, speaker constraining paradigms show 

a peak at N = 4 with the speaker constraining paradigms performing signif­

icantly better than Paradigm 1 at N = 2, 4, 8. 

When we use only 248 speakers, this peak is somewhat flattened out and 

the difference between the cases with 2 and 4 clusters is only very slight. 

Finally, when we use only 125 speakers, we find that this fall in performance 

is very dramatic, and the performance of speaker constraining paradigms de­

creases consistently from the N = 2 case with disastrous performance at high 

values of N. For this situation, there is no difference between Paradigms 1, 

2, 3, and 4 for low values of N. At high values, Paradigm 1 does significantly 

better. 

77 



~ 0 

>: 
0 cu ...... 
:::J 

8 cu 
c: 
0 

'+=' ·2 
C> 

8 
a> a: 

M co 

C\I co 

0 
co 

..... 

Paradigm 1 
Paradigm 2 
Paradigm 3 
Paradigm 4 

J·~-~l: 

' 
...... 

...... 4- ... :..:~ +-- - - - - - - - - - --+ ·----
..-· • --------------.. 

5 10 15 20 25 30 

No. of Clusters 

Figure 3.12: Variation of recognition accuracy with number of clusters at full 
training set size. Clusters are obtained using K-means and Representative 
Vector 2 in principal components' space. 

78 



~ 0 

~ 
0 
~ 
::J 

8 
ClS 
c: 
0 

+::< 
·2 
C> 
0 
0 
Q) 

a: 

C\.I 
co 

,_ 
co 

0 
co 

at--+, 
. ' ... ' ....... ' .... ', 

Paradigm1 
Paradigm 2 
Paradigm 3 
Paradigm 4 

....... ....... __ _ 
'- ..... , ~ ---------· 

........ ....... _ 

•
l'r.n • ..., __ .. __ -------- ~ ----• •• • 

5 10 15 20 25 30 

No. of Clusters 

Figure 3.13: Variation of recognition accuracy with number of clusters with 
248 speakers. Clusters are obtained using K-means and Representative Vec­
tor 2 in principal components' space 

79 



~ 0 

~ 
u cu .... 
:::::J 
u 
u 
cu 
c: 
0 
+= ·c: 
C> 

8 
Q) 
a: 

C\J 
<.O 

0 
<.O 

co 
LO 

Paradigm 1 
Paradigm 2 
Paradigm 3 
Paradigm 4 

1·9·~::.,,' • • 

5 

'~, .............. ', ........ ......_____ .......... ....---------------+ 
............. ._ 

---------------------. 
10 15 20 25 30 

No. of Clusters 

Figure 3.14: Variation of recognition accuracy with number of clusters with 
125 speakers. Clusters are obtained using K-means and Representative Vec­
tor 2 in principal components' space. 

80 



3.7.5 Summary 

In this set of experiments we investigated unsupervised techniques to group 

our training speakers into representative clusters. Furthermore, we exam­

ined the influence of N, i.e., the number of such clusters on the relative 

performance of Paradigms 1 through 4. The major conclusions are iterated 

agam: 

• We investigated four methods of combining the different tokens pro­

duced by the test speaker. We found that representing each speaker by 

the average of his/her front vowels provided best separation into male 

and female groups. 

• In similar vein, we found that representing each speaker's tokens by 

the first 20 principal components was superior to representing each 

speaker's tokens by the 7 discriminant functions. Furthermore, K­

means yielded better clusters than hierarchical clustering. 

• On varying N, we found that Paradigm 1 showed steady improvement 

in performance. However, the other paradigms yielded optimal perfor­

mance for some values of N and lower performances for very small or 

very large N. The optimal value of N depended upon the amount of 

training data used and the nature of the feature vector. 

3.8 Experiment Set C: Other Related Ex­

periments 

In the above set of experiments we dealt with issues of training size, forming 

speaker groups and different representations. In this section, we explore the 

issues of computational complexity and the kind of classifier we use. 
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3.8.1 Computational Complexity 

In the training phase, there is no difference between the paradigms. For each 

case, one simply has to estimate the parameters for the various density models 

involved. In the test phase, for all paradigms, the probabilities p(xlSi, wi) 

have to be computed. However the way in which these terms are manipulated 

is different. Moreover, the search for the optimal solution is different for 

the different cases. We will provide a brief theoretical analysis of the four 

paradigms. In particular, we will estimate the number of multiplies, adds 

and density computations3 to calculate the score of each point in our search 

space. We will also indicate the total complexity of the search process. 

• Paradigm 1: 

Number of Multiplies: Ln + (N - l)nL 

Number of Additions: (N - l)nL 

Number of Density Computations: N Ln 

Search: There are L searches of 0( n) each. 

• Paradigm 2: Here we perform a joint optimization and the number 

of multiplies, additions and the search complexity are all O(nL). How­

ever, in our implementation, we used a dynamic programming approach 

based on the A* search [27]. The computational complexity was con­

siderably reduced, but difficult to analyze in the same framework as the 

other paradigms. Consequently, we have not included an analysis of this 

paradigm in this thesis. Since the implementation of Paradigm 2 was 

done in C, an unbiased empirical comparison could not be done. We 

suspect, however, that this is the most expensive recognition paradigm. 

3 These are the computations involved in computing p(ilS;, Wj ). 

82 



• Paradigm 3: 

Number of Multiplies: nLN + LN 

Number of Additions: 0 

Number of Density Computations: N Ln 

Search: There are NL searches of O(n) each, and 1 search of O(N). 

• Paradigm 4: 

Number of Multiplies: Ln + (N - l)nL + nLN + LN 

Number of Additions: (N - l)nL + (n - l)LN 

Number of Density Computations: N Ln 

Search: There are L searches of 0( n) each. 

To empirically compare the different paradigms, we decided to measure 

the time taken to run the classification paradigms on the entire test set. 

For this purpose, we used the same training set of 16324 tokens, reducing 

dimensions using linear discriminant analysis, and the same test set as before. 

Clustering of speakers into 2, 4, 8, 16 and 32 clusters was done. In each case 

the total elapsed time for each paradigm to classify every token was measured 

and has been plotted in Figure 3.15. Paradigms 1, 3, and 4 were implemented 

entirely in S-Plus. In the case of Paradigm 2, however, the A* search was 

written in C and was invoked from S-Plus. 

From the figure, the time taken increases with increase in the value of N 

for each paradigm. This is ·not surprising, since the number of density com­

putations and multiplies increases with N in each paradigm. Also, Paradigm 

3, whose search depends more strongly on N than any other paradigm, seems 

to have a greater rise with N than the other paradigms. Notice here that 

Paradigm 2 which may actually be the most expensive computationally, is 

made much quicker using the A* search and the C-routines which run faster. 

Paradigm 1 is the fastest which is also in accordance with our theoretical 
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predictions. 

3.8.2 Classifier: Multilayer Perceptrons 

Finally our last set of experiments in this chapter investigates the use of a 

different kind of classifier, viz., the multi-layer-perceptron (MLP). In all our 

previous examples, we had used a Bayesian classifier with Gaussian densities 

and diagonal covariance matrices. On a few occasions we have used a full 

covariance matrix but that has been the limit of our variation. 

The particular MLP architecture for phonetic recognition has been de­

scribed by Leung [18]. The MLP is found to have several characteristics 

which are particularly advantageous for phonetic classification tasks. Firstly, 

it does not make assumptions about the underlying probability distribution 

of the input data. Secondly, the MLP utilizes the training of connection 

weights to form decision regions, instead of using specific distance metrics 

(such as the Euclidean or Itakura [11]) to measure similarity. Very often the 

choice of distance metric is crucial for robustness in performance and may 

also put constraints on the input representation of a classifier. For exam­

ple, discrimination by the Euclidean distance relies on differences in energy 

in the speech signal, and may be less suited for representations such as the 

synchronous response of SAM which has its energy information normalized. 

Thirdly, the MLP accepts both continuous inputs such as acoustic attributes 

and/or binary inputs like linguistic features. This allows us to integrate het­

erogeneous sources of information as an input representation. Finally, the 

MLP is capable of forming disjoint decision regions in the multi-dimensional 

input space for the same class without supervision. This may be especially 

suitable for modelling the various allophones of a phoneme or the different 

speaker realizations of the same phoneme. 

85 



1 No 

Output Layer 

weighted connections 

NH 
Hidden Layer 

weighted connections 

Input Layer 

Figure 3.16: Structure of Multi-layer Perceptron 

Network Structure 

The network used has one hidden layer, and is illustrated in Figure 3.16. 

The number of output units N0 depends on the number of classes to be rec­

ognized. The size of the network is determined by the number of units in 

the hidden layer, NH. The number of input units depends upon the dimen­

sionality of the input feature vector. It has been shown [8] [2] that training 

a neural network using a mean square error criterion gives network outputs 

that approximate posterior class probabilities. We want to see whether im­

posing speaker constraints will help in a neural network framework. For the 
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purpose of illustration, we picked Paradigm 1 and one speaker constraining 

paradigm viz. Paradigm 3 to compare against each other. 

Shown in Figure 3.17, is the method by which we can coerce a multi-layer 

perceptron to yield the right probability measures to be used for Paradigms 

1 and 3. Network A is trained only on male tokens and hence the output of 

the network gives p(Clx, S1) where speaker type S1 includes male speakers. 

The output of network B, which is trained on only female tokens, yields 

p(Clx, S2 ) where S2 includes female speakers. Networks A and B have 8 

output units corresponding to the 8 vowel classes. Network C has 2 output 

units corresponding to the speaker groups (speaker gender in our case). This 

yields as its output p(Sdx) for any test token. Each network has as many 

input nodes as there are dimensions in the input feature vector. Further, 

each network has 32 hidden nodes. 

Paradigm 1 

Recall Paradigm 1 was 

(3.9) 

This can be rewritten (with decomposition into speaker distributions) as 

(3.10) 

or, equivalently, 

(3.11) 

All the terms in the above equation are a-posteriori probabilities and can be 

obtained from the three network structures. 
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Network A 
Trained on Males p(C I X,Male) 

x 
Network B 
Trained on Females p(C I X,Female) 

Network C 
Trained on Males and 
Females to predict the r-- p(Gender IX) 
gender of each token. 

Figure 3.17: Arrangement of networks to implement Paradigms 1 and 3. The 
output of each network provides terms which can be suitably combined to 
obtain the optimizing expressions for the two paradigms. 
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Paradigm 3 

Recall Paradigm 3 was 

(3.12) 

or equivalently 

(3.13) 

This can be rewritten as 

(3.14) 

Further, 

(3.15) 

which is the same as, 

(3.16) 

Finally, 

(3.17) 
0 

In the above equation we again have only a-posteriori terms which can be 

obtained from our networks. These are manipulated to yield Paradigm 3 

which imposes a speaker constraint. 

Experiment 1 

In this experiment, we used all our 16324 training tokens, each represented 
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third of the vowel token. Thus the number of input nodes N1 was 40 and 

there were 8 output nodes corresponding to the 8 vowel classes. This was the 

structure of networks A and B. Network C had only 2 output nodes. Our 

results using Paradigm 1 was 57.38% and that using Paradigm 3 was 53.90%. 

This drop was disturbing. However, on closer investigation, we found that 

our gender network was not very sensitive. The dynamic range of the output 

a-posteriori probability was very poor and p(Silxj) always ranged from 0.48 

to 0.52 for each token, although the gender of each token was identified 

correctly 91.44% of the time. Note that the a-priori probabilities for males 

and females were 0.67 and 0.33, respectively. Therefore, the term P~~~~{) 

was very high for females, consistently biasing the maximiiation towards 

females and classifying every speaker on the basis of the female network. 

However, the female network having fewer training tokens was poorly trained 

and yielded only 53% accuracy. This was presumably the reason behind the 

poor performance of Paradigm 3. 

Experiment 2 

Nevertheless, we wanted to see if the whole idea of decomposing the over­

all population into speaker groups and imposing some kind of speaker con­

straints was meaningful in an MLP context, and so we abandoned our care­

fully constructed paradigms and resorted to a different method. We had two 

different networks trained on males and females and we had another network 

which merely predicted the gender of the speaker on the basis of his or her 

tokens. As we have seen above, although the shifts in the a-posteriori proba­

bilities are very slight, they are nevertheless in the right direction and we can 

predict the gender of each token 91 % of the time. We presented our gender 

network with all the tokens produced by the same speaker, and then on the 

basis of the gender predicted for each token, we classified the speaker as male 
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or female depending upon how many of the tokens were classified as each. 

This actually worked very well and of our 65 test speakers, we predicted the 

gender correctly in 64 cases. Depending upon the gender predicted, we ac­

cepted the output of either the male or the female network. This provided us 

with 60. 71 % accuracy in token classification. This was compared against a 

baseline where there was only one network trained on all the training tokens 

without distinguishing between male and female tokens. Our baseline was 

59.5% and the difference was significant at the 0.01 level using McNemar's 

test. 

The two experiments outlined above were not conclusive but they did 

provide an interesting dimension to the investigations of this thesis. Firstly, 

we found that a multilayer perceptron actually performed worse on our task 

than the Gaussian classifier. Admittedly, we did not experiment enough 

with the topology of the network or the number of training iterations to 

obtain peak performance. Furthermore, we also found that breaking our 

training speakers into groups and having separate networks trained on these, 

provided us with some gain in performance. This is in consonance with 

the ideas of this thesis. However the mathematical formulation can not be 

directly implemented using an MLP and considerable manipulation is needed 

to coerce the appropriate terms to perform the optimization. We found that 

our mathematical formulation was not very effective in this case due to the 

dynamic range problem described earlier. 

3.8.3 Summary 

This set of experiments investigated the issues of computational complexity 

and the kind of classifier used. The broad conclusions are reiterated: 
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• We provided a theoretical analysis of the four paradigms of recogni­

tion. We found that Paradigm 1 was computationally least expensive 

and Paradigm 2 was the most expensive. However the complexity of 

Paradigm 2 can be reduced by a dynamic programming approach, thus 

making a fair comparison impossible. We validated our theoretical pre­

dictions with an empirical comparison. 

• We showed how a multi-layer perceptron could be used to coerce a­

posteriori probabilities which could then be combined to perform recog­

nition using Paradigms 1 and 3. However, we found a decrease in per­

formance in going from Paradigm 1 to 3 and provided an explanation 

for the mechanism behind this. Altering our scheme slightly, we could, 

however, still impose speaker constraints using an MLP framework, 

resulting in improvement in performance. 

3.9 Chapter Summary 

This chapter investigated in detail, several factors related to the perfor­

mance of our speaker-constraining paradigms (2,3 and 4) against a baseline 

(Paradigm 1) on a task of vowel classification. Various relevant issues are 

raised in Section 3.1 and investigated experimentally in Sections 3.6 through 

3.8. In the next chapter we expand to a larger task and in the final chapter 

we reiterate the important results of this thesis. 
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Chapter 4 

Phonetic Classification on a 

Task of All Phonemes 

4.1 Motivation 

So far we have developed several systematic techniques by which to enforce 

speaker constraints in phonetic classification. We have looked at several fac­

tors which might affect the relative success or failure of these schemes. The 

previous chapter concerned itself with a detailed experimental analysis of all 

these factors on a task of vowel classification. The next obvious extension is 

to look at a larger task. So we decided to compare our different paradigms 

of classification on a task of classifying all 39 phonemes of American English. 

Rather than repeat all the experiments of Chapter 3 on this larger task, we 

have decided to choose a particular set of model assumptions, token repre­

sentations and speaker-group selection to validate our claim that imposing 

speaker constraints in phonetic classification leads to superior performance. 

By the nature of their acoustic production, it seems intuitively clear that 

different sounds produced by the same speaker should be correlated. We 

already know that for vowels, speaker constraints result in superior classifi-
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Vowels: (" y y w ) 1,1,e,£,Z,a,::>,A,U,U, Q ,::> ,a ,Q,3" 

Semivowels: ( l,w,y,r) 
Nasals: ( m,n,IJ) 
Fricatives: ( s,s,z,z,f,0,v, l'S ) 
Stops: ( p,b,t,d,k,g ) 
Others: ( c,J',h ) 

Table 4.1: Phonemes of American English. 

cation accuracy. It is our intent to observe the extent to which this superior 

performance is affected by addition of other sound classes. Furthermore, 

we would like to observe the break-up of the total improvement in terms of 

improvement for different broad phonetic classes. 

In the next section we will describe the experiment we performed which 

will be followed by a brief description of the results. 

4.2 Experimental Set-Up 

4.2.1 Task 

The task was to classify the 39 phonemes of American English. These are 

grouped in terms of broad sound classes in Table 4.1 

4.2.2 Corpus 

The corpus used was TIMIT which has been used in all our experiments in 

this thesis. For reasons of consistency, the training set consists of the same 

325 speakers used in the experiments of Chapter 3. Our test set consisted of 

the same 65 speakers as before. We used tokens excised from the SX and SI 

sentences of the corpus resulting in about 66,000 training tokens and 13,000 
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Number of Speakers (M/F) Number of Tokens 
Training 325 (213/112) 66042 

Test 65 (52/13) 13634 

Table 4.2: Corpus used for experiments. 

test tokens in all. A summary of the database is provided in Table 4.2. 

4.2.3 Signal Processing 

The speech signal is sampled at 16 kHz and a spectral vector is computed 

every 5 ms. Each frame produces a 40 dimensional spectral vector which is 

the output of an auditory model developed by Seneff [24]. This is exactly 

the same representation for speech as used earlier. For each each token, we 

obtained the spectral averages of the first, middle and last third of the token. 

These vectors were then concatenated to yield a 120 dimensional vector. This 

space was rotated using principal components analysis and reduced to 30 

dimensions for the experiment which is reported here. We later adjusted the 

number of dimensions very slightly to improve our absolute performance. 

4.2.4 Model Assumptions 

Clearly for this experiment, n, the number of classes is equal to 39. We 

divided the population of training speakers into two supervised groups: Male 

and Female and so N = 2. Each speaker uttered approximately 200 tokens 

and so L ,..., 200. Furthermore we assume our distributions are Gaussian with 

a diagonal covariance matrix. 
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Sound Class Improvement (%) No. of test tokens 
Vowels 1.06 5021 

Semivowels 1.10 1820 
Nasals 0.98 1522 

Fricatives 2.65 2606 
Stops 0.74 2287 

Others 0.00 378 

Table 4.3: Improvements in percentage accuracy for different sound classes 
between Paradigm 1 and Paradigm 3. 

4.3 Results and Discussion 

For the task mentioned above we trained our models on the full training set 

using the conditions described in Section 4.2. We then performed classifica­

tion of the test tokens using Paradigms 1 through 4. Paradigm 1 performed 

at 50.06% accuracy and Paradigms 2, 3 and 4 all yielded identical results 

at 51.33% classification accuracy. This difference was significant using Mc­

Nemar's Test at the 0.001 level. As a matter of fact, p is of the order of 

10-6
• This is encouraging because it means that our speaker constraining 

models continue to outperform the baseline even for this larger task. It is 

also worthwhile to observe that Paradigms 2, 3 and 4 yield identical results. 

We suspect that this is due to our choice of N = 2 and very large value of 

L "" 200. Recall from Chapter 3 that as L increases, the speaker constrain­

ing paradigms start becoming more and more similar. Intuitively we see that 

Paradigms 2, 3 and 4 converge to the same performance in the asymptotic 

case of infinite tokens to optimize over for the joint assignment. 

The overall improvement is 1.27%. The improvement for the different 

sound classes (obtained by decomposing the overall confusion matrix) is 

shown in the Table 4.3. 

96 



This experiment confirms the fact that speaker constraints help for all 

phonetic classes. However, due to simplistic representations and poor model 

assumptions, our absolute performance is rather low. We changed our model 

assumptions to full covariance Gaussian distributions and used 35 princi­

pal components instead of 30 and this resulted in a baseline performance 

(Paradigm 1) of 55.05% and 56.21 % for the other paradigms. It has been ob­

served that hair-cell representations are not very Gaussian. Using a different 

representation would presumably bolster performance even more, as others 

have found empirically [9]. 
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Chapter 5 

Conclusions 

In speech recognition one tries to find an optimal mapping from the acous­

tic to the lexical domain. In this thesis we have tried to explicitly model 

two features into this mapping process. Firstly we have tried to incorporate 

speaker-specific models to try and capture the inter-speaker variability. Sec­

ondly and more importantly, we have argued that different sounds produced 

by the same speaker are correlated and hence the acoustic-to-lexical mapping 

should be done jointly (rather than individually) for all sounds produced by 

the same test speaker. This is equivalent to applying speaker constraints in 

classification. 

5.1 Results of This Thesis 

We have developed several systematic techniques of classification which im­

pose speaker constraints. The baseline (Paradigm 1) incorporates speaker 

variability but applies no speaker constraints at all. Paradigms 2, 3, and 

4 impose speaker constraints in slightly different ways. We compared these 

paradigms on a task of vowel classification and our broad conclusions are 

reiterated here: 
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5.1.1 Supervised Clustering of Speakers Into Groups 

on the Basis of Gender 

When N = 2 and the two speaker groups are males and females, we are in 

effect imposing gender-constraints. We observe: 

• Paradigms 2, 3, and 4 (i.e. speaker constraining paradigms) outper­

form Paradigm 1 given sufficient training data. This difference in per­

formance is significant. 

• Paradigms 2,3 and 4 do not differ significantly in performance from one 

other. 

• The above result holds true for various representations for the vowel 

tokens. 

• As L, the number of tokens used for optimization, increases, the dif­

ference between the speaker constraining paradigms and the baseline 

increases too. For L = 1 (equivalent to independence assumption be­

tween test tokens) the difference is insignificant. 

• We experimented with a classifier based on multi-layer-perceptrons and 

found that with a little bit of modification, the speaker constraining 

paradigms again yielded significantly higher classification accuracy. 

• We expanded our task to classification of 39 phonemes of American En­

glish and found significant improvement over the baseline on applying 

speaker constraints. 

5.1.2 Unsupervised Clustering of Speakers Into Groups· 

We looked at several different ways to cluster our speakers into speaker 

groups. We found 
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• The success of speaker constraining paradigms depended upon how we 

clustered our speakers into speaker groups. 

• The performance of speaker constraining paradigms showed a distinct 

peak with the number of clusters, N. The value of N at which the 

peak occurs was observed to be a function of the amount of training 

data used. 

• We compared the computational complexity (measured as total run 

time for classification) for each of the paradigms and found Paradigm 

1 to be the fastest and Paradigm 3 to be the most expensive. Paradigm 

2 was implemented in C and so a fair comparison could not be made 

with the other paradigms. 

The above seems to suggest that different sounds produced by the same 

speaker are indeed correlated and exploiting these correlations in phonetic 

classification leads to potential improvement in classification accuracy. 

5.2 Limitations and Future Work 

Finally, we will conclude with some of the limitations of this work. We will 

also provide suggestions for further improvement to overcome those limita­

tions and expand the scope of this thesis. Wherever appropriate, we have 

also included comparisons to other work done in similar areas. 

5.2.1 Absolute Performance 

We have obtained improvements by applying speaker constraints and these 

are comparable to other similar schemes. For example, [20] implemented 

parallel male and female recognizers exactly like Paradigm 3 in our case and 

obtained similar improvements. However, our absolute performance is much 
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poorer. Further, (26] have done updating of models using MAP estimates 

much in the same fashion as our Paradigm 4. Again, although improvements 

are comparable, our absolute performance is worse. Finally, our overall clas­

sification accuracy for vowels and for all phonemes is lower than the best 

results obtained by (19] and [18]. This could be due to several reasons: 

• Representation: All our representations were based on the spectral vec­

tors computed from Seneff's Auditory Model. These have been found 

to be sometimes markedly non-Gaussian in distribution [9]. Since we 

largely used Gaussian models, this might have reduced performance. 

Furthermore, in some cases, as in our vowel experiments, we made 

measurements only on the middle-third of our tokens which might well 

have been insufficient. On the issue of representation, it is also note­

worthy that we want to extract features which maximally characterize 

speaker and phonetic identity. Further work can be done on the kinds 

of features which do this best. Features for extracting phonetic identity 

alone have been investigated by [19]. 

• Context: Our task consisted of phonemes in varying contexts. However, 

we had no context modelling at all in our system. This would surely 

have reduced recognition performance. For example, [26] dealt with 

isolated alphabets where context had less influence, and their absolute 

performance was superior to ours. Some more work could be done 

to incorporate context models in our theoretical framework. This can 

easily be done but might involve considerable computational expense 

in implementation. 

• Classifier: We used simple Gaussian classifiers. This, coupled with the 

non-Gaussian nature of the measurements we made might have hurt 

us. 
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5.2.2 Expansion to Isolated Word and Continuous 

Speech Recognition 

Our mathematical formulation was general so that the pattern classes Wi need 

not necessarily refer to phonemes. It was only in the empirical comparisons 

that we used vowels first and later phonemes of American English. Consid­

erable work could be done in expanding the ideas of this thesis to isolated 

work or continuous speech recognition. There are several ways in which this 

could be done. For example, for isolated word recognition, we might redefine 

the w/s to refer to individual words. In that case, since different words have 

different temporal structures, we might have problems in til]le-normalizing 

them and obtaining a vector x of the same dimension for each word. Simple 

averaging, as in the case of phonemes, might prove to be insufficient. Alter­

natively, we might decide to drive a word-recognition system with a phonetic 

recognizer and a suitable framework for this will have to be devised. Similar 

issues will be involved in continuous speech recognition. Finally, some the­

oretical work could be done to relax the probabilistic interpretation of our 

paradigms of recognition and to extend the same idea to other score-based 

schemes of recognition. This will add a lot of flexibility to the theoretical 

framework. We have experimented with this idea when trying to change our 

classifier to a multi-layer perceptron but much more work could be done. 

5.3 Summary 

In this chapter, we have reiterated the core idea of this thesis viz. that differ­

ent sounds produced by the same speaker are correlated and exploiting this 

correlation could lead to potential improvement in speech recognition. We 

have developed systematic ways of doing this and our findings are summa­

rized here. We have also discussed some shortcomings and suggested further 
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