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## ABSTRACT

The first part of this thesis considers the complexity of Boolean functions. The main complexity measures used are the number of gates in combinational networks and the size of Boolean formulas. The case of monotone realizations, using only the operations of AND and OR, of monotone functions is emphasized.

For a particular class of monotone functions, the quadratic functions, the worst-case values for the monotone circuit complexity is shown to be proportional to $n^{2} / \log n$. The number of $n$-gates necessary to compute any quadrastic function is also analyzed.

A technique for deriving bounds on monotone circuit size of threshold functions is applied to the "majority" function (threshold $n / 2$ ) to establish a lower bound on its monotone circuit complexity of $3 n-0(1)$. For the function "threshold 2", previously known lower bounds on the number of v-gates required are extended in the case of a circuit which has a minimal number of 1 -gates.

As a result, it follows that no monotone circuit for "threshold 2" can simultaneously have both a minimal number of $n$-gates and a minimal number of $v$-gates.

The complexity of combinations of functions on disjoint sets of variables is studied, and a gap between the formula and circuit size of a particular function is given.

Finally, we study the effect of allowing negation in a formula for monotonic functions. Examples are given both of functions in which using negations allows more succinct expressions, and functions in which it does not.

The second part of the thesis describes an algorithm for computing shortest paths in a graph. These results show that an algorithm originally proposed by Spira for this problem can have slow running time. The lacuna in his algorithm is repaired, and it is shown to have $O\left(n^{2}(\log n)^{2}\right)$ average running time over wide classes of graphs as Spira originally claimed. As a special case, a transitive closure algorithm with $O\left(n^{2} \log n\right)$ average time is also described.
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## CHAPTER 1

## Introduction

This thesis consists of two parts, each devoted to a different area in the theory of computation. It is primarily devoted to a study of the complexity of Boolean functions, with an emphasis on monotone Boolean functions. A secondary objective is the analysis of algorithms which compute the shortest distances between all points in a graph and which compute the transitive closure of a Boolean matrix.

In general, computational complexity theory asks questions about the computational resources required to solve a problem or compute a function. Traditional complexity theory has been primarily concerned with the difficulty of computing recursive functions on various models of machines such as Turing Machines or Random Access Machines; measures such as time or space on these machines are considered. Finite functions (i.e, those with finite domain), since they are computable by finite state machines, are inherently "easy" according to these definitions since they require only enough time and space to read the input and print the output. Several models of computing machines for finite functions have been proposed over the past years, and these have been studied as a means for defining the complexity of finite functions. Some of these, such as circuit complexity, receive their motivation from computer technol-
ogy, while others such as formula size are more mathematical in origin. In the work which has been done so far, these models are seen to have a rich mathematical structure which is only now beginning to be understood to any extent. The bulk of the research contained in this thesis is a study of several problems in this area of finite computation.

We restrict ourselves to the Boolean case in which the finite domain and range are vector spaces over the set $\{0,1\}$. The original work in this area was directed towards finding asymptotic results about the worst-case complexity of all Boolean functions on $n$ variables. Work of Shannon [1949]; Lupanov [1958,1962], and others [Krichevskii 1961] established that "most" Boolean functions on $n$ variables have minimal formulas of size asymptotic with $2^{n} / \log n$, ${ }^{\boldsymbol{n}}$ and minimal circuits of size asymptotic with $2^{n} / n$. During the 1950's attention was focused more on individual "practical" problems, and on finding optimal or near-optimal canonical formulas and circuits for a function with a given input-output specification. Work of Quine [1952,1955] and others [McCluskey 1956, Karnaugh 1953] explored methods for finding efficient ways of computing or expressing a specific function.

Recent research has been directed primarily at finding exact values for the complexity of individual functions in different models of complexity. As an adjunct to this pursuit, other more

[^0]-11-
basic questions such as the relationship between complexity in different models have been studied. This search for optimal circuits and formulas is only indirectly motivated from an engineering point of view ${ }^{\dagger}$, but is relevant to complexity theory.

Several authors [Pippenger and Fischer 1977, Schnorr 1976d] have demonstrated a connection between the Turing Machine complexity of a function and the circuit complexity of finite restrictions of that function. These results essentially show that a function is easy to compute with respect to oracle. Turing Machine time if and only if it has a small circuit on each set of finite length inputs. This work relates to recent studies of non-deterministic polynomial time (NP) and to the NP-complete problems of Cook [1971] and Karp [1972] because it implies that if $P=N P$, then the finite restriction of any problem in NP has a polynomial-sized circuit. While this latter question is obviousily still open, this observation has given impetus to many researchers to explore the possibility of proving large lower bounds on the complexity of specific Boolean functions.

[^1]-12-
The results obtained thus far have not been very encouraging in pursuit of this goal. The lower bounds obtained may be divided into two types. Diagonal-type arguments can obtain exponential lower bounds on the complexity of specific functions. For example, Stockmeyer [1974] and Meyer have shown that, since there are functions which are recognizable on a deterministic. Turing Machine in space $2^{n}$ whose restrictions to inputs of fixed length have exponential circuit complexity, one can get a lower bound of $c^{n}$ on any circuit which computes a restriction of certain logical languages. Thus far, results of this sort have been limited to Boolean functions which are binary codings of problems which are provably difficult to compute on a Turing Machine; the functions involved have not arisen as Boolean functions in their own right. Moreover, since the NP-complete problems are not yet provably difficult for a Turing Machine, these techniques do not apply to them.

Direct arguments for particular functions have not yielded much in the way of lower beunds. For single-output functions, no lower bounds on circuit complexity larger than linear in the number of inputs have yet been proven.

The order of these bounds has not been improved even when the allowable gates in the circuit are highly restricted. For the complete basis of all binary Boolean operations, the largest of these lower bounds is $2.5 n$ recently discovered by Paul [1977]
and Stockmeyer [1977]. ${ }^{\dagger}$ For restricted bases, the largest known lower bound is $7 n$ for particular functions [Redkin 1973]. Work contained in this thesis establishes lower bounds on the monotone circuit complexity of a particular threshold function which is equal to the largest lower bound achieved for this basis (namely $3 n$ ).

For multi-output functions, larger lower bounds have been achieved on the circuit complexity in certain bases by exploiting the interplay between the functions computed by different outputs. For example, Paterson [1975] and Mehlhorn and Galil [1976], indepently extending earlier work of Pratt [1974], have shown that the monotone circuit complexity of the multiplication of two $n \times n$ matrices is $2 n^{3}-n^{2}$. ${ }^{\dagger+}$ Several other researchers have used different techniques to obtain lower bounds proportional to $n \log n$ on functions related to sorting problems [Lamagna and Savage 1974, Lamagna 1975].

We observe that in both cases the bounds obtained are far short of the exponential lower bounds theoretically possible for most functions.

+ Recently, Lipton and Tarjon [1977] exhibited larger bounds for planar circuits, and Schnorr [1978b] has announced a $3 n$ lower bound for arbitrary circuits.
+† Recently, these techniques have been extended to yield an $\Omega\left(n^{2} / \log ^{2} n\right)$ lower bound on the monotone circuit complexity of certain functions [Wegener 1978]

For formulas the results are also limited. If arbitrary connectives are allowed in the formula, the largest lower bounds are given by a general technique of NeCiporuk [1966] which he uses to establish lower bounds proportional to $n^{2} / \log n$ for a specific function. Harper and Savage use NeXiporuk's method to establish lower bounds on the complexity of the marriage problem [1972].

This technique is used later in this thesis to exhibit a monotone function for which negations don't allow a reduction in the formula size by more than a constant factor. Other lower bounds for formulas in which arbitrary binary connectives are allowed have been reported by several authors [Hansel 1964, Hodes and Specker 1968, Vilfan 1972, and Fischer, Meyer and Paterson 1975]. For more restricted sets of connectives, Khrapchenko [1971] established lower bounds on the $\{\wedge, v, \neg\}$ formula complexity for the parity function proportional to $n^{2}$, and this is the largest polynomial bound yet established for formula complexity.

The principal research contained in this thesis is the establishment of lower bounds on the complexity of specific Boolean functions, but includes more general work on asymptotic bounds on the complexity classes of Boolean functions and on the relationship between several complexity measures. In particular, we begin by studying the monotone circuit complexity of quadratic monotone Boolean functions. (Those for which each prime implicant is a
product of two distinct variables.) Using simple counting techniques we show that most quadratic functions require at least $\Omega\left(n^{2} / \log n\right)^{\dagger}$ gates to compute in any circuit. On the other hand, we show that a monotone circuit of size proportional to $n^{2} / \log n$ exists for every quadratic function. When counting individual types of gates in a monotone circuit, we show that $n-i$ n-gates suffice to compute any quadratic function, and exhibit a specific function for which $2 n / 3$ n-gates are necessary in any monotone circuit.

In chapter 4 we examine the question of whether it may be easier to compute combinations of several functions than to compute the individual functions and then combine them. Both monotone and general circuits and formulas are considered. As a corollary to the work reported there, we establish the existence of a function of polynomial complexity which has smaller circuit complexity than formula complexity -- in fact their ratio is proportional to $n / \log \log n$.

Chapter 5 contains an examination of the monotone circuit complexity of the threshold functions. Using techniques similar to Paul [1977], Stockmeyer [1977], and Schnorr [1974], we establish larger lower bounds on their complexity than previously known. These bourds are in some cases quite small in comparison with the best known upper bounds. In particular, for the function "thresholid $n / 2$ " of $n$ variables, we establish a lower bound of

[^2]$3 n-7$ gates necessary in any monotone circuit; ${ }^{\dagger}$ on the other hand, the smallest known circuit has a namber of gates proportional to $n(\log n)^{2}$. For the function "threshold 2" of $n$ variables, we present exact bounds on the number of 1 -gates and $v$-gates for any monotone circuit. These bounds were observed by F.F. Yao ${ }^{\dagger \dagger}$. We extend these bounds in the case of a circuit with the minimal number of n-gates for values of $n$ which are a power of 2 , and show that for these values of $n$ it is impossible to simultaneously achieve the minimum number of both types of gates. The latter result was again previously observed by F.F. Yao.

Finally, we study the effect of different bases on the formula complexity of monotone functions. In work done jointly with M. Paterson, we exhibit a function with monotone formula complexity proportional to $n^{2} / \log n$ for which any formula in an arbitrary basis can be no more than a constant factor smaller. On the other hand, in work done jointly with A. Meyer, we show that there are monotone Boolean functions for which the smallest monotone formula is larger by a factor of $\theta(n)$ than a formula for the function in the basis of all binary operators.

[^3]The final part of this thesis deals with the problems of determining the transitive closure of a Boolean matrix and determining the shortest distances between all points of a non-negatively weighted graph. P.M. Spira [1973] has published an algorithm to find the shortest distance matrix which he claims has an average running time (over a large class of weighted directed graphs) of $0\left(n^{2} \log ^{2} n\right)$. Research by A. Meyer, M.J. Fischer, and this author has demonstrated classes for which his algorithm has slow average running time. A revision of his algorithm does indeed have $O\left(n^{2} \log ^{2} n\right.$ ) average time, over even wider classes of graphs than Spira claimed. This result is presented in Chapter 7; it is also shown there that a further revision yields a simple $0\left(n^{2} \log n\right)$ average time algorithm to compute the Boolean transitive closure over a wide class of probability distributions on matrices.

We begin by presenting some introductory remarks on Boolean functions.

## CHAPTER 2

## Definitions and Preliminary Results

## Section A. Boolean Functions

An n-input, m-output Boolean function is a function with domain $\{0,1\}^{n}$ and range $\{0,1\}^{m}$. We will denote the set of all $n$-input, m-oltput Boolean functions by $B_{n, m^{*}}$. We will generally be interested in one-output Boolean functions and denote the set $B_{n, 1}$ of all such functions with $n$ inputs as $B_{n}$. If $f \in B_{n, m}$, we usually denote an arbitrary element of the domain of $f$ by $\vec{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, and refer to each $x_{i}$ for $1 \leq i \leq n$ as a variable of $f$. Some specific Boolean functions we will refer to are the unary function negation or NOT (denoted 7 ), and the binary functions disjunction or $\operatorname{OR}(v)$, conjunction or AND ( $\wedge$ or $\cdot$ ) ${ }^{\dagger}$ EXCLUSIVE OR or mod 2 sum $(\oplus)$, equivalence $(\equiv)$; and the constant functions $\underline{0}$ and 1 .

The sets of functions $B_{n, m}$ have been extensively studied from a mathematical point of view [Harrison 1965, MacLane and Birkhoff 1967]. We assume that the reader is familiar with elementary properties of these sets. We use notation which is standard and refer the reader to Harrison [1965] for elaboration and proofs of
$\dagger$
Frequently we will denote the conjunction of variables $x$ and $y$ by their concatenation $x y$.
results that we only state ${ }^{\dagger}$.
Boolean functions may be combined in standard fashion. In particular the composition of functions is defined as usual. If $f$ and $g$ are members of $B_{n}$ for some $n$, we define $f v g \varepsilon B_{n}$ by $(f \vee g)(\vec{x})=f(\vec{x}) \vee g(\vec{x})$ for any $\vec{X}_{\varepsilon}\{0,1\}^{n} \quad$ If a collection of functions ( $f_{i} \mid i \varepsilon I$ ) is each a member of $B_{n}$, the disjunction $V_{i \varepsilon I} f_{i} \varepsilon B_{n}$ is defined in the obvious fashion. The conjunction of functions is defined similarly. In addition, we may define, from the functions $f_{\varepsilon} B_{n_{1}}, m_{1}$. and $g \varepsilon B_{n_{2}, m_{2}}$, the function $f \times g \varepsilon B_{n_{1}+n_{2}, m_{1}+m_{2}}$ by

$$
f x g\left(x_{1}, x_{2}, \ldots, x_{n_{1}}, y_{1}, y_{2}, \ldots, y_{n_{2}}\right)=\left(f\left(x_{1}, \ldots, x_{n_{1}}\right), g\left(y_{1}, \ldots, y_{n_{2}}\right)\right)
$$

(where we use the obvious isomorphism between $\{0,1\}^{m_{1}} \times\{0,1\}^{m_{2}}$ and $\{0,1\}^{m_{1}+m_{2}}$ ). The combination $v(f \times g)$ is defined, for $f \varepsilon B_{n_{1}}$
$\dagger$ Examination of the properties of Boolean functions indicates strong similarities among them. In fact, they may be grouped into pairs in which occurrences of $\wedge$ and $v$ are interchanged, as well as occurrences of 0 and 1. Such statements are called duals of each other. It is a well known fact that a Boolean statement is true if and only if its dual is true. This is known as the pricipal of duality, and permits some economy in proving properties of Boolean functions.
and $g_{\in} B_{n_{2}}$, to be the obvious composition of $v$ and $x$; that is $v(f \times g)\left(x_{1}, \ldots, x_{n_{1}}, y_{1}, \ldots, y_{n_{2}}\right)=f\left(x_{1}, \ldots, x_{n_{1}}\right) v g\left(y_{1}, \ldots, y_{n_{2}}\right)$. $\wedge(f \times g)$ is defined similarly.

Two properties of these combinations which we will use are stated in the following lemma:
2.1 Lemma: Suppose $f$ and $g$ are members of $B_{n}$ for some $n \geq 0$. Then (a) if $f v g=\underline{0}$, the constant function 0 , then $f=0$ and $g=0$
and (b) if $f \wedge g=1$, then $f=1$ and $g=1$.

One specific set of Boolean functions is the set of projection functions. The $i^{\text {th }}$ projection function of $n$ variables, denoted $n_{i}^{n}$, is defined by $\pi_{i}^{n}\left(x_{1}, \ldots, x_{n}\right)=x_{i}$ for each $i$ in $\{1,2, \ldots, n\}$, If $f$ is an arbitrary member of $B_{n, m}$, we denote by $f_{i}$ the function $\Pi_{i}^{m}$ of, the $i^{\text {th }}$ component of $f$. We say that a function $f \in B_{n, m}$ functionally depends on its $i^{\text {th }}$ variable $x_{i}$ if there are constants $\vec{c}$ and $d$ in $\{0,1\}^{n}$ which differ only in their $i^{\text {th }}$ positions for which $f(\vec{c}) \neq f(\vec{d})$.

Finally, if $A$ is some set of input variables for $f$, and $c_{x} \in\{0,1\}$ is a constant defined for each $x \in A$, then we denote the restricted function of the remaining variables which is obtained from $f$ by setting each variable $x$ in $A$ to $c_{x}$ by $\left.f\right|_{x}=c_{x}$ for $x \in A$.

We are particularly interested in one subclass of Boolean functions, the monotone Boolean functions (m.t.f.'s). Observe that
the set $\{0,1\}^{n}$ is partially ordered by the rule

$$
\left(x_{1}, \ldots, x_{n}\right) \leq\left(y_{1}, \ldots, y_{n}\right) \quad \text { iff } x_{i} \leq y_{i} \text { for } i=1,2, \ldots, n
$$

(where $0 \leq 1$ ).

The set $B_{n . m}$ is partially ordered (in fact is a Boolean algebra) by defining, for $f, g \in B_{n, m}$,

$$
f \leq g \text { iff } f(\vec{x}) \leq g(\vec{x}) \text { for all } \vec{x} \in\{0,1\}^{n}
$$

A Boolean function $f \in B^{n, m}$ is monotonic increasing, or monotone for short, if and only if it preserves the partial ordering $s$; that is, if $f(\vec{x}) \leq f(\vec{y})$ for every pair of inputs $\vec{x}, \vec{y} \in\{0,1\}^{n}$ for which $\vec{x} \leq \vec{y}$.

Specific examples of m.b.f.'s include the function threshold $k$ of $n$ variables, denoted $T_{k}^{n}$, which is defined by $T_{k}^{n}\left(x_{1}, \ldots, x_{n}\right)=1$ if and only if at least $k$ of the variables ( $x_{1}, \ldots, x_{n}$ ) have the value 1. The threshold 1 function is the dis.junction $x_{1} \vee x_{2} \vee \ldots v x_{n}$; the threshold $n$ function is the conjunction $x_{1} \wedge x_{2} \wedge \ldots \wedge x_{n}$. Another m.b.f. is the Boolean multiplication of two $n \times n$ matrices $A$ and $B$, a function in ${ }^{-B} n^{2},^{2}$ which is defined by $A \cdot B=C$ where $C_{i j}=\underset{k=1}{n}\left(A_{i k} \wedge B_{k j}\right)$ for each $i$ and $j$ in $\{1,2, \ldots, n\}$. A third set of m.b.f.'s is Boolean convolution, in which we define $f \in B_{n, 2 n-1}$ by

$$
f_{k}\left(x_{0}, \ldots, x_{n-1}, y_{0}, \ldots, y_{n-1}\right)={ }_{i+j=k}^{v}\left(x_{i} \wedge y_{j}\right)
$$

for each $0 \leq k \leq 2 n-2$,
The m.b.f.'s satisfy several properties which are not true of Boolean functions in general. The following facts are easily verified.
2.2 Lemma: Suppose $f$ and $g \in B_{n}$ are monotone Boolean functions.

Then
(a) if $f \wedge g=\underline{0}$, then $f=\underline{0}$ or $g=\underline{0}$
and (b) if fvg $=1$, then $f=1$ or $g=1$.

Further properties of the m.b.f.'s will be explored later in this chapter. It is useful at this point to point out one property of the ordering relationship on $B_{n}$.
2.3 Lemma: Suppose that $f, g$, and $h$ are functions in $B_{n}$. If $f \leq h$ and $g \leq h$, then
(1) fan $=f$
(2) $f v h=h$
and
(3) $f \wedge g \leq f \leq f \vee g \leq h .{ }^{\dagger}$

+ We remark that the dual of an arbitrary function $f_{\epsilon} B_{n}$ is the function $D(f)$ in $B_{n}$ defined by $D(f)(\vec{x})=T_{f}^{\prime}\left(-x_{1},-x_{2}, \ldots, \neg x_{n}\right)$. The truth of a statement (cont. on next page)

Section B. Representations of Boolean Functions

There are many different ways of representing Boolean functions. some of which give rise to the complexity measures discussed in this thesis. One standard representation is the truth table of the value of the function on different inputs. The unifying representation used in this thesis is that of a combinational (or gate-type) switching circuit, and is identical with those studied by numerous authors [Harrison 1965, Savage 1976, Paul 1977, Schnorr 1974 and others]. The underlying structure is a graph, which we now define.

A directed graph $D$ consists of a pair of finite sets (V,E), where $V$ is a set whose members are called nodes or vertices, and $E \subseteq V \times V$ is a set whose members are called edges or arcs. Another notation for $V$ and $E$ is $\operatorname{NODES}(D)$ and $\operatorname{EDGES}(D)$ respectively. If $(v, w)=\operatorname{EDGES}(D)$ we say there is an edge from $v$ to $w$ in $D$. A path or chain of length $k$ in $D$ is a sequence of nodes $v_{0}, v_{1}, \ldots, v_{k}($ for $k \geq 0)$ of $D$ such that there is an edge from $\mathbf{v}_{\mathbf{i}}$ to $\mathbf{v}_{\mathbf{i}+1}$ for every $i \in\{0,1, \ldots, k-1\}$. A graph $D$ is acyclic if there is no path from any node $A$ of $D$ to itself other than
like Lemma 2.3 is unchanged if every function is replaced by its dual.

Observe that if $f \leq g$, then $D(f) \geq D(g)$, and that the dual of a monotone function is monotone.
the trivial path of length 0 . For any node $A$ of an acyclic graph $D$, we define the following subsets of nodes of $D$ which pertain to A:

$$
\begin{aligned}
\operatorname{Succ}(A, D)= & \{B \in N O D E S(D) \mid \text { there is an edge from } A \text { to } B\} \text { is } \\
& \text { the set of immediate successors of } A, \\
\operatorname{Succ}^{*}(A, D)= & \{B \in \operatorname{NODES}(D) \mid \text { there is a path from } A \text { to } B \text { in } D\}, \\
\operatorname{Succ}^{+}(A, D)= & \{B \in N O D E S(D) \mid \text { there is an path of length } k \geq 1 \\
& \text { from } A \text { to } B\}, \\
\operatorname{Pred}(A, D)= & \{B \in N O D E S(D) \mid \text { there is an edge from } B \text { to } A\} \text { is } \\
& \text { the set of immediate predecessors of } A, \\
\operatorname{Pred}^{*}(A, D)= & \{B \in N O D E S(D) \mid \text { there is a path fron } B \text { to } A \text { in } D\}, \\
\text { and } \operatorname{Pred}^{+}(A, D)= & \{B \in N O D E S(D) \mid \text { there is a path of length } k \geq 1
\end{aligned}
$$

If $W$ is some subset of nodes of $D$, we may extend the above devinitions to $W$ and speak, for example, of the set of immediate successors of $W$, defined by $\operatorname{Succ}(W, D)=\underset{A \in W}{\cup} \operatorname{Succ}(A, D)$. Finally, the indegree or fan-in (respectively outdegree or fan-out) of a node $A$ is the number of edges directed into (out of) $A$ in $D$ and is denoted indeg(A,D) (outdeg(A,D)). In general, we will omit mention of the graph $D$ in the above notation when the graph is clear from context.

Suppose $\Omega$ is a finite set of primitive functions $g_{f} \in B_{n_{i}}$ called the basis. A combinational circuit or network over the basis $\Omega$, in short an $\Omega$-circuit, is a directed acyclic graph $N$ together with a labelling of the nodes and edges of $N$ which is subject to the following constraints and definitions:
(1) For some positive integer $n$, at most $n$ of the nodes with indegree zero are given distinct labels from the set $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$; we refer to such nodes as input nodes and denote their set by INPUTS(N).
(2) There may be one node of indegree zeno labelled with the symbol ZERO, and there may be one node of indegree zero labelled with the symbol CNE; such nodes are referred to as constant nodes.
(3) There are no other nodes of indegree zero other than those mentioned in (1) or (2).
and (4) Each node with indegree one or more is labelled with some member $g_{i}$ of $\Omega$. Each such node is a gate node, and their set is denoted $\operatorname{GATES}(N)$. Such a node $G$ labelled with $g_{i}$ must have indegree in $N$ equal to the arity $n_{i}$ of $g_{i}$; furthermore, each edge directed into $G$ must be labelled with one of the integers $\left\{1,2, \ldots, n_{j}\right\}$ in such a way that every edge into $G$ gets a different label.

An example of such a network is given in Figure 2.1, where the basis is the set $\{\wedge, \vee\urcorner$,$\} . (For figures, the arcs in the graph are$ always directed downward. Arbitrary nodes are designated by triangles, constants or inputs by rectangles, and gates by circles).


Fig. 2.1 A Combinational Circuit

If the input nodes to an $\Omega$-circuit $N$ are labelled with members of the set $\left\{x_{1}, \ldots, x_{n}\right\}$, we may associate a Boolean function in $B_{n}$ with every node $A$ in $N$ by the following inductive rule. We denote the associated function by $\operatorname{Res}(A ; N)$. If $A$ is an input node labelled with the variable $x_{i}$, then $\operatorname{Res}(A, N)$ is the projection on the $i^{\text {th }}$ coordinate, i.e. the function $\Pi_{i}^{n}$. If $A$ is the constant node $Z E R Q$ ( respectively $O N E$ ), then $\operatorname{RES}(A, N)=\underline{0}$, the constant function in $B_{n}$ equal to 0 on all inputs (respectively $\operatorname{RES}(A, N)=1$, the constant function in $B_{n}$ equal to $f_{\text {I }}$. Finally, suppose $A$ is a gate for which every node in $\operatorname{Pred}(A)$ has an associated function. If we let $B_{k}$ be the node in $\operatorname{Pred}(A)$ such that the edge from $B_{k}$ to $A$ is labelled with $k$, and if $A$ is labelled with the basis element $g_{i} \in \Omega$, then

$$
\operatorname{Res}(A, N)=g_{i}\left(\operatorname{Res}\left(B_{1}, N\right), \operatorname{Res}\left(B_{2}, N\right), \ldots, \operatorname{Res}\left(B_{n_{1}}, N\right)\right)
$$

We will say that an $\Omega$-circuit $N$ computes a function $f \in B_{n, m}$ iff for each $i, 1 \leq i \leq m$, there is a node $A_{i}$ of $N$ such that $\operatorname{Res}\left(A_{i}, N\right)=f_{i}$, the $\boldsymbol{i}^{\text {th }}$ component of $f_{\text {. . For example, the }}$ circuit given in Figure 2.1 computes the function $f\left(x_{1}, x_{2}, x_{3}\right)=$ $x_{1} \oplus x_{2} \oplus x_{3}$ since the gate with outdegree 0 computes this function. We may also say that the circuit computes the function $g\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}, x_{1} \wedge \neg x_{2}\right)$ since there are gates which compute each component of $g .$. A node which computes a component of the designated function will be called an output node.

A basis $\Omega$ is called semi-complete iff given any function $f \in B_{n}$ for arbitrary $n$, there is an $\Omega$-circuit as described above which computes $f$. The basis is called complete if any $f$ can be computed by an $\Omega$ - circuit which does not contain the nodes ZERO and ONE (i.e. constants are not available). Three complete bases in which we will be interested are $B_{2}$, the set of all binary Boolean functions, $B .=B_{1} \cup B_{2}$, and $U=\{\wedge, \vee, \neg\}$. An example of a semi-complete basis is the set $\{\oplus, \wedge\}$. An exhaustive characterization of all complete bases has been made by Post [1941], and the interested reader is referred to this work.

One - incomplete basis which holds special interest is the set $M=\{\wedge, v\}$ which is important for the following reason.
2.4 Theorem : A Boolean function $f \in B_{n, m}$ is monotone iff there is an M-circuit which computes $f$.

For a proof of Theorem 2.4 the reader is referred to [Harrison 1965 p. 189].

The bulk of this thesis is concerned with the results about M-circuits (also called monotone circuits) computing monotone Boolean functions.

One special class of circuits which holds special interest is the set of Boolean formulas. An $\Omega$-formula is an $\Omega$-circuit in which each node in the circuit has outdegree at most one, and which has a unique node of fan-out zero corresponding to the unique

$$
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$$

output node. For a formula, we remove the restriction on the circuit that there be only a single node for each input variable and constant, and allow any number of nodes of indegree zero, labelled with any input variable or constant, each node having outdegree one. For an example see Figure 2.2. The graph of any $\Omega$-formula is a tree in which each leaf node (one with indegree zero) is labelled with a variable or constant, and each interior


Fig. 2.2 The Formula $\left(x_{1} \vee x_{2}\right) \wedge\left(\neg x_{1} \vee x_{3}\right)$
node (every other node) is labelled with a gate. This formulation is easily seen to be equivalent to the usual inductive definition of an $\Omega$-formula. Clearly a formula can compute only a single-output function.

Classically, Boolean formulas have been extensively studied as a means of representing Boolean functions. Many formula schemes have been proposed as canonical means for their representation, including the classical disjunctive normal form. In this method, a function $f \in B_{n}$ is represented as the formula

$$
\begin{aligned}
& \left(c_{1} \ldots c_{n}\right) \varepsilon A_{f} \quad{ }_{1}{ }^{c_{1}}{ }_{x_{2}}^{c_{2}} \ldots x_{n}{ }_{n}^{c_{n}} \\
& x^{j}=\left\{\begin{array}{l}
x \text { if } j=1 \\
\neg x \text { if } j=0
\end{array}\right.
\end{aligned}
$$

where
for any variable $x$, and $A_{f}$ is those set of constants $\vec{c}_{\epsilon}\{0,1\}^{n}$ for which $f(\vec{c})=1$. Other canonical forms are discussed in [Savage 1976].

If $F$ is a formula, and $H$ is a node in $F$, then $F_{H}$ will denote the subformula of $F$ above $H$; that $i s, \operatorname{Pred}^{*}(H, F)$.

In this thesis, we will occasionally replace part of one circuit by another circuit and speak of combinations of circuits. For example, suppose that $N$ and $N^{-}$are $\Omega$-circuits which contain nodes $A$ and $A^{-}$respectively. The circuit obtained by replacing A by $A^{-}$is constructed by first identifying the corresponding input and constant nodes of $N$ and $N^{-}$and considering them as one network. Node A together with each arc directed into it is removed from the graph, and each edge ( $A, B$ ) originally in circuit
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$N$ is replaced by the edge ( $A^{\prime}, B$ ) (with the same label as previousily).
For example, see Figure 2.3. The replacement of a node in a circuit $N$


Fig. 2.3 The Replacement of $A$ by $A^{\prime}$
by a node in the same circuit is defined similarly, but substitution must not be made in a manner which introduces a cycle into the graph.

One may say little in general about the functions computed by a circuit in which one gate has been replaced by another. Specific situations may allow some conclusions to be drawn. For example, if node $A$ in $N$ is replaced by a node $A^{-}$in $N^{-}$for which $\operatorname{Res}(A, N)=\operatorname{Res}\left(A^{-}, N^{-}\right)$, then it is easy to prove by induction on the length of paths that every remaining node in $N$. computes the same function as it did before the substitution.

One special replacement is the substitution of a constant for a variable. We say that $N^{-}$is the circuit obtained from $N$ by setting variable $\underline{x}_{i}$ to $\underline{0}$ (respectively 1) if $N^{-}$is obtained by replacing variable node $\mathrm{x}_{\boldsymbol{j}}$ in $\cdot \mathrm{N}$. by the constant node ZERO (respectively ONE). One inductively defines setting a collection of variables to a constant. It is again easy to verify the following fact.
2.5 Lemma: Suppose $N$ is an $\Omega$-circuit, and $x_{i} \in \operatorname{INPUTS}(N)$. If $N^{-}$is the circuit obtained by setting variable $x_{j}$ to 0 , then for each remaining node $A$ in $N^{\wedge}$,

$$
\operatorname{Res}\left(A, N^{-}\right)=\left.\operatorname{Res}(A, N)\right|_{x_{\mathbf{i}}}=0
$$
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A similar statement may be made if $x_{i}$ is set to 1 .
Observe that, depending on the basis, if a gate in a circuit has one input which is constant, then some simplification of the circuit may be made. For example, suppose the basis is the set $B_{2}$ of all binary Boolean functions. If a gate has a constant input then, except for trivial cases, it may be eliminated from the circuit since the output of that function is then a unary function of the other predecessor. Since this unary function may be absorbed into a preceding or succeding binary gate (if one such exists), then one may obtain a smaller circuit equivalent to the original. See Figure 2.4 for an example. Such simplifications may


Fig. 2.4 Some Simplifications
always be made in the basis $M$. This elimination of gates will be a principal tool by which lower bounds on circuit complexity are obtained.

One additional representation for a Boolean function is as a set of prime implicants. In the interest of brevity we restrict ourselves to monotone Boolean functions, although a similar developmen may be made for all Boolean functions.

A monome or product is a product of distinct variables, e.g. $x_{1} x_{2} x_{5}$ is a monome. In particular, we denote the empty monome by $\quad E$ A monome $m$ includes a monome $m^{-}$if every variable which appears in $m^{-}$also appears in $m$. We denote the function defined by a monome $m$ by $T(m)$, and if $M$ is a set of monomes, then $T(M)$ will denote the function $\underset{m \in M}{\vee} T(m) . \quad T(\varepsilon)$ is the constant function 1 .

Suppose that $f$ is a monotone Boolean function. A monome $m$ is an implicant of $f$ iff $T(m) \leq f ; m$ is said to be a prime implicant of $f$ if $m$ includes no other implicant of $f$. We denote the set of all prime implicants of $f$ by $\operatorname{PI}(f)^{\dagger}$.

For example, suppose $f\left(x_{1}, x_{2}, x_{3}\right)$ is the threshold 2 function of three variables, namely $T_{2}^{3}$. Then $x_{1} x_{2} x_{3}$ is an implicant of $f$, but is not a prime implicant since the monome

[^4]$x_{1} x_{2}$ is also an implicant of $f$. PI(f) is the set $\left\{x_{1} x_{2}, x_{2} x_{3}, x_{1}, x_{3}\right\}$.
The importance of the set of prime implicants is that they are a canonical representation for the m.b.f.'s, and are fairly easy to manipulate mathematically. A straightforward proof (see [Harrison 1965 p. 190] for example) demonstrates the following fact of their canonicity.
2.6 Lenma (Quine): Suppose $f \in B_{n}$ is a monotone Boolean function. Then $f=V \quad T(m)$. Moreover, if is any set of monomes such that no monome in $p$ includes another monome in $P$, and $f=T(P)$, then $P=P I(f)$.

The set of prime implicants of a combination of functions can be obtained from those of the constituent functions by means of the following simple set of rules. Suppose that $f$ and $g$ are m.b.f.'s in $B_{n}$. Then for any monome $m, m$ is an implicant of the function fvg if and only if it is an implicant of $f$ or an implicant of $g$.

> Note that we equate the monomes $x_{1} x_{2}$ and $x_{2} x_{1}$. Actually, the set of all monomes is equivalent to the free monoid on the elements $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ modulo the relations of the commutativity $(x y=y x$ for all variables $x, y)$ and idempotency $(x x=x$ for all $x)$.

[^5]Moreover, PI(fvg) is obtained from the union PI(f)uPI(g) by eliminating all monomes which include another monome in the union. For example, if $\operatorname{PI}\left(f_{0}\right)=\left\{x_{1}, x_{2} x_{3}, x_{4}\right\}$ and $\operatorname{PI}\left(g_{0}\right)=\left\{x_{1}, x_{2}, x_{3} x_{4}\right\}$, then $\operatorname{PI}\left(f_{0} v g_{0}\right)=\left\{x_{1}, x_{2}, x_{4}\right\}$. If $f$ and $g$ are m.b.f.'s in $B_{n}$, and $m$ is a monome such that $m \in P I(f v g)$, then $m \in P I(f)$ or $m \in \operatorname{PI}(\mathrm{~g})$, but the converse is not in general true. By Lemma 2.1(a), if $\operatorname{PI}(f \vee g)=\emptyset$, then both $\operatorname{PI}(f)$ and $\operatorname{PI}(g)$ are empty sets.

The set of prime implicants of the function f^g may be obtained by forming the set of all products $m \cdot n$ of a monome $m \in P I(f)$ and a monome $n \in P I(g)$ (where duplicate variables in $n$ and $m$ are reduced by the rule $x \cdot x=x$ ), and then eliminating any products which include other products in the set. For $f_{0}$ and $g_{0}$ of the previous example, PI $\left(f_{0} \wedge g_{0}\right)=\left\{x_{1}, x_{2} x_{3}, x_{2} x_{4}, x_{3} x_{4}\right\}$. Again, fif $t \in P I(f \wedge g)$, then there are monomes $m \in P I(f)$ and $n \grave{\in P I}(g)$ such that $m \cdot n=t$, but the converse is not in general true.

One may relate the ordering relation son the m.b.f.'s with their canonical representation using prime implicants by the following general result.
2.7 Lemma: Suppose $f$ and $g \in B_{n}$ are m.b.f.'s. Then $f \leq g$ iff every monome $m \in \operatorname{PI}(f)$ includes some monome $n \in \operatorname{PI}(g)$.

Proof: Suppose $f \leq g$, and $m \in P I(f)$. By Lemma 2.6 and Lemma 2.3(c), $T(m) \leq \underset{n \in P I(f)}{V} T(n)=f \leq g$, so by the transitivity of $\leq$,
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$T(m) \leq g$. Hence by definition $m$ is an implicant of g. Define $m_{0}$ to be an implicant of $g$ which is included in $m$ and which includes no other implicant of $g$. Then $m_{0}$ is a prime implicant of $g$ which is included in. $m$.

Conversely, suppose every monome in PI (f) includes some monome in $\operatorname{PI}(g)$, and let $\vec{c} \in\{0,1\}^{n}$ be such that $f(\vec{c})=1$. By Lemma 2.6, there is some monome $m \in P I(f)$ such that $T(m)(\vec{c})=1$. By hypothesis, there is a monome $n$ in $\mathrm{PI}(g)$ incfuded in $m$; By Lemma 2.3(c), we know that $T(m) \leq T(n)$. Hence $T(n)(\mathbb{C})=1$, and since $n$ is an implicant of $g, g(\vec{c})=1$ as well.
[ Lemma 2.7.

One may define classes of Boolean functions in terms of structural properties of their set of prime implicants. For example, we will say that a m.b.f. $f \in B_{n}$ is quadratic if every monome in PI(f) consists of the product of exactly two distinct variables; a m.b.f. $f \in B_{n, m}$ is quadratic iff every component $f_{i}$ is quadratic (for $1 \leq i \leq m$ ).

The set of prime implicants of a function has been extensively used as a tool in explaining arguments in this field [Paterson 1975 Mehlhorn and Galil 1976, Lamagna 1975]. This representation is particularly helpful in describing several replacements which may be made in M-circuits which don't affect the output function oanputed. Several general theorems have been elucidated by Mehilhorn and

Galil [1976] of which special cases have been used by other authors; we will find use for one of them later in the thesis. If $N$ is any M-circuit, and $A$ is a node in $N$, then we will denote $\operatorname{PI}(\operatorname{Res}(A, N))$ by $\operatorname{PI}(A, N)$, and as usual omit mention of $N$ whenever the circuit is obvious.
2.8 Lemma (Mehlhorn and Galil: Suppose $N$ is an M-circuit, $A$ is any node in $N$, and $P I(A)=\left\{m_{0}, m_{1}, \ldots, m_{k}\right\}$. If there is no output node $B$ of $N$ with $m_{0} \cdot n_{\epsilon} \operatorname{PI}(B)$ for some monome $n$, then one may replace $A$ by a gate which computes the function $T\left(m_{1}, m_{2}, \ldots, m_{k}\right)$ without changing the function computed at any output gate.

For a proof of this result and several other general replacements for M-circuits the reader is referred to the paper [Meh]horn and Galil 1976].

One final topic which pertains to circuits in general is the different notatir's of dependence. We will say that a node $A$ in a circuit $N$ depends functionally on the variable $x_{i}$ if $\operatorname{Res}(A, N)$ depends functionally on $x_{i}$. A different notion of structural (path or syntactic) dependence holds if there is a path from input node $x_{i}$ to $A$ in $N$, i.e. if $A \in \operatorname{Succ}^{*}\left(x_{i}, N\right)$. Clearly if $A$ depends functionally on $x_{i}$ then it must also depend structurally on $x_{i}$, but in general the two notions do not
coincide. It is not known whether they coincide for minimal sized circuits over particular bases ( $M$ for example). However, it is possible to prove the following useful observation.
2.9 Lemma: Suppose a function $f \in B_{n}$ depends functionally on a variable $X_{1}$, and $N$ is an $\Omega$-circuit computing $f$ with $\operatorname{Res}(U, N)=f$ for a node $U$ in $N$. Then there is a path from $x_{i}$ to $U$ in $N$ such that every gate in the path depends functionally on $x_{i}$.

Proof: We construct the chain backwards from the output gate U. Let $U=U_{0}$. Inductively assume that we have constructed a path $U_{k}, U_{k-1}, \ldots, U_{0}$ in $N$ such that every node in the path depends on $x_{i}$. If $U_{k}=x_{i}$, then the proof is complete. Otherwise, $U_{k}$ must be a gate since no other input or constant node depends on $x_{i}$. Hence, since $\operatorname{Res}\left(U_{k}\right)$ depends on $x_{i}$, there must be a node $B \in \operatorname{Pred}\left(U_{k}\right)$ which depends functionally on $x_{1}$. We extend the path by defining,$U_{k+1}=B$. (See Figure 2.5)

Since contains no cycles, the nodes selected are all distinct. Since there are only a finite pumber of nodes in $N$, the above process must eventually halt.


Fig. 2.5 The Extension
2. 10 Corollary: If a function $f \in B_{n}$, which depends on $x_{i}$, is not the projection function $\pi_{i}^{n}$, and if $N$ is an $\Omega$-circuit which computes $f$, then outdeg $\left(x_{i}, N\right) \geq 1$.

Section C. Complexity Measures

The models of computing Boolean functions introduced in the previous section naturally give rise to various complexity measures. If $\Omega$ is an arbitrary basis and $N$ is an $\Omega$-circuit, then we define $\hat{C}_{\Omega}(N)$ to be the number of gate-type nodes in $N$. If $f_{\epsilon} B_{n, m}$, then we define the combinational (or circuit) complexity of $f$ with respect to $\Omega$, denoted $C_{\Omega}(f)$, to be the minimum value of $\hat{C}_{\Omega}(N)$ for all $\Omega$-circuits $N$ which compute $f$. If $f$ is not definable by any $\Omega$-circuit, we define $C_{f}(f)=\infty$.

For formulas, one possible complexity measure is to consider the number of gates as was done above for circuits. We instead use the number of occurrences of literals as our complexity measure. If $F$ is an $\Omega$-formula, we define $\hat{L}_{\Omega}(F)$ to be the number of occurrences of variable input nodes in the circuit associated with $F$ (the number of leaves of the tree corresponding to $F$ which are labelled with variables). Observe that if $\Omega$ is a binary basis, and $F$ contains no constant nodes, then $\hat{L}_{\Omega}(F)$ is one more than the number of gates in $F$. The formula complexity of a function $f_{\epsilon} B_{n}$ with respect to $\Omega$, denoted $L_{\Omega}(f)$, is the minimum of the values of $\hat{L}_{\Omega}(F)$ for all $\Omega$-formulas $F$ which define $f$. Again, if $f$ is not definable by an $\Omega$-formula, we define $L_{\Omega}(f)=\infty \quad A$ minimal $\Omega$-formula (respectively $\Omega$-circuit) for $f$ is an $\Omega$-formula $F$ (respectively $\Omega$-circuit $N$ ) which computes $f$ such that
$\hat{L}_{\Omega}(F)=L_{\Omega}(f)$ (respectively $\left.\hat{C}_{\Omega}(N)=C_{\Omega}(f)\right)$. Where there is no ambiguity we will use the same notations of complexity $L_{\Omega}$ for formulas and $C_{\Omega}$ for circuits as well as for functions.

For the particular monotone basis: $M$, we will use the alternate notations $M C$ and ML for $C_{M}$ and $L_{M}$ respectively. For this basis, we also define a complexity measure which depends on the types of gates used in the circuit or formula. If $N$ is an $M$ circuit, define $M C_{V}(N)$ and $M C_{A}(N)$ to be the number of $v$-gates and $\wedge$-gates respectively in $N$. If $f$ is a m.b.f., we define $M C_{v}(f)$ (respectively $M L_{v}(f)$ ) to be the minimum value of $M C_{v}(N)$ as $N$ ranges over all M-circuits (respectively formulas) which compute $f$ (where here we consider a formula as a special type of circuit). We similarly define $M C_{\Lambda}(f)$ and $M L_{\Lambda}(f)$. An v-minimal (respectively 1 -minimal) M-circuit for a m.b.f. $f$ is one which has the minimal number $M C_{v}(f)$ of $v$-gates (respectively $M C_{\Lambda}(f)$ of $\Lambda$-gates).

The above are the complexity measures considered in the thesis, but other measures can be defined. For example, the depth of a circuit can be defined to be the length of the longest path in the circuit. This measure has been studied by Spira [1971] and more recently has been studied by several authors [McColl 1977, McColl and Paterson 1977, Paterson and Valiant 1976, and Borodin 1977]. One may similarly define the breadth of a circuit; this measure has recently been studied by Schnorr [1976b]. Finally, one may choose to consider only circuits in which the outdegree of
of each gate in the circuit is bounded above by some integer $k$. Johnson, Savage, and Welch established the result that if $k \geq 2$, such a complexity measure is proportional to $C_{\Omega}$ for any complete basis $\Omega$, (for proof, see [Savage 1976 p.24]).

The relationship between these complexity measures of an individual function is well understobd In some circunstances and unknown in others. Muller [1956] pointed out that in genera1, the circuit complexity of a function in any complete basis $\Omega$ is proportional to its $C_{B_{2}}$ complexity. This is true since any gate in $B_{2}$ may be synthesized by an $\Omega$-subeircuit and vice versa, so one can replace a gate by a subcircuit with onity a constant factor increase in the total number of gates ${ }^{t}$. For formulas, the cholce of complete basis can make a difference in formula size. For the parity function $f_{0}\left(x_{1}, \ldots, x_{n}\right)=x_{1} x_{2} \oplus \ldots \oplus x_{n}$, Whrapchenko [1971] demonstrated that $L_{U}\left(f_{0}\right)$ is proportional to $n^{2}$, while $f_{0}$ clearly has a formula of size $n$ in the basis $B_{2}$. Pratt [1975] has recently shown that the maximal gap between the complexity in any pair of binary complete bases caniot be much larger by demonstrating that $L_{U}(f) \leq\left[L_{B_{2}}(f)\right]^{\log _{3} 10}$ for any $f \in B_{n}$.

The relationship between the $\mathrm{B}_{2}$-complexity of a monotone function and its complexity in the incomplete basis $M$ is not as

In fact, $C_{B}(f)=C_{B_{2}}(f)$ for any function $f_{B} B_{n}$, and if $f$ depends on more than one variable, then $C_{B}(f)$ is the minimal number of binary gates in any B-circuit which computes f. See [Savage 1976 p. 39] for a proof of this fact.
well understood. Specific results will be shown in Chapter 6.
Results about the maximum values of these complexity measures among all Boolean functions were mentioned in the introduction. In Brief, the number of distinct circuits with at most a fixed mumber $k$ of gates is bounded above by $c k^{c^{\wedge} k}$ for some constants $c$ and $c^{-}$depending on the basis. From this fact, one can easily show that if there are many different functions to compute, then there are not enough small circuits to compute them all; so "most" of them require a large number of gates. What is remarkable is that soem clever constructions exist which enable one to compute all Boolean functions in certain classes with circuits or formulas which are close to, or even asymptotic with, the lower bounds on size obtained by the above argument.

For the class of all Boolean functions, Shannon [1949] and Lupanov [1958] have shown that the maximal $\mathrm{B}_{2}$ circuit complexity of any Boolean function $f \in B_{n}$ is asymptotically $2^{n} / n$. Similarly, it is known [Krichevskii 1961, Lupanov 1962] that the maximal $B_{2}$ formula complexity is proportional to $2^{n} / \log n$.

Recent attention has been focused on the class of monotone Boolean functions. Kleitman and Markowsky [1975], extending work of numerous authors, have shown that there are asymptotically $2^{\left(\frac{n}{n} / 2^{\prime}\right)}$ m.b.f.'s of $n$ variables, and one obtains a corresponding lower bound of order $2^{n} / n^{3 / 2}$ on the maximal $B_{2}$ (and.M)
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circuit complexity of m.b.f.'s. Pippenger [1976] has shown that this lower bound is attainable in showing that any m.b.f. $f \in B_{n}$ can be computed in a $B_{2}$-circuit with asymptetically $0\left(2^{n} / n^{3 / 2}\right)$ gates and an M-circuit with asymptotically $0\left(2^{n} \log \mathrm{n} / \mathrm{n}^{3 / 2}\right)$ gates.

Lower bounds on the complexity of specific functions dominate the bulk of this thesis. It will be helpful to point out some facts about minimal circuits. If $f \in B_{n, m}$ and $\Omega$ are arbitrary, then any minimal $\Omega$-circuit for $f$ has at fiost $m$ gates of outdegree 0 . This is so since any gate of outdegree 0 which is not an output gate may be eliminated from the circuit without changing the functions computed at the output nodes.

In a similar fashion, one can show that no two gates in a minimal $\Omega$-circuit compute the same function. Suppose $G$ and $G$ were distinct gates in a minimal s-circult $N$ for which $\operatorname{Res}(G, N)=\operatorname{Res}\left(G^{-}, N\right)$. Since $N$ is acyclic, either $G \notin S u c c *\left(G^{-}\right)$ or $G^{-} \notin \operatorname{Succ}^{*}(G)$; w.l.o.g. we assume the former. Then we eltminate gate $G$, and replace $G$ by $G^{\prime}$ in $\operatorname{Pred}(H, N)$ for each gate $H \in \operatorname{Succ}(G, N)$. It is easily shown that the resulting circuit is acyclic, and that every remaining gate in the new circuit computes the same function as it did originally. This is a contradiction since $N$ was a minimal $\Omega$-circuit.

Suppose that a function $f \in B_{n}$ depends on at least two variables Then any $\Omega$-circuit or formula for $f$ must contain at least one binary gate (where $\Omega$ is $B_{2}, B, U$, or $M$ ). By absorbing any
unary gates into the binary gates, one can show that in any minimal $\Omega$-circuit. for $f$ there are no edges directed out from any constant nodes since each gate with one input constant can be simplified and eliminated. Similarly, no node $G$ has two edges directed into the same node $H$, so outdeg( $G$ ) is equal to the number of nodes in Succ (G).

For minimal formulas, we point out that the notions of structural and functional dependence on a variable $x_{i}$ coincide, To prove this, suppose that $\Omega$ is an arbitrary basis, and $F$ is a minimal $\Omega$-formula for $f \in B_{n}$. If $H$ is a gate in $F$ which does not depend functionally on the variable $x_{j}$, then we claim that there are no occurrences of the variable $x_{i}$ in $F_{H}$. If there were, then one could replace all occurrences of $x_{i}$ in $F_{H}$ by the constant 0 (or 1) without changing the function computed at $H$ and hence by the entire formula $F$. Since this reduces the number of occurrences of inputs in $F, F_{H}$ must not contain any occurrences of $x_{i}$.

Finally, we point out one simple lower bound on the complexity of most functions.
2.11 Lemma (Savage): Suppose a function $f \in B_{n}$ depends on each of its variables. Then $C_{B_{2}}(f) \geq n-1$.

Proof: Suppose $N$ is a minimal $B_{2}$-circuit for $f$ which has $k$ gates. Observe that since each input node has outdegree at least one and since there is at most one gate of outdegree 0 , we have

$$
\sum_{A \in \operatorname{Kodes}(N)} \text { indegree }(A, N)=2 k
$$

and

$$
A_{\in} \sum_{\text {Nodes }(N)}^{\text {outdegree }\left(A_{2} N\right) \geq n+k-1}
$$

Hence, since

$$
\sum_{A \in N o d e s}(N) \quad \text { indegree }(A, N)=\sum_{A \in N o d e s}(N) \text { outdegree }(A, N) \text {, }
$$

we obtain $2 k \geq n+k-1$ which establishes the lemma.
$\square$ Lemma 2.11

Section D. Circuits and Turing Machines

One question which naturally arises concerns the relationship between the measures of complexity defined above and ordinary Turing Machine (T.M.) complexity. As mentioned above, every finite function is "easy" for a Turing Machine to compute since it may be computed by finite state machine. When one considers the finite subproblems of an infinite problem, however, the situation is
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different. For concreteness, consider language recognition problems,i.e. functions $f:\{0,1\}^{*} \rightarrow\{0,1\}$ (where $\{0,1\}^{*}$ is. the set of all finite-length words over the alphabet $\{0,1\}$ ), and let $f_{n}$ be the restriction of $f$ to words of length $n$. Consider the circuit complexity measure $C_{B_{2}}$.

One can show that there are functions $f$ which are computable by a deterministic T.M. in space $2^{n}$ (i.e.a relatively easy function) for which $C_{B_{2}}\left(f_{n}\right)$ is near-maximal for all values of $n$ (see [Stockmeyer 1974] for proof). On the other hand, one can exhibit arbitrarily complex, even arbitrarily non-recursive, functions $f$ such that $C_{B_{2}}\left(f_{n}\right)$ is 1 for every $n \in \mathbb{N}$. There thus appears to be little correlation between the T.M. complexity of a function and the circuit complexity of its finite pieces.

A strong relationship between the two measures comes from a result due to Pippenger and Fischer [1977] which asserts the following: Suppose $f$ is computable by a T.M. $M$ operating in time $T(n)$ for all $n$. Then there is a constant $c$ (depending on M's state diagram) such that $C\left(f_{n}\right) \leq c T(n) \log T(n)$. The proof is obtained by simulating machine $M$ by an "oblivious" T.M. $M^{-}$which operates in time T-logT - the positions of the heads of $M^{-}$depend only on the input length $n$. Then it is shown that any oblivious T.M. can have its operation on an input of length $n$ simulated by a number of gates proportional to its running time.

This remark has many applications [Paul 1976]. As an example, Fischer and Meyer [1971] have shown that Strassen's fast integer matrix multiplication algorithm can be used to multiply two Boolean $n \times n$ matrices in time $0\left(n^{\log }{ }_{2}{ }^{7} \operatorname{logn} \log \operatorname{logn} \log \log \operatorname{logn}\right)$ on a Turing Machine. Using the oblivious construction of a circuit simulating the T.M., one thus obtains a $B_{2}$-circuit for matrix multiplication with $0\left(n^{2.82}\right)$ gates. (Recall that Paterson [1975] ...: and Mehihorn and Galil [1976] have shown that any M-circuit for this problem must have $\Omega\left(n^{3}\right)$ gates.)

While Fischer's result is nice as a technical tool, it is obvious by the earlier remarks that the converse result does not hold. Schnorr [1976d] has strengthened the result by considering oracle T.M.'s in which one work tape initially holds some string $A$ in $\{0,1\}^{*}$. Define, for $f:\{0,1\}^{*}+\{0,1\}$, $T C(f)(n)=\min \left\{|M| \cdot T^{A}(n) \cdot \log s^{A}(n) \mid M\right.$ with oracle $A$. computes $\left.f\right\}$ where $M$ ranges over all oracle.T.M.'s (see [Schnorr 1976d] for conventions, $T^{A}$ and $S^{A}$ are the time and space required by $M$, and $|M|$ is the number of instructions in program $M$. Then there exists some fixed polynomial $p$ and a constant $c$ such that

$$
C_{B_{2}}(f) \leq c \cdot T C(f) \text { and } T C(f) \leq p\left(C_{B_{2}}(f)\right) \text {. }
$$

## Section E. Misceilaneous Notations

Frequently we will be concerned with the rate of growth of a numeric function rather than its exact value. Suppose $f$ and $g$
are functions defined on the natural numbers. Then we write
$f=0(g)$ iff there is a constant $c>0$ such that $1 \lim _{n \rightarrow \infty} \sup (f(n) / g(n)) \leq c$ (i.e. If $f(n) \leq c g(n)$ for all sufficiently large $n$ ),
$f=0(g)$ iff limit $f(n) / g(n)=0$,
$f=\Omega(g)$ iff there is a constant $c>0$ such that $1 \lim _{n \rightarrow \infty} \sup (f(n) / g(n)) \geq c$ (i.e. if $f(n) \geq c g(n)$ for all sufficiently large $n$ ), $f=\theta(g)$ iff $f=O(g)$ and $f=\Omega(g)$,
$f \sim g$ iff $\operatorname{limit}_{n \rightarrow \infty} f(n) / g(n)=1$,
and
$f \leq g$ iff $\lim _{n \rightarrow \infty} \sup f(n) / g(n) \leq 1$.

If $f=\theta(g)$ we say that $f$ is proportional to $g$, if $f \sim g$ we say that $f$ is asymptotically equal to $g$, and if $f \leqslant g$ we say that $f$ is asymptotically less than $g$.

If $A$ is any finite set, then $|A|$, the cardinality of $A$, is the number of elements in $A$. A partition of $A$ is a collection of pairwise disjoint sets $B_{1}, B_{2}, \ldots, B_{k}$ such that $\bigcup_{i=1}^{k} B_{k}=A$. If $A$ and $B$ are sets, then $A-B=\{x \mid x \in A$ and $x \notin B\}$.

If $X$ is a set of variables, an $X$-variable is a member of $X$.
$\mathbb{N}$ is the set of natural numbers, and $R$ is the set of real
numbers; $R^{*}=\{r \in R \mid r \geq 0\} \cup\{\infty\}$.
If $k \leq \ell$ are natural numbers, the set of consecutive natural numbers $\{k, k+1, k+2, \ldots, \ell-1, \ell\}$ is denoted $[k: \ell]$.

If $x$ is a real number, then $[x]$ is the greatest integer less than or equal to $\left.x ; \Gamma_{x}\right\rceil$ is the least integer greater than or equal to $x$.
"Iff" is an abbreviation for "if and only if", and "w.l.o.g." is an abbreviation for "without loss of generality".
$\phi$ is the empty set.
If $k$ and $\ell$ are natural numbers, then $\binom{k}{\ell}=\frac{k!}{\ell!(n-\ell)!}$.

## CHAPTER 3

## Worst-Case Values for the Complexity of Quadratic Functions

We begin by considering several complexity measures for monotone Boolean functions, and examine the complexity of quadratic m.b.f.'s under these measures. Recall that a monotone function $f \in B_{n, m}$ is quadratic iff for each $i \in[1: m]$, component $f_{i}$ of $f$ has a set of prime implicants $\operatorname{PI}\left(f_{i}\right)$ equal to $\left\{x_{j} \cdot x_{k} \mid\{j, k\} \in A_{i}\right\}$, where $A_{i}$ is some collection of subsets of $[1: n]$ of cardinality two; equivalently, $f_{i}\left(x_{1}, \ldots, x_{n}\right)=\underset{\{j, k\} \in A_{i}}{ }\left(x_{j} \cdot x_{k}\right)$. The "threshold two" function of $n$ variables $T_{2}^{n}$ is quadratic since $\operatorname{PI}\left(T_{2}^{n}\right)=\left\{x_{j} \cdot x_{k} \mid j, k \in[1: n], j \neq k\right\}$. Boolean matrix multiplication and Boolean convolution are additional examples.

In this chapter we primarily consider the measures $M C, M C_{\wedge}$, and $M C_{V}$ for circuits, and corresponding measures $M L$, $M L_{\Lambda}$, and ' $M_{v}$ for formulas. For any M-circuit $N$, we have the relationship $M C_{\Lambda}(N)+M C_{V}(N)=M C(N)$. For an M-formula $F$ which does not contain any constant inputs, we have the corresponding equation $M L_{\Lambda}(F)+M L_{v}(F)=M L(F)-1^{*}$. Hence for an arbitrary monotone function $f \in B_{n}$ we have the relationships

[^6]$$
M C_{A}(f)+M C_{V}(f) \leq M C(f)
$$
and
$$
M L_{\wedge}(f)+M L_{V}(f) \leq M L(f)-1
$$
but at least the first inequality may be strict for specific functions f. For example, in Chapter 5 we will show that $M C_{A}\left(T_{2}^{n}\right)=\log n 7$ and $M C_{V}\left(T_{2}^{n}\right)=2 n-4$, but will also show that if $n$ is a power of 2 , any M-circuit for $T_{2}^{n}$ which has exactiy $\Gamma \log n 7$ n-gates must also have at least $2 n+3\lceil\log n\rceil-9$ $v$-gates, and hence any M-circult for $T_{2}^{n}$ must have at least one more gate than the sum $M C_{A}\left(T_{2}^{n}\right)+M C_{V}\left(T_{2}^{n}\right)$ for these values of $n$.

Two areas in the complexity of single-output quadratic m.b.f.'s are presented in this chapter. The asymptotic value of the largest complexity for all quadratic m.b.f.'s is explored first. It is shown that every quadratic m.b.f. in $B_{n}$ has an M-circuit complexity of $0\left(n^{2} / \log n\right)$. That this upper bound is within a constant factor of the best possible result is shown by proving that "most" quadratic m.b.f.'s have circuit complexity over the larger basis $B_{2}$ of $\Omega\left(n^{2} / \log n\right)$.

The other area is the determination of the number of n-gates necessary and sufficient to compute any quadratic m.b.f. in $B_{n}$. We show that $n-1$ n-gates are sufficient in any M-formula, and exhibit a quadratic m.b.f. for which $[2 / 3 n] \wedge$-gates are necessary in any M-circuit. By restricting the types of M-circuits allowed, we can demonstrate a quadratic function for which $n-o(n)$ n-gates
are necessary in any restricted M-circuit, due to an observation by V.Chvatal.

Section A. The Total Number of Gates

We first demonstrate closely matching upper and lower bounds for the worst-case complexity of quadratic monotone Boolean functions. Definition: Suppose $n \in \mathbb{N}$. Define

$$
\begin{aligned}
& Q C(n)=\max \left\{M C(f) \mid f \text { is a quadratic m.b.f. in } B_{n}\right\}, \\
& Q C_{\Lambda}(n)=\max \left\{M C_{\wedge}(f) \mid f \text { is a quadratic m.b.f. in } B_{n}\right\},
\end{aligned}
$$

and $\quad Q C_{v}(n)=\max \left\{M C_{v}(f) \mid f\right.$ is a quadratic m.b.f. in $\left.B_{n}\right\}$. We similarly define $Q L(n), Q L_{\wedge}(n)$, and $Q L_{V}(n)$.

We can use standard counting techniques as found in numerous proofs [Shannon 1949, Lupunov 1962, Fischer 1974] to establish lower bounds on QC.
3.1 Theorem: Suppose $\varepsilon>0$. Then most quadratic m.b.f.'s $f$ in $B_{n}$ have

$$
C_{B_{2}}(f) \geq(1-\varepsilon) n^{2} /(4 \log n)
$$

for $n$ sufficiently large, where $B_{2}$ is the complete basis of all two -input Boolean functions.

Proof: Let $Q_{n} \subseteq B_{n}$ denote the set of all quadratic m.b.f. ${ }^{i} s$ of $n$ variables. Since there are $\binom{n}{2}$ suivsets of the variables $\left\{x_{1}, x_{2}, \ldots x_{n}\right\}$ with two members, $\left|Q_{n}\right|=2^{\binom{m}{2}}-1$.

Suppose $f_{\in} Q_{n}$. We know that there is some $B_{2}$-circuit $N$ which
computes $f$ since $B_{2}$ is a complete basis. If $N$ contains two gates wich compute the same function, then as in chapter 2 , one of these may be eliminated to yield a $B_{2}$-circuit with fewer gates which also computes $f$. Also, if $f$ is not a constant function, it is possible to construct a $\mathrm{B}_{2}$-circuit for $f$ in which oach constant node has outdegree zero. We thus consider only $B_{2}$-circuits in which each gate computes a distinct function, and in which constant hodes have outdegree zero; we call such circuits reduced.

Now suppose $q \in \mathbb{N}$ and $N$ is a reduced $B_{2}$-circuit of size $\leq q$ which computes a function $\mathrm{f}_{\mathrm{E}} \mathrm{Q}_{\mathrm{n}}$. By possibly adding additional "dummy " gates, we may assume that there is a reduced $B_{2}$-circuit of size exactly $q$ in which one of the gates computes $f$. Let $R_{q}$ denote the number of quadratic m.b.f.'s computed by such reduced circuits of size q. Since each gate has two inputs, and can be labelled with ary of the 16 binary Boolean functions, there are at most $16(q+n)^{2}$ possible assignments of function-input pair combinations for each gate in a reduced $B_{2}$-circuit, giving a total of at most $\left[16(q+n)^{2}\right]^{q}$ such assignments of reduced $B_{2}$-circuits. However, many of these labellings describe the same circuit - in fact, there are q! different enumerations of the computational nodes of any fixed retuced circuit. Hence, there are at most $16^{q}(q+n)^{2 q} / q$ ! reduced circuits of size q. Since the (quadratid) output function may be computed at any gate of the circuit, we have

$$
\begin{aligned}
& R_{q} \leq q \cdot 16^{q}(q+n)^{2 q} / q! \\
& \leq\left(16^{q}(q+n)^{2 q+1} \cdot e^{q}\right) /\left(\sqrt{2 \pi q} \cdot q^{q}\right) \quad \begin{array}{l}
\text { (using Stirling's } \\
\text { approximation) }
\end{array} \\
& \leq \sqrt{(2 / \pi)(64 e)^{q} \cdot q^{q+(1 / 2)} \quad} \begin{array}{l}
\text { (when } q \geq n)
\end{array} \\
& \leq(c q)^{q} . \quad \begin{array}{l}
\text { (for some } \begin{array}{c}
c \geq 0 \\
\text { ficiently large })
\end{array}
\end{array} \begin{array}{l}
\text { and } q \text { suf- }
\end{array}
\end{aligned}
$$

Now, suppose that $q \leq(1-\varepsilon)\binom{n}{2} / \log \binom{n}{2}$. Then

$$
\begin{aligned}
R_{q} & \leq\left[c(1-\varepsilon)\binom{n}{2} / \log \binom{n}{2}\right](1-\varepsilon)\binom{n}{2} / \log \binom{n}{2} \\
& \leq\binom{ n}{2}(1-\varepsilon)\binom{n}{2} / \log \binom{n}{2} \quad\left(\text { when } \log \binom{n}{2} \geq c(1-\varepsilon)\right) \\
& \leq 2^{(1-\varepsilon)\binom{n}{2}} .
\end{aligned}
$$

Hence the fraction of all quadratic m.b.f.'s counted in $R_{q}$ is

$$
R_{q} / 2^{\left(\frac{n}{2}\right)} \leq 2^{(1-\varepsilon)^{(2)}} / 2^{\left(\frac{n}{2}\right)}=2^{-\varepsilon}\binom{n}{2}
$$

which tends to 0 as $n \rightarrow \infty$. Thus most quadratic functions have $B_{2}$ complexity at least $(1-\varepsilon)\binom{n}{2} / \log \binom{n}{2} \sim(1-\varepsilon)\left(n^{2}\right) /(4 \log n)$. Theorem 3.1
3.2 Corollary: $\quad Q C(n)=\Omega\left(n^{2} / \log n\right)$.

Proof: For any quadratic m.b.f. $f, M C(f) \geq C_{B_{2}}(f)$ since

We can prove that all quadratic mib.f.'s can be computed using a monotone circuit which is no more than a small constant factor larger than this bound. The idea of the proof is similar to that used in the Four Russian's algorithm for transitive closure [Arlazarov et al. 1970], and has been used previously for constructing efficient circults for other classes of functions [Tarjan 1976].
3.3 Theorem: Suppose $f \in B_{n}$ is a monotone quadratic Boolean function. Then

$$
M C(f) \leq 4 n^{2} / \log n+O(n) .
$$

Proof: Let $m=$ log $n$. We partition the input variables of $f$ into $\left.\Gamma_{n / m}\right\rceil$ subsets, the $i^{\text {th }}$ subset $s_{i}$ consisting of the set $S_{j}=\left\{x_{j} \mid(i-1) m<j \leq i \cdot m, j \leq n\right\}$ for $i_{\varepsilon}[1: n / m]$. Each subset, with the possible exception of the last, has $m$ variables in it. If $f \in Q_{n}$ is given, for each input variable $x_{i}$ and each subset $S_{j}$ we define

$$
A_{i j}=\left\{x_{k} \in S_{j} \mid k \geq i \quad \text { and } \quad x_{i} x_{k} \in P I(f)\right\}
$$

Note that $A_{i j}=0$ for $\left.j<\Gamma 1 / m\right\rangle$. Let $\hat{A}_{i j}$ be the Boolean function of the disjunction of all variables in $A_{i j}$ (recall that by convension $\hat{A}_{i j}$ is the constant function $\underline{0}$ when $A_{i j}=\emptyset$ ). We clearly
can express $f$ as the factorization

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{n}\right)=V_{i=1}^{n}\left(x_{i} \wedge\left(\underset{j=H / m\urcorner}{V} \hat{A}_{i j}\right)\right) \tag{1}
\end{equation*}
$$

Our goal will be to compute the functions $\hat{A}_{\mathbf{i j}}$ efficiently, and use the decomposition (1) to compute $f$. We make use of the following result [Tarjan 1976] which allows efficient computation of sets of disjunctions.
3.4 Lemma: Suppose $X$ is a set of $m$ variables, and $f_{1}, f_{2}, \ldots, f_{k}$ are monotone Boolean functions which are the disjunction of subsets of variables of $X$. Then there exists a circuit $N$ consisting solely of $v$-gates which computes $F=\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}$ such that $C_{\{v\}}(N) \leq 4 k m / \log k$.

Proof of lemma: Let $r=\log \mathrm{k}$. We decompose the set of $X$ variables into $\left.\Gamma_{\mathrm{m}} / \mathrm{r}\right\rceil$ subsets $\mathrm{T}_{1}, \mathrm{~T}_{2}, \ldots, \mathrm{~T}^{\mathrm{m} / \mathrm{m} 7}$ each containing no more than $r$ variables. For each $i$, the circuit $N$ initially computes the disjunction of all possible subsets of $T_{i}$. This can be done in a manner which has one disjunction for each subset of size $\geq 2$ by computing the disjunction of smaller subsets first, and then constructing the disjunction of a larger set with one additional variable by using a single v-gate to add this variable to the previously constructed disjunction of the smaller set. Hence, this can be performed using at most $2^{r}-r-1$ disjunctions for each $i \epsilon\left[1 . \frac{m}{n} / \boldsymbol{\sim}\right]$, giving a total of
 $f_{j}$ can be constructed by computing the disjunction of $\Gamma \mathrm{m} / \mathrm{r} 7$ of these previously computed functions (one per subset $T_{\mathfrak{j}}$ ), we can compute $F$ with at most an additional $k(\Gamma m / r\rceil-1)$ v-gates. Since $\lceil\mathrm{m} / \mathrm{r}\rceil \leq 2 \mathrm{~m} / \log \mathrm{k}$, the total number of v -gates used in this construction is at most $2 \sqrt{-m} / r 7-k \leq 4 \mathrm{~km} / \log k$.

- Lemma 3.4

Returning to the proof of Theorem 3.3, suppose that $\mathbf{j}$ is fixed. Note that $A_{i j} \neq$ for at most $j \cdot m$ values of $i$, namely for each $i \in[1: j \cdot m]$. Hence the computation of the functions $A_{i j}$ for all $j \cdot m$ values of $i$ can be accomplished using the method of Lemma 3.4 with at most $: 4 \mathrm{jm}^{2} / \log$ ( jm ) $v+$ gates. Thus, one can compute all functions $A_{i j}$ for $i \in[1: n], j \in[1:[n / m 7]$ using at most

$$
\begin{aligned}
\sum_{j=1}^{\Gamma n / m\urcorner}\left(4 j m^{2}\right) /(\log (j m)) & =4 m^{2} \sum_{j=1}^{\left.\Gamma n / m]_{j}^{j} \log (j m)\right)^{*}} \\
& =4 m^{2}\left[n^{2} /\left(2 m^{2} \log n\right)+0\left(n / \log ^{2} n\right)\right] \\
& =2 n^{2} / \log n+0(n) \quad \text { v-gates. }
\end{aligned}
$$

[^7]Finally, combining these disjunctions to compute $f$ using (1) can be done using an additional $n-1$ a-gates (since $A_{n j}=\underline{0}$ for all $j$ ); the number of additional $v$-gates is at most

$$
\begin{aligned}
\left.\sum_{i=1}^{n}(\Gamma n / m]-\Gamma i / m 7\right)+n-1 & \leq \sum_{i=1}^{n}((n-i) / m+1)+n-1 \\
& =\left(\sum_{j=0}^{n-1} j\right) / m+2 n-1 \\
& =n^{2} / 2 m+0(n) .
\end{aligned}
$$

Again, since $n^{2} / m \leq 2 n^{2} / \log n$, we have a total of $4 n^{2} / \log n+0(n)$ gates in the M-circuit constructed.

- Theorem 3.3

Section B. Asymptotic Bounds on A-gates
In the remainder of this chapter, we consider the measures $Q C_{\wedge}$ and $Q L_{\wedge}$ which are the minimal number of 1 -gates required in any

But

$$
\begin{aligned}
\int_{2}^{n} x / \log x d x \leq \sum_{i=2}^{n} i / \log i & \leq \sum_{i=2}^{n / 2}+{ }^{n}[i / \log i+(n-i+2) / \log (n-i+2)] \\
& \leq \sum_{i=2}^{\ln +1} 2(\Gamma n / 27+1) / \log (n / 2+1) \\
& =2(\operatorname{Ln} / 2((n n / 2 \ln 1)) /(2 \log (\Gamma n / 27+1)) \\
& =n^{2} / 2 \log n+0(n / \log n) .
\end{aligned}
$$

circuit or formula respectively to expness quadratic m.b.f. of $n$ variables. We do not consider the measures $Q C_{v}$ and $Q L_{v}$, and consider determination of their values to be an interesting open question. When arbitrary M-circuits are allowed, the bounds we obtain on 1 -complexity are not as tight as those in the previous section, but tighter bounds are given in Section $C$ when A-gates are not allowed to have a path to another n-gate in the circuit.
3.5 Lemma: Suppose $n \geq 2$. Then $Q C_{A}(n) \leq Q_{n}(n) \leqslant n-1$.

Proof: Obviously $Q C_{A}(n) \leq Q_{\Lambda}(n)$ since a formula may be considered a special kind of a circuit.

We prove that $Q L_{\Lambda}(n) \leq n-1$ by induction on $A$.

If $n=2$, then clearly $Q L_{A}(2)=1$ since the only quadratic m.b.f. of 2 variables is $T_{2}^{2}\left(x_{1}, x_{2}\right)=x_{1} \wedge x_{2}$.

Now assume inductively that $\mathrm{QL}_{\wedge}(n) \leq n-1$, and suppose that $f$ is a quadratic m.b.f. of $n+1$ variables. We can express $f$ as the factorization

$$
f\left(x_{1}, \ldots, x_{n+1}\right)=\left(x_{n+1} \wedge g\left(x_{1}, \ldots, x_{n}\right)\right) \vee h\left(x_{1}, \ldots, x_{n}\right)
$$

where $g=V\left\{x_{i} \mid x_{i} \cdot x_{n+1} \in P I(f)\right\}$ and

$$
\left.h=V_{\left\{x_{i} \cdot x_{j}\right.} \mid x_{i} \cdot x_{j} \in P I(f), \quad i \neq n+1, j \neq n+1\right\}
$$

Clearly $M L_{A}(g)=0$ since it is simply a disjunction of single variables. Also $M L_{\wedge}(h) \leq Q L(n)$ since $h$ is a quadratic m.b.f. of $n$ variables. Inductively, we then know that $M L_{A}(h) \leq n-1$, so $M_{L_{\Lambda}}(f) \leq M \Lambda_{\Lambda}(g)+M_{\Lambda}(h)+1 \leq n$.

## [ Lemina 3.5

Remark: One can show that $Q L_{\Lambda}(4)=2$ by examining all quadratic m.b.f.'s of 4 variables, and hence a similar proof demonstrates that $\mathrm{QL}_{\wedge}(n) \leq n-2$ for $n \geq 4$.

We would now like to determine whether there are quadratic m.b.f.'s which require a number of 1 -gates which is close to the upper bound provided in Lerma 3.5. ${ }^{\dagger}$ It is easy to demonstrate a quadratic m.b.f. in $B_{n}$ for which $\Omega(n)$ a-gates are required. For example, suppose $n$ is even and consider the function $f_{0}\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1} \wedge x_{2}\right) \vee\left(x_{3} \wedge x_{4}\right) \vee \ldots \vee\left(x_{n-1} \wedge x_{n}\right)$; the proof that

[^8]$f_{0}$ requires $n / 2$-gates to compute is relatively straightforward. It is an open question whether $Q C_{\wedge}(n)$ is asymptotic with $n$. Our objective is to show that the constant factor of the trivial lower bound of $n / 2$ may be improved to $2 / 3$.
3.6. Theorem: Suppose $n \geq 2$. There is a quadratic m.b.f. $f_{\in} B_{n}$ such that $M C_{\wedge}(f)=\lfloor 2 n / 3\rfloor$.

Proof: We define $f$ as follows: partition the $n$ variables into $k=\sqrt{n} / \overline{3}$ subsets $S_{1}, S_{2}, \ldots, S_{k}$, each containing 3 variables (except possibly $S_{k}$ ). We consider the function

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{n}\right)=T_{2}^{3}\left(S_{1}\right) \vee T_{2}^{3}\left(S_{2}\right) \vee \ldots \vee T_{2}^{3}\left(S_{k}\right) \tag{2}
\end{equation*}
$$

where $T_{2}^{3}\left(S_{i}\right)$ is the threshold 2 function of the variables in $S_{i}$ (for the set $S_{k}$, if $n$ is not evenly divisible by 3 , we consider there to be 1 or 2 "dummy" variables set to the constant 0 ). We claim that $M C_{\wedge}(f)=\underline{R} r_{1} / \underline{3}$, and prove this result by induction on $k$ in the event $n \equiv 0(\bmod 3)$. The other cases $n \equiv 1(\bmod 3)$ and $n \equiv 2(\bmod 3)$ are proven similarly. We first show that $M C_{\wedge}(f) \geq 2 n / 3$.

Suppose $k=1$ and $n=3$. Then $f\left(x_{1}, x_{2}, x_{3}\right)=T_{2}^{3}\left(x_{1}, x_{2}, x_{3}\right)$.
By Theorem 5.9 in which it is shown using other means that $M C_{\wedge}\left(T_{2}^{n}\right)=\operatorname{Tog} n$, we have $M C_{\wedge}(f)=\log _{2} 3=2$.

Now assume the statement true for $k$ and $n=3 k-$ namely that the function

$$
f\left(x_{1}, \ldots, x_{n}\right)=T_{2}^{3}\left(S_{1}\right) \vee \ldots v T_{2}^{3}\left(s_{k}\right)
$$

has $M C_{\Lambda}(f) \geq 2 k$. We are concerned with the function

$$
f^{\prime}\left(x_{1}, \ldots, x_{n}, y_{1}, y_{2}, y_{3}\right)=f\left(x_{1}, \ldots, x_{n}\right) \vee T_{2}^{3}\left(y_{1}, y_{2}, y_{3}\right)
$$

where we have re-named the variables for ease of description.
Suppose $N$ is an M-circuit computing $f^{\wedge}$. The general aim of the proof will be to show that there are constants $a_{1}, a_{2}$ and $a_{3}$ in $\{0,1\}$ with the following property: if $y_{i}$ is set to $a_{i}$ (for $\mathbf{i}=1,2$, and 3 ), then the resulting circuit $N^{-}$ computes $f$; moreover, it is possible to eliminate two unnecessary n-gates from $N^{-}$since each gate has at least one predecessor which computes the constant function 1. We proceed in a fashion similar to Paterson [1976].

Definition: Suppose $N$ is a circuit which computes $f^{\prime}$, and suppose $\mathfrak{i}, \mathbf{j} \in\{1,2,3\}$. We say a node $G$ of $N$ has property $P_{i, j}$ iff $y_{\mathbf{i}} \mathbf{y}_{\mathbf{j}}$ is a prime implicant of $\operatorname{Res}(G, N)$.

Definition: If $P$ is any property on nodes of $N$, we define the initial occurrences of $P$, denoted $I(P)$, to be $I(P)=\{G \in \operatorname{Nodes}(N) \mid G$ satisfies $P$, but no predecessor of $G$ satisfies $P$ \}.
3.7 Lemma: Suppose $N$ is an $N$-circuit which computes $f$, and $\mathbf{i}, \mathbf{j} \in\{1,2,3\}, i \neq j$. Then
(1) $\quad I\left(P_{i, j}\right) \neq \emptyset$
and (2) $I\left(P_{1, j}\right)$ consists solely of A-gates.

Proof: Since the input variables do nut satisfy $P_{i, j}$ and the output gate of $N$ does, by passing up the circuit $N$ from the output gate we must eventually find a gate which satisfies $P_{i, j}$ but none of whose predecessors do. This establishes statement (1). For statement (2), suppose that $G$ is an v-gate which satisfies $P_{i, j}$, and let $\operatorname{Pred}(G, N)=\{J, K\}$. By the remarks in Chapter 2 on prime implicants, we know that $\operatorname{PI}\left(G_{2} N\right) \subseteq \operatorname{PI}(J, N) u P I(K, N)$, and since $y_{j} y_{j} \in \operatorname{PI}(G, N)$, one of $J$ or $K$ must satisfy $P_{j, j}$. Hence $G / I\left(P_{i, j}\right)$.

0 Lemma 3.7
3.8 Lemma: Suppose $N, i$, and $j$ are as above, and $G_{\in} I\left(P_{i, j}\right)$. If $\operatorname{Pred}(G)=\{J, K\}$, then either $y_{i} \in \operatorname{PI}(J, N)$ and $y_{j} \in \operatorname{PI}(K, N)$, or vice versa.

Proof: By Leama 3.7, if $G \in I\left(P_{i, j}\right)$, then $G$ is an A-gate. Every prime implicant of $G$ is a product of a member of PI(J) and
a member of $\operatorname{PI}(K)$. Since neither PI(J) nor PI $(K)$ contains $y_{i} \cdot y_{j}$, we must have either $y_{i} \in \operatorname{PI}(J)$ and $Y_{j} \in P I(K)$, or vice versa. [ Lenma 3.8 .

### 3.9 Lemma: If $N$ is as above, then $I\left(P_{1,2}\right) \cup I\left(P_{2,3}\right) \cup I\left(P_{1,3}\right) \geq 2$.

Proof: Suppose to the contrary that there is only a single gate $G$ in $I\left(P_{1,2}\right) \cup I\left(P_{2,3}\right) \cup I\left(P_{1,3}\right)$, and suppose $\operatorname{Pred}(G, N)=\{J, K\}$. By Lemma 3.8, we may suppose w.l.o.g. that $y_{1} \in P I(J, N)$ and $y_{2} \in P I(K, N)$ since $G \in I\left(P_{1,2}\right)$. Again by virtue of Lemma 3.8 and the fact that $G \in I\left(P_{2,3}\right)$, we must have $y_{3} \in P I(J, N)$ since $y_{2} \in \operatorname{PI}(K, N)$ implies that $y_{2} \in \operatorname{PI}(G, N)$, and hence thai $y_{1} y_{2} \in \operatorname{PI}(G, N)$, contrary to the assumption that $G_{\varepsilon}!\left(P_{1,2}\right)$. But then $G_{1} I\left(P_{1,3}\right)$
since $y_{1} y_{3}$ cannot be a prime implicant of $\operatorname{Res}\left(G_{3} N\right)=\left(y_{1} \vee y_{3} \vee h_{1}\right) \wedge\left(y_{1} \vee h_{2}\right)$. This contradiction implies that the union contains at least 2 gates.

Lemma 3.9.

We are now in a position to prove the main theorem. Since there are at least two distinct n-gates in $I\left(P_{1,2}\right) \cup I\left(P_{2,3}\right) \cup I\left(P_{1,3}\right)$ and since none of these sets is empty by Lemma 3.7, we may w.l.o.g. assume that there exist distinct gates $G$ and $H$ in $N$ such that $G \in I\left(P_{1,2}\right)$ and $H \in I\left(P_{2,3}\right)$. Assume using Lemna 3.8 that
$\operatorname{Pred}(G, N)=\left\{K_{1}, K_{2}\right\}$ and $y_{2} \in P I\left(K_{1}, N\right)$; and similarly that $\operatorname{Pred}(H, N)=\left\{K_{3}, K_{4}\right\}$ and $y_{2} \in \operatorname{PI}\left(K_{3}, N\right)$. (It may be possible that some of the $\mathrm{K}_{\text {modes are not distinct.) The assignment of the }}$ variables $y_{1}=0, y_{2}=1$, and $y_{3}=0$ results in a circuit $N^{-}$ which computes the function f. Moreover, in $N^{-}$the inputs $K_{1}{ }^{\prime \prime}$ and $K_{3}$ to $G$ and $H$ respectively now compute the constant function $\underline{l}$, and hence gates $G$ and $H$ may be eliminated in $N^{-}$stare $1 \wedge g=g \quad$ for any Boolean function g. Hence if the resulting circuit is called $N^{\circ}$, we have

$$
M C_{\Delta}(N) \geq M C_{A}(N-\rho)+2 \geq M C_{A}(f)+2=2 n+2
$$

by induction, and the lower bound is complete.
To show that $C_{A}(f) \leq(2 / 3) \boldsymbol{n}$, it suffices to observe that

$$
T_{2}^{3}\left(x_{1}, x_{2}, x_{3}\right)=\left(\left(x_{1} \vee x_{2}\right) \wedge x_{3}\right) \vee\left(x_{1} \wedge x_{2}\right)
$$

and hence $C_{\lambda}\left(T_{2}^{3}\right) \leq 2$. Thus using the definition (2) one can compute $f$ using ( $2 / 3$ ) g negates.
[. Theorem 3.6
3.10 Corollary: Suppose $n \geq 4$. Then

$$
U(2 / 3) \underline{n} \leq Q C_{\Lambda}(n) \leq Q_{A}(n) \leq n-2 .
$$

Section C. A Graph Problem

We close this chapter by describing a graph-theoretic problem which is related to the 1 -complexity of quadratic m.b.f.'s when they are computed with a restricted class of M-circuits. The research in the remainder of this chapter was done in conjunction with Ronald Rivest. We introduce notation similar to Harary [1969] for undirected graphs.

Definition: An undirected graph $G$ is a pair ( $V, E$ ), where $V$ is a finite set whose members are called nodes or vertices, and $E \subseteq\{B \subseteq V|.|B|=2\}$ is a set whose members are called edges.

A bipartite graph is a graph $G=(V, E)$ whose vertices can be partitioned into two non-empty sets $V_{1}$ and $V_{2}$ such that if edge $\left\{\dot{v}_{1}, v_{2}\right\} \in E$, then $v_{1} \in V_{1} \leftrightarrow v_{2} \in V_{2}$; that is, each edge consists of one point in $V_{1}$ and one point in $V_{2}$.

A complete $k-\ell$ bipartite graph is a bipartite graph $\left(V=V_{1} u V_{2}, E\right)$ such that $\left|V_{1}\right|=k \quad\left|V_{2}\right|=\ell$, and $E=\left\{\left\{v_{1}, v_{2}\right\} \mid v_{1} \in V_{1}, v_{2} \epsilon V_{2}\right\}$.

Definition: If $G=\left\{\left(V_{1}, E_{1}\right),\left(V_{2}, E_{2}\right), \ldots,\left(V_{k}, E_{k}\right)\right\}$ is a collection of undirected graphs, and $G=(V, E)$ is an undirected graph, then an exact covering $C$ of $G$ by $G$ is a collection of one-to-one mappings $h_{i}: V_{i} \rightarrow V$ for $i \in[1: k]$ such that $E=\underset{i \in[1: k]}{U}\left\{(e) \mid e^{\in} E_{i}\right\}$
where $h(\{a, b\})=\{h(a), h(b)\}$ for any edge $\{a, b\} \in E_{i}$. The cost of the cover, denoted $\hat{D}(C)$, is $k$.


Fig. 3.1 Some Graphs
Points represent nodes and lines represent edges.

We can now define a measure on graphs.

Definition: Suppose $n \in \mathbb{N}$, and $G$ is an $n$-node undirected graph. -Then

$$
\begin{aligned}
& D(G)=\min \{\hat{D}(C) \mid C \text { is an exact cover of } G \text { by }\left\{G_{1}, \ldots, G_{k}\right\}, \\
& \text { where } G_{i} \text { is complete bipartite graph } \\
&\text { for } i \in[1: k]\}
\end{aligned}
$$

Define $H(n)=\max \{D(G) \mid G$ is an $n$-node undirected graph $\}$.

The connection between quadratic m.b.f.'s and graphs is as follows: Suppose $f$ is an $n$-variable Boolean function. We can associate a corresponding $n$-node undirected graph $G_{f}=(V, E)$, where $V=\{1,2, \ldots, n\}$ and $E=\left\{\{i, j\} \mid x_{i} x_{j} \in P I(f)\right\}$. Conversely, suppose $G=(V, E)$ is an $n$-node undirected graph. By possibly renaming the vertices, we may assume $V=[1: n]$. Define the Boolean function $f_{G}:\{0,1\}^{n} \rightarrow\{0,1\}$ by

$$
f_{G}\left(x_{1}, \ldots, x_{n}\right)=V\left\{x_{i} \cdot x_{j} \mid\{i, j\} \in E\right\}
$$

The functions $f \rightarrow G_{f}$ and $G \rightarrow f_{G}$ clearly demonstrate $a$ one-to-one correspondance between the set of quadratic m.b.f.'s in $B_{n}$ and the set of $n$-node undirected graphs with at least one edge. See Figure 3.2 for some examples.


Fig. 3.2 Some Functions and their Graphs

In fact, we can get a more strict correspondence in mathematical terms.

Notation: $\hat{Q}_{n}=\{f \mid f$ is a quadratic m.b.f. of $n$ variables $\}$ \{0, the constant function 0 of $n$ variables\}.
$G_{n}=\{G=(V, E) \mid G$ is an undirected graph; and $V=[1: n]\}$.
$Z_{n}$ is the graph $([1: n], \varnothing)$ in $G_{n}$.
If $G_{1}=\left(V, E_{1}\right)$ and $G_{2}=\left(V, E_{2}\right) \in G_{n}$ define $G_{1} \cup G_{2}$ to be the graph $\left(V, E_{1} \cup E_{2}\right)$.

If $A$ is any set, and $f: A \rightarrow B$, then $f(A)=\{f(a) \mid a \in A\}$.
If $G=(V, E)$ is an undirected graph, and $h: V \rightarrow W$, then $h(G)$ is the graph $(h(V), h(E))$.
3.11 Lemma: Suppose $n \geq 0$. Then
(1) $\left(\hat{Q}_{n}, v, \underline{O}\right)$ and $\left(G_{n}, u, Z_{n}\right)$ are monoids,
and
(2) the function $f+G_{f}$ is a monoid isomorphism whose inverse is the map $G \rightarrow f_{G}$.

Proof: Statement (1) is easily checked, as are the facts that the maps in (2) are one-to-one, onto, and inverses of each other. Moreover, if $f_{1}$ and $f_{2} \in \hat{Q}_{n}$, then

$$
\operatorname{PI}\left(f_{1} v f_{2}\right)=\operatorname{PI}\left(f_{1}\right) \cup \operatorname{PI}\left(f_{2}\right)
$$

since each prime implicant is the product of two variables. Thus, if
$G_{f_{1}}{ }^{\vee} f_{2}=([1: n], E), \quad G_{f_{1}}=\left([1: n], E_{1}\right)$, and $G_{f_{2}}=\left([1: n], E_{2}\right)$, it
is easy to check that $E=E_{1} \cup E_{2}$, and the claim is verified.

- Lemma 3.11
3.12 Corollary: Suppose $C=\left(h_{1}, \ldots, h_{k}\right)$ is a covering of the graph $G$ by graphs $G_{1}, G_{2}, \ldots, G_{k}$. Then

$$
f_{G}=f_{h_{1}}\left(G_{1}\right) \vee f_{h_{2}}\left(G_{2}\right) \vee \ldots \vee f_{h_{k}}\left(G_{k}\right)
$$

Proof: Proven inductively using Lemma 3.11.
[ Corollary 3.12

We now connect the complexity of functions and their graphs. We will say an M-circuit or M-formula $N$ is single-level if there is no path between any pair of ^-gates in N. Obviously, any quadratic m.b.f. can be computed by a singie-level. M-formula and hence a single-level M-circuit. In a single-level M-circuit $N$, each immediate predecessor of every $\wedge$-gate consists of the disjunction of some set of input and constant nodes. Moreover, if $N$ computes a quadratic m.o.f. f, then there is some subset a of
the 1 -gates of $N$ such that $f=A_{A}^{v} R(A, N)$. Thus, given a single-level M-circuit $N$ computing a quadratic m.b.f. f, one may construct a single-level M-formula $F$ which also computes $f$ and which has the same number of $\boldsymbol{A}$-gates as: $N$ since computing any number of disjunctions of variables takes no n-gates.

If $f$ is a quadratic m.b.f., define
$S L C_{\Lambda}(f)=\min \left\{M C_{\Lambda}(N) \mid N\right.$ is a single-level M-circuit which computes $f$..

We shall prove
3.13 Theorem: Suppose $f$ is a quadratic m.b.f.. Then $. \operatorname{SLC}_{A}(f)=$ $D\left(G_{f}\right)$.

Proof: Suppose $f$ is a quadratic m.b.f., and that $D\left(G_{f}\right)=k$. Let $C=\left(h_{1}, \ldots, h_{k}\right)$ be an exact cover of $G_{f}$ by complete bipartite graphs $G_{1}, \ldots, G_{k}$. We will construct a singlelevel M-formula for $f$ which has one n-gate for each graph in the cover of $G_{f}$. Suppose $G_{i}=\left(V_{i}=X_{i 1} \cup V_{i 2}, E_{f}\right)$ is the decomposition of the vertices of $G_{\mathbf{G}}$ as in the definition of bipartite graphs.

Note that $h_{i}\left(G_{i}\right)$ is also a complete bipartite graph. Since each graph is complete,

$$
\begin{aligned}
& f_{h_{i}}\left(G_{i}\right)(\vec{x})=V\left\{x_{j} x_{k} \mid\{j, k\} \in h_{i}\left(E_{i}\right)\right\} \\
& =\left(V\left\{x_{j} \mid j \in h_{i}\left(V_{i}\right)\right\}\right) \wedge\left(V\left\{x_{k} \mid k \in h_{i}\left(V_{i 2}\right)\right\}\right) .
\end{aligned}
$$

Hence, using Corollary 3.12, we can express $f$ as

$$
\begin{aligned}
& f=f_{G_{f}}=f_{h_{1}\left(G_{1}\right)^{v} f_{h_{2}}\left(G_{2}\right)^{v} \ldots{ }^{v} f_{h_{k}}\left(G_{k}\right)} \\
& \left.\left.=\underset{i=1}{\underset{V}{V}}\left[\left(V_{\underline{x_{j}}} \mid j \in h_{j}\left(V_{i 1}\right)\right\}\right) \wedge\left(V_{x_{k}} \mid \underset{k \in h_{i}}{ }\left(V_{i 2}\right)\right\}\right)\right]
\end{aligned}
$$

which is a formula with $k$-gates. Thus $S L C_{\wedge}(f) \leqslant k$.
Conversely, suppose $f$ is a quadratic m.b.f., and SLC $(f)=k$. By the remarks preceding the theorem, there is a single-level M-formula $F$ for $f$ such that $M C_{\Lambda}(F)=k$. Since $F$ is singlelevel, we may write

$$
F={\underset{i=1}{k}\left[\left(v_{j \in A_{i}} x_{j}\right) \wedge\left(\underset{k \in B_{i}}{v} x_{k}\right)\right]}^{2}
$$

for some subsets $A_{i}$ and $B_{i}$ of $[1: n]$ for each $i \in[1: k]$. Since $\operatorname{PI}(f)$ has no single variable terms, we know that $A_{i} \cap B_{i}=\emptyset$ for each $\mathbf{i} \epsilon[1: k]$. Thus

$$
f(x)=V_{i=1}^{k}\left\{x_{j} x_{k} \mid j \in A_{i} \text { and } k \in B_{i}\right\}
$$

So if we define $G_{i}$ to be the complete bipartite graph with vertex set $A_{i} \cup B_{i}$ (decomposed as $A_{i}$ and $B_{i}$ ) for each $i \epsilon[1: k]$, we observe that $C=$ (id,id,...,id) is an exact cover of $G_{f}$ by complete bipartite graphs $G_{1}, G_{2}, \ldots, G_{k}$, where id is the identity map. Hence $D\left(G_{f}\right) \leq k$.
$[$ Theorem 3.13

If we define $\operatorname{SLQC}_{\wedge}(n)$ to be the maximum value of $\operatorname{SLC}(f)$ for qny quadratic m.b.f. of $n$ variables; then Theorem 3.13 implies that $\operatorname{SLQC}_{A}(n)=H(n)$. Since any single-leved M-formula is in fact an M-formula, we know $Q L_{\Lambda}(n) \leq \operatorname{SLQC}_{\Lambda}(n)$. We note that the proof given for Lemma 3.5 actually yields a single-level M-formula for any quadratic m.b.f.; se $\operatorname{SLQE}_{A}(n) \leq n-1$. Since $Q L(n)=\theta(n)$, we know also that $\operatorname{SLQC}(n)=\theta(n)$. For the latter function, it was pointed out to the author by V. Ctrvatal that one can actually get asymptotically matching upper and lower bounds on $H(n)$.
3.14 Theorem: $\quad \operatorname{SLQC}_{\Lambda}(n)=H(n)$, and $H(n) \sim n$.

We include a sketch of the proof of Theorem 3.14 in Appendix 1.
†Private communication, 1977. Recent work by Bermond [1978] has tightened the bound given on $H(n)$.

Section D. Open Questions

At the end of each chapter, we list some open questions pertaining to that chapter.

1. Demonstrate a m.b.f. for which $M L_{\wedge}(f)+M L_{\wedge}(f)<M L(f)-1$.
2. Is $Q L(n)=\theta\left(n^{2} / \log n\right)$ ? More generailly, do $o\left(n^{2}\right)$ monotone formulas exists for all quadratic m.b.f.'s? $Q L(n)$ is obviously $0\left(\mathrm{n}^{2}\right)$.
3. What is the asymptotic behavior of $Q_{L_{Y}}(n)$ and $Q C_{V}(n)$ ? Determine $Q L_{\wedge}$ and $Q C_{\wedge}$ more exactly than given in Corcllary 3.10.
4. If $f$ is a quadratic m.b.f., is $\operatorname{SLC}_{\wedge}(f)=M L L_{\Lambda}(f)$ ? Is $M L_{\Lambda}(f)=M C_{\Lambda}(f) ?$
5. More generally, is $\operatorname{SLQC}_{\lambda}(n)=Q L(n)$ ?

## CHAPTER 4

## Combinations of Functions

One fundamental problem of Boolean function complexity is determining the relationship between the complexity of individual functions and the complexity of combinations of those functions. The relationship depends not only on the type of combination but also on the model and measure of complexity used. In this chapter, we explore several questions in this area.

Given Boolean functions $f$ and $g$, we consider primarily the combinations $f \times g$ and $v(f \times g)$. Results about the function $\wedge(f \times g)$ may be obtained by duality from those for $v(f \times g)$. We do not consider the composition of functions; this area has many interesting open questions. The measures which we consider are formula and circuit size over different bases.

As Paul [1976 p.383] points out, one might expect that $C_{B_{2}}(f \times g)=C_{B_{2}}(f)+C_{B_{2}}(g)$ since the evaluation of $f$ and $g$ on disjoint sets of variables "have nothing to do with each other." This, however, is incorrect; Paul shows that for any $\varepsilon>0$, there are arbitrarily complex functions $f$ in $B_{n, n}$ such that $C_{B_{2}}(f \times f) \leq(1+\varepsilon) C_{B_{2}}(f)$. In addition, he exhibits arbitrarily complex $g$ in $B_{n}$ such that $C_{B_{2}}(v(g \times g)) \leq(1+\varepsilon) C_{B_{2}}(g)$.

For M-circuits computing monotone functions, the results are drastically different. M. Fischer proved that.
$M C(f x g)=M C(f)+M C(g)$ for any nib.f.f.s $f \in B_{n, k}$ and $g \in B_{m, \ell}$ [Paul 1976]. It is still unknown whether $\operatorname{MC}(v(f \times g))=M C(f)+M C(g)+1$. In Appendix 2, we present an extension to Fischer's result, due to Galbiati and Fischer, [1978] in which the sets of variables on which $f$ and $g$ depend have one variable in common. In addition, we show that Fischer's result holds when v-gates and i-gates are counted separately; namely that $M C_{A}(f \times g)=M C_{N}(f)+M C_{A}(g)$ and dually $M C_{v}(f \times g)=M C_{v}(f)+M C_{v}(g)$.

We consider the question of formula size additivity; the only combination considered is $v(f \times g)$. Here, in contrast to Paul's results on circuit size, we show that formula size is additive under $v$, namely

$$
\begin{equation*}
L_{\Omega}(v(f \times g))=L_{\Omega}(f)+L_{\Omega}(g) \tag{1}
\end{equation*}
$$

for any basis $\Omega$ which contains $v$, and any non-constant Boolean functions $f \in B_{n}$ and $g \in B_{m}$. When counting individual types of gates in formulas over the monotone basis $M$, we show that $M L_{v}\left(v(f \times g)=M L_{v}(f)+M_{v}(g)+1\right.$ for arbitrary monotone functions $f$ in $B_{n}$ and $g$ in $B_{m}$; the corresponding question $M_{\Lambda}\left(v(f \times g) \sum_{M_{A}}(f)+M_{L_{A}}(g)\right.$ remains open, even for simple classes of

[^9]functions such as quadratic functions.
Finally, using fact (1), we demonstrate a gap between the circuit and formula complexity of some specific functions. In particular, we show that there is a sequence of functions whose $B_{2}$-circuit complexity is $O\left(n \log ^{2} n\right)$, but whose $B_{2}$-formula complexity is $\Omega\left(n^{2} / \log \log n\right)$. A slightly larger gap between these measures for a particular function had been previously shown using different techniques by Paul [1977] ${ }^{\dagger}$, who observed the implications of fact (1).

The following chart summarizes the current state of what is known about these problems ${ }^{\dagger \dagger}$.
$t_{\text {Worst-case results for these measures show that most functions }}$
$f_{\epsilon B_{n}}$ have $L_{B_{2}}(f)=\left\{\left(2^{n} / \log n\right)\right.$ and $C_{B_{2}}(f)=0\left(2^{n} / n\right)$. Hence for most functions the ratio between these two measures is $\Omega(n / \log n)$, but the measures themselves are exponential in $n$.
${ }^{\dagger \dagger}$ Paul's result on the sub-additivity of $x$ in the measure $C_{B_{2}}$ used multi-output functions.

| Combination <br> Class of Functions | Measure |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{CB}_{\mathrm{B}_{2}}$ | MC | $C_{v}$ | ${ }^{C}$ | $L_{B_{2}}$ | ML | $L_{v}$ | $L_{1}$ |
| $v(f \times g) \quad B_{n}$ | SUB | ? | ? | ? | ADD | ADD | ADD | ? |
| $x \quad B_{n}$ | ? | ADD | ADD | ADD | - | - | - | - |
| $x \quad B_{n, m}$ | SUB | ADD | ADO | ADD | - | - | - | - |

Table 4.1. Summary of results.

Key - ADD: combination of minimal circuits/formulas gives optimal circuit/formula for combination SUB: negation of ADD for some particular functions ?: open
-: does not apply

Section A. The Formula Size of $v(f \times g)$
In this section we show that one cannot economize when constructing a formula for $v(f \times g)$ in an arbitrary binary basis.
4.1 Theorem: Suppose $n$ and $m \in \mathbb{N}, f \in B_{n}$ and $g \epsilon_{m}$ are nonconstant Boolean functions, and $\Omega$ is an arbitrary Boolean basis.

Then

$$
L_{\Omega}(v(f \times g)) \geq L_{\Omega}(f)+L_{\Omega}(g)
$$

Proof: Suppose $F\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$ is an $\Omega$-formula for $v(f \times g)\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right) \equiv f\left(x_{1}, \ldots, x_{n}\right) v g\left(y_{1}, \ldots, y_{m}\right)$. Since $f$ and $g$ are non-constant functions, there are constants $\vec{a} \in\{0,1\}^{n}$ and $\vec{b}_{\in}\{0,1\}^{n_{1}}$ such that $f(\vec{a})=g(\vec{b})=0$. Thus $F\left(x_{1}, \ldots, x_{n}, \vec{b}\right)$, even when simplified by absorbing constants into gates, is an $\Omega$-formula for $f(\vec{x}) \vee g(\vec{b})=f(\vec{x})$, and hence has at least $L_{\Omega}(f)$ occurrences of variables from $\left\{x_{1}, \ldots, x_{n}\right\}$. Similarly, since $F\left(a_{a}, y_{1}, \ldots, y_{m}\right)$ is a formula for $g(\vec{y}), F$ has at least $L_{\Omega}(g)$ occurrences of variables from $\left\{y_{1}, \ldots, y_{m}\right\}$. Since the sets $\left\{x_{1}, \ldots, x_{n}\right\}$ and $\left\{y_{1}, \ldots, y_{m}\right\}$ are disjoint, $F$ has at least $L_{\Omega}(f)+L_{\Omega}(g)$ total occurrences of variables. Since this is true for any formula $F$ for $v(f \times g)$, the theorem is proved.
[ Theorem 4.7.
4.2 Corollary: If $\Omega$ is any basis containing $v$, and $f$ and $g$ are as in Theorem 4.1, then $L_{\Omega}(v(f \times g))=L_{\Omega}(f)+L_{\Omega}(g)$. Particular examples are $\Omega=B_{2}$ and $\Omega=M$.

To obtain the next corollary, we state without proof the following technical lemma due to Paul [1976].

Notation: For $g \in B_{n}$, and $k \in \mathbb{N}, k>0$, define $V_{g}{ }^{k}$ by the inductive rules:

$$
\begin{aligned}
& v_{g}=g \\
& v_{g}^{k}=v\left(g \times\left(v_{g}^{k-1}\right) j .\right.
\end{aligned}
$$

(So $V_{g}{ }^{k}$ is the disjunction of $k$ copies of $g$ on disjoint sets of variables.)
4.3 Fact (Paul): There is a constant a such that, for all $k$ and $n \in \mathbb{N}, k \geq 1$, and all $g \in B_{n}$, the following holds:

$$
C_{B_{2}}\left(V_{g}^{k}\right) \leq \alpha \cdot \max \left(n \cdot 2^{n}, n k \log ^{2} k\right)
$$

We also need the following fact due to Krichevskii [1961].
4.4 Fact: There is an $n_{0} \in \mathbb{N}$ such that for every $n>n_{0}$, there is a function $f \in B_{n}$ such that $L_{B_{2}}(f) \geq 2^{n} /(2 \log n)$.

We now can establish the following gap between circuit and formula complexity.
4.5 Corollary (Paul, Bloniarz): There are constants $n_{0}$ and a such that. if $m>n_{0}$ is a power of 2 and $n=2 m / m$, then there is a function $f \in B_{\boldsymbol{n}}$ such that

$$
\text { (1) } \quad L_{B_{2}}(f) \geq\left(2^{2 m}\right) /\left(2 m^{2} \cdot \log m\right)
$$

while

$$
\text { (2) } C_{B_{2}}(f) \leq \alpha \cdot m \cdot 2^{m}
$$

Hence $L_{B_{2}}(f)=\Omega\left(n^{2} /(\log \log n)\right)$ whereas $C_{B_{2}}(f)=0\left(n \log ^{2} n\right)$.

Proof: For this proof, we assume that the basis of operators for all formulas and circuits is $B_{2}$. Let $n_{0}$ be as in Fact 4.4. There is thus a function $g \in B_{m}$ such that $L(f) \geq 2^{m} /(2 \log m)$. By induction on Theorem 4.1, it is easy to show that $L\left(V_{g}{ }^{k}\right)=k \cdot L(g)$, so if we define

$$
f=V\left(g^{2^{m} / m^{2}}\right),
$$

we know that $L(f) \geq\left(2^{m} / m^{2}\right) \cdot\left(2^{m} /(2 \log m)\right)$.
On the other hand, by Fact 4.3, there is a constant $\alpha$ such that

$$
\begin{aligned}
C_{B}(f) & \leq \alpha \cdot \max \left(m \cdot 2^{m}, m \cdot 2^{m} \cdot(m-2 \log m)^{2} / m^{2}\right. \\
& =\alpha \cdot m \cdot 2^{m} .
\end{aligned}
$$

The final remark follows since $f$ has $n=\left(2^{m} / m^{2}\right) \cdot m$ variables and since $m \leq 2 \log n$.

- Corollary 4.5

Section B. Monotone Functions

We now restrict ourselves to the class of single-output monotone Boolean functions and formulas over the basis M. For the combination $v(f \times g)$, Corollary 4.2 proved that monotone formula complexity $M L$ is additive since $v \in M$. As for counting individual gates, clearly $M L_{\Lambda}(v(f \times g)) \leq M L_{\Lambda}(f)+M L_{\Lambda}(g)$ for any m.b.f.'s $f$ and $g$. It remains an open question as to whether there are any non-constant m.b.f.'s $f$ and $g$ for which the inequality is strict. The corresponding question for $M L_{v}$ is answered by the following theorem.
4.6 Theorem: Suppose $n$ and $m \in \mathbb{N}$, and $f \in B_{n}$ and $g \in B_{m}$ are nonconstant m.b.f.'s. Then

$$
M_{v}(v(f \times g))=M_{v}(f)+M L_{v}(g)+1
$$

Proof: The fact that $M L_{v}(v(f \times g)) \leq M L_{v}(f)+M L_{v}(g)+1$ is easily verified by combining an v-minimal M-formula for $f$ with one for $g$ by an v-gate. To show the inequality in the opposite direction, suppose that $F(\vec{x}, \vec{y})$ is a $M$-formula for $f(\vec{x}) \operatorname{vg}(\vec{y})$ with the minimal number of $v$-gates. We will prove that if $H$ is any 1 -gate of $F$, then $H_{\text {depends }}{ }^{\dagger}$ only on variables from the set $X=\left\{x_{1}, \ldots, x_{n}\right\}$ or only on variables from $_{m} Y=\left\{y_{1}, \ldots, y_{m}\right\}$.

[^10]Supposing this for the moment, we show that the theorem follows from this claim. Let $H=\{\hat{K} \mid H$ is a variable or $\wedge$-gate of $F$ such that Succ $^{+}(H, F)$ contains no 1 -gates\}. By assumption, no node in $H$ depends on variables from both $X$ and $Y$. We look at $\operatorname{Succ}^{+}(H, F)$. If Succ $^{+}(H, F)$ were empty, then since $F$ is a formula there would be a unique node $H_{0}$ in $H$. But then $\operatorname{Res}\left(H_{0}, F\right)=v(f \times g)$. Since $v(f \times g)$ depends on variables from both $X$ and $Y$, and by assumption $H_{0}$ does not, this is a contradiction. Hence $\operatorname{Succ}^{+}(H, F)$ is a nonempty collection of v-gates, one of which is the output gate $U$ (see Figure 3.1(a)); moreover

$$
\begin{equation*}
\operatorname{Res}(U, F)=H_{H \in H^{\prime}}^{\prime} \operatorname{Res}(H, F) \tag{2}
\end{equation*}
$$

We will replace $\operatorname{Succ}^{+}\left(H_{3} F\right)$ with a tree of $v$-gates which also realizes the function (2) and obtain a (possibly different) formula for $\operatorname{Res}(U, F)$. Let $H_{X}$ denote the set $\{H \in H \mid H$ depends on variables in $X\}$, and let $H_{Y}=\left\{H_{\epsilon} H \mid H\right.$ depends on variables in $\left.Y\right\}$. By assump-tion, the pairs of sets $H_{X}$ and $H_{Y}$ is a partition of $H$. Form the subformulas

$$
F_{X}=V_{H_{\in} H_{X}}^{V} F_{H}
$$

and

$$
F_{Y}=V_{H \in H_{Y}} F_{Y}
$$

(where the disjunction may be associated amitrarily), and finally
 $F^{\prime}$ defines the same function $v(f \times g)$ as $F$. Moreover, since $F$ was v-minimal, $\operatorname{Succ}^{+}(H, F)$ contains exactly $|H|-1$ v-gates;


Fig. 4.1 The rearrangement
since $|H|-1 \quad v$-gates were added in the reconstruction, $F^{\prime}$ also contains a minimal number of v-gates. But $f\left(x_{1}, \ldots, x_{n}\right) v g\left(y_{1}, \ldots, y_{m}\right)$ $=\operatorname{Res}\left(F_{X}\right)(\vec{x}, \vec{y}) \cup \operatorname{Res}\left(F_{Y}\right)(\vec{x}, \vec{y})$. Since $\operatorname{Res}\left(F_{X}\right)$ depends only on $X$ and $\operatorname{Res}\left(F_{Y}\right)$ depends only on $Y$, it is easy to show that $f=\operatorname{Res}\left(F_{X}\right)$ and $g=\operatorname{Res}\left(F_{Y}\right)$. Since the subtrees $F_{X}$ and $F_{Y}$ are disjoint, there must be at least $M_{V}(f) \quad v$-gates in $F_{X}$ and $M_{v}(g) v$-gates in $F_{Y}$, giving a total of $M L_{v}(f)+M L_{v}(g)+1 \quad v$-gates in $F^{\prime}$, and hence in $F$.

To show that all negates in $F$ depend on only one of $X$ or $Y$, we suppose to the contrary that some $\wedge$-gate depends on both $X$ and $Y$ variables. Let $H$ be a top-most $A$-gate with this property, ie. $H$
is an $\wedge$-gate such that $H$ depends on some variable in $X$ and some variable in $Y$, but any $\wedge$-gate $H^{-}$in $\operatorname{Pred}^{+}(H, F)$ depends only on $X$-variables or only on Y-variables. We will use techniques similar to the first portion of the proof to restructure the formula and reduce the number of $v$-gates in $F$.

Suppose that $\operatorname{Pred}(H, F)=\{I, J\}$. Define
$A(I)=\left\{G \in \operatorname{Pred}{ }^{*}(I, F) \mid G\right.$ is an $A$-gate or an input and all intermediate gates (if any) on the path from $G$ to $H$ are $v$-gates
and define $A(J)$ similarly. Note that neither $A(I)$ nor $A(J)$ : is empty by our selection of $H$. Since the portions of the tree from $A(I)$ to $I$ and from $A(J)$ to $J$ consist solely of $v$-gates, there are $|A(I)|-1 \quad v$-gates in the subtree from $A(I)$ to $I$ and $|A(J)|-1$ v-gates in the subtree from $A(J)$ to $J$. Functionally, we have

$$
\begin{equation*}
\operatorname{Res}(H, F)=[\underset{G \in A(I)}{V}(\operatorname{Res}(G, F))] \wedge \cdot\left[V_{G \in A(J)}(\operatorname{Res}(G, F))\right] \tag{3}
\end{equation*}
$$

We are now in a position to use Mehlhorn and Galil's lemma (Lemma 2.8 ) to reduce the number of v-gates in the formula.

Define

$$
\begin{aligned}
& A_{X}=\{G \in A(I) \mid G \text { depends on some variable in } X\} \\
& A_{Y}=\{G \in A(I) \mid G \text { depends on some variable in } Y\} \\
& B_{X}=\{G \in A(J) \mid G \text { deperids on some variable in } X\} \\
& B_{Y}=\{G \in A(J) \mid G \text { depends on some variable in } Y\}
\end{aligned}
$$

and

Observe that since $H$ is a top-most $\wedge$-gate depending on both $X$ and $Y, A_{X} \cap A_{Y}=B_{X} \cap B_{Y}=\emptyset$. We construct a new formula $F^{\prime}$ by replacing the subformula $F_{H}$ in $F$ by a subformula $F_{0}$ which realizes the function

If none of $A_{X}, A_{Y}, B_{X}$, nor $B_{Y}$ is empty, then we define

$$
\begin{equation*}
F_{0}=\left[\left(\underset{G \in A_{X}}{\vee} F_{G}\right) \wedge\left(\underset{G \in B_{X}}{V} F_{G}\right)\right] v\left[\left(G_{G \in A_{Y}}^{v} F_{G}\right) \wedge\left(G_{G \in B_{Y}}^{v} F_{G}\right)\right] \tag{4}
\end{equation*}
$$

In this case $F_{0}$ has at least one fewer $v$-gate since the $|A(I)|+|A(J)|-2 \quad v$-gates we identified in deriving equation (3) have been replaced by
$\left(\left|A_{X}\right|-1\right)+\left(\left|B_{X}\right|-1\right)+\left(\left|A_{Y}\right|-1\right)+\left(\left|B_{Y}\right|-1\right)+1=|A(I)|+|A(J)|-3$ $v$-gates.

If, for example, $A_{X}$ alone is empty, then we define $F_{n}$ to be the
obvious simplification of (4), namely

$$
\begin{equation*}
F_{0}=\left(G_{\epsilon}^{v} A_{Y} G\right) \wedge\left(G_{\in B_{Y}}^{v} G\right) . \tag{5}
\end{equation*}
$$

In this case, $F_{0}$ contains $\left(\left|A_{Y}\right|-1\right)+\left(\left|B_{Y}\right|-1\right)=|A(I)|+\left|B_{Y}\right|-$ ? $v$-gates. But $B_{X} \neq \square$ since $H$ depends on both $X$ and $Y$ variables by definition.. Thus $\left|B_{Y}\right|<|A(J)|$ so $F_{0}$ has fewer $v$-gates then $F_{H}$.

If one of the other sets is empty we proceed similarly. If two of the sets are empty, then they must differ in their variable sets since $H$ depends on both $X$ and $Y$ variables. So suppose w.l.o.g. that $A_{X}$ and $B_{Y}$ are empty. Then $f_{0}=\underline{0}$, the constant function zero, so we may let $F_{0}$ be the constant 0 . In this case the closest v-gate in Succ $^{+}(H, F)$ may be eliminated since one input to the gate is the constant 0 ;-such a gate must exist since the formula $F$ does not compute a constant function.

Hence in all cases $F^{\prime}$ has at least one fewer $v$-gate than $F$. Now if we can show that $F^{-}$also computes $f(x) \vee g(y)$, then we will have a contradiction. But this is in fact the case. Observe that $f_{0}$ implies $\operatorname{Res}(H, F)$; in fact, $\operatorname{PI}\left(f_{0}\right)$ consists of those monomes of $\mathrm{PI}(H, F)$ which consist solely of $X$-variables or solely of $Y$-variables. Since $\operatorname{PI}(v(f \times g))$ has no monomes which contain both variables from $X$ and variables from $Y$, by Lemma 2.8 we know that each monome in $\mathrm{PI}(\mathrm{H}, \mathrm{F})$ which contains variables from both $X$
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and $Y$ may be eliminated from $\operatorname{PI}(H, F)$ without changing the function defined by the formula $F$. Since the replacement of $F_{0}$ for $F_{H}$ eliminates exactly all such monomes, $F$ and $F^{\prime}$ define the same function $v(f \times g)$. But since $F^{\prime}$ has at least one fewer v-gate than $F$, this is a contradiction to the $v$-minimality of $F$. [ Theorem 4.6.


Section C. Open Questions
(1) There are several open questions listed in Table 1. Are any solvable in general? If the class of functions is restricted (e.g. to quadratic functions) are any of the questions solvable?
(2) More generally, for arbitrary single-output m.b.f.'s f and $g$, is

$$
M C(f(g(\vec{x}), g(\vec{y}), \ldots, g(\vec{z})))=M C(f)+M C(g) \quad ?
$$

## CHAPTER 5

## The Monotonic Circuit Complexity of Threshold Functions

One important class of Boolean functions is the set of symmetric functions, those which are invariant under any permutation of their inputs. Formally, a Boolean function $f \in B_{n, m}$ is symmetric iff $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=f\left(x_{\pi(1)}, x_{\pi(2)}, \cdots, x_{\pi(n)}\right)$ for every permutation $\pi$ of the set [1:n]. One interesting fact about the symmetric Boolean functions is that they are fairly easy to compute by a circuit over a complete basis. The value of any symetric function on an argument depends solely on the number of inputs which are set to 1 . Since it is possible to construct a linear-sized circuit which counts the number of l's in an input and outputs that number written in binary, it is possible to use the output of such a "unary to binary" converter to compute the value of the symmetric function on the input. The best known general schenes for computing symmetric functions in this way over the complete basis $B_{2}$ require $\sim 6 n$ gates in all [Muller and Preparata 1975$]^{\dagger}$.

As for lower bounds on the complexity of symmetric functions, Lemma 2.11 shows that any non-constant symmetric Boolean function has complexity at least $n-1$ over $B_{2}$ since the function depends

[^11]on each of its inputs. Schnorr shows that all but 8 of the symmetric functions of $n$ variables have $B_{2}$ circuit complexity of at least $2 n-3$ [1974]. Recently, Stockmeyer showed that at least half of the $2^{n+1}$ symmetric Boolean functions of $n$ variables have $B_{2}$ circuit complexity of at least $5 n / 2-5[197 \pi]$. The latter result, along with an argument of Paul which establishes similar $5 n / 2$ - 0(1) lower bound on the complexity of specific functions [1977], are the largest known lower bounds on the $B_{2}$ cfrcult complexity of any single-output Boolean function other than bounds obtained by diagonal arguments [Stockneyer 1974]. ${ }^{\dagger}$

In this chapter, we consider the collection of monotone symmetric Boolean functions, the threshold functions. The main object of study will be the monotone circuit complexity of these functions. Recall the definition of the threshold functions.

Definition: Suppose $k, n \in \mathbb{N}$. Define the Boolean function threshold $\underline{k}$ of $\underline{n}$ variables, denoted $T_{k}^{n} \in B_{n}$, by $T_{k}^{n}\left(x_{1}, \ldots, x_{n}\right)=1$ iff at least $k$ of the inputs $x_{1}, \ldots, x_{n}$ are 1 .

In particular, $T_{0}^{n}$ is the constant function 1 for all values of $n$, and $T_{m}^{n}$ is the constant function 0 for all $m$. Since

$$
T_{1}^{n}\left(x_{i}\right)=\bigvee_{i=1}^{n} x_{i} \text { and } T_{n}^{n}=\bigwedge_{i=1}^{n} x_{i},
$$

[^12]these extremal threshold functions have circuit complexity over $M$ of $n-1$. By observing that
$$
\left.T_{k}^{n}\left(x_{1}, \ldots, x_{n}\right)=\neg\left(T_{n-k+1}^{n} \neg x_{1} \rightarrow \neg x_{2}, \ldots, \neg x_{n}\right)\right)
$$
we know that $T_{k}^{n}$ and $T_{n-k+1}^{n}$ are duals of each other, so that in general $C_{B_{2}}\left(T_{k}^{n}\right)=C_{B}\left(T_{n-k+1}^{n}\right)$ and $\operatorname{MC}\left(T_{k}^{n}\right)=\operatorname{MC}\left(T_{n-k+1}^{n}\right)$ for $k \in[0: n+1]$.

For circuits over $B_{2}$, the best known results are the following. The general upper bound of $6 n$ for the $B_{2}$-circuit complexity of any symmetric function obviously applies to the threshold functions. (This general bound can be improved upon for small values of k.) Stockmeyer's techniques show that $C_{B_{2}}\left(T_{k}^{n}\right) \geq 2 n+\min (k, n-k+1)-3$ for any $k \in[2: n-1]$.

In this chapter, we present new lower bounds for the monotone circuit complexity of the threshold functions. For arbitrary threshold functions, we develop a general theorem using an approach similar to Stockmeyer, Paul, and others which shows that

$$
\operatorname{MC}\left(T_{k}^{n}\right) \geq 2 n+2 \min (k, n-k+1)-0(1)
$$

for any $k \in[2: n-1]$. In particular, for the "majority function" $T^{n} / \frac{1}{n} 7$, we show that

$$
\operatorname{MC}\left(T^{n} n / 27\right) \geq 3 n-7
$$

Using different techniques, we also study lower bounds on the monotone complexities for the function $T_{2}^{n}$. We present proofs of two results due to F. F. Yao ${ }^{\dagger}$, namely that

$$
M C_{v}\left(T_{2}^{n}\right)=2 n-4 \quad \text { and } M C_{A}\left(T_{2}^{n}\right)=\log n
$$

We then show that these lower bounds are not achievable simultaneously by proving that, for $n$ a power of 2, any monotone circuit for $T_{2}^{n}$ with exactly $\operatorname{Fog}_{\mathrm{n}}$ v-gates must have at least $2 n+4 \log n-9 \quad v$-gates.

Before proceeding to proofs of the lower bounds, we first make some remarks on upper bounds for the M-circuit complexity of the threshold functions. As of the present, no linear (in $k$ and $n$ ) upper bound exists on $M C\left(T_{k}^{A}\right)$ for arbitrary threshold functions. Hence the gap between the lower bounds mentioned above and the best known circuits are disappointingly large. For fixed values of $k$, L. Adleman has developed a scheme for constructing an M-circuit for $T_{k}^{n}$ which has $k n+o(n)$ gates. ${ }^{\dagger+}$
$\dagger$
Private communication, 1976.
$\dagger+$
Private communication, 1976.

In particular, he shows that

$$
\operatorname{MC}\left(T_{2}^{n}\right)=2 n+O(/ n)
$$

and thus that the high order term of Yao's lower bound is exact ${ }^{\dagger}$. While Adleman's method yields the best known circuits for small fixed values of $n$, a result due to $A$. Yao and F.F. Yao on building selection networks from comparators [Yao 1974] can be used to show that, for fixed $k$,

$$
\operatorname{MC}\left(T_{k}^{n}\right) \leq\lceil\log k+7 n+o(n) .
$$

Finally, if $k$ is allowed to vary. with $n$ (for example if $k=\sqrt{n} / 2$ ), the smallest known M-circuit which computes $T_{k}^{n}$ has $O\left(n \log ^{2} n\right)$ gates. This bound is obtained by using an M-circuit of this size to sort the inputs in increasing order (Batcher in [Knuth 1973 pp . 111-114]) and then observing that $T_{k}^{n}\left(x_{1}, \ldots, x_{n}\right)=1$ iff the $k^{\text {th }}$ largest input is 1.
$\dagger$ We remark that in addition, Adleman (private communication, 1976) has proved a lower bound of $2 n+\Omega(/ n)$ gates for any M-circuit which computes $T_{2}^{n}$, has exactly $\log n$-gates, and is synchronous (for definition, see [Savage 1976], p. 24).

Section A. The Class of all Threshold Functions

In this section we show that the general lower bound techniques used by numerous researchers [Stockmeyer 1977, Paul 1977, Schnorr 1974, Khasin 1970] for circuit complexity can yield a larger bound when the basis of allowable gates is restricted to $M$. The basic method of attack is as follows: To prove a lower bound on the combinational complexity of a particular Boolean function $f$, one attempts to show that there is a set of variables $\left\{x_{i} \mid i \in A \subseteq[1: n]\right\}$ and corresponding constants $\left(c_{i} \mid i \in A, c_{i} \in\{0,1\}\right)$ such that the restricted function $\left.f\right|_{x_{i}}=c_{i}$ for $i \in A$ is a function whose complexity is known to be bounded below by some quantity. If, in addition, one can show that in any minimal B-circuit or formula which computes $f$, the setting $x_{i}=c_{i}$ for $i \in A$ allows one to eliminate (as in Chapter 2) $k$ gates because these gates now have at least one constant input, we then know that

$$
C_{B}(f) \geq k+C_{B}\left(\left.f\right|_{x_{i}}=c_{i} \quad \text { for } i \in A\right)
$$

hence a lower bound on $C_{B}(f)$ can be obtained. This is the general approach we take; in particular, a lower bound on the resticted function $\left.f\right|_{x_{i}}=c_{i}$ will be known by induction.

Before describing the inductive hypotheses needed to prove our result, we first informally describe the method. The largest lower bound obtained from this method is for the majority function $T^{n} / h_{2}$. We will reduce an M-circuit $N$ for an arbitrary threshold function $T_{k}^{n}$ to one for $T_{k}^{n-1}$ by setting the input $x_{n}$ to a constant. The setting $x_{n}=0$ results in a circuit for $T_{k}^{n-1}$ while the setting $x_{n}=1$ results in a circuit for $T_{k-1}^{n-1}$, If the constant can be chosen arbitrarily and still allow a large number of gates to be eliminated, then the constant will be chosen so that $k^{-}$is as close to $\sqrt{(n-1) / 2}$ as possible. Some notation will be useful.

Definition: The parity function, $p: \mathbb{N} \rightarrow\{0,1\}$, is defined by

$$
p(n)=\left\{\begin{array}{l}
1 \text { if } n \text { is odd } \\
0 \text { if } n \text { is even }
\end{array}\right.
$$

The partial function $\ell: \mathbb{N} \times \mathbb{N}, \rightarrow \mathbb{N}$ is defined by $\ell(n, k)=|n+1-2 k|$ whenever $k \leq n$.

The sign function, denoted Sign: $Z \rightarrow\{0,1\}$ is defined by

$$
\operatorname{sign}(x)= \begin{cases}1 & \text { if } x \geq 0 \\ 0 & \text { if } x<0\end{cases}
$$

The function $S$ is defined by $S(n, k)=\operatorname{Sign}(n+1-2 k)$ for $n, k \mathbb{N}$.

Note that $\ell(n, k)$ is a measure of the proximity of $k$ to $(n+1) /$.2 . Observe that $p(n-\ell(n, k))=1$, and that for fixed $n$, the solution in $\mathbb{N}$ to the equation $\ell(k, n)=r$ is non-existent unless $r \leq n-1$ and $p(n-r)=1$, in which case $k=(n+1-r) / 2$ and $k=(n+1+r) / 2$ are the only solutions.

Definition: Suppose that $k, \ell \mathbb{N}, \ell \leq n-3$, and $p(n-\ell)=1$. Define $T_{n, \ell}=\left\{\right.$ threshold functions $\left.T_{k}^{n} \mid \ell(n ; k)=\ell\right\}$.

For completeness, we define $T_{n, t}=$ if $\ell>n-3$ or $p(n-\ell)=0$.

$$
\text { Define } M C(n, \ell)=\max \left\{M C(f) \mid f \in T_{n, \ell}\right\}
$$

We observe that by the above note, if $\ell \leq n-3$ and $n-\ell$ is odd, then $T_{n, \ell}=\left\{T_{(n+1-\ell) / 2}^{n}, T_{(n+1+\ell) / 2}^{n}\right\}$, and the two members of $T_{n, \ell:}$ are duals of each others.

The prinicpal result we prove is the following:
5.1 Theorem: Suppose $n, \ell \in \mathbb{N}, p(n-\ell)=1$, and $\ell \leq n-3$ (so $n \geq 3$ ). Then $\operatorname{MC}(n, \ell) \geq 3 n-\max (\ell, 1)-6$.

Before proving Theorem 5.1, we observe the following corollaries:
5.2 Corollary: Suppose $n \geq 3$. Then $M C\left(T^{n} / \operatorname{m}^{i}\right) \geq 3 n-7$.

5.3 Corollary: Suppose $n \geq 3, k \in[2: n-1], k \neq(n+1) / 2$. Then $\operatorname{MC}\left(T_{k}^{n}\right) \geq 2 n+2(\min (k, n-k+1))-7$.

Proof: Assume $k \in[2: n-1]$ and $k \neq(n+1) / 2$. Since $\ell(n, k) \leq n-3$ and $p(n-\ell(n, k))=1$, we have $T_{k}^{n} \in T_{\ell(n, k)}^{n}$. But then, since $k \neq(n+1) / 2, \ell(n, k)=|n+1-2 k|=\max (n+1-2 k, 2 k-n-1) \neq 0$ and thus Theorem 5.1 implies

$$
\begin{aligned}
\operatorname{MC}\left(T_{k}^{n}\right) & \geq 3 n-\ell(n, k)-6 \\
& =3 n-\max (n+1-2 k, 2 k-n-1)-6 \\
& =2 n+2 \min (k, n-k+1)-7
\end{aligned}
$$

- Corollary 5.3.

The property of classes $T_{n, \ell}$ which we will exploit is the following:
5.4 Lemma: Suppose $n, \ell \in \mathbb{N}, n \geq 3$, and $\ell \leq n-3$. If $f \in T_{n, \ell}$, then there is a coristant $s \in\{0,1\}$ such that
(a) $\left.f\right|_{x_{n}}=s \in T_{n-1, \ell+1}$
if $\ell \leq n-5$
and
(b) $\left.f\right|_{x_{n}}=\neg s \in T_{n-1},|\ell-1|$

Proof: Suppose $f=T_{k}^{n} \in T_{n, \ell}$. We claim that $s=S(n, k)$ satisfies the properties claimed by the lemma. This is proven by examining both of the possible members of $T_{n, \ell}$. For example, if

$$
f=T_{(n+1-\ell) / 2}^{n} \in T_{n, \ell},
$$

then $S(n, l)=1$, so

$$
\left.f\right|_{x_{n}}=1=T_{(n-1-\ell) / 2}^{n-1} \in T_{n-1, \ell+1}
$$

The other case is similar.
[ Lenma 5.4.

We will use one additional lemma which gives information about the structure of $\mathrm{B}_{2}$-circuits ( or M-circuits) computing threshold functions.
5.5 Lemma [Schnorr 1974]: Let $\Omega$ be the basis $B_{2}$ or $M$, and let $N$ be a minimal $\Omega$-circuit for $T_{k}^{n}$ for $n \geq 3$ and $k \in[2: n-1]$. Then there exists a gate $G \in G a t e s(N)$ and indices $i, j \in[1: n]$ such that
(1) $\operatorname{Pred}(G)=\left\{x_{i}, x_{j}\right\}$.
(2) i申j
and (3) outdeg $\left(x_{j}\right) \geq 2^{+}$.

Proof Sketch (For complete proof see [Schnorr 1974] or [Stockmeyer 1977]): Since $N$ is an acyclic graph, one can clearly find a node $G$ and indices $i$ and $j$ satisfying property (1). Since $N$ is minimal, $i \neq j$. We now prove that one of $x_{i}$ and $x_{j}$ must have outdegree of at least 2. Suppose to the contrary that $G$ is the unique gate in $\operatorname{Succ}\left(x_{j}\right) \operatorname{Succ}\left(x_{i}\right)$, and $\operatorname{suppose} \operatorname{Res}(G, N)=$ $g\left(x_{i}, x_{j}\right)$. Then two of the values $g(0,0), g(0,1)$, and $g(1,1)$ must be equal since they are all members of $\{0,1\}$.

+ Actually, Lemma 5.5 holds for any function $f_{\in} B_{n}$ with the property that, for any pair of distinct inputs $x_{i}$ and $x_{j}$,

$$
\begin{aligned}
\mid\left\{f .\left.\right|_{x_{i}}\right. & \left.=c_{1} \mid c_{1}, c_{2} \in\{0,1\}\right\} \mid \geq 3 . \\
x_{j} & =c_{2}
\end{aligned}
$$

Such a function is said to satisfy the "2-3 property". Lower bounds on the complexity of functions with this and more generalized properties have been previously studied [Savage 1976].

Consequently two of the functions $\left.T_{k}^{n}\right|_{x_{1}}=0,\left.T_{k}^{n}\right|_{x_{j}}=0$,

$$
x_{j}=0 \quad x_{j}=1
$$

and $\left.T_{k}^{n}\right|_{x_{i}}=1$ must be equal. Since these three functions are

$$
x_{j}=1
$$

distinct, this is a contradiction, so one of $x_{i}$ or $x_{j}$ must have outdegree at least 2.
[ Lemma 5.5 .

We can now return to the proof of Theorem 5.1.

Proof of Theorem 5.1: The proof is broken down into two stages:
(i) the result is first proven for $\&=n-3$ for all $n$ and
(ii) the result is proven for $\ell \leq n-5$ by induction on $n$, using as basis part (i).

Part (1): Suppose $\ell=n-3$. In this case, $T_{n, \ell}=\left\{T_{2}^{n}, T_{n-1}^{n}\right\}$. Lower bounds of $2 n-3$ on $C_{B_{2}}$, and hence MC, for both of these functions have been proven previously by Schnorr [1974]. This proof is repeated in [Stockmeyer 1977]. In fact, the lower bound of $2 n-3$ on $M C\left(T_{2}^{n}\right)$ follows from Theorems 5.6 and 5.9, which will be proven later in this chapter independently of these results. The lower bound on $M C\left(T_{n-1}^{n}\right)$ follows by duality.

Part (ii): Suppose that $\ell \leq n-5, f \in T_{n, \ell}$, and $N$ is a minimal M-circuit which computes $f$. We break the proof up into several cases.

Case 1: There is an input $x_{i}$ with outdeg $\left(x_{i}\right) \geq 3$. See Figure 5.1.


Fig. 5.1 Case 1
W.l.o.g., by renumbering the input nodes of $N$ we assume that $\mathbf{i}=\mathrm{n}$. In this case, by Lemma 5.4 , there is a constant $\mathrm{s} \in\{0,1\}$ such that $f=\left.f\right|_{x_{n}}=\neg s \in T_{n-1,|\ell-1|}$. By setting $x_{n}$ to $\neg s$ in $N$, all gates in $\operatorname{Succ}\left(x_{n}, N\right)$ may be eliminated, so the resulting contracted network $N^{-}$has at least 3 fewer gates than $N$. Hence $M C(f)=C_{M}(N) \geq C_{M}\left(N^{-}\right)+3$

$$
\geq M C\left(f^{\wedge}\right)+3 .
$$

If $\ell \geq 1$, then $f^{\prime} \epsilon T_{n-1, \ell-1}$, so by induction

$$
\begin{aligned}
M C\left(f^{\wedge}\right)+3 & \geq 3(n-1)-\max (\ell-1,1)-6+3 \\
& =3 n-\max (\ell-1,1)-6 \\
& \geq 3 n-\max (\ell, 1)-6 .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& \text { if } \ell=0 \text {, then } f^{\prime} \in T_{n-1,1} \text {, so } \\
& \begin{aligned}
\operatorname{MC}\left(f^{\prime}\right)+3 & \geq 3(n-1)-\max (1,1)-6+3 \\
& =3 n-7=3 n-\max (\ell, 1)-6
\end{aligned}
\end{aligned}
$$

This proves the result if Case 1 holds. Assume in the remainder that Case 1 does not apply. Assume in addition that $x_{i}, x_{j}$, and $G$ are as in Lenma 5.5 ; w.l.o.g., we assume that $j=n$. Since Case 1 does not apply, outdeg $\left(x_{n}\right)=2$, so we may let $\operatorname{Succ}\left(x_{n}\right)=\{G, H\}$.

Case 2: $G$ is an $\wedge$-gate, and $H$ is an v-gate. See Figure 5.2.
In this case neither $G$ nor $H$ is the output gate since $\left.\operatorname{Res}(H, N)\right|_{X_{n}}=1$ is constant while $\left.f\right|_{X_{n}}=1$ is not; similarly $\left.\operatorname{Res}(G, N)\right|_{X_{n}}=\left.0^{\neq f}\right|_{X_{n}}=0$. Hence we can assume that $A$ and $B$
are arbitrary members of $\operatorname{Succ}(G)$ and $\operatorname{Succ}(H)$ respectively. (Note that we are not assuming that $A \neq B$. ) See Figure 5.3.


Fig. 5.2 Case 2


Fig. 5.3 Two Gates

We claim that $A \neq H$; that is, $H \notin \operatorname{Succ}(G)$. If it were (see Figure 5.4) then $\operatorname{Res}(H, N)=x_{n} v\left(x_{n} \wedge x_{i}\right)=x_{n}$ and the circuit


Fig. 5.4 An Impossible Situation
$N$ is not minimal. Since $\operatorname{Pred}(G)=\left\{x_{i}, x_{n}\right\}, G \not G \operatorname{Succ}(H)$ and thus the gate(s) $A$ and $B$ are distinct from $G$ and $H$. (In fact $A \neq B$ but we do not need this).

By Lemma 5.4, there is some constant s such that the restriction $f^{\prime}=\left.f\right|_{x_{n}}=\neg s \in T_{n-1,|\ell-1|}$. By setting $x_{n}$ to $\neg s$ in $N$, one of $G$ or $H$ now computes the constant function $\neg s$, and hence at least one input to either $A$ or $B$ is now constant. Hence the resulting network $N^{\wedge}$, which computes $f^{\prime}$, can have at least 3 gates ( $G, H$, and one of $A$ or $B$ ) eliminated from it. As in Case 1, this implies that $M C(f) \geq 3 n-\max (\ell, 1)-6$.

Case 3: $G$ is an $v$-gate, and $H$ is an 1 -gate.

This case is handled similarly to Case 2.

Case 4: Both $G$ and $H$ are A-gates. See Figure 5.5.


Fig. 5.5 Case 4

In this case, the objective will be to show that by setting $x_{n}$ to the constant 0 , at least 4 gates can be eliminated from $N$. Observe that by Lemma 5.4, $\left.f\right|_{x_{n}}=0 \in T_{n-1, \ell+1}$ ४ $T_{n-1,|\ell-1|}$.

As in Case 2, it is clear that neither $G$ nor $H$ is the output gate since $\left.f\right|_{X_{n}}=0$ is not a constant function. Hence outdeg $(G) \geq 1$ and outdeg $(H) \geq 1$. Also $H \notin \operatorname{Succ}(G)$ since if this were so then $\operatorname{Res}(H, N)=x_{n} \wedge\left(x_{n} \wedge x_{i}\right)=x_{n} \wedge x_{i}$ (see Figure 5.6). But this means that two gates, $G$ and $H$, compute the same function $x_{n} \wedge x_{i}$, a situation that never happens in a minimal circuit. In a similar fashion, it is possible to show that $G \notin S u c c(H)$.

We now show that there are at least 2 gates in $\operatorname{Succ}(G) \cup \operatorname{Succ}(H)$. Suppose to the contrary that there is only 1 gate $A$ in


Fig. 5.6 Another Impossible Situation
$\operatorname{Succ}(G) \cup \operatorname{Succ}(H)$. See Figure 5.7. Let $\operatorname{Pred}(H)=\left\{x_{n}, J.\right\}$, and


Fig. 5.7
suppose that $A$ is an op-gate, where $o p \in\{\wedge, v\}$. By using the identity (for any m.b.f. f)

$$
\left(x_{n} \wedge x_{i}\right) \text { op }\left(x_{n} \wedge f\right)=x_{n} \wedge\left(x_{i} \text { op } f\right)
$$

we may obtain a smaller circuit by replacing the subcircuit in Figure 5.7 by the following one with one fewer gate (Figure 5.8);


Fig. 5.8 The Rearrangement
that is, eliminate gates $G, H$, and $A$; add gates $B$ and $C$ as above and replace $A$ by 0 in $\operatorname{Pred}(K)$ for every gate $K$ in Succ $(A, N)$. Thus, if $N$ were minimal, there are at least two gates in $\operatorname{Succ}(G)$ u $\operatorname{Succ}(H)$ (see Figure 5.9).

We now are in a position to show that at least 4 gates may be eliminated by setting $x_{n}=0$. Let $N^{-}$be the circuit obtained by this evaluation, and note that $\operatorname{Res}\left(G, N^{-}\right)=\operatorname{Res}\left(H, N^{-}\right)=0$. Hence all gates in $\operatorname{Succ}(G)$ u $\operatorname{Succ}(H)$ have at least one input constant. Since this is at least 2 gates in addition to $G$ and $H$, this means that at least 4 gates in $N^{-}$have a constant input
and may be eliminated, yielding a reduced circuit $N^{n-}$.


Fig. 5.9 Two More Gates

Finally, we show that this elimination of 4 gates yields the desired result. As mentioned $f^{\prime}=\left.f\right|_{x_{n}}=0 \in T_{n-1, \ell+1} \cup T_{n-1,|\ell-1|}$. Since $N^{--}$computes $f^{\circ}$, we obtain

$$
\begin{aligned}
& M C(f)= \hat{C}_{M}(N) \geq 4+C_{M}\left(N^{\prime-}\right) \\
& \geq 4+M C\left(f^{\prime}\right) \\
& \geq 4+\min (M C(n-1, \ell+1), M C(n-1,|\ell-1|) \\
&\left.\quad \text { (since } f^{\prime} \epsilon T_{n-1, \ell+1} \cup T_{n-1,|\ell-1|}\right)
\end{aligned}
$$

$\geq 4+\min (3(n-1)-\max (\imath+1,1)-6,3(n-1)-\max (|\ell-1|, 1)-6)$
(by induction)
$=4+3(n-1)-\max (\ell+1,|\ell-1|, 1)-6$
$=3 n-\ell-6 \geq 3 n-\max (\ell, 1)-6$
and the proof is complete for Case 4.

Case 5: Both $G$ and $H$ are v-gates.

This case is handled dually to Case 4.
[] Theorem 5.1

Section B. The Monotone Circuit Complexity of Threshold 2
We now consider a specific set of threshold functions, $T_{2}^{n}$ for $n \geq 2$, and demonstrate some known lower bounds on the monotone circuit complexity for this set of functions. We first obtain lower bounds on the number of $v$-gates and n-gates separately. The general technique used in previous sections of setting certain inputs to constants and eliminating gates will be used here as well. For the specific function $T_{2}$ we will be able not only to establish that a certain number of gates can be eliminated, but also
to determine what types of gates can be eliminated.
5.6. Theorem: (F.F. Yaa): If $n \geq 2$ then $M C_{v}\left(\mathrm{H}_{2}^{n}\right) \geq 2 n-4$.

Proof' (Bloniarz): By induction on $n$. The case' $n=2$ is obvious.

For larger values of $n$, we use an argument similar to that used previously. Assume the statement of the theorem true for $n-1$, and suppose $N$ is an M-circuit computing $T_{2}^{n}\left(x_{1}, \ldots, x_{n}\right)$ with exactly the minimal number $M C_{V}\left(T_{2}^{n}\right)$ of -gates. Assume further that, $N$ has the minimal total number of gates among all such circuits with $M C_{v}\left(T_{2}^{n}\right)$ v-gates. We show there is some variable, which by symmetry we assume is $x_{n}$, such that setting $x_{n}$ to 0 results in a circuit from which at least two v-gates may be elinated. If the resulting contracted circuit is $N^{\prime}$, then $N^{-}$ computes $T_{2}^{n-1}\left(x_{1}, \ldots, x_{n-1}\right)$, and we obtain the inequality

$$
\begin{aligned}
M C_{v}\left(T_{2}^{n}\right)=M \hat{C}_{v}(N) & \geq M \hat{C}_{v}\left(N^{-}\right)+2 \\
& \geq M C_{v}\left(T_{2}^{n-1}\right)+2 \quad \text { (since } N^{-} \text {computes } T_{2}^{n-1} \text { ) }
\end{aligned}
$$

and the inductive assumption completes the proof.
We use temma 5.5 to establish the resultin,1.0.g. We may assume that there is a gate $G$ in $N$ and inputs $x_{i}$ and $x_{n}$ to $N$
such that $i \neq n, \operatorname{Pred}(G)=\left\{x_{i}, x_{n}\right\}$ and outdeg $\left(x_{n}\right) \geq 2$. See Figure 5.10. Clearly by setting $x_{n}$ to 0 at least two gates may be eliminated. We prove that at least two of these gates are $v$-gates, but first introduce some useful notation.


Fig. 5.10

Suppose that $G$ and $H$ are nodes of N. Recall that a path from $G$ to $H$ is a sequence of nodes $G_{0}, G_{1}, \ldots, G_{k}$ (for $k \geqslant 0$ ) of $N$ such that $G_{0}=G, G_{k}=H$ and $G_{i+1} \in \operatorname{Succ}\left(G_{i}\right)$ for $i \in[0: k-1]$.

Definition: An 1 -chain from $G$ to $H$ is a path $G_{0}, \ldots, G_{k}$ such that $G_{i}$ is an $\wedge$-gate for all $i \in[1: k]$. That is, an ^-chain is a path in the graph of $N$ all of whose nodes, except possibly the first, are $\wedge$-gates. Note that a path consisting of a single node is an $\wedge$-chain regardless of the type of node.

Define

$$
T(G, N)=\left\{H \in \operatorname{Succ}^{*}(G, N) \mid \text { there is an } \wedge \text {-chain from } G \text { to } H\right\}
$$

and

$$
\begin{gathered}
V(G, N)=\left\{H \in \operatorname{Succ}^{*}(G, N) \mid H\right. \text { is an v-gate and } \\
\operatorname{Pred}(H) \cap T(G) \neq \emptyset\} .
\end{gathered}
$$

(where again we omit mention of $N$ if there is no ambiguity).

The importance of these definitions is as follows.
5.7 Lemma: Suppose $N$ is an arbitrary M-circuit, and $G$ and $H$ are nodes in $N$. Suppose further that $\operatorname{Res}(G, N)=\underline{0}$. Then
(a) If $H \in T(G), \operatorname{Res}(H, N)=\underline{0}$;
(b) If $H \in V(G)$, then $H$ has at least one constant input and may be eliminated from $N$;
and
(c) If $H_{\epsilon} \operatorname{SuCc}^{*}(G)$ and $\operatorname{Res}(H, N) \neq 0$, then every path from $G$ to $H$ contains a node in $V(G)$.

Proof: (a) and (b) are obvious. to prove (c), suppose $\operatorname{Res}(H, N) \neq 0$. Then, by $(a)$, there is no $A$-chain from $G$ to $H$. Thus every path from $G$ to $H$ contains at least one v-gate, and the first such is easily seen to be menter of $V(G)$.

- Lemma 5.7.

We proceed with the proof of Theorem 5.6. Suppose $U$ is the output gate of $N$, and let $N$ be the circuit obtained when the constant $\underline{0}$ is substituted for $x_{n}$. By Lemma $5.7(b)$, this setting $x_{n}=0$ allows us to eliminate all the $v$-gates in $V\left(x_{n}, N\right)$ from $N$; if $\left|V\left(x_{n}, N\right)\right| \geq 2$, then the proof is complete ${ }^{+}$. We therefore need consider only $\left|V\left(x_{n}\right)\right|<2$.

Because $T_{2}^{n}$ depends on $x_{n}$, we know that $U \in \operatorname{Succ}^{*}\left(x_{n}, N\right)$. Since Res $\left(U, N^{-}\right)$is not the constant function $\underline{0}$, we know that there is at least one gate in $V\left(x_{n}\right)$ Lemma $5.7(c)$.

[^13]So we may assume that $V\left(x_{n}\right)$ contains exactly one gate $H$. Note that UGSucc ${ }^{*}(H, N)$ since $N$ was an $v$-minimal circuit for $T_{2}^{n}$. Suppose that $\operatorname{Res}\left(H, N^{-}\right)=0$. Again using Lemma $5.7(c)$, we know that $V\left(H, N^{-}\right) \neq$. Since the graph of $N$ is acyclic, it is impossible for $H$ to be a member of $V(H)$, so $|\{H\} \cup V(H)| \geq 2$. By Lemma 5.7(b), all nodes in $\{H\} u(H)$ may be eliminated from $\mathrm{N}^{-}$, constituting at least two v-gates.

We may conclude the proof by demonstrating that the remaining case, namely when $V\left(x_{n}\right)=\{H\}$ and $\operatorname{Res}\left(H_{2} N_{i}^{-}\right) \neq 0$, cannot happen. Since $H$ is a gate, we may assume that $\operatorname{Pred}(H)=\{1, \mathcal{U}\}$ (where it is possible that $G$ is one of $I, J_{2}$ or H). Since $H_{C} V\left(x_{n}\right)$, at least one of $I$ or $J$ must be in $T\left(x_{n}\right)$; we assume w.1.o.g. that $I \in T\left(x_{n}\right)$. The steps of the proof that this case cannot occur are embodied in the following lemma.
5.8 Lemma: Suppose $G, H, I$, and $J$ are as above, Then
(a) Every path from $x_{n}$ to $U$ in $N$ must pass through $H$;
(b) $J$ does not depend structurally on $x_{n}$ in $N$;
(c) $G$ is an 1 -gate;
and
(d) $I \in T\left(x_{i}\right)$.

Proof of Lemma: Result (a) follows from the fact that $\operatorname{Res}\left(U, N^{-}\right) \neq \underline{0}$. By Lenma 5.7(c), we then know that every path from ZERO to $U$ in $N^{-}$must pass through $H$; that is, every path from
$x_{n}$ to $U$ in $N$ must pass through $H$.
Since $I \in T\left(x_{n}\right)$, we know $\operatorname{Res}\left(I, N^{-}\right)=\underline{0}$ by Lemma 5.7(a). Hence $\operatorname{Res}\left(J, N^{-}\right) \neq \underline{0}$ since $\operatorname{Res}\left(I, N^{-}\right) \cup \operatorname{Res}\left(J, N^{-}\right)=\operatorname{Res}\left(H, N^{-}\right) \neq \underline{0}$. Thus by Lemma $5.7(c)$, any path from $x_{n}$ to $J$ would contain $H$, the unique gate in $V\left(x_{n}\right)$. Since $J \in \operatorname{Pred}(H)$ by definition, and $N$ is acyclic, we conclude that there is no path from $x_{n}$ to $J$. Hence (b) is established.

If $G$ were an $v$-gate, then $G$ would be equal to $H$ and there would be exactly one path consisting of a single arc from $x_{n}$ to $H$. Since outdeg $\left(x_{n}\right) \geq 2$, there is a gate $G^{-} \neq G$ in $\operatorname{Succ}\left(x_{n}\right)$. Since there is a path from $G^{-}$to $U$ in $N^{-}$, there nust be a path from $G^{-}$to $H$ in $N$. Since both members of $\operatorname{Pred}(G, N)$ are input nodes, this is impossible, so (c) is established.

Finally, since $G$ is an 1 -gate, $V(G) \subseteq V\left(x_{n}\right)$. By Lemma 5.7(c), we know that $V(G) \neq \emptyset$ since there is a chain from $G$ to $U$ in $N^{-}$and since $\operatorname{Res}\left(G, N^{-}\right)=\underline{0}$. Hence $H \in V(G)$, so by definition at least one of $I$ or $J$ is a member of $T(G)$. If $J_{G} T(G)$, then $\mathrm{J} \epsilon \mathrm{T}\left(\mathrm{x}_{\mathrm{n}}\right)$ in contradiction to Lenma $5.8(\mathrm{~b})$; hence $\mathrm{I} \in \mathrm{T}(\mathrm{G})$. Since $T(G) \subseteq T\left(x_{j}\right)$, the proof of (d) is complete.
[ Lemma 5.8.

Now let $N^{-}$- be the circuit obtained from $N$ (not $N^{-}$) by setting $x_{i}$ to 0 . $\operatorname{Res}\left(U, N^{-`)}\right.$ ), being the threshold 2 function of the remaining $n-1$ variables $\left\{x_{1}, \ldots, x_{n}\right\}-\left\{x_{i}\right\}$, depends on $x_{n}$. By Lemma 2.9, we know that there is a path $c$ in $N^{--}$from $x_{n}$
to $U$ such that every gate in $C$ depends functionally on $x_{n}$. Since $H$ is on every path from $x_{n}$ to $U$ in $N$ by Lemma 5.8(a), it must appear on every path in $N^{-\infty}$ and hence on $C$. Thus $\operatorname{Res}\left(H, N^{--}\right)$depends on $x_{n}$ in $N^{-\cdots}$.

However, by Lemmas 5.7(a) and $5.8(d)$, Res $\left(1, N^{-1}\right)=0$, so $\operatorname{Res}\left(I, N^{-}\right)$does not depend functionally on $x_{n}$. Similarly, by Lemma 5.8(b), J cannot depend functionally on $x_{n}$ in $N$, and hence in $N^{-}$- so $\operatorname{Res}(J, N-C)$ does not depend functionally on $X_{n}$. Thus Res $\left(H, N^{--}\right)$does not depend on $x_{n}$ a contradiction.

Theorem 5.6.

We can also get a lower bound on the number of negates in any M-circuit which computes $T_{2}^{n}$. Here the technique used is similar, but we must set more than one input to constant to eliminate a single A-gate.
5.9 Theorem: (F.F. Yao): Suppose $n \geq 1$. Then $M C_{A}\left(T_{2}^{n}\right) \geq \log _{2} n$.

Proof: We prove this fact by strong induction on $n$. For $n=1$ the result is trivial.

Now suppose $n \geq 2$ and the statement of the theorem is true for all $n^{-}<n$. Suppose $N$ is an A-minimal M-circuit which
computes $T_{2}^{n}$. Since $n \geq 2$ and since $x_{i} \in P I\left(T_{2}^{n}\right)$ for any index $i_{\epsilon}[1: n]$, $N$ must contain at least one n-gate. Let $G$ be a top-most n-gate in $N$; that is, $G$ is an n-gate such that every gate in $\operatorname{Pred}^{+}(G)$ is not an 1 -gate. Clearly such a gate exists since $N$ is acyclic. Suppose $\operatorname{Pred}(G)=\{H, J\}$. See Figure 5.11.


Fig. 5.11 A Top-most n-Gate
Since $G$ is a top-most 1 -gate, all gates in $\operatorname{Pred}^{+}(G)$ are either $v$-gates or inputs. Hence $\operatorname{Res}(H, N)=\underset{i \in A}{V_{i}} x_{i}$ and $\operatorname{Res}(J, N)=V_{i \in B} x_{i}$ for some non-empty subsets $A$ and $B$ of [1:n]. Observe that

$$
\begin{equation*}
\operatorname{Res}(G, N)=\left(\underset{i \in A \cap B}{V} x_{i}\right) \wedge\left(\underset{\substack{i \in A-B \\ j \in B-A}}{V}\left(x_{i} \wedge x_{j}\right)\right) \tag{1}
\end{equation*}
$$

Let $C$ denote the smaller of the sets $A-B$ and $B-A$ and let $C$ denote $|C|$. Then one can easily check that $c \leq n / 2$. By renumbering the inputs, we may assume w.l.o.g. that $C=[n-c+1: n]$.

Let $N^{\prime}$ denote the circuit which results when the entire set of variables $\left\{x_{i} \mid i \in C\right\}$ is set to 0 . Note that $N$ - computes the
function $T_{2}^{n} I_{x_{i}}=0$ for $i_{\epsilon} C=T_{2}^{n-c}$. By (1) we know that $\operatorname{Res}\left(G ; N^{-}\right)=\underset{i \in A_{n} B_{i}}{V}$.

We now modify $N^{-}$to eliminate gate $G$. Construct a new tree of $v$-gates and input nodes which computes the function $\underset{i \in A \cap B X_{i}}{V}$ at a gate $G^{-}$. Eliminate $G$ from $N^{-}$, and replace $G$ by $G^{-}$in $\operatorname{Pred}(K)$ for all gates $K_{\epsilon} S_{u c c}\left(G, N^{-}\right)$. (If $G$ were the output gate of $N$, then $G$ - will now be the output gate.) Call the resulting circuit $N^{-\infty}$. since $G$ has been replaced in $\mathrm{N}^{--}$by a node which computes the same function, $\mathrm{N}^{--}$also computes $T_{2}^{n-c}$. Since $N^{--}$has one fewer A-gate than $N$ and since $N$ had a minimal number of 1 -gates computing $T_{2}^{n}$, we know that $N^{--}$ does not compute $T_{2}^{n}$ and thus $c \geq 1$. Hence

$$
\begin{aligned}
M C_{\Lambda}\left(T_{2}^{n}\right)=M \hat{C}_{\Lambda}(N) & =1+M \hat{C}_{\Lambda}(N-c) \\
& \geq 1+M C_{\Lambda}\left(T_{2}^{n-c}\right) \\
& \geq 1+\log (n-\dot{c}) \text { (by induction) } \\
& \geq 1+\log (n / 2) \text { (since } c \leq n / 2) \\
& =\log (n)
\end{aligned}
$$

and the theorem is proved.
[ Theorem 5.9.

In preparation for future results in the chapter, we note the following additional facts gleaned from the proof of Theorem 5.9. Suppose $n$ is an exact power of 2, and $N$ is an M-circuit for $T_{2}^{n}$ with exactly $\log n$ n-gates (which we later show is possible). If $G$ is a top-most $\wedge$-gate of $N$. then if $c$ (as defined in the proof of Theorem 5.9) is less than $n / 2$, the setting of the variables $\left\{x_{i} \mid i \in C\right\}$ to 0 leaves a circuit $N^{-}$for a function $T_{2}^{n^{\prime}}$, where $n^{\prime}>n / 2$, which has 1 fewer n-gate than $N$. But this is impossible since then

$$
\begin{aligned}
\log n & =\hat{M C}(N) \\
& \geq \hat{M C}\left(N^{-}\right)+1 \\
& \geq \log n^{-}+1 \\
& =\log \left(2 n^{-}\right) \\
& >\log n
\end{aligned}
$$

Hence we have proved
5.10 Corollary: Suppose that $n=2^{r}$ for $r \in \mathbb{N}$, and that $N$ is an M-circuit for $T_{2}^{n}$ with exactly $\log n$ n-gates. If $G$ is a top-most 1 -gate of $N$ and $\operatorname{Pred}(G)=\{H, J\}$, then there is a partition of $[1: n]$ into two sets $A$ and $B$ such that $|A|=|B|=n / 2$ and such that $\operatorname{Res}(H)=\underset{i \in A}{V} x_{i}$ and $\operatorname{Res}(J)=\underset{j \in B}{V} x_{j}$.

We proceed with our discussion of $T_{2}^{n}$ by demonstrating that each of these lower bounds is attainable in some M -circuit computing $T_{2}^{n}$

An M-circuit with exactly $2 n-4$ v-gates for $T_{2}^{n}$ (for $n \geq 2$ ) is obtained by use of the following recursive constructions. We will show inductively that, for $n \geq 2$, there is a two-output M-circuit on inputs $\left\{x_{1}, \ldots, x_{n}\right\}$ containing $2 n-3$-gates which computes $T_{2}^{n}\left(x_{1}, \ldots, x_{n}\right)$ and $T_{1}^{n}\left(x_{1}, \ldots, x_{n}\right)$ for $n=2$, the circuit is given in Figure 5.12.


Fig. 5.12 A circuit for $n=2$

Assuming the fact true for $n$, we may construct such a circuit for $n+1$ variables with 2 additional v-gates (and an, negate)
by use of the recurrence relations

$$
T_{2}^{n+1}\left(x_{1}, x_{2}, \ldots, x_{n}, x_{n+1}\right)=T_{2}^{n}\left(x_{1}, \ldots, x_{n}\right) \vee\left(x_{n+1} \wedge T_{1}^{n}\left(x_{1}, \ldots, x_{n}\right)\right.
$$

and

$$
T_{1}^{n+1}\left(x_{1}, \ldots, x_{n}, x_{n+1}\right)=x_{n+1} \vee T_{1}^{n}\left(x_{1}, \ldots, x_{n}\right) .
$$

See Figure 5.13.


Fig. 5.13 The Recursive Construction

A circuit for $T_{2}^{n}$ with exactly $2 n-4 \quad v$-gates may be thus obtained since at the last step in this construction of $T_{2}^{n}$, there is no need for the $v$-gate marked by * in Figure 5.13.
5.11 Corollary: For $n \geq 2, M C\left(T_{2}^{n}\right)=2 n-4$.

As for exhibiting an M-circuit for $i_{2}^{n}$ with exactly $\Pi_{0} n$ ^-gates, we first describe a general method for such a construction which was communicated to the author by F.F. Mao and A. Mao. For the remainder of this chapter it will be convenient to have the variable indices begin with 0 rather 1.

Definition: Suppose $\ell \in \mathbb{N}$. For $0 \leq \ell \leq 2^{\ell}$ and $1 \leq j \leq \ell$, define ( $i)_{j}$ to be the $j^{\text {th }}$ digit in the binary expansion of $i$, that is,
$(i)_{j}= \begin{cases}1 & \text { if } i\left(\bmod 2^{j}\right) \geq 2^{j-1} \\ 0 & \text { otherwise. }\end{cases}$

Suppose $n \in \mathbb{N}$. Define for each $j \in[1: \sqrt{T o g}(n)]$ the following subsets of the variables $\left\{x_{i} \mid i \in[0: n-1]\right\}$.

$$
A_{j}^{n}=\left\{x_{i} \mid i \in[0: n-1] \text { and }(i)_{j}=0\right\}
$$

and

$$
B_{j}^{n}=\left\{x_{i} \mid i \in[0: n-1] \quad \text { and } \quad(i)_{j}=1\right\}
$$

Define corresponding Boolean functions $a_{j}^{n}, b_{j}^{n} \in B_{n}$ by

$$
a_{j}^{n}\left(x_{0}, \ldots, x_{n-1}\right)=V_{i \in A_{j}} x_{i}
$$

and

$$
b_{j}^{n}\left(x_{0}, \ldots, x_{n-1}\right)=V_{i \in B_{j}} x_{i}
$$

(We omit mention of $n$ if it is clear from context.) Finally, the radix-join function $F^{n} \in B_{n, 2}$ 有og $n$ is defined by

$$
F^{n}=\left(a_{1}, b_{1}, a_{2}, b_{2}, \ldots, a_{\log n}, b_{\log n}\right)
$$

An M-circuit which computes $F^{n}$ is called a radix-join network.

It is easy to see the relationship between the radix-join function and the function "Threshold 2." In fact, with the definition given above.

$$
T_{2}^{n}=\underset{j=1}{V / 2}\left(a_{j} \wedge b_{j}\right)
$$

To prove (2), note that the sets of variables $A_{j}$ and $B_{j}$ are disjoint for each $j \in[1:\lceil o g n]$. Hence, letting $h$ be the function defined by the right hand side of (2), we know that $h \leq T_{2}^{n}$.

Conversely, for any pair of variables $x_{k}$ and $x_{\ell}$, with $k \neq \ell$, there is some position $j$ at which the binary representation of $k$ and $\ell$ differ. Hence $x_{k} x_{\ell} \in P I\left(a_{j} \wedge b_{j}\right)$, so $x_{k} x_{\ell} \leq h$. This fact being true for every $k \neq \ell$ in $[0: n-1]$, we know that $T_{2}^{n} \leq h$. See Figure 5.14.


Fig. 5.14 An M-circuit for $T_{2}^{n}$

Applying the decomposition (2) to complexities, we have the following:
5.12 Lemma: Suppose $n_{e} N$, and $F^{n}$ is the radix-join function. Then

$$
M C\left(T_{2}^{n}\right) \leq M C\left(F^{n}\right)+2 \sqrt{\log } \bar{n}-1
$$

and

$$
M C_{\Lambda}\left(T_{2}^{n}\right) \leq M C_{\Lambda}\left(F^{n}\right)+F_{\log } n
$$

Since $F^{n}$ is defined only in terms of v-gates, $M C_{\wedge}\left(F^{n}\right)=0$; hence we have:
5.13 Corollary: For $n \geq 1, M C_{\Lambda}\left(T_{2}^{n}\right)=\Gamma_{\log }^{n}$.

From the formula-definition of the radix-join function one can clearly construct a radix-join network with $O(n \log n) v$-gates. A straightforward recursive construction yields a radix-join network with $3 n-2 \log n-4$ v-gates, yielding an M-circuit for $T_{2}^{n}$ using Lemma 5.12 with a total of $3 n-5$ gates. Several substantially different M-circuits for $T_{2}^{n}$ with this size can be constructed, including the circuit in Corollary 5.11. L. Adleman proved that asymptotically fewer than $3 n-5$ gates are necessary ${ }^{\dagger}$, and using his techniques

[^14]one can prove the following:
5.14 Theorem: Suppose $n \in \mathbb{N}$. Then
$$
C_{\{v\}}\left(F^{n}\right) \leq 2 n+O(\sqrt{n})
$$

Proof: Suppose $n>4$ and let $\ell=\operatorname{Tog}^{n}$. Let $n_{1}=2 \ell / Z$. and $\left.n_{2}=\sqrt[n]{n}\right\rceil$. We will use the following recursive expansion to construct an efficient radix-join network for $n$ variables. Let $X$ denote the set of variables $\left\{x_{i} \mid i \in[0: n-1]\right)$.

Suppose that $p \in\left[0: n_{1}^{-1]}\right.$ and $q \in\left[0: n_{2}^{-1]}\right.$. Define subsets of the variables $X$ for such $p$ and $q$ by $L_{p}=\left\{x_{i} \mid i \in[0: n-1]\right.$, $\left.i\left(\bmod n_{1}\right)=p\right\}$ and $\left.H_{q}^{-}=\left\{x_{1} \mid i \in[0: n-1] . i / n_{1}\right]=q\right\}$. Informally if all variables are thought to have indices whose binary representation is padded to length exactly $\ell$, then $\mathcal{L}_{\mathbf{p}}^{\prime}$ is the set of variables which have a binary index whose lower order $2 / 2$ bits are equal to the binary representation of $p$. Sinilarly, $H_{q}^{-}$is the set of variables whose binary index has a high order $\Gamma_{\bar{X} / 2}$ bits equal to the binary representation of $q$. We have corresponding functions $L_{p}$ and $H_{q}$ in $B_{n}$ where $L_{p}$ is the disjunction of all variables in $L_{p}^{\prime}$, and $H_{q}$ is the disjunction of all variables in $H_{q}^{-}$. Note that each variable $x_{i} \in X$ is a member of exactly one of the sets $\left\{L_{p} \mid P \in\left[0: n_{1}-1\right]\right\}$, namely the unique $p$ such
that $i\left(\bmod n_{1}\right)=$ p. Similarly, it is easy to verify that the collection $H_{0}, H_{1}, \ldots, H_{n_{2}-1}$ is a partition of $t^{\prime}$ a set $X$ and that $x_{i} \in H_{q}$ where $q=\left[/ n_{1}-\right.$. Moreover, none of the sets $H_{q}$ is empty for $q \in\left[0: n_{2}-1\right]$ since $q \cdot n_{1} \leq n_{1} n_{2}-n_{1}<n$ and $x_{q \cdot n_{1}} \in H_{q}$. We claim that the relationship

$$
\begin{equation*}
F^{n}=\left(F^{n} 1\left(L_{0}, L_{1}, \ldots, L_{n_{1}-1}\right), F^{n_{2}}\left(H_{0}, \ldots, H_{n_{2}-1}\right)\right) \tag{3}
\end{equation*}
$$

holds, where we use the obvious isomorphism between $\{0,1\}^{2 \ell}$ and $\{0,1\}^{2(\ell / 21)} \times\{0,1\}^{2(\sqrt{2} / 21)}$

Assuming this for the moment, we describe an efficient radixjoin network using (3). Using the definitions of $H_{p}$ and $L_{q}$, we construct an independent $\{v\}$-circuit (which happens to be fan-out free and is thus a formula) for each of the functions $L_{0}, L_{1}, \ldots, L_{n_{1}-1}$ and the functions $H_{0}, H_{1}, \ldots, H_{n_{2}-1}$. To count the number of $v$-gates which this takes, suppose $\left|L_{p}\right|=\ell_{p}$ for $p \in\left[0: n_{1}-1\right]$. Then, since $L_{p}$ is a disjunction of single variables, $C_{\{v\}}\left(L_{p}\right)=\ell_{p}-1$ since $\ell_{p} \neq 0$.for each $p$. Hence, the total number of $v$-gates required to compute all the functions $L_{0}, L_{1}, \ldots, L_{n_{1}-1}$ is

$$
\begin{aligned}
\sum_{p \in\left[0: n_{1}-1\right]^{\left(\ell_{p}-1\right)}} & =\left(\sum_{p \in\left[0: n_{1}-1\right]} \ell_{p}\right)-n_{1} \\
& =n-n_{1}
\end{aligned}
$$

since each $X_{i} \in X$ is a member of exactly one of the sets $L_{p}$ for some $p \in\left[0: n_{1}-1\right]$. Similarly, one can compute all the functions $H_{q}$ for $q \in\left[0: n_{2}-1\right]$ with total of $n-n_{2}$ v-gates, giving a total of $2 n-n_{1}-n_{2}$ gates in all.

We now use the $n_{1}$ functions $L_{p o r} p \in\left[0: n_{1}-1\right]$ as inputs to a recursively constructed radix-join network $F^{n}$, and likewise the $n_{2}$ functions $H_{q}$ for $q \in\left[0: n_{2}-1\right]$ as inputs to a recursively constructed radix-join network $F^{n_{2}}$. Using equation (3), this yields a circuit for $F^{n}$. (See Figure 5.15.)


Fig. 5.15 The Recursive Radix-jcin Network

If we let $T(n)=C_{\{v\}}\left(F^{n}\right)$, then we have the recurrence reltionship

$$
T(n) \leq 2 n-n_{1}-n_{2}+T\left(n_{1}\right)+T\left(n_{2}\right) .
$$

Since $n_{1} \leq \sqrt{2 n}$ and $n_{2} \leq \sqrt{2 n}$ and since $T(4)=4$, this recurrance can be bounded by

$$
T(n) \leq 2 n+\underbrace{4(n / 2)^{1 / 2}+8(n / 2)^{1 / 4}+16(n / 2)^{1 / 8}+\cdots}_{(\log \log (n / 2)}
$$

$$
\leq 2 n+\sum_{k=1}^{\log \log (n / 2)} 2^{k+1}(n / 2)^{1 / 2^{k}}
$$

which establishes the theorem since the summation is $0(\sqrt{n})$.
It remains to prove equation (3). Suppose that $A_{j}^{n}, B_{j}^{n}, a_{j}^{n}$, and $b_{j}^{n}$ are as in the definition of $F^{n}$. Suppose that $j \leq[\boxed{L}$. Then $A_{j}^{n}=\left\{x_{i} \mid(i)_{j}=0\right\}=(p)_{j} \bigcup_{0} L_{p}^{\prime}$ since $(i)_{j}=0$ of $(p)_{j}=0$ where $i\left(\bmod n_{1}\right)=p$. Hence $a_{j}^{n}=(i)_{j=0}^{V} L_{i}$, so $a_{j}^{n}$ is the corresponding component $a_{j}^{n_{1}}$ of $F^{n_{1}}\left(L_{0}, \ldots, L_{n_{1}-1}\right)$. Similarly $b_{j}^{n}$ is the component $b_{j}^{n_{1}}$ of $F^{n_{1}}\left(L_{0}, \ldots, L_{n_{1}-1}\right)$,

A similar proof demonstrates that when $\ell / 3<j \leq \ell, a_{j}^{n}$ is
the component $a_{j-\psi / Z}^{n_{2}}$ of $F^{n_{2}}\left(H_{0}, \ldots, H_{n_{2}-1}\right)$ and $b_{j}^{n}$ is the component $b_{j-1 \ell / ひ}^{n_{2}}$.

- Theorem 5.14.

Applying Lemma 5.12, we have
5.15 Corollary: (Adleman) Suppose $n \in \mathbb{N}$. Then

$$
\operatorname{MC}\left(T_{2}^{n}\right) \leq 2 n+O\left(\sigma_{n}\right) .
$$

We will have more to say about this method in Section D.

Section $C$ - M-circuits for Threshold 2 which are $\alpha$-minimal
In the previous section, we demonstrated lower bounds of $2 \mathrm{n}-4$ and $\log _{2} \vec{n}$ on the number of $v$-gates and $\wedge$-gates respectively necessary to compute $T_{2}^{n}$ by an $M$-circuit, and demonstrated circuits which achieved each of these bounds. The question naturally arises of whether there is a single M-circuit which computes $T_{2}^{n}$ and which simultaneously achieves this minimum number of A-gates and v-gates, and in this section we show this is impossible for infinitely many values of $n$. Our technique will be to establish larger bounds on the number of $v$-gates necessary to compute $T_{2}^{n}$ (for $n$ a power of 2) for any M-circuit which has exactly $\log n$ A-gates.

We begin by examining the structure of such circuits with exactly $\log n$ n-gates. In Section $B$, we saw that such a circuit may be constructed from a radix-join network. In this section, we will show that it is possible to extract a radix-join network from any M-circuit for $T_{2}^{n}$ with exactly $\log n$ ^-gates. For now, we assume that $n=2^{r}$ is an exact power of 2 (for some $r \geq 2$ ), and that $N$ is an M-circuit which computes $T_{2}^{n}$, has exactly $r$ n-gates, and among all such circuits has a minimal number $t$ ofiv-gates.
5.16 Theorem: Suppose $n, N$, and $t$ are as above. Then an M-circuit $R_{n}$ exists which computes $F^{n}$, the radix-join function, and which has $t-\log n+1$ v-gates and no a-gates.

Proof: We show how to extract $R_{n}$ from $N$. We first show that there is a restructuring $N_{0}$ of $N$ which also computes $T_{2}^{n}$ in which there is only a single n-gate on any path from an input node to the output gate - that is, there are no $\wedge$-gates in $\operatorname{Pred}^{+}\left(G, N_{0}\right)$ uSucc ${ }^{+}\left(G, N_{0}\right)$ for any 1 -gate $G$. Call such a circuit a single-level circuit. Moreover, we show that it is possible to construct $N_{0}$ with no additional $\wedge$-gates or v-gates.

Suppose that $N$ does not have this property, and let $U$ denote the (unique) output gate of $N$. Let $G$ be a top-most n-gate in $N$ which has at least one $n$-gate below it; that is, Pred ${ }^{+}(G, N)$ contains no 1 -gates and $\operatorname{Succ}^{+}(G, N)$ contains at
at least one ^-gate. Observe that $G \neq U$ by definition since Succ $^{+}(U, N)=\varnothing$. We show how to re-wire the circuit so that $G$ is no longer on a path with any other n-gate.

We first construct a circuit $N$. as follows. Add an additional $v$-gate $U^{-}$, and set $\operatorname{Pred}\left(U^{-}, N^{-}\right)=\{6, \mathrm{U}\}, \quad$ In adeition $;$ for every gate $H_{\epsilon} \operatorname{Succ}(G, N)$, replace $G$ in Pred $(H)$ by the constant node ZERO. See Figure 5.16.


Fig. 5.16 The Reconstruction
Then simplify this circuit to yield a third circuit $\mathbb{N}^{--}$by simplifying any gates with at least one input a constant function.

Since outdeg $(G, N) \geq 1$, this removes from $N^{-}$all gates in $V\left(Z E R O, N^{-}\right)$(as defined in Section $5 B$ ) and hence at least 1 v-gate, so $N^{-}$has at most $t \quad v$-gates and at most $r$ A-gates.

We claim that $\operatorname{Res}\left(U^{-}, N^{-}\right)=T_{2}^{n}$, and hence $N^{-}$has exactly $t \quad v$-gates and $r$. 1 -gates. (Note that $\left.\operatorname{Res}\left(U^{-}, N^{-}\right)=\operatorname{Res}\left(U^{-}, N^{-}\right)\right)$. To prove this, assume that $\vec{c}=\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ is an arbitrary constant in $\{0,1\}^{n}$. We show that

$$
\operatorname{Res}\left(U^{-}, N^{-}\right)(\vec{c})=T_{2}^{n}(\vec{c})
$$

Since $N$ had $\log n$ - -gates, by Corollary 5.10 we know that there are subsets $A$ and $B$ of $[0: n-1]$ such that $A n B=\emptyset$ and $\operatorname{Res}(G, N)=\underset{\substack{i \in A \\ \mathbf{j} \in B}}{\vee} x_{i} x_{j}$. Hence $\operatorname{Res}(G, N) \leq T_{2}^{n}$. Thus, in the case that $T_{2}^{n}(\vec{C})=0$, we know $\operatorname{Res}(G, N)(\vec{c})=0$. In this case it is easy to prove by induction on length of paths that $\operatorname{Res}(K, N)(\vec{C})=\operatorname{Res}\left(K, N^{-}\right)(\vec{C})$ for every $\operatorname{KNodes}(N)$. Hence $\operatorname{Res}\left(G, N^{-}\right)(\vec{c}) \vee \operatorname{Res}\left(U_{3} N^{-}\right)(\vec{c})=0$, and thus $\operatorname{Res}\left(U^{-}, N^{-}\right)(\vec{c})=0$. On the other hand, suppose $\operatorname{Res}\left(U^{-}, N^{-}\right)(\vec{c})=0$. Then $\operatorname{Res}\left(U, N^{-}\right)(\vec{c})=$ $\operatorname{Res}\left(G, N^{-}\right)(\vec{C})=0$ so $\operatorname{Res}(G, N)(\vec{C})=0$ since $N$ and $N^{-}$are identical on the predecessors of $G$. Thus, it is again easy to verify by induction that $\operatorname{Res}(K, N)(\vec{c})=\operatorname{Res}\left(K, N^{-}\right)(\vec{C})$ for every node $K \in \operatorname{Nodes}(N)$, so $\operatorname{Res}(U, N)(\vec{c})=0$. Hence

$$
(\operatorname{Res}(U, N)(\vec{C})=0)-\left(\operatorname{Res}\left(U^{-}, N^{-}\right)(\vec{c})=0\right)
$$

so $T_{2}^{n}=\operatorname{Res}(U, N)=\operatorname{Res}\left(U^{-}, N^{-}\right)$.
The effect of this rewiring is to remove $G$ from any path which has more than 1 - -gate on it. Since the transformation decreases the number of $\wedge$-gates with $\wedge$-gate successors ${ }^{\dagger}$, by recursively repeating this process for top-level n-gates with n-gates below them, the result is a single-level M-circuit for $T_{2}^{n}$ with $r$ A-gates and $t$-gates. Call this modified circuit $N_{0}$. We remark in passing that every path from an input to the output in $N_{0}$ must have exactly one 1 -gate on it since $\operatorname{PI}\left(T_{2}^{n}\right)$ contains no single variables.

We can now extract the radix-join network from $N_{0}$. Let $U$ denote the output gate of $N_{0}$, let $G=\left\{G_{1}, G_{2}, \ldots, G_{r}\right\}$ denote the set of (incomparable) 1 -gates in $N_{0}$, and let $\operatorname{Pred}\left(G_{i}\right)=\left\{I_{i}, \mathrm{~J}_{i}\right\}$ for all $i \in[1: r]$. See Figure 5.17. There is a gate in $G$ on every path from $\operatorname{INPUTS}(N)$ to $U$. Since $N_{0}$ is minimal, there is a path from each node of $G$ to $U$. Since there are only $v$-gates on any path from $G$ to $U$, we know that $\operatorname{Res}(U)=G_{G}^{V} G^{\operatorname{Res}(G)}$. Moreover, since $N_{0}$ contained a minimal number $t$ of $v$-gates, we know that

[^15]the portion of the circuit between the 1 -gates $G$ and the output $U$ consists of a tree of $v$-gates. Thus there are $r-1 \quad v$-gates $H=\left\{H_{1}, \ldots, H_{r-1}\right\}$ (one of which is $U$ ) below $G$ in the circuit.


Fig. 5.17 The Circuit $N_{1}$

Fix $j \in[1: r]$ and let $i \in[0: n-1]$. By Corollary 5.10 , since $N_{0}$ has $r=\log n$ A-gates', we know that there is a partition of the input variables $X=\left\{X_{k} \mid k_{s}[0: n-1]\right\}$ into two sets $A$ and $B$ such that $\operatorname{Res}\left(I_{j}\right)$ is the disjunction of all variables in $A$ and
$\operatorname{Res}\left(J_{j}\right)$ is the disjunction of all variables in $B$. Hence, since the circuit of the predecessors of $G$ consists entirely of $v$-gates, there is a path from the particular variable $X_{i}$ to exactly one of $I_{j}$ and $J_{j}$.

Moreover, suppose that $x_{i}$ and $x_{k}$ are two distinct variables of $x$. Since $x_{i} x_{k} \in P I\left(T_{2}^{n}\right)$, and since $T_{2}^{n}={\underset{G}{j} \in G}^{G_{j}} G_{j}$, there must be some gate $G_{j}$ such that $X_{i} X_{k} \in \operatorname{PI}\left(G_{j}\right)$. Hence there is either a path from $x_{i}$ to $I_{j}$ and a path from $x_{k}$ to $J_{j}$ or vice versa. With these observations, we may renumber the inputs as follows: If $E$ is an input node to $N_{0}$, we label $E$ by $x_{i}$, where we define the index $i \in[0: n-1]$ for $E$ bitwise by defining

$$
(i)_{j}=\left\{\begin{array}{l}
1 \text { if there is a path from } E \text { to } I_{j} \text { in } N_{0} \\
0 \text { if there is a path from } E \text { to } J_{j} \text { in } N_{0}
\end{array}\right.
$$

for each $j \in[1: r]$. By the above observations, it is easy to verify that, since $n=2^{r}$, each input node gets labelled with a variable from $\left\{x_{j} \mid i \in[0: n-1]\right\}$. Moreover, each input node gets labelled with a distinct variable since two distinct input nodes must have paths to different predecessors of one of the $\wedge$-gates $G_{j}$. We assume w.l.o.g. that this is the numbering of the inputs since $T_{2}^{n}$ is a synmetric function.

Now let $R_{n}$ be the circuit obtained from $N_{0}$ by deleting the sets of gates $G\left(a 11\right.$ the $\wedge$-gates of $\left.N_{0}\right)$ and $H(r-1 \quad v$-gates). Since $R_{n}$ is an $\{v\}$-circuit, we know that, for any gate $D$ in $R_{n}$,
$\left[x_{i} \in \operatorname{PI}(D)\right] \Leftrightarrow\left[D_{\epsilon} \operatorname{Succ}^{*}\left(x_{i}\right)\right]$. Hence, if the radix-join function $F^{n}$ has components ( $\mathrm{a}_{1}, \mathrm{~b}_{1}, \mathrm{a}_{2}, \mathrm{~b}_{2} \ldots, \mathrm{a}_{\mathrm{r}}, \mathrm{b}_{\mathrm{r}}$ ), then, for each $\mathrm{j}_{\mathrm{j}}[1: r]$, $a_{j}=\operatorname{Res}\left(J_{j}, R_{n}\right)$ and $b_{j}=\operatorname{Res}\left(I_{j}, R_{n}\right)$. Hence $R_{n}$ is a radix-join network for $n$-variables.

Since $R_{n}$ contains $t-r+1 \quad v$-gates, the theorem is proved.

- Theorem 5.16.

Armed with this theorem, we proceed to obtain bounds on the number of $v$-gates needed to compute the radix-sort function in $\{v\}$-circuits. We first prove a general lemma about $\{v\}$-circuits.

Defintion: Suppose $N$ is an M-circuit. Define the center of $N$, denoted $Z_{N}$,by $Z_{N}=\{G \in \operatorname{Gates}(N) \mid \operatorname{Res}(G, N)=\underline{0}\}$. Note that $Z_{N}=$ unless outdeg(ZERO) $\geq 1$.
5.17 Lemma: Suppose $N$ is a $\{v\}$-circuit with inputs $\left\{x_{1}, x_{2}, \ldots x_{n}\right\}$ for which outdeg(ZERO,N) $=0$, and some subset $A$ of inputs to $N$ is set to 0 , yielding a circuit $N^{\prime}$. Then it is possible to remove from $N^{-}$at least

$$
\left.\sum_{I \in A} \text { outdeg }(I, N)+\sum_{G \in Z_{N}} \text { (outdeg }(G)-1\right)
$$

v-gates in $\operatorname{Succ}^{+}(\mathrm{A}, \mathrm{N})$.

Proof: Recall that the operation "setting à variable $x$ to $0^{\prime \prime}$ in a circuit involves replacing $x$ by ZERO in the predecessors of all gates in $\operatorname{Succ}(x)$. Hence outdeg $\left(Z E R O, N^{-}\right)=\sum_{I \in A} \operatorname{outdeg}(I, N)$ and it suffices to show that at least

$$
\begin{equation*}
\operatorname{outdeg}\left(\text { ZERO, } N^{-}\right)+\sum_{G \in Z_{N^{-}}}(\operatorname{outdeg}(G)-1) \tag{4}
\end{equation*}
$$

$v$-gates in $\operatorname{SuCC}^{+}\left(Z E R O, N^{-}\right)$may be removed from $N^{-}$. We prove this by induction on $\left|Z_{N-}\right|$.

If $Z_{N^{-}}=\emptyset$, then every gate in $S=\operatorname{Succ}\left(Z E R O, N^{\circ}\right)$ may be eliminated from $N^{-}$since each gate in $S$ has at least one input constant. If $|S|<$ outdeg $\left(Z E R O, N^{-}\right)$, then by the pigeon-hole principle there must be some gate $G \in S$ with both nodes in Fred $\left(G, W^{-}\right)$ being the node ZERO. But then $G \in Z_{N^{\prime}}$, which is a contradiction. Hence, at least outdeg(ZERO, $N^{-}$) gates may be eliminated.

Now assume that $\left|Z_{N^{-}}\right|=k>0$, and that (4) is true for all $\{v\}$-circuits with centers of size $k-1$. Let $G_{0}$ be a member of $I\left(Z_{N^{-}}\right)$, the set of initial gates of $Z_{N^{-}}$, and suppose $\operatorname{Pred}(G)=\{J, K\}$. See Figure 5.13. Since $\operatorname{Res}\left(G_{0}, N^{-}\right)=\underline{0}$ and $G_{0}$ is an v-gate, we must have $\operatorname{Res}\left(J, N^{-}\right)=\operatorname{Res}\left(K, N^{-}\right)=\underline{0}$ by Lemma 2.1. Since $J$ and $K$ are not members of $Z_{N}$, (by definition of $G_{0}$ ), it must be the case that $J=K=$ ZERO. See Figure 5.19.


Fig. $5.18 \quad G_{0} \in I\left(Z_{N^{\prime}}\right)$


Fig. 5.19

We construct a new circuit $\bar{N}$ from $N$ by eliminating gate $G_{0}$, and replacing $G_{0}$ by ZERO in $\operatorname{Pred}(H)$ for every gate $H \in \operatorname{Succ}\left(G_{0}, N^{-}\right)$. For every node $L \in \operatorname{Nodes}(\bar{N})$, we know that $\operatorname{Res}\left(L, N^{-}\right)=\operatorname{Res}(L, \bar{N})$ since $G_{0}$ was replaced by a node which
computes the same function. Furthermore, $\left|Z_{N}\right|=\mid Z_{N}-1-1$ (since $G_{0}$ was removed from the circuit); $\operatorname{outdeg}(G, \bar{N})=\operatorname{outdeg}\left(G, N^{-}\right)$ for every gate $G \in Z_{\bar{N}} ;$ and outdeg $(Z E R O, \bar{N})=$ outdeg(ZERO, $\left.N^{-}\right)-2+\operatorname{outdeg}\left(G_{0}, N^{-}\right)$. Thus, by induction, it is possible to remove from $\bar{N}$ at least an additional outdeg $(Z E R O, \bar{N})+\sum_{G \in Z_{\bar{N}}}(\operatorname{outdeg}(G, \bar{N})-1)=$ outdeg(ZERO, $\left.N^{-}\right)+\left[\sum_{G_{\varepsilon} Z_{N^{-}}}\left(\operatorname{outdeg}\left(G, N^{-}\right)-1\right)\right]-1$ gates from $\operatorname{Succ}^{+}($ZERO, $\bar{N}) \subseteq \operatorname{SuCC}^{+}\left(\right.$ZERO, $\left.N^{-}\right)$, which, together with the elimination of $G_{0}$, proves the lemma.

Lemma 5.17.

One additional lemma will prove useful:
5.18 Lemma: Suppose $n \in \mathbb{N}, n \geq 4$, and $n \neq 2^{r}+1$ for any $r \in \mathbb{N}$. Let $R_{n}$ be a minimal $\{v\}$-circuit for the radix-join function $F^{n}$. If $i \in[0: n-1]$, then outdeg $\left(x_{i}, R_{n}\right) \geq 2$.

Proof: Suppose $n, R_{n}$, and $i$ are as in the statement of the lemma. Let $F^{n}=\left(a_{1}, b_{1}, \ldots a \Gamma_{\log }^{n}, b \Gamma_{\log } n^{n}\right)$. Observe that $\left|\operatorname{PI}\left(a_{1}\right)\right|=\Gamma_{n / 2} 7$ and $\left|\operatorname{PI}\left(b_{1}\right)\right|=[n /\}$ and hence neither $\operatorname{PI}\left(a_{1}\right)$ nor $\mathrm{PI}\left(\mathrm{b}_{\boldsymbol{j}}\right)$ consists of a single variable. Since $\mathrm{x}_{\boldsymbol{i}}$ is a member of one of $\operatorname{PI}\left(a_{1}\right)$ or $\operatorname{PI}\left(b_{1}\right)$, we must have that outdeg $\left(x_{i}, R_{n}\right) \geq 1$.

Suppose that outdeg $\left(x_{i}, R_{n}\right)=1$, and let $\operatorname{Succ}\left(x_{i}, R_{n}\right)=\{G\}$ where $\operatorname{Pred}\left(G, R_{n}\right)=\left\{x_{i}, H\right\}$. See Figure 5.20. Since $N$ is a $\{v\}$-circuit


Fig. 5.20 The Case outdeg $\left(x_{i}\right)=1$

PI $\left(H, R_{n}\right)$ is a non-empty collection of single variables, so let $x_{k} \in \operatorname{PI}\left(H, R_{n}\right)$ be chosen arbitrarily. Note that $k \neq i$ since the graph of $R_{n}$ is acyclic.

It is easy to verify that in any $\{v\}$-circuit $N$,

$$
\begin{equation*}
\left[K \in \operatorname{Succ}^{*}(L, N)\right] \Rightarrow[\operatorname{PI}(L, N) \subseteq \operatorname{PI}(K, N)] \tag{5}
\end{equation*}
$$

for any $\mathrm{K}, \mathrm{L}_{\mathrm{L}} \operatorname{Nodes}(\mathrm{N})$. Thus, in this case, since $\operatorname{Succ}^{+}\left(x_{i}, R_{n}\right)=\operatorname{Succ}^{*}\left(G, R_{n}\right)$, we must have $x_{k} \in \mathcal{F I}\left(K, R_{n}\right)$ for any gate $K_{\in} \operatorname{Succ}^{+}\left(x_{i}, R_{n}\right)$. However, if we let $j$ be a radix position such that $(i)_{j}=(k)_{j}$ (which must exist since $i \neq k$ ), then one of
$\operatorname{PI}\left(a_{j}\right)$ or $\operatorname{PI}\left(b_{j}\right)$ should contain $x_{i}$ but not $x_{k}$; assume w.1.0.g. that $x_{i} \in \operatorname{PI}\left(a_{j}\right)$ and $x_{k} \in P I\left(a_{j}\right)$. Since $R_{n}$ computes $F^{n}$, there must be a node $D$ in $R_{n}$ which computes $a_{j}$. Since $n \neq \underline{2}^{r}+1$, no component of $F^{n}$ (including $a_{j}$ ) is the projection of a single variable, so $D$ must be an v-gate. Since $D$ depends on $x_{i}$ and hence is in $\operatorname{Succ}^{+}\left(x_{i}, R_{n}\right)$, we must have $x_{k} \in P I\left(a_{j}\right)$ which is a contradiction.

We are now ready to establish a lower bound on the complexity of any \{v\}-circuit which computes the radix-join function.
5.19 Theorem: Suppose $n \in \mathbb{N}$. Then $\left.C_{\{v\}}\left(F^{n}\right) \geq 2 n+2 \log n\right\rfloor-8$.

Proof: The theorem is easily verified for $n \leq 4$. For larger values of $n$, we first solve the problem in the case in which $n$ is an exact power of 2 ; $s$ ay $n=2^{r}$ for some reN. We proceed by induction on $r$; the cases $r=1$ and 2 have already been disposed of.

Assume the statement of the theorem true for $r-1$, and that $n=2^{r}$.

Suppose that $F^{n}=\left(a_{1}, b_{1}, \ldots, a_{r}, b_{r}\right)$ and that $R_{n}$ is a minimal \{ý\}-circuit which computes $F_{n}$. Our general objective will be to show that by setting half of the variables $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ to 0 , one can eliminate at least $n+2, v-g a t e s$ from the resulting
circuit and have a circuit $R$ - which computes $F^{n / 2}$. Assuming this for the moment, we then know that

$$
\begin{aligned}
C_{\{v\}}\left(F^{n}\right) & =\hat{C}_{\{v\}}\left(R_{n}\right) \geq n+2+\hat{C}_{\{v\}}\left(R_{c}\right) \\
& \geq n+2+C_{\{v\}}\left(F^{n / 2}\right) \\
& \geq n+2+2(n / 2)+2(\log (n / 2))-8
\end{aligned}
$$

(by induction)

$$
=2 n+2 \log n-8
$$

thus proving the theorem.
So suppose $R_{n}$ is as above, and that $I_{k}$ and $J_{k}$ are the nodes in $R_{n}$ which compute $a_{k}$ and $b_{k}$ respectively, for $k_{\epsilon}[1: r]$.

By fact (5) of page 145, in $R_{n}$ each output node in $\left\{\mathrm{I}_{1}, \mathrm{~J}_{1}, \ldots, \mathrm{I}_{r}, \mathrm{~J}_{r}\right\} \quad$ must have outdegree zero since the sets of prime implicants of each component of $F^{n}$ are incomparable. In particular, if $D_{1}$ and $D_{2}$ are arbitrary output nodes; then $\left|\mathrm{PI}\left(\mathrm{D}_{1}\right)_{\cap} \mathrm{PI}\left(\mathrm{D}_{2}\right)\right| \leq n / 4$. Each output node is an $v$-gate since each component of $F^{n}$ has $n / 2>1$ prime implicants. These are the only nodes in $R_{n}$ with outdegree zero since $R_{n}$ is minimal.

Let

$$
A=P I\left(I_{r}, R_{n}\right)=\left\{x_{i} \mid(i)_{r}=0\right\}
$$

and

$$
B=\operatorname{PI}\left(J_{r}, P_{n}\right)=\left\{x_{i} \mid(i)_{r}=1\right\}
$$

Observe that $A \cap B=\varnothing$ and $|A|=|B|=n i 2$. Let $R_{A}$ (resp. $R_{B}$ ) denote the circuit obtained by setting all variables in $A(B)$ to 0 . It is easy to see that $R_{B}$, with output nodes $\left\{I_{1}, J_{1}, \ldots, I_{r-1}, J_{r-1}\right\}$, is a radix-join network on $n / 2$ variables. Similarly $R_{A}$ with the same set $\left\{I_{1}, J_{1}, \ldots, I_{r-1}, J_{r-1}\right\}$ of output nodes is a radix-join network of the remaining variables in $B$ if the $r^{\text {th }}$ bit of the index of each variable in $B$ is changed from 1 to 0 .

We show that $n+2$ gates may be eliminated from one of these circuits $R_{A}$ or $R_{B}$. In $R_{A}$, the only gate with outdegree zero which computes the constant function $\underline{0}$ is $\mathrm{I}_{r}$. By Lemmas 5.17 and 5.18, this means that at least $2 \cdot(n / 2)-1=n-1$ gates in $\operatorname{Succ}^{+}(A, R)$ may be eliminated from. $R_{A}$ (where the only node in $Z_{R_{A}}$ being accounted for is $I_{r}$ ). In addition, since outdeg $\left(J_{r}, R_{A}\right)=0$, $J_{r}$ also may be eliminated since it is no longer an output gate in $R_{A}$. Since $J_{r} \notin \operatorname{Succ}^{+}\left(A, R_{n}\right)$, it was not eliminated previously, so at least $n$ gates may be eliminated from $R_{A}$.

In a similar fashion one may count at least $n$ gates eliminated from $R_{B}$.

To show that at least two additional gates may be eliminated from $R_{A}$ or $R_{B}$ we must look at other gates in the circuit. Let $\operatorname{Pred}\left(I_{r}, R_{n}\right)=\left\{K_{A}, L_{A}\right\}$ and $\operatorname{Pred}\left(J_{r}, R_{n}\right)=\left\{K_{B}, L_{B}\right\}$. See Figure 5.21.


Fig. 5.21 The Predecessors

We consider several cases:

Case 1(a): $\quad K_{A}$ and $L_{A}$ are $v$-gates with outdegree in $R_{n}$ more than one. See Figure 5.22.


Fig. 5.22 Case 1(a)

In this case, two additional gates in $R_{A}$ may be eliminated by Lemma 5.17. Both. $K_{A}$ and $L_{A}$ are members of $Z_{R_{A}}$ and both are of outdegree at least two in $R_{N}$. The count above of $n$ gates considered only those members of $Z_{R_{A}}$ of outdegree zero.

Case 1(b): $K_{B}$ and $L_{B}$ are both $v$-gates of outdegree in $R_{n}$ more than one.

If this is the case, then in $R_{B}$ two adaitional gates may be eliminated; the proof is handled as in $1(a)$ with $A$ replaced by B.

Case 2(a): $K_{A}$ and $L_{A}$ are both $v$-gates of outdegree one in $R_{N}$. See Figure 5.23.


Fig. 5.23 Case 2(a)

In this case, both $K_{A}$ and $L_{A}$ in addition may be eliminated from $R_{B}$. We have previously eliminated from $R_{B}$ the unique gate Ir in $\operatorname{Succ}\left(K_{A}, R_{n}\right)=\operatorname{Succ}\left(L_{A}, R_{n}\right)$. Since neither $K_{A}$ nor $L_{A}$ is an output gate in $R_{B}$, each may also be eliminated from $R_{B}$.

Case 2(b): $K_{B}$ and $L_{B}$ are both $v$-gates of outdegree one in $R_{N}$. Proved similarly to 2(a).

Case 3(a): Cases 1 and 2 do not hold; one of $\left\{K_{A}, L_{A}\right\}$ is an v-gate of outdegree more than one in $R_{n}$; and one of $\left\{K_{B}, L_{B}\right\}$ is an $v$-gate of out.degree one in $R_{n}$. (The other nodes might possibly be inputs.) See Figure 5.24.


Fig. 5.24 Case 3(a) -- One Possibility

In this case two additional gates $v$-gates may be eliminated from $R_{A} . \quad Z_{R_{A}}$ has at least one gate of outdegree at least two since both $K_{A}$ and $L_{A}$ are members of $Z_{R_{A}}$, so Lemma 5.17 allows us to eliminate at least one additional gate. The v-gate of outdegree one in $\left\{K_{B}, L_{B}\right\}$ may also be eliminated since its unique successor $J_{r}$ had been prevtousty eliminated and since neither $K_{B}$ and $L_{B}$ is an output gate in $R_{A}$.

Case 3(b): Same as Case 3(a) with A and B interchanged. Proof is similar.

Case 4: One of $\left\{K_{A}, L_{A}\right\}$ is an input, the other is an $v$-gate of outdegree one; one of $\left\{K_{B} \mathcal{L}_{B}\right\}$ is an input, and the other is an $v$-gate of outdegree one.

Suppose w.l.o.g. that $K_{A}$ and $K_{B}$ are inputs. Let $\operatorname{Pred}\left(L_{A}, R_{n}\right)=\{M, N\}$. See Figure 5.25. At least one of $M$ or $N$ must


Fig. 5.25 Case 4
be an v-gate, for if both $M$ and $N$ were inputs, then $\left|\operatorname{PI}\left(I_{r} ; R_{n}\right)\right|=3$; but $\left|\operatorname{PI}\left(a_{r}\right)\right|=(n / 2) \geq 4$ so this is impossible. Suppose w.l.o.g. that $M$ is an v-gate.

If outdeg $\left(M, R_{n}\right) \geq 2$, then $M_{C Z_{R_{A}}}$, so in $R_{A}$ one additional gate in $\operatorname{Succ}^{+}\left(M, R_{n}\right)$ may be eliminated by Lemma 5.17. Also $L_{B}$ may be eliminated since it is not an output gate and its unique successor has been eliminated. On the other hand, if outdeg $\left(M, R_{n}\right)$ $=1$, then in $R_{B}$ both $L_{A}$ and $M$ may be eliminated in turn since each of their successors has been eliminated and neither is an output gate.

The above list of cases exhausts all possible arrangements of $K_{A}, L_{A}, K_{B}$, and $L_{B}$; the other arrangements are not possible in a minimal \{v\}-circuit. For example, it is impossible for $K_{A}$ to be an input and $L_{A}$ to be an $v$-gate of outdegree more than 1 . If so then since $\left|P I\left(I_{r}, R_{n}\right)\right|=n / 2,\left|P I\left(L_{A}, R_{n}\right)\right| \geq(n / 2)-1$. However, the set of prime implicants of any output other than $I_{r}$ has at most $n / 4<(n / 2)-1$ variables in common with PI( $\left.I_{r}, R_{n}\right)$, and hence the only output in $\operatorname{Succ}^{*}\left(L_{A}, R_{n}\right)$ is $I_{r}$ by fact (5) of page 145. Similarly, it is not possible for both $K_{A}$ and $L_{A}$ to be inputs.

This completes the proof of the theorem in the event. $n$.is an exact power of 2 .

If $n$ is not an exact power of 2 , let $r=\log m$ and let $n_{0}=2^{r}$. Suppose that $R_{n}$ is a minimal $\{v\}$-circuit for $F^{n}=\left(a_{1}, b_{1}, \ldots, a_{r+1}, b_{r+1}\right)$ and let $I_{k}$ and $J_{k}$ be nodes in $R_{n}$ computing $a_{k}$ and $b_{k}$ respectively (for $k \in[1: r+1]$ ). Let $B$ be the set of variables $\left\{x_{i} \mid i \in\left[n_{0}: n-1\right]\right\}$ and observe that $\operatorname{PI}\left(b_{r+1}\right)=B$. If $R^{-}$is the circuit obtained by setting all variables in $B$ to 0 , then $R^{-}$, with outputs $\left\{I_{1}, J_{1}, \ldots, I_{r}, J_{r}\right\}$, is a radix-join network for $n_{0}$ variables.

If $n \neq n_{0}+1$, then by Lemma 5.18 each input. $x_{i} \in B$ has outdegree at least two in $R_{n}$. Hence by Lemma 5.17 at least $2|B|-1$ gates in $\operatorname{Succ}^{+}\left(B, R_{n}\right)$ may be eliminated from $R^{-}$(since $J_{r+1} E_{R^{-}}$is of outdegree zero). In addition, $I_{r+1}$, which is an $v$-gate since $\left|\operatorname{PI}\left(a_{r+1}\right)\right|>1$, may also be eliminated from $R^{-}$ since it is an v-gate of outdegree zero which is not an output of $R^{-}$. Since $|B|=n-n_{0}$, this means that a total of at least $2\left(n-n_{0}\right)$ gates may be eliminated from $R^{\prime}$.

$$
\text { If } n=n_{0}+1 \text {, then } \operatorname{PI}\left(b_{r+1}\right)=\left\{x_{n-1}\right\} . \quad \text { Since }
$$

$x_{n-1} \in \operatorname{PI}\left(a_{1}\right)$ and $\left|\operatorname{PI}\left(a_{1}\right)\right|>1$, we know that outdeg $\left(x_{n-1}, R_{n}\right) \geq 1$. Since $N$ is minimal, $J_{r+1}$ is the input node $x_{n-1}$. The setting of $x_{n-1}$ to 0 results in a circuit $R^{-}$from which at least one gate in $\operatorname{Succ}^{+}\left(x_{n-1}, R_{n}\right)$ may be eliminated (since there are no. gates of outdegree zero in $Z_{R^{-}}$). Moreover, $I_{r+1}$ is again a gate and may be eliminated from $R^{\bullet}$ in addition to the gate previously mentioned, giving a total of two gates which may be eliminated from $R^{\circ}$.

In either case, $R^{\wedge}$ may be simplified to be a radix-join network $R^{--}$on $n_{0}$ variables with the elimination of $2\left(n-n_{0}\right) \quad v$-gates. Thus

$$
\begin{aligned}
C_{\{v\}}\left(F^{n}\right)=C_{\{v\}}\left(R_{n}\right) & \geq C_{\{v\}}(R-c)+2\left(n-n_{0}\right) \\
& \geq C_{\{v\}}\left(F^{n_{0}}\right)+2\left(n-n_{0}\right) \\
& \geq 2 n_{0}+2 \log n_{0}-8+2\left(n-n_{0}\right) \quad \text { (since } \\
& =2 n+2 r-8
\end{aligned}
$$

and the theorem is proven.
[ Theorem 5.19.
5. 20 Corollary: Suppose that $n=2^{r}, r \in \mathbb{N}, r \geq 2$ and $N$ is an M-circuit for $T_{2}^{n}$ with exactly $\log n \wedge$-gates. Then

$$
\hat{C}_{M}(N) \geq 2 n+4 \log n-9
$$

Section D - Efficient Circuits for Threshold Functions

As mentioned, the proof of theorem 5.14 is a modification of a method first discovered by L. Adleman for computing threshold
functions. A description of this method, which proves that $\operatorname{MC}\left(T_{k}^{n}\right) \leq k n+o(n)$ for arbitrary fixed $k$, is to appear, and we sketch the technique briefly in this section for "threshold 2".

To compute $T_{2}^{n}$, the $n$ variables are arranged in a $\Gamma / n \times \Gamma / n$ square matrix $x$. Let $R_{i}$ be the disjunction of the variables of the $j^{\text {th }}$ row of $X$, and let $C_{j}$ be the disjunction of the variables of the $j^{\text {th }}$ column. Then observe that

$$
T_{2}^{n}\left(x_{1}, \ldots, x_{n}\right)=T \Gamma_{2}^{\Gamma / n}\left(R_{1}, \ldots, R_{\Gamma / n}\right) \vee T \Gamma_{2}^{\Gamma / n}\left(C_{1}, \ldots, C_{\sqrt{n}}\right)
$$

since each pair of different variables in the matrix differ either in their row numbering or their column numbering. This construction give rise to the recurrence relations

$$
M C\left(T_{2}^{n}\right) \leq 2 n-2 \nabla n+1+2 M C\left(T_{2}^{\Gamma / n}\right)+1
$$

$$
\text { and } \quad \operatorname{MC}\left(\mathrm{T}_{2}^{2}\right)=1
$$

since the row and column sums can be constructed with at most $2 n-2 \sqrt{n} 7+1$ gates. This method shows that $M C\left(T_{2}^{n}\right) \leq 2 n+2 \sqrt{n}+O\left(n^{1 / 4}\right)$.

One problem with the above method is that it does not necessarily yield an M-circuit for $T_{2}^{n}$ with the minimum number $\Gamma_{\log }^{n}$ of n-gates. For example, for $n=8$ the resulting circuit has 4 ^-gates. The circuit for $F^{n}$ described in Theorem 5.14 uses
the same idea except that the variables are arranged into a rectangle with sides which are an exact power of 2 . While the method of Theorem 5.14 yields an M-circuit with exactly $\Gamma_{\log } \bar{n}$ A-gates, it does so at the expence of increasing slightly the total number of gates. A close examination of the recurrence relationship for $C_{\{v\}}\left(F^{n}\right)$ shows that, the notation of the proof of Theorem 5.14, either $n_{1} \leq \sqrt{n}$ and $n_{2} \leq \sqrt{2 n}$, or $n_{1} \leq \sqrt{2 n}$ and $n_{2} \leq \sqrt{n}$. Hence this method yields an M-cfrcuit for $T_{2}^{n}$ with at most $2 n+(1+\sqrt{2}) \sqrt{n}+0\left(n^{l / 4}\right)$ gates. (For some values of $n$. the recurreace is better it The table below describes the best known constructions for some small values of $n$.

| n | Cor. 5.20 Lower Bound if $\log n$ A-gates (Total Gates) | Cons Thms. (Tota) | ction of and 5.14 (A-Gates) | Adleman's Construction <br> (Total) (^-Gates) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | -1 | 1 | 1 | $\cdots 1$ | 1 |
| 4 | 7 | 7 | 2 | 7 | 2 |
| 8 | 19 | 19 | 3 | 19 | 4 |
| 16 | 39 | 39 | 4 | 39 | 4 |
| 32 | 75 | 79 | 5 | 79 | 6 |
| 64 | 143 | 151 | 6 | 151 | 6 |
| 128 | 275 | 291 | 7 | 290 | 8 |

Table 5.1 The Complexity of $T_{2}^{n}$

Observe that for $n=128$; the most efficient known M-circuit for $T_{2}^{n}$ does not use the minimal number ( $\log 128$ ) of A-gates.

## Section E. Open Questions

There are a host of open questions raised by the above results:
(1) We know that $C_{\{v\}}\left(F^{n}\right) \leq 2 n+\theta(\sqrt{n})$. Determine $C_{\{v\}}\left(F^{n}\right)$ mare exactly.
(2) Does an optimal M-circuit for $T_{2}^{n}$ have exactly $\operatorname{Tog} n 7$ A-gates?
(3) Is there a minimal M-circuit for $T_{2}^{n}$ which is single-level? Is there one for an arbitrary quadratic function?
(4) Is there an M-circuit of size c-n-log $n$ for $T_{k}^{n}$ for arbitrary $k<n$ where $c$ is independent of $k$ ? Is there an M-circuit of size $<\log k+\Pi_{n}$ for $T_{k}^{n}$ for fixed $k$ ?

## CHAPTER 6

## The Complextty of Monotone Functions in Other Bases

The objective of this chapter is to study whether the complexity of a monotone Boolean function can be reduced by using a basis other than $\{i, v\}$ in the formulas or circuits considered. That this is the case for Boolean circuits and multi-output functions is well-known and several examples exist. For instance, Paterson [1975] and Mehihorn and Galil [1976], extending work originally done by Pratt[1974], have shown that the M-circuit complexity of the Boolean matrix multiplication of two $n \times n$ matrices is exactly $2 n^{3}-n^{2}$. On the other hand, Fischer and Meyer [1971] have shown that Strassen's fast integer matrix multiplication algorithm can be used to multiply two Boolean $n \times n$ matrices on a Turing Machine in time $0\left(n^{2.81 \cdots)}\right.$. Using Fischer and Pippenger's results connecting time-bounded Turing Machine computations and circuits, this means that a circuit with $0\left(n^{2}{ }^{2} 82\right)$ gates for matrix multiplication exists in any complete basis ${ }^{\dagger}$. Paul [1976] has improved this gap by exhibiting a series of monotone functions $f \in B_{n, n}$ for which $M C(f)=\Omega\left(n^{2} /(\operatorname{logn})^{3 / 2}\right)$ but for which $C_{B_{p}}(f)$ $=0\left(n \log ^{2} n\right)$.

[^16]It remains an open question as to whether such a gap between $C_{B_{2}}$ and $M C$ exists for a single-output function. Pippenger [1976] has shown that if one looks at the monotone function in $B_{n}$ with the worst MC complexity among all m.b.f.'s in $B_{n}$, then its MC complextty is no more than a factor of $O(\log n)$ larger than its $C_{B_{2}}$ complexity ${ }^{+}$. On the other hand, several researchers have conjectured that a large, even exponential gap may exist between the MC and $M_{B_{2}}$ measures for a specific monotone Boolean function.

In contrast to this, it is possible to show that there are specific m.b.f.'s for which allowing a complete basis in the circuit does not allow a saving of more than a constant factor over the monotone case. This clearly the case for a function of minimal M-complexity which depends on all its arguments, and hence has M-circuit complexity of $n-1$. The situation can occur for more complex functions in addition. For example, in Chapter 3, we demonstrated that most quadratic m.b.f.'s of $n$ variables have $B_{2}$ circuit complexity of $\Omega\left(n^{2} / \log n\right)$. Since each quadratic m.b.f. can be realized in an M-circuit which has $0\left(n^{2} / \log n\right)$

[^17]gates, it is not possible to save more than a constant factor in circuit size for most quadratic functions.

We consider the formula size of functions in the remainder of this chapter. Here, the choice of complete basis will have a greater effect on complexity as pointed out by the work of Pratt [1975] - we consider the bases $M, B_{2}$, and $U$. One may make comments about the worst-case values for these measures for all monotone Boolean functions similar to those voiced for circuit complexitiesit is the complexity relationship for individual functions which concerns us here. We show that this relationship can depend on the functions involved. Clearly, there are functions of complexity n-1 in all three measures for which na savings can be had. In work done jointly with M. Paterson, we do show that there are m.b.f.'s of M-formula complexity $\theta\left(n_{2} / \log n\right)$ for which any formula in any - complete basis must be of size $R\left(n_{2} / \log n\right)$, and hence for which not more than a constant factor savings may be achieved. On the other hand, we exhibit a particular sequence of m.b.f.'s which have $M$-formula complexity $\theta\left(n^{2}\right)$, but for which linear sized formulas exist over the basis $B_{2}$. This sequence is derived as a corollary of Khrapchenko's result that any U-formula for the parity function must have size $n^{2}$. While this example affirms that the complete basis $B_{2}$ may allow more succinct expressions for some m.b.f.'s, it does not answer the question of whether the addition of negation to the basis M allows a more compact expression for some functions. This latter question remains open.

Section A. A Case where a Complete Basis Doern't Help

We will utilize a method introduced by Nečiporuk [1966] to establish a lower bound on the formula size of a particular monotone function. This method has been used by other authors in reference to other problems [Harper and Savage 1972, Paul 1977, and Lamagna 1975]. While the technique applies to formulas over arbitrary bases, we restrict our treatment here to the binary basis $B_{2}$.

Notation: Suppose $f \in B_{n}$ is an arbitrary Boolean function of the variables $x_{1}, \ldots, x_{n}$, and suppose $Y \in\left\{x_{i} \mid i \in[1: n]\right\}$ is some subset of variables. Let $S(f, Y)$ denote the set of all restrictions of $f$ to $Y$ obtained by setting all remaining variables not in $Y$ to be constant; that is,

$$
s(f, Y)=\left\{f \mid x=c_{x} \text { for } x \in Y \mid c_{x} \in\{0,1\}^{n-|Y|}\right\}
$$

6.1 Lemma: Suppose $f, Y$, and $S$ are as above. If $F$ is any $B_{2}$ formula for $f$, and $F$ contains $k \geq 2$ accurrences of $Y$ variables, then

$$
|S(f, Y)| \leq 16^{k-1}
$$

Proof: We prove this fact by induction on $k$. Suppose $f, Y, S$, and $k$ are as in the theorem.

In the event $k=2$, let $x_{i}$ and $x_{j}$ be the $Y$-variables occurring in $F$ (where possibly $i=j$ ). Since no other $Y$-variables besides
$x_{i}$ and $x_{j}$ appear in $F$, all restrictions $f \mid \vec{X}=\vec{c}$ for $x \notin Y$ of $f$ to $Y$ are functions of the variables $\left\{x_{i}, x_{j}\right\}$. Since there are at most 16 such functions, this proves the lemma in this case.

Now suppose that $k>2$, and the lemma is true for all smaller values of $k$. In the tree corresponding to $F$, there exists a subtree of $F$ with some number \& of occurrences of $Y$ variables, where $2 \leq \ell \leq k-1$. This is true since the sons of a node in a binary tree create a partition of the leaves above the node. By passing upward ${ }^{\dagger}$ from the root of $F$, one may find such a subtree since each leaf contains at most 1 occurrence of a $Y$-variable.

Thus we can decompose the formula $F$ as

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{n}\right)=G\left(H\left(x_{1}, \ldots, x_{n}\right), x_{1}, \ldots, x_{n}\right) \tag{1}
\end{equation*}
$$

where $H$ has $\ell$ occurrences of $Y$-variables and $G$ has $k-\frac{1}{i}$ occurrences of $Y$-variables. Let $g\left(z, x_{1}, x_{2}, \ldots x_{n}\right)$ and $h\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be Boolean fucntions defined by $G$ and $H$ respectively.

We may bound the number of restrictions of $f$ to $Y$ by bounding the number of restrictions of $g$ and $h$. Let $Y$ - denote the set of variables $Y u\{z\}$. Then $G$ has exactly $k-\ell+1<k$ occurrences of $Y^{-}$variables. By (1), since any restriction of $f$ to $Y$
$\dagger$
In a formula, as in all circuits, we think of the constant and input nodes as being at the top of the formula and arcs directed downward.

## satisfies

there can be no more restrictions of $f$ to $Y$ than the product

$$
|s(K, Y)| \cdot|s(g, Y-)|
$$

By induction, this implies that

$$
|S(f, Y)| \leq 16^{\ell-1} \cdot 16^{(k-\ell+1)-1}=16^{k-1}
$$

and the proof is complete.
[ Lemma 6.1
6.2 Theorem (NeČiporuk): Suppose, $f \in B_{n}$ is a Boolean function and $P_{1}, P_{2}, \ldots, P_{r}$ is a partition of the variables $\left\{x_{i} \mid i \in[1: n]\right\}$ such that $f$ depends on some variable in $P_{i}$ for each $i \in[1: r]$. Then

$$
L_{B_{2}}(f) \geq 1 / 4 \sum_{j=1}^{r} \log \left|s\left(f, P_{j}\right)\right|
$$

Proof: Suppose $F$ is a minimal $B_{2}$-formula for $f$. For each $i \epsilon[1: r]$, let $k_{i}$ be the number of occurrences of $P_{i}$-variables in F. If $k_{j} \geq 2$, then $\left|S\left(f, P_{j}\right)\right| \leq 16^{k_{i}-1}$ by Lemma 6.1 , so $k_{i}-1 \geq \log _{16}\left|S\left(f, P_{i}\right)\right|=1 / 4 \log _{2}\left|S\left(f, P_{i}\right)\right|$. If $k_{i}=1$, then $\left|S\left(f, P_{i}\right)\right| \leq 4$, so $k_{i} \geq 1 / 4 \log \left|S\left(f, P_{i}\right)\right|$; the case $k_{i}=0$ cannot
happen since $f$ depends on some variable in $P_{i}$. In any event, $k_{i} \geq 1 / 4 \log \left|S\left(f, P_{i}\right)\right|$. Since $\hat{L}_{B_{2}}(F)=\sum_{i=1}^{r} k_{i}$, this proves the theorem.

We may now use this theorem to establish lower bounds on the complexity of particular m.b.f.'s. Note that if $n_{i}=\left|p_{i}\right|$ for $i \in[1: r]$, then $\left|S\left(f, P_{i}\right)\right| \leq 2^{2^{n_{i}}}$ since this is the number of Boolean functions of $n_{i}$ variables, and $\left|S\left(f, P_{j}\right)\right| \leq 2^{n-n_{i}}$ since this is the number of settings of variables outside $P_{i}$. Choosing $n_{i} \sim \log n$ for each $i$ gives a partition of the variables into $\sim n / \log n$ sets with a possible maximum value of $\log \left|S\left(f, P_{\mathfrak{f}}\right)\right|$ of $n-\log n$, to yield a theoretically possible $\Omega\left(n^{2} / \log n\right)$ lower bound using Theorem 6.2. It is possible to show that the maximal lower bound obtainable from the theorem is $\Omega\left(n^{2} / \log n\right)$.

Using an example similar to NeČiporuk's original function, we establish the following example:
6.3 Theorem (Paterson, Bloniarz): For every $n$, there is an m.b.f. $f \in B_{n}$ such that
(A) $L_{B_{2}}(f)=\Omega\left(n^{2} / \log n\right)$
and
(B) $M L(f)=0\left(n^{2} / \log n\right)$,
so that allowing a complete basis in a formula for $f$ does not allow more than a constant factor reduction in size.

Proof: Suppose for the moment that $n=((m+1) / 2)$ where $m$ is an odd integer. Note that $m$ divides $n$. To define $f$, we regard the $n$ input variables as arranged in a $(n / m) \times m$ rectangular matrix $\vec{x}_{i j}$. For each $i \in[1: n / m]$ and $j \in[1: m]$, we will fix


Fig. 6.1 The Inputs
$\sigma_{\mathbf{i j}}$ to be a distinct subset of [1:m] of exactly $((m+1) / 2)$ elements (which is possible by our choice of $n$ ). Define $f:\{0,1\}^{n} \rightarrow\{0,1\}$ by

$$
\begin{align*}
& f\left(\vec{x}_{i j}\right)=\bigvee_{i \varepsilon[1: n / m]}\left[x_{i j} \wedge\left(\bigvee_{k \in[1: n / m]}\left({\widehat{q \varepsilon \sigma_{i j}}}-x_{k \dot{q}}\right)\right)\right]  \tag{2}\\
& \mathbf{j} \mathbf{k}[1: m] \quad \mathrm{k} \neq \mathrm{i}
\end{align*}
$$

Intuitively, we may think of the $\sigma_{i j}$ 's as row patterns -( $m+1$ )/2 entries which will be chosen from a row of $m$ variables. If $k \in[1: n / m]$ and $q \hat{\epsilon} \sigma_{i j} x_{k q}$ is true, we will say that row $k$ satisfies pattern $\sigma_{i j}$. Note that this implies that row $k$ has at least $(m+1) / 2$ ones in it. The clause

$$
\underset{k \in[1: n / m]}{V}\left({ }_{q \in i} \hat{\sigma}_{i j} x_{k q}\right)
$$

is one if some row other than the $i^{\text {th }}$ satisfies $\sigma_{i j}$. Finally, $f\left(\vec{x}_{i j}\right)=1$ if there is some variable $x_{i j}$ equal to 1 whose corresponding pattern $\sigma_{i j}$ is satisfied by some row other than the $i^{\text {th }}$. We note in passing that $f$ is monotone by Theorem 2.4.

To obtain a lower bound using Theorem 6.2; consider the rows $P_{i}=\left\{x_{i j} \mid j \in[1: m]\right\}$ for $i \in[1: n / m]$ to be a partition of the input variables. We obtain a lower bound on $\left|S\left(f, P_{i}\right)\right|$. W.l.o.g. assume that $\mathbf{i}=1$; we show that a large number of settings of the remaining variables yield different restricted functions of $f$ to $P_{1}$. In particular, suppose $c_{i j}$ for $i \in[2: n / m], j \in[1: m]$ are constants such that each row of constants has fewer than $(m+1) / 2$ ones in it (that is, $\left|\left\{j \mid . c_{i j}=1\right\}\right|<(m+1) / 2$ for each $i \in[2: n / m])$. We show that two different such settings of the variables $x_{i j}=c_{i j}$ for $i \epsilon[2: n / m], j \in[1: m]$ yield different restricted functions of the first row.

Let $f_{\vec{c}}$ denote the restriction $f x_{i j}=c_{i j}$ for $i \in[2: n / m]$, $\mathrm{j} \epsilon[1: \mathrm{m}]$. The first row is the onty possible row which can satisfy any pattern since each other row has fewer than $(m+1) / 2$ ones in it. Hence the inner conjunction is false for $k \neq 1$, and

$$
f_{\vec{c}}=\underset{\substack{i \in[2: n / m] \\ j \in[1: m]}}{V}\left(c_{i j} \wedge \underset{q \in \hat{\sigma}_{i j}}{\wedge} x_{1 q}\right)
$$

Now if $\overrightarrow{\mathbf{c}} \neq \overrightarrow{\mathbf{c}}^{-}$are two distinct such constants, w.l.o.g. let $i$ and $j$ be indices such that $c_{i j}=1$ and $c_{i j}=0$. Define an input for the first row by

$$
x_{1 q}=\left\{\begin{array}{lllll}
1 & \text { if } & q \in \sigma_{i j} \\
& & & \text { for each } q \in[1: m] \\
0 & \text { if } & q \in \sigma_{i j}
\end{array}\right.
$$

and note that the row $x_{1 q}$ satisfies pattern $\sigma_{i j}$ and no other. Hence $f_{\vec{c}}\left(\vec{x}_{1 q}\right)=1$ whereas $f_{\vec{c}}\left(\vec{x}_{i q}\right)=0$, and the two functions $f_{\mathbf{c}}$ and $\vec{f}_{\mathbf{c}^{-}}$are different on the input $x_{1 q}$.

Thus $\left|S\left(f, P_{j}\right)\right|$ is at least the number of such settings of the remaining rows with fewer than $(m+1) / 2$ ones per row. Since there are $2^{m-1}$ length $m$ binary vectors with fewer than $(m+1) / 2$ ones, we obtain

$$
\left|S\left(f, P_{1}\right)\right| \geq\left[2^{m-1}\right]^{(n / m)-1}=2^{n-(n / m)-m+1}
$$

Hence, by theorem 2,

$$
\begin{aligned}
L_{B_{2}}(f) & \geq 1 / 4 \sum_{i=1}^{(n / m)}[n-(n / m)-m+1] \\
& =1 / 4\left[\left(n^{2} / m\right)-\left(n^{2} / m^{2}\right)-n+(n / m)\right] .
\end{aligned}
$$

By Stirling's formula, [Knuth 1968, p. 46],

$$
n=\left(\binom{m}{m+1) / 2} \sim \sqrt{2 / \overline{I m}} \cdot 2^{m}\right.
$$

so $m \sim \log n$. Hence $L_{B_{2}}(f)=\Omega\left(n^{2} / m\right)=\Omega\left(n^{2} / \log n\right)$ and the lower bound is established.

The upper bound on ML(f) is obtained by expanding and factoring the definition (2) to get a more compact formula for $f$. Since $f$ is not explicitly defined, we prove that an $M$-formula of size $0\left(n^{2} / \log n\right)$ exists without actually exhibiting it. Cleärly, $f$ has an $M$-formula of size $O\left(n^{2}\right)$, namely (2).

To get a smaller formula for $f$, we can distribute the variables in (2) to get the disjunctive form

$$
f(x)=\underset{\substack{i \in[1: n / m]  \tag{3}\\
j \in[1: m]}}{V} \begin{align*}
& k \in[1: n / m] \\
& k \neq i
\end{align*}\left(x_{i j} \wedge \wedge_{q \in \sigma}^{i j} x_{k q}\right) .
$$

If we define, for $k \in[1: n / m]$,
then by reversing the indexing in (3) we obtain

$$
f(\vec{x})=V_{k=1}^{n / m} f_{k}(\vec{x})
$$

so $M L(f) \leq \sum_{k=1}^{n / m} M L\left(f_{k}\right)$. To bound $M L\left(f_{k}\right)$ for a fixed $k \in[1: n / m]$, note that each monome in $\operatorname{PI}\left(f_{k}\right)$ consists of the distinct product of $(m+1) / 2$ variables from row $k$ (which has $m$ variables in all) and a single variable not in this set. Since the number of prime implicants of $f_{k}$ far exceeds $m$, by factoring (4) on the variable in row $k$ we obtain a smaller formula for $f_{k}$.
6.4 Lemma: Suppose $r, s \in \mathbb{N}$, and $g_{G} B_{r+s}$ is a function such that
where, for each $i, A_{i}$ is a unique subset of size a of [1:r]. Then

$$
M(g) \leq\binom{ r+1}{a}+\binom{r}{a}-1 .
$$

Proof of Lemma: We proceed by induction on $r$. If $r=0$, then since there is a unique subset of size 0 of $g, g\left(y_{1}\right)$ is either $y_{1}$ or the constant function $\underline{0}$. In either case, $M L(g) \leqslant 1=\binom{1}{0}+\binom{0}{0}-1$.

If $r>0$ and $a=r$, then clearly $g\left(x_{1}, \ldots, x_{r}, y_{1}\right)=$ $y_{1} \wedge x_{1} \wedge \ldots \wedge x_{r}$ or $g=\underline{0}$, so $M(G) \leq r+1=\binom{r+1}{r}+\binom{r}{r}-1$.
Similarly, if $a=0$, then again $M L(g) \leq 1=\binom{r+1}{0}+\binom{r}{0}-1$.
Now suppose $n<a<r$. By factoring the definition of $g$ by $x_{r}$, we may express

$$
\begin{equation*}
g=\left(x_{r} \cdot g_{1}\right) \vee g_{2} \tag{5}
\end{equation*}
$$

where

$$
g_{1}=\bigvee_{i \in T}\left(y_{i} \wedge \bigwedge_{j \in A_{j}-\{r\}} x_{j}\right)
$$

and

$$
g_{2}=\bigvee_{i \in[1: s]-T}\left(y_{i} \wedge \bigwedge_{j \in A_{i}} x_{j}\right)
$$

and $T$ is the set of indices $i \in[1: s]$ such that $r \in A_{i}$. Note that each subset $A_{i} \backslash[r]$ for $i \in T$ has $a-1$ members chosen from [1:r-1], and hence inductively

$$
M L\left(g_{1}\right) \leq\binom{ r}{a-1}+\binom{r-1}{a-1}-1
$$

Similarly, each set $A_{i}$ for $i \notin T$ has a members chosen from $[1 ; r-1]$, and hence

$$
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$$
M\left(g_{2}\right) \leq\binom{ r}{a}+\left(\frac{r-1}{a}\right)-1 .
$$

Thus, by the expression (5),

$$
\begin{aligned}
& M L(g) \leq 1+M L\left(g_{1}\right)+M\left(g_{2}\right) \\
& \leq 1+\binom{r}{a-1}+\binom{r-1}{a-1}-1+\binom{r}{a}+\binom{r-1}{a}-1 \text { (by } \\
&\left.=\binom{r+1}{a}+\left(\begin{array}{c}
r \\
a
\end{array}\right]-1 \quad \text { (usfuction }\right) \\
& \\
& {[\text { Knuth 1968, p. 54]). }} \\
& \square \quad \text { Lemma 6.4. }
\end{aligned}
$$

Now, sinceLemma 6.4applies to $f_{k}\left(\frac{x}{x}\right)$ with $r=m$ and $a=(m+1) / 2$, we obtain

$$
\begin{aligned}
M L\left(f_{k}\right) & \left.\leq((m+1) / 2)+\left((m+1)_{m}^{m} / 2\right)\right)-1 \\
& =((m+1) / 2)+((m-1) / 2)+((m+1) / 2)-1 \\
& =3 n-1
\end{aligned}
$$

Hence $M L(f) \leq \sum_{k=1}^{n / m}(3 n-1)=3 n^{2} / m-n / m=O\left(n^{2} / \log n\right)$.
To finish the proof, for $n$ not of the form $((m+1) / 2)$ (mad), we could choose $n_{0}$ of this form with $(n / 4) \leq n_{0} \leq n$ and merely ignore all but the first $n_{0}$ of the $n$ arguments.

Section B. A Case where $\mathrm{B}_{2}$ Can Help.

In a counterpoint to the previous case, we present an example where the larger complete basis $B_{2}$ can allow a reduction in formula size of more than a constant factor. The example is a monotone cover of the parity function.

Definition: Suppose $f \in B_{n}$ is an arbitrary Boolean function. An m.b.f. $g_{\epsilon} B_{2 n}$ is said to be monotone cover of $f$ if $f\left(x_{1}, \ldots x_{n}\right)=g\left(x_{1}, \neg x_{1}, x_{2}, \neg x_{2}, \ldots, x_{n}, \neg x_{n}\right)$.

Example: If $p^{n}\left(x_{1}, \ldots, x_{n}\right)=x_{\rho} \oplus x_{2} \ldots x_{n}$ is the parity function then $g^{n}$ defined by
$g^{n}\left(x_{1}, y_{1}, x_{2}, y_{2}, \ldots, x_{n}, y_{n}\right)=\left[p^{n}\left(x_{1}, \ldots, x_{n}\right) \wedge \wedge_{i=1}^{n}\left(x_{i} \vee y_{i}\right)\right] \vee \vee_{i=1}^{n}\left(x_{i} \wedge y_{i}\right)$
is easily verified to be a monotone cover of $p^{n}$.
We clain that the function $g^{7}$ extibits the properties desired. We use the following result of Khrapchenko [197!] which we state without proof.
6. 5 Theorem: If $n \in \mathbb{N}$, then

$$
n^{2} \leq L_{u}\left(P^{n}\right)<2 n^{2}
$$

The fact that $L_{U}\left(P^{n}\right)<2 n^{2}$ is easily proved by recursively dividing $P^{n}\left(x_{1}, \ldots, x_{n}\right)$ as $\left(x_{1} \oplus \ldots \oplus x_{n / 2}\right) \oplus\left(x_{n / 2}+1 \oplus \ldots \oplus x_{n}\right)$. The lower bound is established by a remarkable argument which uses the isomorphism between series-parallel contact networks and $U$ formulas.

Assuming Theorem 6.5, it is straightforward to show that

$$
n^{2} \leq M\left(g^{n}\right) \leq 2 n^{2}+4 n .
$$

To derive the upper bourd, suppose that $F$ is a minimal $U$-formula for $P^{n}$. By applying DeMorgan:'s laws, we may distribute all negations in $F$ to the variables without changing the size of the formula, so we assume w.l.o.g. that $F$ has this property. Let $F^{\prime}$ be the formula obtained by replacing all occurrences of $\neg x_{i}$ in $F$ by the literal $y_{i}$ (for all $i \in[1: n]$ ). A straightforward argument demonstrates that

$$
\left[F^{\prime} \wedge{ }_{i=1}^{n}\left(x_{i} \vee y_{i}\right)\right] v_{i}{\underset{1}{1}}_{n}^{n}\left(x_{i} \wedge y_{i}\right)
$$

is an M-formula for $g^{n}\left(x_{1}, y_{1}, \ldots x_{n}, y_{n}\right)$.
For the lower bound on ML( $\left.g^{n}\right)$, suppose that $F\left(x_{1}, y_{1}, \ldots, x_{n}, y_{n}\right)$ is any $M$-formula for $g^{n}$. By replacing $y_{i}$ by $\neg x_{i}$ in $F$ for each $i \in[1: n]$, we obtain a $U$-formula for $P^{n}$, which by Theorem 6.5 must have $\mathrm{n}^{2}$ occurrences of literals. Thus $F$ must have had size $n^{2}$.

Since $p^{n}$ has a $B_{2}$ formula of size $n-1, L_{B_{2}}\left(g^{n}\right) \leq 5 n-1$. Since $g^{n}$ has $2 n$ variables, we have proven
6.6 Theorem(Bloniarz, Meyer): For every $n \in \mathbb{N}$ there is an m.b.f. f\&B ${ }_{n}$ such that

$$
M L(f)=\theta\left(n^{2}\right)
$$

and

$$
L_{B_{2}}(f) \leq 5 n / 2+0(1)
$$

Note: Because of Theorem 6.5, any U-formula for $g^{n}$ must also have at least $n^{2}$ occurrences of variables. Thus this example does not answer the question of whether the addition of negation to the basis $B$ allows more compact expressions for m.b.f.'s.

Section C. Open Questions
(1) Is there any single-output m.b.f. for which $L_{U}(f)<M L(f)$; for which $C_{B_{2}}(f)<M C(f)$ ?
(2) Is there a larger gap than that given in Theorem 6.6 between $M \mathrm{~L}$ and $\mathrm{L}_{\mathrm{B}_{2}}$ ?
(3) Do larger gaps between these measures exist for multi-output functions?
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## CHAPTER 7

## A Shortest-Path Algorithm

This final chapter is concerned with the problem of finding the shortest distance matrix for a non-megatively weighted directed graph. Several algorithms to solve this problem have been proposed [Dijkstra 1959, Floyd 1962, Spira 1973, Eredman 1976], the best worst-case running time being $0\left(n^{3}(\log \log n)^{1 / 3} /(\log n)^{1 / 3}\right)$ [Fredman 1976]. However, Spira's algarithm, which has a worst-case time of $\Omega\left(n^{3} \log n\right)$, has average running time $O\left(n^{2}(\log n)^{2}\right)$.

Spira's algorithm basically searches for the nodes closest to a given source node. By searching along edges of minfmum weight first, it is likely that the shortest paths from the source node to all other nodes will be discovered before all arcs in the graph need to be traversed. In fact, starting from any given source, on the average only $O(n \log n)$ arcs need to be traversed. By repeating this process for all $n$ source nodes, the shortest path matrix can be found.

In Appendix 3 we show that several Tacunae remain in Spira's algorithm. In particular, Spira does not specify any search pattern when there are paths from the source of equal Tength. We observe that arbitrary choices among paths of equal length do not solve the problem efficiently; inappropriate "tie-breaking" rules can result in algorithms which have $\Omega\left(n^{3}\right) \quad$ running time on almost all matrices. One example of this phenomenom is presented in Appendix 3.

Our main result (this work was done jointly with A. Meyer and M. Fischer) is a correct version of Spira's algorithm, which we prove does indeed run in $O\left(n^{2}(\log n)^{2}\right)$ average time for a broad class of probability distributions on directed graphs with non-negative weights. These distributions properly include the distributions for which Spira originally made his claims. Informally the condition characterizing distributions for which our results hold is that information about the entire graph except for the arcs emanating from any given node 1 , together with information about the weights of the arcs emanating from node $\mathcal{i}$, is not correlated with the assignment of the welghts to those arcs -- all pernutations of assignments are equally likely.

Finally, a modification of this algortthm is noted which computes the transitive closure of a Boolean matrix in average time $0\left(n^{2} \log n\right)$. This result has recently been improved by Schnorr [1978a]who exhibits an $O\left(n^{2}\right)$ average-time algorithm for this problem.

Section A. Shortest Paths and Graph Distributions

Directed graphs were defined in Chapter 2. We henceforth assume that every $n$-node graph has a set of vertices $V=[1: n]$. A graph $(V, E)$ is weighted if there is a cost function $c: E \rightarrow R \cup\{-\infty, \infty\}$ which assigns a weight or cost to each edge in the graph; the graph is non-negatively weighted if range $(c) \subseteq R^{*}$.

We consider only weighted graphs of this latter type and refer to them as weighted graphs.

One standard representation of a weighted graph is the $n \times n$ cost-matrix $C$, where $C(i, j)$ is defined to be the cost of edge $(i, j)$ if edge $(i, j)_{\epsilon} E$, and $C(i, j)=\infty$ if $(i, j) \notin E^{\dagger}$. One additional representation will also be used. In the sorted list of edges representation, an $n$-node graph $G$ is represented as a sequence of $n$ adjacency lists. Each list element is a pair ( $a, w$ ), where $a$ is a vertex of $G$ and $w$ is a weight in $R^{*}$. The $i^{\text {th }}$ list

$$
L_{i}=\left(\left(a_{i 1}, w_{i 1}\right),\left(a_{i 2}, w_{i 2}\right), \ldots,\left(a_{i k_{i}}, w_{i k_{i}}\right)\right)
$$

represents the $k_{i}$ edges emanating in $G$ from node $i$ (including possibly an edge from $i$ to itself); $a_{i j}$ is the endpoint of the arc and $\mathbf{w}_{\mathbf{i j}}$ is its corresponding weight. In addition, we require that the weights in each adjacency list be arranged in increasing order $w_{i 1} \leq w_{i 2} \leq \ldots \leq w_{i k_{i}}{ }^{\dagger \dagger}$. In the case where

[^18]there are multiple edges in the adjacency list of the same weight, we assume that the endpoints are placed in the list in some prescribed order; for definiteness we assume that they are in order of increasing node index. ${ }^{\dagger}$

We will represent the adjacency lists as two $n \times n$ matrices the endpoint matrix $A$ and the edgecost matrix $W$, where

$$
A(i, k)=\left\{\begin{array}{lll}
a_{i k} & \text { if } & k \leqslant k_{i} \\
\text { NIL } & \text { if } k>k_{i}
\end{array}\right.
$$

and

$$
W(i, k)= \begin{cases}w_{i k} & \text { if } k \leq k_{i} \\ \infty & \text { if } k>k_{i}\end{cases}
$$

(NIL is a special symbol). Figure 7.1 exhibits different representations of a particular weighted graph.

Suppose $p=\left(v_{1}, v_{2}, \ldots, v_{k}\right)$ is a path in $G$, that is, a sequence of $k \geq 1$ nodes such that $\left(v_{i}, v_{i+1}\right) \in E$ for $i \in[1: k-1]$. The cost of path $p$ is the sum of the costs of its edges; that is, k-1. $\sum_{i=1} c\left(\left(v_{i}, v_{i+1}\right)\right)_{2}$ where the cost of the trivial path (v) from $v$ to $v$ is 0 . The minimum cost matrix $M$ of $G$ is the $n \times n$ matrix which has $M(i, j)$ equal to the minimum of the costs of all paths in $G$ from $i$ to $j$. The shortest distance problem is that of computing the minimum cost matrix $M$ given the cost-matrix $C$ of a weighted graph.

[^19]

Graph

$$
\left[\begin{array}{lll}
5 & 5 & 10 \\
\infty & \infty & 0 \\
2 & \infty & 1
\end{array}\right]
$$

Cost-Matrix


Fig. 7.1 Representations of a Graph
$G_{n}$ will denote the set of all n-node weighted graphs. The subscript $n$ will usually be omitted. Through the cost-matrix representation of graphs, we will identify $G$ with $\left[R^{*}\right]^{n^{2}}$. A map $I I: G \rightarrow G$ is a row permutation if it simply permutes the endpoints of the edges emanating from a specified node while leaving the remainder of the graph intact; formally, there must be a permutation $\rho$ of $[1: n]$ and an index $i_{0} \in[?: n]$ such that, if $G$ is any graph in $G$ with cost-matrix $C$, and
$C_{\Pi}$ is the cost matrix of $\Pi(G)$, then

$$
c_{\Pi I}(i, j)=\left\{\begin{array}{l}
c(i, j) \text { if } i \neq i_{0} \\
c(i, \rho(j)) \text { if } i=i_{0}
\end{array}\right.
$$

for every $(i, j) \in[1: n]^{2}$. The set of row permutations generates a group $T_{n}$ of transfommations on $G$;ach member of $\boldsymbol{T}_{\mathbf{n}}$ is called an adjacency transformation.

If $P$ is a probability measure on $G$, its distribution function is the function $F_{P}:\left[R^{*}\right]^{n^{2}} \rightarrow\{x \in R \quad \mid 0 \leq x \leq 1 j$ defined by

$$
F_{p}(x)=P\left\{C_{\varepsilon} G \mid \epsilon(i, j) \leq x_{i, j} \text { for } \quad(i, j) \in[1: n]^{2}\right)
$$

where $x$ is any element $\left(x_{i j} \mid(i, j) \epsilon[1: n]^{2}\right)$ of $\left[R^{*}\right]^{n^{2}}$. Every probability distribution is uniquely characterized by its distribution function.

We will say that a probability neasure $P$ on $G$ is adjacency invariant (A.I.) if any adjacency transformation $H \in T_{n}$ is a measure preserving transfomation on $G$; that is, $\quad F_{p}(\pi(x))=F_{p}(x)$ for all $x \in\left[F^{*}\right]^{n^{2}}$. We will consider specific examples of continuous A.I. probability measures later in this chapter. For a discrete probability measure on $G$, note that the measure is A.I. if and only if the probability of any graph is equal to the
probability of the graph obtained by permuting the endpoints of the edges emanating from an arbitrary node in the graph.

For any function $f: G R$ and any probability measure $P$ on $G$, let $E_{p}(f)$ denote the expected value of $f$ with respect to $P$.

Section B. The Algorithm

Before describing the algorithm, we make an observation about weighted graphs which serves as basis for the algorithm. Suppose that $G$ is a weighted directed graph, and that $i$ is an arbitrary "source" node of $G$. Define, for any node $j \in \operatorname{NODES}(G), D(j)$ to be the minimum of the costs of all paths in $G$ from $i$ to $j$, where $D(j)$ is $\infty$ if there is no path from $i$ to $j$. Let NEAR be a subset of the nodes of $G$ such that $i \in N E A R$; those nodes in NEAR are called near nodes, and all other nodes are called far nodes. For each near node $j$, we define $\operatorname{REALK}(j)$ to be the far node $k$ of $G$ such that $C(j, k)$, the cost of the edge from $j$ to $k$, is minimal among the costs of any edge from $j$ to a far node. If $j$ has several edges of equal minimal cost emanating from it, then $\operatorname{REALK}(\mathrm{j})$ is arbitrarily selected to be one of them. $\operatorname{REALK}(\mathrm{j})$ is undefined if $j$ has no arcs to any far node.

We make the following observation.
7.1 Lemma: Suppose that $G$ is a directed graph, and that NEAR satisfies the property that for every $j \in N E A R$ and $k \in N E A R$, $D(j) \leq D(k)$. Let $j_{G}$ be a near node such that the sum
$D\left(j_{0}\right)+C\left(j_{0}\right.$. REAL $\left.\left(j_{0}\right)\right)$ is minimal among all near nodes, and let $k_{0}=\operatorname{REALK}\left(j_{0}\right)$. Then
(1) $D\left(k_{0}\right)=D\left(j_{0}\right)+C\left(j_{0}, k_{0}\right)$,
and (2) $D\left(k_{0}\right) \leq D(k)$ for every $k \notin N E A R$.

Proof: Part (1). Since $D\left(j_{0}\right)$ is the cost of some path from $i$ to $j_{0}$, we know that $D\left(j_{0}\right)+C\left(j_{0}, k_{0}\right)$ is the cost of a path from $i$ to $k_{0}$, and hence $D\left(k_{0}\right) \leq D\left(j_{0}\right)+C\left(j_{0}, k_{0}\right)$. Suppose to the contrary that $D\left(k_{0}\right)<D\left(j_{0}\right)+C\left(j_{0}, k_{0}\right)$, and let $i=v_{1}, v_{2}, \ldots, v_{\ell}=k_{0}$ be a path of weight $D\left(k_{0}\right)$ from $i$ to $k_{0}$ Observe that $\ell \geq 1$ since $i \in N E A R$. Let $\ell_{0}$ be the least index in $[1: \ell]$ such that $v_{\ell_{0}} E N E A R$; observe that $1<\ell_{0} \leqslant \ell^{\prime}$. Thus $v_{\ell_{0}-1}$ €NEAR, and hence

$$
\begin{aligned}
D\left(v_{\ell_{0}-1}\right)+C\left(v_{\ell_{0}-1}, \operatorname{REALK}\left(v_{\ell_{0}-1}\right)\right. & \leq D\left(v_{\ell_{0}-1}\right)+C\left(v_{\ell_{0}-1}, v_{\ell_{0}}\right) \quad \text { (by def. of REALK). } \\
& \leq \sum_{m=1}^{\ell_{0}-1} C\left(v_{m}, v_{m+1}\right) \quad \text { (since } v_{1}, \ldots, v_{\ell_{0}-1} \\
& \text { is a path to } \left.v_{\ell_{0}-1}\right) \\
& \leq \sum_{m=1}^{\ell-1} C\left(v_{m}, v_{m+1}\right) \\
& =D\left(k_{0}\right) \\
& <D\left(j_{0}\right)+C\left(j_{0}, k_{0}\right) .
\end{aligned}
$$

But this latter inequality contradicts our choice of $j_{0}$ and part (1) is proven.

Part (2). Suppose to the contrary that $k$ is a far node such that $D(k)<D\left(k_{0}\right)$. Let $i=w_{1}, w_{2}, \ldots, w_{l}=k$ be a path of length $D(k)$ from $i$ to $k$. Again choosing $\ell_{0}$ to be the least index in $[1: \ell]$ such that $W_{\ell_{0}} \ell N E A R$, we must have $1<\ell_{0} \leq \ell$ and $w_{\ell_{0}-1}$ बNEAR. Thus

$$
D\left(w_{\ell_{0}-1}\right)+C\left(w_{\ell_{0}-1}, \operatorname{REALK}\left(w_{\ell_{0}-1}\right)\right) \leq D\left(w_{\ell_{0}-1}\right)+C\left(w_{\ell_{0}-1}, w_{\ell_{0}}\right)
$$

$$
\leq \sum_{m=1}^{l-1} C\left(w_{m}, w_{m+1}\right)
$$

$$
=D(k)
$$

$$
<D\left(k_{0}\right)
$$

$$
=D\left(j_{0}\right)+C\left(j_{0}, k_{0}\right),
$$

which is again a contradiction to our choice of $\dot{j}_{0}$.
[ Lemma 7.1

By the above argument, if NEAR satisfies the hypotheses of Lemma 7.1 , then so does $\operatorname{NEARu}\left\{j_{0}\right\}$.

We may use Lemma 7.1 as basis for an algorithm for constructing the minimum cost matrix $M$ for a graph $G$. We first present a
version of the algorithm which uses certain simple operations on finite sets. We later note how these set operations can be implemented in terms of standard operations and data structures on randomaccess computers.

We assume that the graph is presented in its sorted list of edges representation as matrices $A$ and $W$. Extraction of $A$ and $W$ from the cost matrix $C$ may be performed by sorting the rows of C in a stable fashion ${ }^{\dagger}$ using edge weights as keys. The algorithm constructs the minimum cost matrix $M$ one row at a time; this corresponds to finding the shortest distance from one particular node, say node $i$, to all other nodes in the graph. The algorithm searches from node $i$ in a manner dictated by the weights of the edges; shorter paths are searched first.

In the algorithm, NEAR and $D$ are as described in the hypotheses of Lemma 7.1 with one exception - $D(j)$ is only defined for near nodes. If $j$ is a far node, then $D(j)=$ NIL. Initially NEAR is set to $\{i\}$ and $D(i)$ to 0 . The algorithm halts with NEAR equal to the set of nodes which are reachable by paths from $i$.

[^20]Inductively, to add a new node to NEAR, the algorithm attempts to find a node $j_{0}$ satisfying the hypothesis of Lemma 7.1. A priority queue is used to direct this search (see [Aho, Hopcroft, and Ullman 1974] for definition). In the course of execution of this algorithm, certain edges on a near node's adjacency list will be "examined"; initially no edges in the graph have been examined. Inductively we assume that all edges previously examined point to near nodes, and that all examined edges on an adjacency list will consist of those edges of least cost. A pointer $F(j)$ is maintained for each node $j$ in $[1: n]$; its value is the index in matrices $A$ and $W$ of the next (least-cost) unexamined edge on $j$ 's adjacency list. $P(j)$ is initially set to 1 for all nodes.

Each near node $j$ has an additional value associated with it, which we will call $\operatorname{KEY}(j)$. For these nodes, $\operatorname{KEY}(j)$ is the sum of $D(j)$ and the weight of the next unexamined edge from node $j$; that is, $\operatorname{KEY}(j)=D(j)+W(j, P(j))$. Sirce the examined edges on j's adjacency list all point to near nodes, we know that $\operatorname{KEY}(j) \leq D(j)+C(j, \operatorname{REALK}(j))$.

To add a new vertex to NEAR, the algorithm selects a near node $j$ such that $K E Y(j)$ is minimal among all near nodes. Suppose that $k=A(j, P(j))$ (the endpoint of the least-cost unexamined edge from nade $j$ ) is a far node. Then $j=j_{0}$ satisfies the conditions of Lemma 7.1 since

$$
\begin{aligned}
D(j)+C(j, k)=\operatorname{KEY}(j) & \leq \operatorname{KEY}(j-) \\
& \leq D(j-)+C(j-, \operatorname{REALK}(j-))
\end{aligned}
$$

for any other near node $j^{-}$, and since $C(j, k)$ is the least cost of any edge from $j$ to a far node( all examined edges point to near nodes). Hence $k$ can be added to NEAR and $D(k)$ can be set to REY ( $j$ ) and still preserve the inductive hypotheses of Lemma 7.1.

On the other hand, if node $k$ were already a member of NEAR, then its shortest distance is already known, so nothing is done. In either case, since the edge from $j$ to $k \not A(j, P(j))$ has been examined, the pointer $P(j)$ is moved to the next edge from $j$.

This search is continued until either all nodes are found to be in NEAR or until there are no further edges to examine, in which case it follows from Lemma 7.1 that NEAR is the set of all vertices which are reachable by paths from $i$ (since a missing edge has weight $\infty$ ).

One additional requirement is imposed in order that the general algorithm given above have fast running time. If the node $\mathbf{j}$ in NEAR from which we are searching has several edges of equal weight, then these edges are considered in consecutive executions of the search loop. That is, if $W(j, P(j)+1)=W(j, P(j))$, then we require that the algorithm select $j$ as the near node from which to search in the next execution of the search loop ${ }^{\dagger}$.

[^21]To select nodes with appropriate KEY values, we use a priority queue. Three priority queue operations are necessary. CLEARQ sets the queue to the empty state, MINQ returns and removes from the queue a pair $(\operatorname{KEY}(j), j)$ such that $j$ is a node in NEAR for which $\operatorname{KEY}(j)$ is a minimum among all nodes in NEAR. If the queue is empty, MINQ returns the pair (NIL,NIL). INSERTQ ( $\mathrm{d}, \mathrm{j}$ ) inserts node $j$ into the priority queue and sets $\operatorname{KEY}(j)$ to $d$. In case there are several nodes in the queue with minimal KEY values, MINQ selects and returns any one of them. (We assume only that the queue operates so that the value returned by a MINQ operation depends solely on the previous sequence of queue operations.)

The fully specified algorithm, $R_{j}$, which computes the shortest distance $D(j)$ from node $i$ to node $j$, is given below in a PASCAL-like language, where $\infty$ is represented by NIL:

Algorithm $\mathrm{R}_{\mathbf{i}}$
FOR $L:=1$ to $n \underline{D O} D(L):=$ NIL ;
FOR $L:=1$ to $n$ DO $P(L):=1$;
NEAR := \{i\}; $D(i):=0 ; \mathrm{J}:=$ NIL; CLEARQ;
IF $W(i, 1) \neq$ NIL THEN $\langle K E Y, J\rangle:=\langle W(i, 1), i>;$
Comment If there is an edge emanating from $i$, then KEY is set to the minimum weight of all edges from $\mathfrak{i}$.

WHILE J $\neq$ NIL DO
Comment $J$ is the near node to be searched from. If REALK is defined for some near node, then $\mathrm{J} \neq \mathrm{NIL}$.

BEGIN REPEAT $K:=A(J, P(J))$; Corment $K$ is a candidate for REALK(J).

IF KINEAR THEN
Comment $K$ is REALK(J).
BEGIN NEAR := NEAR $\cup\{K\} ;$
$D(K):=K E Y ;$
IF $\mid$ NEAR $\mid=n$ THEN HALT;
IF $W(K, 1) \neq$ NIL THEN INSERTQ (KEY+N( $K, 1), K)$
END;
$P(J):=P(J)+1$
UNTIL $W(J, P(J)) \neq W(J, P(J)-1)$;
Comment Examine all equal-weight edges emanating from $J$ at the same time.

IF $W(J, P(J)) \neq$ NIL THEN INSERTQ $(D(J)+W(J,(P(J)), J)$;
$\langle K E Y, \mathrm{~J}>:=$ MINQ
END.

To compute the shortest-distance matrix $M$, algorithm $R_{i}$ is run for each $i \in[1: n]$.

Shortest-distance algorithm

FOR I := i to $n$ DD
BEGIN

$$
R_{i}
$$

$$
\text { FOR } J:=1 \text { to } n \quad D O M(I, J):=D(J)
$$

END.

Section C. Analysis of the Algorithm
If $G$ is a weighted graph, we will denote by $N_{j}(G)$ the number of times the test "IF $K \notin N E A R$ " is executed by $R_{i}$ on graph $G$; that is, $N_{j}(G)$ is the number of edges of $G$ examined ${ }^{\dagger}$ by algorithm $R_{i}$. Note that only a fixed number of operations are performed by $R_{i}$ between successive executions of this test, so that the total number of operations performed by $R_{i}$ on graph $G$ is proportional to $N_{i}(G)+1$. Thus we try to estimate $N_{i}(G)$.
7.2 Theorem: For any $i \in[1: n]$ and any adjacency invariant probability measure $P$ on $G$;

$$
E_{p}\left(N_{i}\right) \lesssim n \log _{e} n
$$

Proof: Suppose that $i \in[1: n]$ and that $P$ is an A.I. probability measure on $G$. If $I$ is any adjacency transformation, then $I$ is a measure preserving transformation on $G$. Hence $E_{p}\left(N_{i}\right)=$ $E_{p}\left(N_{i} \circ\right.$ I! $)$ ). Taking the sum of such expectations over all adjacency transformations $\pi$, we have

$$
\begin{aligned}
E_{p}\left(\sum_{\Pi \epsilon \mathcal{T}_{n}}\left(N_{i} \circ \pi\right)\right) & =\sum_{\Pi \varepsilon \mathcal{T}_{n}}\left(E_{p}\left(N_{i} \circ \Pi\right)\right) \\
& =\sum_{\pi \varepsilon \mathcal{T}_{n}} E_{p}\left(N_{i}\right) \\
& =\left|\mathcal{T}_{n}\right| \cdot E\left(N_{i}\right)
\end{aligned}
$$

[^22]thus, to prove that $E\left(N_{i}\right) \leqslant n \log _{e} n$, it suffices to show that
$$
E_{p}\left(\sum_{\Pi_{\varepsilon} T_{n}}\left(N_{i} \circ \Pi\right) /\left|T_{n}\right|\right) \leqslant n \log _{e} n .
$$

We will prove the stronger statement that, for any graph $G \in G$,

$$
\begin{equation*}
\left[\sum_{\Pi \varepsilon T_{n}} H_{p}(\pi(G))\right] /\left|T_{n}^{\prime}\right| \leq n \operatorname{loq}_{e} n . \tag{1}
\end{equation*}
$$

So suppose that $G \in G$ is fixed, and let $G$ be the set $\left\{\mathbb{G}(G) \mid M_{\varepsilon} T_{n}\right\}$. An easy argument demonstrates that the left-hand side of inequality (1) is simply the average value of $N_{i}$ with respect to the probability measure $P_{1}$ which assigns each graph in $G_{1}$ equal probability, and all other graphs probability zero. Hence we must show that

$$
\begin{equation*}
E_{p_{1}}\left(N_{i}\right) \leqslant n \log _{e} n \tag{2}
\end{equation*}
$$

Proving inequality (2) requires analyzing the average behavior of algorithm $R_{i}$ over all inputs $G_{E} G_{1}$. A convenient way to carry out this analysis is to consider a probabilistic algorithm $R_{\mathbf{i}}$ which has no inputs. $R_{\mathbf{i}}$ is the same as $R_{\mathbf{i}}$ except that where $R_{\mathbf{i}}$ would reference inputs describing a graph $G, R_{\mathbf{i}}$ generates the inputs randomly. Note that every grapn in $G_{\gamma}$ has the same
edge-weight matrix $W$ as $G$; it is only the endpoint matrices $A$ which differ among the members of $G_{1}$. Moreover, each possible endpoint matrix is equally likely, modulo the requirement that edges of equal weight in a row be arranged in increasing node order. Hence, the probabilistic algorithm $R_{i}$ which we construct selects at random and with equal probabilities one of these possible endpoint matrices and then executes $R_{i}$ on the graph chosen. The selection of the endpoint matrix A is not done inittally but rather dynamically as $R_{i}$ references $A$ (which is done in left-to-right fashion across the rows of A). At the first reference by $R_{i}$ to entry $A(J, K)$ for any $J$ and $K$ in $[1: n]$, a value of the endpoint $A(J, K)$ is chosen. If $J$ has several edges of equal weight emanating from it, then at the first reference to any of these a selection of the endpoints for all these edges of equal weight is made and entered in the matrix $A$ in the proper order. In all cases, by selecting these endpoints from all possible unused endpoints in an independent fashion with equal probabilities, one guarantees that every graph in $G_{1}$ will be chosen with equal probability.
$R_{i}$ is obtained by replacing every reference $A(J, K)$ in $R_{i}$ by the following probabilistic procedure $A \cdot(J, K)$. In this latter procedure, $C$ is an internal $n \times n$ matrix which $A^{-}$uses to store the endpoints which have already been selected; $C(J, K)$ is initially set to NIL for every $J$ and $K$ in $[1: n]$. $L$ is the number of endpoints to be selected, and SET is a set variable
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which collects those endpoints. RANDOM is a probabilistic procedure which returns an element of $[1: n]$ independently and with equal probability. MIN returns the minimal value of any set.

## Procedure A $^{-}$

$A^{\prime}(J, K):$ IF $C(J, K) \neq$ NIL THEN RETURN $(C(J, K))$
ELSE
BEGIN
$L:=\left|\left\{K^{\bullet} \in[1: n] \mid W(J, K)=W\left(J, K^{-}\right)\right\}\right|$comment The number of edges
SET := $\varnothing$; to be selected.

REPEAT
$B:=$ RANDOM;
IF $B \in\left\{C\left(J, K^{-}\right) \mid K^{-} \in[1: K-1]\right\}$
THEN SET := SETu\{B\}
UNTIL $|S E T|=L$;
Corment SET is now a random selection of $L$ un-used endpoints of edges from $J$.

For J $=\mathrm{J}$ to $(\mathrm{J}+\mathrm{L}-\mathrm{I}) \underline{\mathrm{DO}}$
BEGIN

$$
R:=\operatorname{MIN}(S E T) ;
$$

$$
\text { SET := SET-\{R\}; }
$$

$$
C\left(J^{\prime}, K\right):=R
$$

END;
Comment These $L$ edges are inserted into the graph weight $W(0, K$.$) in the proper order.$
RETURN (C (J, K) )
END;

We make the following obvious remark.
7.3 Lemma: Let $E_{0}$ be the average number of times the test "if K\&NEAR" is executed over all possible runnings of algorithm $R_{i}$. Then $E_{0}=E_{p_{1}}\left(N_{i}\right)$.

To analyze the probabilistic algorithm $R_{j}$, note that once a node becomes a member of NEARUSET, it will become a member of NEAR before the next call of procedure MINQ. This is true since endpoints of equal-weight edges from $J$ are considered in successive passes of the loop of $R_{i}$. Hence, if NEARUSET $=[1: n]$ at any point in the algorithm, then at most $n$ further executions of the test "IF K\&NEAR" will occur before $R_{i}$ terminates.

Now let $E$ be the expected number of times the procedure RANDOM is called in the execution of $R_{i}$ until NEARUSET $=[1: n]$. At any point in a particular execution of $R_{i}^{-}$, the number of times the test "IF $K \not N E A R$ " has been executed is at most equal to the number of times nodes have been selected by RANDOM since the endpoint of every examined edge was at some point returned by RANDOM. Hence $E_{P_{1}}\left(N_{i}\right)=E_{0} \leq E+n$.

But $E$ is nothing but the expected number of times nodes from the set $[1: n]$ must be chosen randomly with repetitions and placed in the set NEARuSET until NEARuSET $=[1: n]$. This number is well known to be asymptotic with $n \log _{e} n$ [Feller 1968, p. 2.25] so $E_{P_{1}}\left(N_{j}\right) \leqslant n \log _{e} n$.
[] Theorem 7.2.

Section D. Implementation

There are several efficient ways of implementing a priority queue on a random access machine (R.A.M.) [Aho, Hopcroft, and Ullman 1974]. In particular, one can use a heap and ensure that every execution of MINQ and INSERTQ takes $O(\log n)$ steps, and every CLEARQ takes $O(n)$ steps. Standard implementations allow computing membership in; and cardinality of, the set NEAR with fixed cost. Under these implementation assumptions the average number of instructive steps required to execute $R_{j}$ (for any $i \varepsilon[1: n]$ ) on a R.A.M. is $O\left(n \log ^{2} n\right)$ for any A.I. probability on G.

Since the shortest distance problem is that of computing the shortest distance matrix $M$ from the cost matrix $C$, we must include the cost of extracting matrices $A$ and $W$ from $C$. This can be done by sorting at a cost of $0\left(n^{2} \log n\right)$ basic steps, and we have the following theorem.
7.4 Theorem: Implemented as above, the shortest distance algorithm take an average of $O\left(n^{2} \log ^{2} n\right)$ basic steps on a R.A.M. over any A.I. probability measure on weighted graphs.

For may applications, one wants not only to compute the minimum distance between all pairs of nodes $i$ and $j$, but also to find a patil in the graph which achieves that minimum cost. A simple addition to algorithm $R_{i}$ enables one to retrieve such a path. A on imensional array PATH is introduced and PATH( $\ell$ ) is initialized is NIL for every $\ell \in[1: n]$. When a far node $k$ is
added to NEAR by virtue of its being at the endpoint of an arc from the near node $j$, then $\operatorname{PATH}(k)$ is set to $j$. This fully specified version of algorithm $R_{f}$ is given below:

## Algorithm $P$

FOR $L:=1$ to $n$ DO $\operatorname{PATH}(L):=$ NIL;
FOR $L:=1$ to $n$ DO $D(L):=\underline{N I L ; ~}$
FOR $L:=1$ to $n$ DO $P(L):=1$;
NEAR $:=\{\mathrm{i}\} ; \mathrm{D}(\mathrm{i}):=0 ; \mathrm{J}:=$ NIL; CLEARQ;
$\operatorname{PATH}(\mathbf{i})=\mathbf{i} ;$
IF $W(i, 1) \neq$ NIL THEN $\langle K E Y, j\rangle:=\langle W(i, 1), i>;$
WHILE J $\neq$ NIL DO
BEGIN REPEAT $K:=A(J, P(J))$;
IF KENEAR THEN
BEGIN $D(K):=K E Y ;$
PATH(K) := J ;
NEAR := NEARU\{K\};
IF $\mid$ NEAR $\mid=n$ THEN HALT;
IF $W(K, 1) \neq$ NIL THEN INSERTQ $(K E Y+W(K, 1), K)$
END;
$P(J):=P(J)+1$
UNTIL $W(J, P(J)) \neq W(J, P(J)-1) ;$
IF $W(J, P(J)) \neq$ NIL THEN $\operatorname{INSERTQ}(D(J)+W(J, P(J)), J) ;$
$\langle K E Y, J\rangle:=$ MINQ.
END.

The paths from all source nodes may be stored in the obvious way.
A straight-forward inductive proof shows the following:
Suppose $k \in$ NEAR at some stage in algorithm $P_{i}$. Then if we define the sequence of nodes:

$$
\begin{aligned}
& w_{1}=k \\
& w_{l}=\operatorname{PATH}\left(W_{l-7}\right) \text { for } \ell \geq 1 \text { in } \mathbb{N}
\end{aligned}
$$

and if $\ell_{0}$ is the least index in $\mathbb{N}$ such that $w_{\ell}=i$, then

$$
1=w_{\ell_{0}}, w_{\ell_{0}-1}, \ldots, w_{2}, w_{1}=k
$$

is a path of cost $D(k)$ from $i$ to $k$.

A final application allows us to modify the algorithm to compute the transitive closure of an (un-weighted) directed graph. If $G$ is such a graph, the transitive closure matrix $I^{*}(G)$ is an $n \times n$ Boolean matrix defined so that

$$
I^{*}(G)(i, j)= \begin{cases}1 & \text { if there is a path from } i \text { to } j \text { in } G \\ 0 & \text { otherwise } .\end{cases}
$$

The transitive closure problem is that of computing $I^{*}(G)$ from the $n \times n$ incidence matrix $I(G)$, where

$$
I(G)(i, j)= \begin{cases}1 & \text { if there is an arc from } i \text { to } j \text { in } G \\ 0 & \text { otherwise. }\end{cases}
$$

We may identify an unweighted directed graph $G=(V, E)$ with the weighted directed graph $G^{-}$obtained by assigning weights of zero to all edges in $E$ and weight $\infty$ to all missing edges '. We make the observation that the shortest distance matrix entry $M(i, j)$ is equal to 0 iff $I^{*}(i, j)=1$.

Hence, any shortest path algorithm may be used to solve the transitive closure problem. For algorithms $R_{i}$ and $P_{i}$, since all KEY's are equal to zero, one may implement the priority queue in such a way that every insertion and deletion from the queue can be performed with constant cost. As pointed out in a previous paper [Bloniarz, Fischer, and Meyer 1976] this results in a transitive closure algorithm with $0\left(n^{2} \log n\right)$ average time.

Section' E. A.I. Distributions

We conclude by presenting several examples of adjacency invariant probability measures.

1. For each $i \in\left[1: n_{1}\right]$, suppose $P_{f}$ is a probability measure on $R^{*}$. Let $P$ be the probability measure on $G$ abtained by selecting each entry of the weight matrix $\mathcal{C}(i, j)$ independently according to distribution $P_{\mathfrak{j}}$. Then $P$, being the product measure generated by the measures $P_{i}$, is A.I. This class properly includes all distributions claimed in Spira [1973].
2. Suppose $R$ is some probability measure on an arbitrary set $B$, and $f: G_{n} \rightarrow B$ is a function which is invariant under each $\Pi \in T_{n}$; that is, $f \circ I(G)=f(G)$ for all $M \in T_{n}$ and $\dot{G}_{\in} G$. Then the induced probability measure $R \circ f$ on $G$ is A.I. by construction. Some specific examples include cases in which the weights of edges might be specified but all choices of endpoints are equally likely. For example, in the discrete case, one might specify a distribution on the sum of the weights of the edges leaving each node, and specify that each graph with the same sums be equally likely. Or one might specify a distribution on the maximum weight of any edge in the graph and specify that each graph with the same maximum be equally likely.

Section F. Open Questions

1. Schnorr [1978a] has recently exhibited an $O\left(n^{2}\right)$ averagetime algorithm for transitive closure which improves on the ideas above. His algorithm does not construct the paths between all pairs of nodes; does a transitive closure algorithm exist which does construct the paths (as the algorithm $P_{i}$ does) and which has $o\left(n^{2} \log n\right)$ average time?
2. Is there a larger lower bound to the worst-case running time of any shortest-path algorithm than the $\Omega\left(n^{2}\right)$ obtained by adversary arguments? Can a lower bound on the average-case running time of such algorithms be established? For a related paper, see [Yao, Avis, and Rivest 1977, Graham, Yao, and Yao 1978, and Yao and Rivest 1978 ].
3. The fastest known algorithm for computing the transitive closure requires $0\left(n^{2.81 . .) ~ b a s i c ~ s t e p s ~ i n ~ t h e ~ w o r s t ~ c a s e ~ D F i s c h e r ~}\right.$ and Meyer 1971]. Can this algorithm be improved upon? ${ }^{\dagger}$ Can Fredman's (worst-case $0\left(n^{3}\right)$ ) shortest-distance algorithm be improved upon?
(Fredman [1975] has observed that Spira's algorithm may be modified to compute the shortest-distance matrix $M$ with a average total number of comparisons of only $0\left(n^{2} \log n\right)$ but at a significant increase in total running time when all operations are considered.)
[^23]
## APPENDIX 1

In this appendix we sketch a proof pointed out to the author by V. Chvatal ${ }^{\dagger}$ of the lower bound on $H(n)$ stated in Theorem 3.14. We use notation as in Chapter 3.

Theorem: Suppose $0<\varepsilon<1 / 8$. Then, for arbitarily Jarge $n$, there is an $n$-node undirected graph $G_{\varepsilon}$ such that $D\left(G_{\varepsilon}\right) \geq n-n(1-\varepsilon)+1$. Hence $H(n) \geq n-n^{(1-\varepsilon)}+1$.

Proof Sketch: Suppose $0<\varepsilon<1 / 8$. We will show the existence of an n-node undirected graph $G_{\varepsilon}$ (for arbitrarily large $n$ ) for which $D\left(G_{\varepsilon}\right) \geq n-n^{1-\varepsilon_{+1}}$. First we make some observations.

Suppose that $G$ is an arbitrary undirected graph, and let $C=\left(h_{1}, \ldots, h_{m}\right)$ be an exact cover of $G$ by complete bipartite graphs $G_{j}, \ldots, G_{m}$. Suppose $G_{i}$ is a complete $k_{i}-\ell_{i}$ bipartite graph for $\boldsymbol{i}_{\in}[1: m]$. Cbserve that if both $k_{i}$ and $\ell_{\boldsymbol{i}}$ are at least 2 for some $i_{\in}[1: m]$, then $G$ must contain a 4 -cycle; that is, there must be nodes $a, b, c$, and $d$ in $G$ such that edges $\{a, b\},\{b, c\},\{c, d\},\{d ; a\}$ are in $G$. Hence if $G$ were a graph with no 4-cycles, we may withcut loss of generality assume that each graph $\quad G_{\mathfrak{i}}$ is a $\left(1, \ell_{\mathfrak{j}}\right)$ complete bipartite graph. Let $\mathbf{v}_{\boldsymbol{i}}^{\prime}$
${ }^{\dagger}$ Private commurication, 1977. Recent research by Ber nond and Chung [Bermond 1978] have shown that

$$
n-n 19 / 24+\delta_{<H}(n)<n-\log _{3} n+0(1)
$$

for arbitrary $\delta>0$.
be the node in $h_{i}\left(G_{i}\right)$ corresponding to the singleton set in $G_{i}$. It is clear that $\left\{v_{i} \mid i \in[1: m]\right\}$ is a node cover of $G$, that is, a subset of the vertices of 6 such that every edge in $G$ contains at least one member of the set. Hence, $D(G)$ equals the size of the smallest node cover of $G$, as long as $G$ contains no 4-cycles.

If $0<\varepsilon<1 / 8$ is arbitrary, then Erdos [1959] has proved the existence of an arbitrarily large graph $G_{\varepsilon}$ with $n$ nodes which has no 4-cycles, and for which every set of at least $n^{1-\varepsilon}$ nodes spans at least one edge. Hence any node cover for $G_{\varepsilon}$ can omit at most $n^{1-\varepsilon_{-1}}$ nodes, so $D\left(G_{\varepsilon}\right) \geq n-n^{1-\varepsilon_{+1}}$.
[ Theorem.

## APPENDIX 2

In this appendix we explore several questions in the M-circuit complexity of combinations of functions. A general theorem, due to Galbiati and Fischer, is presented in which a combination of functions $f$ and $g$ is considered in which $f$ and $g$ depend on one variable in common ${ }^{\dagger}$. This general proof includes as a special case M. Fischer's result that $M C(f \times g)=M C(f)+M C(g) \quad[P a u l$ 1976]. Finally, we remark that these results also apply to the measures $M C_{\wedge}$ and $M C_{\text {, }}$. Additional research on combinations of functions which are the disjunction of variables has been reported by Lamagna [1975], Neciporuk [1971], and Tarjan [1976] .

## 1. Theorem (Galbiati and Fischer):

Suppose $n, m, k$, and $\ell \in \mathbb{N}$, and $f \in B_{n+1, k}$ and $g \in B_{m+1, \ell}$ are m.b.f.'s.

Define $f \Delta g \varepsilon B_{n+m+1,} k+\ell$ by

$$
f \Delta g\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}, z\right)=\left(f\left(x_{1}, \ldots, x_{n}, z\right), g\left(y_{1}, \ldots, y_{m}, z\right)\right) .
$$

Then $M C(f \Delta g)=M C(f)+M C(g)$.

Proof: Clearly $M C(f \Delta g) \leq M C(f)+M C(g)$; we prove the reverse
$\dagger$ This result has been presented in [Galbiah and Fischer, 1978] since the writing of this paper,
inequality.
Suppose $N$.is a minimal M-circuit which computes $f \Delta g$. We will say a gate $G \in G a t e s(N)$ is a mixed gate if $G$ depends structurally on some variable from $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and some variable from $Y=\left\{y_{1}, \ldots, y_{m}\right\}$. We show that it is possible to re-structure $N$ to eliminate all mixed gates and result in a circuit $N^{-}$which has no more gates than $N$ and which still computes fag. If this is the case, then $N$ consists of two disjoint circuits; one consists of $\operatorname{Succ}^{*}(X, N) \cup\{Z\}$ and contains a gate computing $f(\vec{x}, z)$, and the other consists of $\operatorname{Succ}^{*}(Y, N) \cup\{Z\}$ and contains a gate which computes $g(\vec{y}, z)$. Hence the total number of gates in $N^{-}$(and therefore $N$ ) is at least $\operatorname{MC}(f)+M C(g)$.

So let MIX $=\{\operatorname{G} \in \operatorname{Gates}(N) \mid G$ is a mixed gate $\}$ and suppose MIX $\neq \emptyset$. Then $I($ MIX $) \neq \emptyset$, so we can select an arbitrary gate $G \in I(M I X)$ and let $\operatorname{Pred}(G)=\{H, J\}$. Since $N$ is minimal, neither $H$ nor $J$ is a constant node. We will replace $G$ with another gate which is not mixed and yet still have a circuit which computes fag.

Since $H$ and $J$ are not in MIX, but $G$ is, either $H$ depends solely on $X_{U}\{z\}$ and $J$ depends on $Y u\{z\}$, or vice versa; suppose w.1.o.g. that $H$ depends on $X \cup\{z\}$ and $J$ depends on $Y u\{z\}$.

We first consider the case that $G$ is an a-gate. In this case

$$
\begin{equation*}
\operatorname{PI}(G, N) \subseteq \operatorname{PI}(H, N) \cdot \operatorname{PI}(J, N) ; \tag{1}
\end{equation*}
$$

that is, every prime implicant of $G$ is a product of a prime implicant of $H$ and a prime implicant of J. By Lemma 2.8 , since no component of $f \Delta g$ has a prime implicant which contains both a variable from $X$ and one from $Y$, we may eliminate from $\operatorname{PI}(G, N)$ all such monomes which contain both a variable from $X$ and a variable from $Y$, and still have a circuit which computes $f \Delta g$. We consider seveal cases.

Case 1: Neither $\operatorname{PI}(H, N)$ nor $\operatorname{PI}(J, N)$ contains the monome $z$.

In this case, every monome in $\mathrm{PI}(H, N)$ contains an $X$-variable and every monome in $\operatorname{PI}(J, N)$ contains a Y-variable. Hence, by (1), every monome in $\mathrm{PI}(G, N)$ contains both an X-variable and a $Y$-variable so $G$ may be replaced by a node which computes the function $V \emptyset$, the constant function $\underline{0}$. Since this new network has one fewer gate (namely G) than $N$, this contradicts $N$ 's minimality and hence Case 1 can not occur.

Case 2: $z$ is a member of both $\operatorname{PI}(H, N)$ and $\operatorname{PI}(J, N)$.

In this case, $z_{\in} P I(G, N)$. By an argument similar to Case 1, one can also show that all monomes in $\operatorname{PI}(G, N)$ different from $z$ contain both an $X$-variable and a $Y$-variable and hence may be eliminated from $\operatorname{PI}(G, N)$ while still leaving a circuit which computes $f_{\Delta} g$. Hence $G$ may be eliminated and replaced by the input node for the variable $z$, a contradiction to the minimality of $N$.

Case 3: $z$ is a member of exactly one of $\operatorname{PI}(H, N)$ or $\operatorname{PI}(J, H)$.

Assume w.T.O.g. that $Z \in P I(H, N)$. In this case, every monome of $\operatorname{PI}(H, N)$ other than $z$ contains an $X$-variable, and every monome of $\operatorname{PI}(J, N)$ contains a $Y$-variable. Thus every monome of PI(G) contains a $Y$-variable, and those which do not contain an $X$-variable in addition are of the form $z \cdot t^{\wedge}$, where $t^{\wedge} \in \operatorname{PI}(J)$ (note that $t$ may also contain the literal $z$ ).

So let $N^{-}$be the circuit obtained by replacing $H$ in $\operatorname{Pred}(G, N)$ by the inpüt node for variable $z$. Then $\operatorname{PI}\left(G, N^{-}\right)$consists of those monomes of $\mathrm{PI}(\mathrm{G}, \mathrm{N})$ which do not contain both an $X$-variable and a $Y$-variable, and we have a circuit $N^{-}$which still computes $f \Delta g$ by Lemma 2.8 . Since $G$ is not mixed in $N$, we have reduced the number of mixed gates in $N$ by one.

In the event that $G$ is an $v$-gate, we use an argument dual to the one above to also replace $G$ by a non-mixed gate. Recursively repeating the above construction for each initial mixed gate, we obtain a modified M-circuit for fag with no mixed gates, and no more total number of gates than the original. Hence the theorem is proven. $\square$ Theorem 1.
2. Corollary (Fischer): Suppose that $f \in B_{n, k}$ and $g \in B_{m, \ell}$ are m.b.f's. Then $M C(f \times g)=M C(f)+M C(g)$, and any optimal circuit for $f \times g$ contains no mixed gates.

Proof: Define $f^{-}\left(x_{1}, \ldots, x_{n}, z\right)=f\left(x_{1}, \ldots, x_{n}\right)$ and $g^{-}\left(y_{1}, \ldots, y_{m}, z\right)=g\left(y_{1}, \ldots, y_{m}\right)$. Then $\operatorname{MC}\left(f^{-}\right)=M C(f)$ and. $M C\left(g^{-}\right)=\operatorname{MC}(g)$ : Also $f^{\wedge} \Delta g^{-}=f \times g$, so the first part of the corollary holds. Moreover since $f^{\prime} \Delta g^{\prime}$ does not depend on variable $z$, cases 2 and 3 of the proof of Theorem 1 can never hold for a minimal circuit, and hence no mixed gates can occur.

- Corollary 2.

In a similar fashion to Theorem 1, one also proves that the following holds.
3. Theorem: Suppose that $f \in B_{n, k}$ and $g_{\epsilon} B_{m, l}$ are m.b.f.'s. Then

$$
\text { (1) } M C_{\wedge}(f \times g)=M C_{\wedge}(f)+M C_{\wedge}(g)
$$

and
(2) $M C_{v}(f \times g)=M C_{v}(f)+M C_{v}(g)$.

The proof of part (1) is similar to that of Theorem 1; one considers an n-minimal circuit for $f \times g$ which among all such also has a minimal number of v-gates. Part (2) holds by duality. A similar result holds to Theorem 3 holds for $\mathrm{f} \Delta \mathrm{g}$.

Note: We observe that the analogous question to Theorems 1 and 2 when $f$ and $g$ have 2 variables in common is false as the example

$$
f\left(z_{1}, z_{2}\right)=g\left(z_{1}, z_{2}\right)=z_{1} \wedge z_{2}
$$

demonstrates .

## APPENDIX 3

In this appendix we present a version of Spira's algorithm for computing shortest distances in a graph [1973] which has $\Omega\left(n^{3}\right) \quad$ average running time over a certain class of graphs. This counter-example, which was previously reported in [Bloniarz, Fischer, and Meyer 1976], reveals why we needed to revise, correct, and verify Spira's original approach.

Spira's algorithm operates by computing the distance from a particular "source" node $\mathfrak{i}$ to all other nodes in the graph. By repeating the algorithm for each source node $i$, the shortestdistance matrix may be found. Two differences between this algorithm, which we call $S_{i}$, and the algorithm $R_{i}$ of Chapter 7 are noted. The first is that, in $S_{i}$, no assumptions are made about the value returned by MINQ in the case in which there are nodes in the queue with equal KEY's; the queue might utilize information about the graph in breaking ties. This is a minor difficulty. The other difference is that when a near node has several edges of equal weight emanating from it, then these edges are not necessarily examined in successive passes of the algorithm. These incomplete specifications lead to the problems we describe later. A Pascal-like implementation of $\mathrm{S}_{\boldsymbol{i}}$ is given below:

## ALGORITHM $S_{\text {A }}$ (Spira's Algorithm)

FOR $L:=1$ to $n$ DO $D(L):=$ NIL;
FOR $L:=1$ to $n$ DO $P(L):=1$;
NEAR := $\{\mathrm{i}\} ; \mathrm{D}(\mathrm{i}):=0 ; \mathrm{J}:=$ NIL; CLEARQ;
IF $W(i, 1) \neq$ NIL THEN $\langle K E Y, j>:=\langle W(i, 1), i>;$
WHILE $J \neq$ HIL DO
BEGIN K : $=A(J, P(J))$;
IF K/NEAR THEN
BEGIN NEAR := NEARu\{K);
$D(K):=K E Y ;$
IF $\mid$ NEAR $\mid=n$ THEN HALT;
IF $W(K, 1) \neq$ NIL THEN INSERTQ (KEY $+W(K, 1), K)$
END ;
$P(J):=P(J)+1 ;$
IF $W(J, P(J)) \neq$ NIL THEN INSERTQ $(K E Y+H(K, 1), K) ;$
《KEY,J> := MINQ
END -

The proof that $\mathrm{S}_{\mathbf{i}}$ correctly computes the shortest distance $D(j)$ from node $i$ to node $j$ is identical with that given in Chapter 7 for algorithm $\mathbf{R}_{\boldsymbol{i}}$.

To show that algorithm $\mathbf{s}_{\mathbf{i}}$ can be implemented poorly, for simplicity we will restrict ourselves to the case in which all edge weights are either 0 or $\infty$. This corresponds to computing
the transitive closure of a graph as mentioned in Chapter 7. In this case, every node in the priority queve has a REY of zero, and the value returned by MINQ is an arbitrary pair in the queue.

We present an example in which the priority queve is implemented so that the value returned by MINQ does not utilize any information about the graph (i.e. the matrices $A$ and $W$ ) other than that given it by previous INSERTQ operations. In particular, we maintain a first-in, first-out queue to store the nodes in the priority queue. A node is INSERT'ed at the end of the queue, and MINQ removes and returns the node at the beginning of the queue.

Theorem: Let $P$ be the uniform probability distribution on $n$-node weighted directed graphs in which all edge-weights are zero or $\infty$. For any graph $G \in G_{n}$, assume (as usual) that edges of equal weight in all adjacency lists are sorted by increasing node index. If $N_{i}(G)$ is the number of times the subroutine MINQ is called in executing $S_{i}$ on $G$, then, when implemented as described above,

$$
E_{p}\left(N_{i}\right)=\Omega\left(n^{2}\right)
$$

Proof: A straightforward argument shows that an average graph under this probability distribution
(1) has at least $n / 3$ edges emanating from each node
and (2) has a path (of weight 0 ) from every node to every other node in the graph.

It suffices to show that there is a constant $c>0$ such that if $G$ is a graph satisfying (1) and (2), then $H_{1}(G) \geq n^{2}$.

So suppose $G$ satisfies (1) and (2). Then, in the execution of $S_{j}$ on $G$, node $n$ will be placed in NEAR at some point. Hence, at some point in the execution we must have $K=n$; let $j_{0}$ be the value of $J$ at the point (the edge from $j_{0}$ to $n$ is being "examined" at that point), Since $j_{0}$ had at least $n / 3$ edges from $i t$, and since the edge to $n$ is the last edge listed in the $j_{0}^{\text {th }}$ row of $A$ and $W$, we know that $j_{0}$ must have been placed in NEAR, placed on the queue, and subsequently returned by MINQ at least $n / 3$ times.

Following the $e^{\text {th }}$ time that $j_{0}$ is returned by MINQ, an edge emanating from $j_{0}$ is examined, and its endpoint $A\left(j_{0}, \ell\right)$ is added to the queue (unless that element had previously been placed on the queue). The queue discipline implies that $A\left(j_{0}, \ell\right)$ will be returned by MINQ inbetween successive returns of $j_{0}$ by MINQ, starting from the $e^{\text {th }}$ time that $j_{0}$ is returned by MINQ and continuing at least until either node $n$ is placed in NEAR (after at least $n / 3-\ell$ further returns of $j_{0}$ by MINQ) or until every edge from $A\left(j_{0}, \ell\right)$ has been examined. Thus $A\left(j_{0}, \ell\right)$ is returned by MINQ at least $\min (n / 3-\ell-1, n / 3)=n / 3-\ell-1$ times. Since this is true at least for $1 \leq \ell<n / 3$, the total number of calls to MINQ is at least

$$
\sum_{\ell=1}^{n / 3-1}(n / 3-\ell-1)=\Omega\left(n^{2}\right)
$$

and the statement is proved.
[] Theorem.

Since this theorem is true for every $i \in[1: n]$, a transitive closure (or shortest path) algorithm implemented as above will have $\Omega\left(n^{3}\right)$ average time, contrary to Spira's original assertion.
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[^0]:    t In this report, all logarithms are to the base 2.

[^1]:    $\dagger$
    Considerations such as the number of gates in a circuit or the delay time are not as important as other factors such as the interconnections between gates and the fan-out of the gates.

[^2]:    ${ }^{\dagger}$ For notation, see page 51.

[^3]:    $\dagger$ pecently these techniques have been extended by the author to yield a $3 n-0(1)$ lower bound on the $\{\wedge, v, \neg\}$ complexity of this function.
    †† personal communication, 1975.

[^4]:    $\dagger$ One defines $\underset{\operatorname{mef}}{\boldsymbol{V}}(\mathrm{m})=\underline{0}$. Hence $\operatorname{PI}(\underline{0})=0$, the empty set, and $\operatorname{PI}(\underline{1})=\{\varepsilon\}$.

[^5]:    $\epsilon$ is: the identity element for this algebraic system.

[^6]:    *The number of gates in an M-formula is one less than the number of occurrences of variable and constant inputs.

[^7]:    *To sum the series, note that

    $$
    \begin{aligned}
    & \Gamma_{j=1}^{\Gamma} / m 7 \\
    & j / \log (j m) \leq \int_{2}^{n / m}(x / \log (x m)) d x+2 n /(m \log n) \\
    & \leq\left(1 / m^{2}\right) \int_{2}^{n} x / \log x d x+2 n /(m \log n)
    \end{aligned}
    $$

[^8]:    ${ }^{\dagger}$ We remark that the number of prime implicants of a quadratic m.b.f. correlates poorly with its a-complexity since (as we show in Chapter 5) the function $T_{2}^{n}$, which has $\binom{n}{2}$ prime implicants, only requires $\lceil\log n 7$ ^-gates to compute.

[^9]:    In fact, Fischer shows that any mitrimal M-circuit for fag is composed of disjoint minimal circuits for $f$ and $g$.

[^10]:    $t$ We remark that in a minimal formula, the notions of structural dependence and functional dependence coincide.

[^11]:    ${ }^{\dagger}$ We remark that using a similar idea, one also obtains a fairiy small formula (size $0\left(n^{3.57 \cdots}\right)$ ) for expressing any threshold function [Peterson 1978].

[^12]:    $\dagger$ Recently, Schnorr [1978b] has announced a $3 n$ - lower bound on the $\mathrm{B}_{2}$-circuit complexity of a function.

[^13]:    $\mp$ Note that $T$ and $V$ are defined in terms of the structural properties of the circuit; in fact $V\left(x_{n}, N\right)=V\left(Z E R O, N^{-}\right)$, and . $T\left(x_{n}, N\right)=T\left(Z E R O, N^{-}\right)$. We refer to these sets of gates as $V\left(x_{n}\right)$ and $T\left(x_{n}\right)$ respectively.

[^14]:    † Personal communication, 1976

[^15]:    ${ }^{\dagger}$ Observe that for arbitrary nodes $A$ and $B$ of $N$, if $A$ is a member of $\operatorname{Succ}^{*}\left(B, N^{--}\right)$, then $A$ was a member of $\operatorname{Succ}^{*}\left(B, N^{-}\right)$.

[^16]:    ${ }^{\dagger}$ Recall that the complexity over different complete bases is always related by a constant factor, hence it does not matter which complete basis is used.

[^17]:    In fact, Pippenger conjectures that among all monotone functions the worst case values for $M C$ and for $C_{B_{2}}$ are asymptotic, and offers a reward of $\$ 100$ for proof of this conjecture.

[^18]:    ${ }^{\dagger}$ We do not distinguish between missing edges and edges of weight $\infty$. $\dagger \dagger$

    The definition of $\leq$ and + on $R^{+}$are extended to $R^{*}$ in the usual manner.

[^19]:    t This assumption is actually unnecessary for either the correctness or the timing of our algorithm.

[^20]:    + A sort is stable if the relative order of elements with keys of equal weight is preserved at the end of the sort (cf. Knuth [1973 Ch. 5 ]).

[^21]:    $t$ Together with the specifications on the tie-breaking rules of the priority queue below, this requirement avoids the difficulties in Spira's algorithm noted in Appendix 3.

[^22]:    Formally, an edge from $d$ is "examined" when the pointer $P(J)$ is set to the next entry past the edge in the adjacency matrix.

[^23]:    $\dagger$ Recently, Pan [1978] has improved on this result and has announced (1979) an even further improvement.

