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Abstract

The variety of surface forms that may be used to convey a given speech act pose a
major problem in modelling task-oriented (and other) dialogues. Many such forms are so-
called indirect speech acts, that is, surface form does not correspond to the (or one) intended
speech act. While this topic has received extensive attention from linguists, their concerns
have not usually been computationally motivated. In this paper, I present a non-
computational analysis of indirect speech act forms with an eye to computational
considerations. ‘

The paper is divided into two parts. Part | presents categories and rules for indirect
speech acts, justified where possible by traditional linguistic arguments. The second part of
the paper draws a set of computational implications from the material presented in Part 1.
This is done within the general framework of a process model of recognition. Part 2
contains a discussion of the basic types of mechanisms needed for the classes of indirect
speech act identified in Part 1. The discussion includes an examination of the dependencies
between processes and an initial categorization of the types of knowledge that must be
considered in interpreting indirect speech acts.
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1. Introduction

LL. The Area of Interest

The variety of surface forms that may be used to convey a given speech act pose a
major problcm in modcllmg dlalogue1 Conslder. for example. some of the different ways to

ask someone else to write a computer program for you:

L1 1 request that you write a program to manipulate blocks for me.

1.2 Write a program to saniptifate:blocks for. me:: g
1.3 Would/Will you write a program to mampuh&bleicksior me?
1.4 Could/Can you write a program to manipulate blocks for me?
L5 I want you to write a program:to manipulate blocks fer:me. -
16 I want a program to manipulate blocks writtén, .
17 1 want a program to manipulate blocks.
1.8 I would like you to write 2 program to manipuiate blocks for me.
1.9 I would like a program to manipulate blocks written. .-
110 I would like a program to manipulate blocks.
LH Give'me.a-program to manipulate blocks. -
112 Would/Will you give me a program to mampulate blm:ks7

- 113 Could/Can you give me 2 program:to manipsate blocks?

114 T want you to give me a program to manipulate blocks.
L15 1 would like you to give me a program to manipulate blocks.:
116 Write me a program, would/will you?
L17 Write.me a program, could/can you?

L. T am grateful to William A. Martin and members of the Knowledge Based Systems Group
at the M.LT. Laboratory for Computer Science. Their work provided the foundation on
which this paper is based. The OWL-I knowledge representation formalism used :for the
process model discussed . in Part 2 and  the -approach -to:interpreting procedural
representations are products of the efforts of this group. I also wish to thank Bill Mark,
Candy Sidner, Peter Szolovits, and Jim Weiner for helpful comments on drafts of this paper
and Ashok -Mathotra, William Mann, and Louis Melli for making dhlogue mnscripu
available to me.



Utterances 1.2 to 117 are commonly called indirect speech acts, since the surface form does not
‘correspond directly to the intended speech act. This is not a complete list but is intended
only to illustrate the varien; of forms that are possible. Similar lists cmﬁé ade for other’
speech acts. Requem seem to have !he hrgest number of possnble forms, but wammgs

RS LR FTARTE ) ELTEA A S

tuggesnens 'md quemons ako appear in a number of vanatvon& ln fact all specch adts

wnh the exception nf some u-wmoma! acts seem to have at Ieast some indlrect forms
For a theory to adequately deal wnh mdnrect speech acts. (hemefonh lSAsz) it must
contain at least the followmg‘ c(mponmts

I A characterization of the forms that- my btw!d !otmm
mdlvndnai speech s :

2 A clﬂcnptmd mchamsm(s) to Rbtefsuﬁace foﬂm to
nnderlymg speech acrsd -

2 An account of the conversatienal imp!imnem ef dlousing
a particular surface form

Parts | and 2 of this paper rehte respemvdy !otm ﬁrst two of Mguls In Part 1 |
present a gronp of dlstmmons lmeﬂdeﬁ as the tere atl & ﬁxmr of YSA fonm (Guat 1).
The - categories propou-d draw o umgh!s fm bﬁ nut mrﬂy ﬂ\e ﬂveore(ical
framework of, previous work in this area (eg.. sm Senk iﬁd Gordon and Lakoff).

The categories differ in important ways, however, from existing proposals. Akhough the

2 1 hope that the similarity between this abbreviation of indirect speeck act and 1S-A, a
name used commonly in the Arnficial Intelfigence Nterature for-a hierarchic semantic
refationship, is not too dlstractmg Tbc Ittters of ISA are prmﬁa!d MWM ot as
an acronym.

3. Here and elsewhere in the paper, | use surface form to mean strlply a \mtten or spoken
Englnh utterance.




choice of these categories was strongly motivated by computational considerations, they are :
supported by independent linguistic evidence as well. This use of non-computational
“evidence to justify computationally attractive categories is-a methedological 'strerjgth of the
presentation.

Part 2 of this paper focusses on the second area cited above. There | concentrate on
"recognition and describe aspects of an ISA process model. ISA recognition cannot be
completely divorced from general issues of recognition, and I have set the process modet
within a larger frameweork - ISA processing: can, howevet, be viewed independent of a
particular implementation, and that has been done here.

The third area cited-“above, accounting for the conversational implications of choices,
will not be givien a systematic treatment here due to the scope of the problem. Some work
in this area has already been done, eg., that by Lakoff {15) and Davison (7). ‘

My account of ISAs will be restricted to task-oriented dialogue, which was defined by
Grosz as “one in which two {or more) people’ communicate for the sole purpose ‘of
completing - some task” {81% | would extend this definition ‘beyond ‘people to include
communicating systems (i.e. computers). A good model of fask-criemed dialogue would
have obvious practical advantages in the realm of human-machine interaction. Beyond
this, task-oriented dialogue has some methodological advantages. “First, the. task being
carried out hot only gives structure to the dialogue but-also gives valuable independent

information to the outsider trying to interpret dizlogue"fr‘anscripﬁ.‘ Infarmation about the

4. Although this definition opens up the possiblity of more than two partlcipams I will
restrict my attention to two- party conversations.
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task can be particularly useful in: ascribing goals- and metivations to dialogue participants.
Second, the conversational implications of choosing.a particular ISA form (Goal 3, abeve)
are generally less ctucial o task-oriented dialogne than, say, to the therapeutic dialogue -
analyzed by Labov and Fanshel [14] This does not mean that the implications of choices
can. be ignored in an ISA model. but it does mean that work on medelling task-oriented -
dialogue can proceed without waiting for a full systematic ‘xmtmen! of the implications of
choices.

In developing this treatment. of ISAs, | have concentrated on-the areas of similarity
between typewritten and spoken utterances, which means that I will have little to sa; ‘about
features unique to speech, eg.. intopation. Certainly more work on the place of special
speech mechanisms is warranted. The commonalities between: written and-oral modes are a
- good place to start, however, because there is 3.good deal .of lexical and grammatical .
variation to be accounted for in ISAs.

Two additional remarks: mst,-fxan;pksxa;e drawn from several:different sources. A
number of examples are drawn from the ISA literature, and sorme have been taken from
transcripts of both typewritten .and spoken dialogues. The rest of the examples are
manufactured ones. to avoid the necessity of long scene-setting explanations and to more
easiiy. highlight the phenomena that are of interest. -Akhough 1 have been able to find
counterparts for. some. of the manufactured examples in dialogue transcripts, this has_not
been the case for.all of-them. In-general, | leave the empirical justification of the pmposed
ISA framework to further research and appeal instead to the linguistic intuitions of the

reader.
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The second remark relates to representation. A major focus of this paper is on rules
and pieces of semantic representation that together, 1 claim, can be'shown:to account for a
large variety of ISA forms. The rules and” semantic representations are presented here in
informal English, although they have been translated into a knowlédge representation
scheme called OWL-1. 1 feel that semantic representations in general are still in their
infancy. we «till have only an imperfect-idea about what elements should be included in a
semantic representaiion and why. Because of this, little would be gained by the use of the
notation here. The loss of precision in using English is hopefully offset by the greater
intelligibility of the presentation and the obvious applicability of the ISA rules across
repre<entation schemes.

I am. then, considering 1SAs in task-oriented dialogue, and 1 will be working
primarily with the commonalities that exist between written and ‘spoken forms. Before a
more detailed survey of what the paper will include, 1 will list some of the areas that will

not be considered.

1.2, Excluded Topics

There are two sets of topics that will be excluded from consideration. The first relates
to phenomena that 1 do not consider to be ISAs. The second set: of topics relates to
legitimate ISAs that will be ignored in an effort to limit the scope of the paper.

We start with the non-1SAs. ISAs will be categorized by their intended underlying

speech acts, so this excludes speech acts that are not intended by the speaker/sender, P15

5. To simplify discussion of dialogue exchanges, I will call the speaker/sender of the first
utterance considered Pl and the hearer/receiver P2, If subsequent related utterances are
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For example. consider the case where Pl intends a simple description of a personal-wish but,
on hearing Pl's uderance; P2 treats it as a-cequest and sets about to.make the wish a reality.
Whatever the result of PFs-utterance, if Pl did not .intend the utterance as 2 request, then I
wilt nol-consider it one. -

Another-sort of utterance that will not be considered to be an ISA is one where there
1s an additional implicit sense-arising only from a. pamcnhx cooccurence of :dialogue steps.
For example.:in.a computer console session environment, users sometimes type “Thank you®
in a place where other users type "Thank: you” followed by "Good-bye™. 1 do not consider
"Fhank you", when it occurs alone in sﬁh a situation, to be ar indirect closing. Instead, ]
consider the closing to be an optional sfep. which may be omitted. in the presence of
utterances that uniquely.identify the place in the dialogue. - A similar optional step 4wquld be
2 statement acknowledgment such as "I understand,” "Uh hub” or "O.K." If the next
utterance is one that shows that the statement has been understood, an acknowledgment is
not strictly necessary. The criterion 1 am using to distinguish ISAs from utterances
preceded or followed by omitted optional steps is that ISA forms are derivable from
conditions associated with the conveyed speech act(s). Utterances that “imply’ omitted.steps do
so based on relationships at a level of . dialogue structure more aggregate than speech acts$

Consequently, just because one utterance Ul isplies another, U2, this does not mean that Ul

discussed, then Pl and P2 centinue to refer:ta the same participants. The only places that |
- depart from this convention is in reporting on other theories. In these cases, I follow the
terminology used by the author of the theory. :

6. See Section 4 for a discussion of aspects of this level of dialogue structure. [ suspect that
application of the framework described there could lead to good progress in characterizing
the conditions that permit omitted stcps




should automatically be classed as an ISA with the force conveyed by U2 as an underlying
speech act

This takes care of forms that will not be considered ISAs, and now I briefly list
phenomena that, although interesting, are beyond the'scope-of this‘paper. The fifst of the
excluded phenomena are cases in-which rules or convéntions are violated. Examples are
deliberate violations such as nsincerity and accidental ones such as mistakes. In addition, |
will not discuss what 1 consider to be tecond order uses of speech acts, such as ‘sarcasm,
jokes, or faiture to make standard choices (e g:; Pl-makes an uttérance and has not decided
whether 1t is a question or a request for a nonverbal iacrion)."’ Finally, | have excluded ‘one
particutar class of ISAs, those identified by Fraser as hedged peiformatives [91 This class
of ISAs, although extremely interesting, seems to be of relatively minor importanice for the
type of diatogue | am considering.

A final area that is considered only partially is context. Linguistic and situational
context plays a major role in both the generation and the understanding of- ISA forms. The
role of context clearly cannot be ignored. At the same time, a full account of the nature of
context is a massive undertaking, and one that has implications far beyond ISA forms.
This. paper, then, comtains |ess than the fall: story on cem;.'aa a!though I have given it a

relatively large amount of attention. SEe in pamcular Section §2.

1. One interesting second order use of ISAs is in what can be called force shift. In these

- cases, one speech act form 1s used to "masquerade” as another. For example, one may use a
suggestion form such as "How about picking up the:blecks now?™ in an envitonment where
authority and role relationships make it clear that the utterance is functioning as a
command. In general, force shift seems to be used to give Pl the appearance of greater
benevolence or to save face for P2.




1.3. The Qrganization of the Paper
I will finish this introduction with a brief description of the organization of the
paper. Part | begins with a description of the major points of speech act theory that have
affected the model presented here. In Section 2 1.am particularly Wnd with issues of
taxonomy, since an account of 1SAs depends on clear boundaries between classes of speech
acts. . Section } gives a:detailed view of the speech acts used: as examples :tlm:uéhout the
papei. .and Section 4 introduces the OWl-1 methed, a struciure for representing actions.
The preliminaries aside, Sections 5 through 7 focus -en ISAs. Section 5. discusses three
different theories of 1SAs, and the next two sections present. a theory that builds on aH three |
of these, while also accounting for additional phenomena. .In particular, Section 6: presents-a
set-of general. ISA rules. Section 7 shows how these rules must be restricted and augmented
to account for the ISA data. This section identifies a set of categories that account. for some
of the majo;@iﬂereg;g;fwnd among ISA forms,-
The compmaﬁwal implications of the ISA taxenemy.are.developed in Part 2. The
central thesis of Part 2 is as follows:
The phenomenon of indirect spe;;h acts is too complex. to admit to a singk
- uniform computational treatment. -1t is.necessary, then, to identify dlasses of indirect
speech acts that share similar computational - properties and use dlfferem
representations and processing strakgis for the different classes. -
By no coincidence at all the candidates for differing computational treatment are exactly the
categories developed in Part |. -

While recognition of ISAs has iits own unique aspects, it cannot be viewed entirely
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separately from the whole problem of recognizing utterances. For this reason, after some
additional introductory remarks in Section 8, Section 9 discusses the points in the
recognition process that have the most direct relevance to the processing of ISAs. Section 10
presents general observations on ISA processing in the light of the recognition framework
that was described, and Section 1l contains specific proposals for a mechanism. Finally,
Section 12 is an initial characterization of the knowledge sources that come into play in

framing and interpreting ISAs.
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2. Defining and Organizing Speech Acts

2.1. Some Major Points from Speech Act Theory

Any treatment of ISAs necessarily rests on a general.theory of spéech acts.
Fortunately for the theory, but unfortunately for would-be summarizers.-the speech act
literature is extensive. Since I cannot hope to adequately summarize it here, I will mention
only those aspects of the theory that are reflected diiéct«lj in the account of ISAs to be given.
Readers unfamiliar with speech act theory are referrexi to Avu.r.tin f2), Seaile [29], and, for a
wide-ranging bibliography, Verschueren [34). More specialized references will be cited in
the course of this section. M -

The central thesis of speech act theory is that a strict dichotomy between speech and
action is untenable. Before Austin, much of the philosophical interest in language centered
around its descriptive uses and the conditions under which statements could be judged right
or wrong. While acknowledging this constative use of language, Austin identified a class of
utterances which he called performatives. Standard examples of explicit performative
utterances are:

21 1 name this ship the Queen Elizabeth.
22 1 bet you sixpence it will rain tomorrow.

Once 21 is uttered under the proper circumstances, the ship Offici@liy has a name, and, once
2.2 is uttered, a bet has been proposed. The important point about these and other
performatives is that saying soymething is also doing sbmthing.

Austin’s central insight that language is action was taken up and developed further in
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the work of Searie. In [29) Searle identifies five typés of -consgitutive rules for speech acts.
Constitutive rules create or define new forms of behavior, as opposed to regulating or
sanctioning behavior. Searle’s five types of rules, when taken together, are intended to give
necessary and sufficient conditions for performance of a speech act. ‘The five types of rules

are:

I. Rules shared by all speech acts are those based on mormal input and output
conditions, which Searle destribes as “the range of conditions under which any kind
of serious and literal lmgmsuc commumcatm is posslble"

2. Propositional content yules describe constraints: on- the propesitional content: of
speech acts. The propositional content of a speech act is, very informally, what the
speech act is "about.” For example, the propositional content of 3 request is “x future
act A of H." (H is Searle’s abbrev;atm for hearer. S chh appeats below, stands for
speaker.)

3. Sincerity rules are those based on conditions that must occur for the speech actto -
be performed sincerely. The siucerny rule for request is-that the request is uttered
only if "S wants Htodo A"

4. Preparatory rules ire those based on_conditions that must obtain initially for the
speech act to be performed successfully. An example for request is that the request is
uttered only if "H is able to do A.”

5 Essential rules are based on what Sedrle sées as the essential feature of the speech
act, one that dnstmgunshes it from other similar speech acts. For requests. the essential

rule is that the request “cotifits a8 an attempt to get-H te do ‘A" '
Throughout the work on speech acts, tbere is a basic temion between undeﬂying

speech acts and the words used to carry out or describe them, cumm'y called speech act

8. [291p 57.
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verbs (henceforth SAVs). Verbs such as ask, request, congratulate, promise, apologize, etc.
can be used to carry out the action conveyed, while other verbs such as convince, persuade,
and intimidate are used descriptively.g Austin offers apseﬁnﬁnaty~~nxonmy~~nqt of speech
acts but of SAVs. Searle, who presents a taxonomy.of speech acts {see (3]), points ‘out that
different SAVs do not necessarily convey different speech -acts;-some SAVs, for example,
differ only in the manner of carrying out the speech act. Sé&de's ‘example, which is
somewhat controversial, is announce, since one can announce orders, promises, and reports.
Anaother example might be the use-of remark and emphasize to reflect differences in.delivery
of, potentially, the same information.

What are the implications of these ideas for a computationat theory?- First, the view
that speech-is action means that, as a minimum, speech acts should:to be represented in a
way that reflects the commaonalities with other sorts of actions.. At-the same time; the
representation must: be able to reflect the special properties of speech (and written
communication) that distinguish speech acts from other sorts of actions. Finally, we want to
maintain a distinction between speech-acts and SAVs as a source of information about the
boundaries of speech acts. All of these themes will play an important role in the treatment

of ISA forms presented here.

9. This latter group of verbs focusses not on the speech act (the illocutionary act), but on the
effects of the speech act on the hearer. Austin calls the acts conveyed by such verbs
perlocutionary acts. It seems to me to be desirable, however, to emphasize the commonality
of the speech act between, say argue and convince. These refer to the same type of act, but
for the latter, the effect is descibed as well. See [6] for a similar treatment of perlocutionary
acts within a computational framework.
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- Austin - estimated the rumber of -5AVs' to ‘be betweenr' ohe and tenr ' thousand.
Assuming that the number of speech acts'is ‘o of “this ofder; theit ¢learly a taxonomy'is
essential to a general ‘theory of speech: acts. ‘R’ turns -out:thilt’ a taxonomy, or at feast a
principled approach to one, is also crucial 1o a tredtment of ISA' forms. If one wishes to
clim that ferms associated with ohe wmawmmwm then one must
be quite sure that the two speech acts are really distinct. Otherwise, the “indirection” is no
indirection at-alt

In this subsection I present an approach to :axmyzmmaspmor earlier
work with: some new:additions. ‘Before plunging>in; 1 'wish 1o eifighiasite that this is not
seen as the anly speech act organization possible; fior is it 'seen &5 the 'bhily‘computitionafly
useful one. #:is; however; one-that plays a-Significant réle- v ISA organization. Secﬂen 3
presents additional speech act categories that will be-used in thve ISA analysis.

For the basic approach: to taxonomy, 1 take a-high-level sev of categories from Searle
but use.a defining criterion derived from ‘work by:Verschuerew. At the most géneral level
of speech act categories, | start with the five clussés identified: by Sem"b 31} representatives,
directives, commissives, expressives, and declarations. Searle bases'these five classes on the
“illocutionary point” of the act, that is, on "differences in the point (or purpose) of the (type
of) act.” Because of the importance of these speech act classes, I will give Searle’s definition

of each, excerpted from [31]
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Representatives (eg. asserting): The point or purpose of the -members of the
representative class is to commit the speaker (in varying degrees) to somethlng s being
the case, to the truth of the expressed proposition. . - :

Directives (e, requesting): The illocutionary point of these consists in that fact that
they are attempts (of varying degrees and hence more predisely, they are determinates
of the determinable which includes attempting) by the speaker to get the hearer to do
something.

Commissives (eg., promising): Commissives..are those illbtﬁtionary acts whose point is
to commit the speaker (again in varying degrees) to some future course of action.

~ Expressives (eg., thanking): The illocutionary point of this class is to express the
psychological state specified in the sincerity condition about a state of affairs specified
in the propositional content.

Declarations (e.g.. nominating a candidate) It is the deﬂni;lg characteristic of this class
that the successful performance of one of its members brings about the
correspondence between the propositional, content and reality... .
These five classes give an excellent start toward a computationally usefyl taxonomy of ISAs.
The notion of illogutionary point, however, h_asb;m,gnticugd by Yerschueren {35] for its
combination of illocutio';ary (ie. act-related) and perlocutionary(ie., cfféct-related)
properties. (The definition of directives mentions the hearer explicitly, but other cétegories_
do not) Verschueren views SAVs as reflecting the speaker's intention to bring about some
effect in the hearer by pronouncing an utterance. ~
Verschueren's focus on the hearer can be proﬁtably apphed to ‘speech. acts as ﬁe-“\”
SAVs; the one addition tﬁat I would make is that some speech acts can have more than one -

intended effect on the hearer, so that the classmcation;riterim must be accofding to the
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principal effect that the speaker (P1) intends to have on the Aearer (P2). Using this
approacﬁ. Searle’s five categories can be redefined as foltows10

Representatives have as their pnnapal imended eﬁect that P2 come to know that P1-
bthcves something.

Directives have as their principal intended effect that P2 take responsibility for
carrying out some action.

Commissives have as their principal intended effect that P2 accept PI's commitment
lo take responsibility for carrying out some action..

Expressives have as their principal intended effect that P2 come to know that Pl feels
something.

Declarations have as their principal intended effect that P2, and possibly society as

well, come to perceive and accept a change in reality.

We have, then, Searle's speech act categories and a defining criterion based on a
suggestion by Verschueren. The criterion is suited to a computational approach because it
points in the direction of larger patterns of action. It takes into account both participants in

a dialogue and foreshadows responses to the speech act (Le. whether the speaker’s intention

10: The first three criteria are dosely patterned after sum:lar ones given by Verschueren in
{351

I1. 1 use “come to know" rather than "know" here to indicate that 1 am defining the principal
intended effect as an action rather than slmply as a state. Expresslves. commissives, and
declarations are glvm the same tréatment.

12. T use take responsibih'ty here to indicate that P2 may either carry out the action or
subcontract some or all of it.
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is satisfied, is not satisfied, or whether the r.esponséfalls somewhere in between). 1 will come
back to these issues in Section 4.

This takes care of the top of the speech act taxonomy. - Besides its use in forming the
most general categories, the "principal intended effect” criterion can also be used to form
intermediate levels of speech act classes. Although 1 have found such categories useful for
other purposes, they are not necessary for the ISA analysis.’ I mrdy mention 'tﬁeir
possibility and go on-in the next subsection to the.other half of the taxonomy, the question

of how to distinguish speech acts from each other.

23. The QOther Half

- This brings us to the level of speech'acts."’ Despite all the work that has been done
in speech act theory, I believe that we still. lack a totally satisfying answer to the question of
how one speech act is to be distinguished from another. Searle’s constitutive rules give a
way to distinguish speech acts from other sorts of actions and give a framework for
expressing distinctions between speech acts, but they do not specify exactly where lines are to
be drawn between different speech acts. TFhe “principsd intended effect” cmeﬂon gives a
necessary condition for differentiating between speech acts, but it does not seem to be
sufficient for the purposes of studying ISAs. For example, warn and command are generally
considered to be different speech acts, but both can be viewed as.attempts by Pl to get P2 to

take responsibility for carrying out some action. Granted, warnings as a class have the

13. T will refer to generic speech acts as, simply, speech acts. Realizations of a generic
speech act will be referred to as particular speech acts.




extra restriction-that the actien- is to ‘avoid: some condition that is-perceived by Pl to be
against P2’s best interests. There is nothing to stop one, however, from commanding the
same sort of action. Thws;an utterance aich as 23, might be constiued ‘as a warning or a

command, depending on whether authority or “geod semse” is being appented t0.
23 Keep off the ice.

At such borderline cases; the difference seems to ret o the nature of P2's oligstion to take
responsibility for the action. Wamlngsmwwwiﬁrm%ppﬂfb WW%&
reasonably, ie. in P2's own interest. Commands are empowered by the authority
refationship that exists between Pl and P2. If command and warn must Be distinguished
based :on: the nature: of -the relationship appealed:to, then thie-"principal-intended. effect”
criterion-ig. clearly not sufficient. | need,then, awmmmmt\m _
of the taxonomy.

I start-the-search for a-criterion with the: conviction that the resulting set. of speech
acts should look familiar. They should not be radically different from the categories found
in the literature.and,: more: basically; those reflétted in me&dnrhngdaga. ‘The
resuking system should allow the use of familiar terms: suchrns warn, commund, request, ask,
tell, etc.

- After classifying 2 number of -speech acts, 1 have feuhd -no one simple criterioh that
yields the familiar set-of speech acts: There are;- hawever,: threecguidelines:for - what

constitutes a speech act that | have found useful:



1. SAVs suggest a minimal group of speech acts, if one omits:

a. general SAVs such as say, which can refer to more than one speech act (where '
“speech act" is delineated by application of some other guidclinc).

b. context-marked SAVs such as reply, inter ject, and answer, which mark the place
of the utterance in the discourse !t : :

c. aggregate SAVs such as describe which refer to more than one speech act acting
as a unit. :

d. SAVs that differ only according to PI's view of the |mportance of the speech act,

eg., mention used for stating.

2. Sets of linguistic realizations that are substitutable for each other without seriously
disturbing the flow of a dialogue should have a separate speech act with which they .
can be associated.

. Since particular speech acts occur as part of larger lingaistic’ and- non-linguistic
activities, speech acts should be chosen sa that they are easily mtegrated into these'
larger patterns of action. :

. No matter how refmed these gundelmes become they probably cannot be made to
function mdependently That is, no one of them can_be tumed into a criterion that is
sufficient to clearly vdiscriminate betweer‘l‘ allﬂthc s)peech acts that one would expect. 4Wi.th
respect to SAVs, at least in Enghs.i\ there are‘ cand;da&es for the status of speech act that
have no corresponding SAV. For example, there is a separate set of surface fo?ms for
giving instructions, and so, according to:guidelire:2, otie would ‘want to identify a separate |

speech act. There. seems to be no English SAV that expressés. the notion of giving one-

14. In barring the referents of context-marked SAVs from independent speech act status I
differ with Searle [31]. The difference is not particularly serious and means only that the
class of independent speech acts that | am admitting is slightly smaller than his.
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utterance-worth of instructions. {nstruct is either a request or an aggregate) SAVs, then,
provide only a. minimal guiddine.

The dlfﬁculty with Gundelmc 2 comes in mrrowmg dovm the notion of teriously
dnsturbmz the flow of dtalogue, since probably no utterance brms are ever completely
synonymous. - The choice of one form- over -ancther seems to: 2lways- involve some
implications, eg., politeness, formality, cqmbativeness. etc. There seems to be av grey area
between characteristics of tltterances that should be at:coumed:for by “implications of choice”

~and those that should be accounted for by assuming a difference in conveyed speech act.

With respect to the third guideline. "ease of intcgntien is. amost certainly not a
simple property. The process of representmg larger patterns of action ls open to mﬂuences
beyond those local to the speech act. Frequently, altogether different sets: of speech acts can
be supported if different choices are made at other phces n the repmmlon (For
further discussion of larger patterns of action, see Section 4.)

Even though these gutdelmes cannot function independenﬂy and in some cases they
will still feave some grey areas, tbcy can stm have impomm implkatlons for a

computational theory. A set of speech acts that fdbws the ’guideﬁnes‘ will have the

following properties:

L. The speech acts will be easily retated to English SAVs.

2. The speech-act representations-will provide a useful place to associate information
about groups of linguistic realizations.

3. The speech acts will fit into larger patterns of action, allowing us to model not only
isolated speech acts but also speech acts as they occur in dialogue.




The speech acts used in rules or examples in this paper are introduced in Section 3. They
represent an application:the three guidelines given here. - After working: with them for some
time, | believe thatthey display the three advantages listed above. These advantages begin

to be apparent in the discussion of the computational model in Part 2.

2.4. The Notion of a Precondition

In defining speech acts with ISAs in mind, it is useful to shift the emphasls slighﬂy in
the treatment of constitutive rules. 1 will therefore mtroduce thc notion of a precondmon of
a speech act. Preconditions are a combination of Searles slmﬁlty conditions and
preparatory conditions v:ewed from the pomr of view of Plls (wherc Pl is the agent of the
speech act). Because PI's point of view may.not correspond to reality, particular speech acts
may meet all preconditions and still be defective’ in the sense used in Searle [29).  The
~ preconditions that | am interested in are those that differ from-one speech act to another.
For this reason, 1 will ignore general requirements such as the requirement that a given
speech act must be intended by PI.

Although the actual representation that I am assuming for the preconditions. is OWl.-
I, for the purposes of this paper | present the preconditions in informal English. --Despite
the informality, some words are used in a resiricted sense and several simple conventions
have been foltowed. 1 will discuss these conventions and some of the restrictions there, and

_ the rest of the restrictions will be explained. as examples are presented.

15. Searle’s essential conditions are not directly reflected in preconditions, although they seem
to be derivable from them. | see essential conditions as an-amalgant of several different
types of information, some of which would be explicit in preconditions and the rest of which
would probably be implicit.
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The first convention is that Pl in preconditions refers to the speaker/writer of the
speech act and P2 refers to the hearer/reader. . Speech:act conditiens.ceatered .on intentions
of Pt (in.the-phifosophical sense of intention) will-have pressbcitions: that -corvespand
| directly, ie.,
P1 <intention> <object of intention>

eg.. Pl wants some action done.

AR other speech act conditions are recast with respect to Pl's modet of the world, ie.
P1 behieves <speech act condition> |

eg.. Pl believes that P2 can take responsibility for a (particular) action.

This takes care of the conventions, two restrictions are abo of interest, wan? and
believe. For both types of precondition, I have represenited goals of participants by the verb
want, e, "Pl wants <state of. actioi>" or "P1 believes that P2 wants <state or action>”.
Believe is more complicated. As used in preconditions #t is browder than: Anow; that is, the
direct object of believe may be either a fact or an opinion. : By “Pl-believes X" 1 mean that
P1 has seme workt ‘model that contains X and: Pt believes that X corresponds to an aspect
of reality. By “correspond to an aspect of reality” I-mean that-actions based on X reach the
expected results or, if they do net, the deviation: from the expectation is not caused by X.
_ As the philosophical literature attests, much more remuins. to be said about facts, opinions,
and realjty. To avoid infinite -- or at least lengthy — regress, I will cut off the discussion
here and appeal to the reader’s intuitions. |

The notion of a precondition is eperationally useful-in a computational th;anry. The




3

preconditions of a speech act are groups of conditions that are expected to obtain before the
speech act is initiated. As such, they should be intuitively obvious to speakers of the
language. One pair of linguistic tests for “preconditionhood” relate to the way tbat P2 may
claim that a failure has occurred in PI's speech act. For speech acts centered on intentions
of Pl, P2 may reply with form 24. For others, form 25 is possible.

24 You don't really <intention>. ‘
eg.. You don't really want me to do that.

25 What makes you think <direct object of initial "P1 believes™>?
eg.. What makes you think I can tell you?
Note that these tests are necessary but not sufficient to distinguish the preconditions
particular to a speech act. They also apply to conditions associated with speech acts in
general. (See Section 6.3 for some of these general conditions.)
Several examples of the sets of preconditions associated with different speech acts are
found in the next section, and the usefulness of the concept of a precondition for ISA

analysis will become apparent in Section 6.
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3. The Speech Acts Used in the Examples

In this section we take a cleser look at four comrmohlypccurringl speech acts. These
will be .used as examples throughout the paper The examples are drawn from two of
Searle’s categories that are parncularly relevant for task-onented dlalogue* directives and
commissives. (Representatives, also very i’mportant in task-oriented dialogue, are treated as a
class for reasons given below.)

The four speech act examples are presented here in terms of ttwo additional categories,
which will be useful later on in the presentation of the ISA categones (Recall the warning
that Searle's five categories were seen as one of several useful divisions of speech acts.) The
split that I am making is on types of propositional content. The two speech act classes will
be called information-centered and action—‘cmtercd‘ speech acts; they are defined in the twp
suhsections below. Note that the two categor'ie’s do bnot cover all the speech acts in Searle's
five categones Whlle it would be posﬂble to extend the alternanve categorlzatlcm scheme,

this is not necessary for the purposes of this paper.

31 Information-Centered Speech Acts

Information-centered speech acts are those whose intended effect is the transfer of
infoemation between Pl and P2 with no additional patticipants involved. lnforr‘nation’-
centered speech acts mclude Searle’s representatlves and other types of speech acts such as

the directive ASK. '6 For the purposes of thls paper, 1 will need only ASK Whlle

16. Here and elsewhere, 1 will capitalize the names of speech acts that are used to refer to
the speech act definitions given in this section. Small letters wm be used ‘for references to
other definitions.



representatives will play an important role in many aspecis of the l‘?’r‘i‘?’“"“' 1 wilt noﬂ;e

focusqng on ISAs of individual reprewntanvcs The process of drawmg distinctions

T R T

between mdmdual represemauves raises many mterestmg and |mportant phllosophical
issues, which are, unfortunately, beyond the scope of thls paper |

The propdsmonal content and the precmd;tions of ASK are stated mformally in'
anu:e 3L We have sald that ASK is a dtrectlve. ie, an attempt by Pl to get P2 to take
re‘ponsublhty for carrying out some action. In this case, the action desm:d is that P2 give
Pl some lnformanon. the answer to a questlon.n As ! have defmed ASt(. it requires that Pl
wattt the attswer (preconditidn )) To be conSistettt. P mustalso believe that he dr dsﬁevdoes
not know the anstwer; this is part of the definition of utant. The first preconditiqn. then,
means that certain types of questionﬁ ’are not classed under VASK.V Atrtohg thest: are test
qdestions tmd ceretnonial questions where Pt aiready knows the a.ntwcr.

The preconditions in Figure 3.1 should be self-ex;thnatdry; with tht! possible exception
of (V). The notion of obligation used here is a me‘s'peaﬁe version of the generalized
obligation that Labov and Fanshel use for requests -irn‘[Hl‘ (l am .dsing the same set of
obligations for REQUEST as for ASK; further discussion of the relationship between these
two speech acts is given below.) An example of an ob!ig'atitm artsitig from cdmp‘lefnefttary
roles wduld be the obhganon that appltcs in an mtervnewerlinterwewee relatlonshlp

Authonty obligations are slightly more difficult to identify, since, especially in contemporary

American society, most authonty arises from roles. Stilt, it is possible to identify authority

17. 1 appeal to intuitive notions of question and answer here, although much more can --
and eventually should -- be said. It appears that a specification of the semantic structure of
questions and a full treatment of the semantics of answers will be sizable tasks.
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Figure 31. The preconditions for ASK
propoﬁi(ional comt"n}: some question
L Pl wants to know an answer to the question.
1. Pl believes that P2 can tell an answef to the question.
L. Pl beheves that P2 is willing to tell an answer to the question.
IV. Pl wants P2 to tell Pil an aﬁswer to :!he‘question.

V. - Pl believes that P2 has some obligation (a:role obligation, authority obligation,
or general obligation to be helpful) to Pl to tell Pl an answer to the question.

Comments

(I) Want here and in (IV) implies that Pl does not already know the answer. The case
where Pl does know and merely wants to know if P2 knows (and where P2 knows that Pl
- knows) is classed as a different speech act.

(I) Know is considered to be a restricted form of believe; while anything can be believed,
only facts can be known. (For ASK, the "fact” is that some proposition is the answer to the
question.) Fact, of course, needs its own definition which I de not:have space to go into
here; instead, I appeal to intuition and observe that facts are most strongly contrasted with
opinions. o SO ~

(ID-(V) Tell is used here to mean “utter a representative.”

(V) More than one of these different types of obligations may apply at once.
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obligations that, while they may be carry-overs from roles adapted by the: pamcipinu‘;‘ do
not arise from current complementary role rehmmhip& For example if a teacher
encounters a smdem in the halis of the school and the teacher asks a question the studem is
obliged to answer by an authority WM*MMQW'EMM can be seen
as arising from the role, but in thls comext the studem need Aot ne:essaﬂly be a student of
this teacher for the obligation to apply Thus the authorrty obligauon stems from each
participant playing:some role, but the: role refationshvip+is ot comiplermentary’ in the same
way that it is for teachers and - students in a classroom snuanon

Winding up the discussion of obltgatrms. we come to the genera! obhgatron to be
helpful” Being Wu‘i here: meaﬂs»ﬂmm pbyn purt iu r&m;mm individual's
goals. Examples of appeals to this obhgauon would be an ASK to a stranger for the time
or an ASK to a friend for the football scores. This type of obligation seems to arise-simply
from the inequalrty of knowledge between the pamcipams. if P2 knows something that Pl
wants to know, then P2 is ebugaed to "be hew aud slhre the imhdge Tﬂs
obligation is not absolute (nor are role or authoﬂty obhganom) slnce it may be overridden
by other e‘bﬁgmons

To ﬁmsh up the dratussnon of ASK mte ﬂm m shmn s!m; ﬂmihrltles to
REQUEST which is drscussed in the next subsecmn REQUEST is used primamy for
nonverbal actions. The distinction between ASK and REQUEST is based on the second

and third guidelines from Section 2318 With respect to Guideﬁne 2 ASK has the

18. The first guideline seems fairly inconclusive in this case. True, the SAV ask can be used
in the following two patterns: “asking someone something” and “asking someone to do
something.” These two do not, however, correspond completely to a distinction between
describing an ASK and describing a REQUEST. For example, "I asked Harry if he would
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interrogative as one of its direct forms (what | am calling its sintple form; see Section 7.2).
REQUEST has only the imperative as a comparable form. With respect to Guideline 3, we
see differences in the patterns of action in which ASK and REQUEST take part. One
example is the following pair of responses:

31 1 can’t.

22 I can't tell you.

Here, 31 can be a response to a direct (ie. imperative) REQUEST, but it cannot be used
synonymously with 2.2 as a response to a direct (i.¢. interrogative) ‘ASK.

All this is not meant to deny that ASK and’ REQUEST are closeli related.
Comparison of Figure 3.4, below, with -Figure 31 shows strong similarities in the
preconditions of the two speech acts. These strong similarities do not, however, necessarily
justify viewing ASK as a kind of REQUEST. stead, the similarities can be seen as a

result of the common membership of ASK and REQUEST in the directive class.

3.2. Action-Centered Speech Acts
An action-centered speech act is defined as a speech act that has as its propositional
content an action Al of a type to be specified where Pf'wants Al to occur. Here, Al is either

non-verbal or a verbal action directed at someone other than PLI®

lend me a pencil” may be used to report a REQUEST, and "I asked Harry to telt me the
answer” may be used to report an ASK.

19. Besides the normal "active” actions I include as actions the maintenance of a state, e.g.,
being noisy, and the avoidance of an action, eg., being quiet: The definition of action-
centered speech acts is meant to exclude verbal actions such as Phskivig P2 for information
but to include Pl asking P2 to give information to a third’ party, P3. The first case is
already covered by ASK, as defined above. 1 consider the second case to be action-centered
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Action-centered speech acts, then, are acts that attempt to generate an action, -not
metely refer to one.(as in, for example, thanking someone. for some action). Note that the
definition above does: not specify .that the. intended. effect be :the. principal one. - The
implication of this is that action-centered speech-ags are not.nﬂr_iaeds:lo the directives.
The action-centered speech act class ako includes members of the mnisswe and
declaration classes where one of the intended effects is to cause the type of action specified
above.. The action-centered speech. act. class, then, .is,formed using “intended. effect” as a
criterion aﬁd cuts acrass Searle’s five major speech act classes. .

The action-centered -speech. acts used ay-examples in this paper are REQUEST,
SUGGEST, and OFFER. 1 will summarize the major differences. between them first and
of JZ,E«.,_OFFER. the expected action is -one: of accepting another. action. For _. '
REQUEST, P2 is expected to take responsibility for carrying out an action desired by Pl..
and, finally, for SUGGEST P2 is expected to consider a plan of action. A second difference
between the three speech acts lies in the obligations invoked. .REQUEST ;depends on
appeals .t,ouqne or more .of the three types of obligation discussed .for ASK, while OFFER
and SUGGEST depend on a combimation of 'self—imnrestgobhgg&ims and obligations to "be

helpful.” The choice of obligation for OFFER and SUGGEST .is discussed further below.

rather than information-centered because it is much closer to a nonverbal action: P2 must
~ not only evaluate his or her obligation to P3 vis a .vis-the informatian. (P3's right to.know)
but P2 must also evaluate his or her obligation to P 1o be.the.conveyer-of the information
(PI's right to request). This level of complexity is closer to action-centered than to
information-centered. speech acts. Note that my.argwment heye is based on Guideline 3. 1
am appealing to larger patterns of action to. draw spesch. act. boundaries, which .then
percolate up into class boundaries. A case can akso. be made based on Guideline 2: the
simple interrogative form may be used for directives involving verbal actions with-P).as the
destination, . but it may not be used for verbal actions with a third party as destination.
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Taking each of the three example speech acts in turn, 1 start with OFFER. Although
promising is the favorite commissive in the speech act literature, OFFER will be considered
here because it has a rich ISA structure. It is also a speech act that is, in a sense, doubly
action-centered. An OFFER conveys, first, PT's desire to perform a service for P2 or to give,
lend, etc. something to P2. Second, OFFER conveys PI's desire that P2 accept the service,
gift, loan, or whatever. The preconditions given. for OFFER‘ in 'Figure 32 clearly reflect
this spht. | |

The appearance of the "he helpful” obligation in OFFER (VII) needs explaining.
The concept that I am trying to express isPl;s obligatif)n to accept P2's OFFER. At first
glance, it seems enough to say that P2 has a generalko‘bliga‘tion to act in his or her own self
interest (precondition VHI). This obligation, coupled with' the- fact that the propositional
content of an OFFER is an action expected to benefit P2, gives i'iseito an leigation for P2
to accept the OFFER. There seems to be ﬁort'tﬁan simple pragmatism, however, involved
in accepting OFFERs. The obliga;iog'to accept is not merely ~P2’; qbl{ggtim to further his
or her own goals, but also P2's o‘;ligatiotii tﬁAPI to further PI's goals (i.e., P2's obligation to
.be helpful, precondition VII). In accepting an OFFER, P2 is enhancing Pl's image as a
benevolent person, Pl's satisfaction in giving; etc. By accepting, then, P2 is furthering PI's
goals and being “helpful®

The next action-centered speech act that we come to is SUGGEST (Figure 33).
Recalt the distinction abt’)v’g that SUf}GEST is 2 directive that P2 consider an action, not
necessarily that PiZ carryvivf out. Note that”thiS\tfeaﬁheht“of SUGCEST is supported by ‘the

common use of a response such as 3.3.
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Figure 22. The-preconditions for OFFER - . . S

propositionat content: same action that Pl believes will be of benefit to. |

. Pl wants to take res.ponsibifify" for the action.
I Pl believes that Pl can take resoonsibility for Pl's part of the action.

HI. Plis wrllmg to take responsrblhty for Pi's part of the action.

v, PI wants P2 to perform some action that complcments P! s part of the action.

V. PI believes P2 can perform some action that complermms Pls part of the
action. ~ I PR Lot O e :

VI Pl believes that P2.would be willing to.perform seme action that complements
PI's part of the action.

VIL. Pl belreves fhat P2 has an obhgatron (to "be helpful') to Pl perform some' '
action that complements PI's part of the action. . :

VHL. PI believes that P2 has an abligation to P2 (by. virtue of P2’s own- self-interest)
to perform some action that complemems PI's part of the action.

Comments

(l)—(lll) "Take responsibility” is used here and elsewhere to permit subcogtracting, . Whether
Pl actually performs the action of not, he or she still remains responsible for the results.

av)-(vin Examples of complementary actions would be (physrcaﬂy) takmg food OFFERed

by a hostess.or getting into a car and sitting in_respomse to an. QFFER of a ride from a

friend. A general way to refer to P2's performance of a complementary action in response to

an OFFERed action is to say. that P2 accepled, eg., “Jane thanked Paula and accepted the
gift.”
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Figure 33. The preconditions for SUGGEST

propositional content: an action

except for: actions in which Pl and P2 share joint agency

L P1 wants P2 to consider taking responsibility for the action.
II. Pl believes that P2 can consider taking responsibility for the action.
HI. Pl believes that P2 is willing to consider taking responsibility for the action.

1V. Pl believes that P2 has an obligation (to "be helpful”) to Pl to consider the
action.

V. Pl believes that P2 can take responsibility for the action.
VI. Pl believes that P2 is willing to take responsibility for the action.
V. Pl believes that there are some reasons why the action is desirable.

VIII. Pl believes that P2 has an obligation to P2 (by virtue of P2's own self-interest)
to consider taking responsibility for the action.

Comments

(propositional content) In excluding actions where Pl and P2 share common agency, I am
merely arguing for a separate speech act, eg, SUGGEST-COMMON-ACTION, to. cover
such cases. 1 justify this distinction by an appeal to Guideline 2: this second speech act has
some forms not shared by simple SUGGEST, eg., “Let’s <action>.”.
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3.3 That's a good idea.

Note that the action to be considered by P2 may be a ‘verbat dction directed at -Pl. For

example, to help P2 solve a problem, Pl might SUGGEST 34.
3.4 Why don't you tell me what you've done so far.

The unrestricted nature of the action suggested does not, however, threaten the status of
SUGGEST as an action-centered speech act. This is because the action in the propositional
content is that P2 consider the second action, and"EmSidéﬂﬁg’ something is a nonverbal

action

The obligation prgcondi_tions for SUGGEST (v and{ V]I‘l)‘ are ;imilar t;: thpse for
OFFER. Once P2 has :;;knowledged that anbactk;nivs de.;irable (precoqdﬁtim V1), there is
~ a default obligation that P2 consider taking résponsibihty for caﬁying out the action (VIII).
SUGGES'f also appeals to P2's obligation to P! to help further PI's goals (eg., enhanced

self-esteem and recognition for Pl). The obligation arises from the fact that a goal of Pl is
involved in a SUGGEST (precondition 1) This obligation is generailly not as prominent for
SUGGEST acts as for OFFERs, but it still plays a role. Consider, for example, the
| politeness constraints involved in responding to a SUGGEST. .Av response such as 35
violates the obligation in (IV). | PR

3% That's a terrible idea.

" The third action-centered speech act that will be considered here is REQUEST, the

directive by which Pl attempts to get P2 to take responsibility for carrying out some non-
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verbal action or verbal action not directed at Pl. One other class of actions that 1 am
currently excluding from REQUESTS is remembering previous REQUESTS; that is to say,
REQUEST as I define it does not include reminders. This can be justified by an appeal to
Guideline 1 due to the difference in SAVs request and remind as well as by an appeal to
Guideline 3. (Reminders are often followed by apologies or thanks by l;2. where simple
REQQESTS are not.) Figure 3.4 lists .the preconditions for REQUEST.

In defining REQUEST, | follow Labov and Fanshel in citing an obligation. Just as
for ASK, 1 further specialize the notion of obligation into authority, complementary role,
and "be helpful” obligations."20 Another point that is worth mentioning is that my treatment
of obligation subsumes the notion of PI's right to invoke the obligation. (See [14), p.78) The
obligation stated for REQUEST and ASK is a three-place relationship between Pl, P2, and
‘the thing that P2 is obliged to do. Pl may be part of a larger set, so that the particular
obligation may be to both Pl and the society in general, eg. the obligation to drive
carefully. Given this formulation, Pl has the right to invoke the obligation because Pl is

one of the parties to the obligation.

This takes care of the speech act examples that will be used in this paper. There is

one more piece of foundation that must go into place before the taxonomy of ISAs can be

20. For REQUEST and, to a lesser degree for ASK, 1 have been tempted to define three

different speech acts, one for each type of obligation. While there is some Guideline 2

(difference in surface form) evidence for this, the bulk of the argument would have to rest

on Guideline 2 (action pattern) evidence. The modelling of dialogue patterns is at too early .
a stage for Guideline 3 evidence taken alone to be conclusive, so I stay with the more

standard treatment of REQUEST.
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presented. Accordingly, the next section presents a general representation scheme for

actions.
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Figure 34 The preconditions for REQUEST

propositional content: a non-verbal action or a verbal action whose destination is not Pl,

except for: the action of remembering a previous REQUEST

L Pl wants P2 to take responsibility for carrying out the action.

H. Pl believes that P2 can take responsibility for carrying out the action.

HI. Pl believes that P2 is willing to take responsibility for carrying out the action.
IV. Pl believes that .P2 is obligated to Pl (and possibly to others) to take

responsibility for carrying out the action. (This obligation may be a role obligation,
an authority obligation, or a general obligation to be helpful.)

Comments

(I) "Want" implies that P! believes that the action has not already been carried out.

(I11) At least for the purposes of reasoning, "willing™ here includes P2 not being grossly
unwilling.

- (IV) More than one of these different obligations may apply at once.
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4. Representing Procedures: The OW1.-1 Method

In this section 1 discuss a general representation scheme for actions and patterns of
‘actions. The discussion will add new perspectives to the t?eatmmt of taxonomy déveloped
in the last two sectiéns. More important for my purposg; here; this section will a|sq form
the foundation of the analysis ;)f ISAs that is presented iﬁ Sectiéns 6 and 7 Note that the
scheme for representing actions described here is nﬁt ;hé only one that has been proposed.
I defer a discussion of some of the alternatives until Section -8.2. where a comparison of
static representations can be combined with a look at the way that :the reﬁresentations are
used 1n language processing. |

I start the discussion of patterns of action with VOWI,-], which is a formalism for
representing knowledge. The basic unit of OWL-1 is called a concept, and concepts are
related to each other by a network of indi;es. The important point about concepts for this
pape.r is that they can be grouped into larger structures. The structure of interest here is
called a ;r!ctho&.él M etho&s provide é high level, hence .relatively decl;rativg, representation
for procedural knowledge. The high level nature of the répresentatiq\ means that methods
can be used as the basis of an explanation facility (see Swart&lt [32]). M‘oreovgr.. this
property in combination w{th thé I-;Ai'ghvly ’imerreiated ﬂ;la"ture of OWL-I coﬁcept; ;r\eans that
metﬁéd structures caﬁ be a very impc;rfz;nt aid in sea;ches of a‘lvmowl’edge base. My

discussion of methods will avoid issues of notation. English translations are used for

21. OWL. methods were initially defined by William A. Martin. OWL-I is the version of OWL
that was used in the dialogue project; OWI has continued to develop since that time, and
OWL-II is the current version. For an intreduction to OWI.-1, see Szolovits et al[33)
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examples, and the reader interested in OWL.-l. notation .is: referred .to Hawkinson[13}.and
Brown["]

thh respect to coment methods are used to represent both |ingurst|c and non-
hngmsttc actions. For exempte they can be used.to represent an action such as wnttng a
computer progtam for someone else, whtch norma"y contatns both hngutstic and non-‘-
hngursttc steps Methods can also be used to model totalty non- Iingulsttc activities such as
bakmg a cake 22 In the examples I have constdered and in the rest of thls paper however I
wm focus on what will be called core dzalogue metbods Thtsls a group of semantic domain
independent methods built around speech acts (Core methods may, however contain some
non-linguistic steps, eg., to represent mental processes) An exampie of a core method is'
request-atnd;r'espond whieh appears in an English trenshtion in I-'ignre 41. (The details of
thrs example wrll be explained below) Enghsh translations of some other core methods can
be found in Appendlx A |

Implicit in the preceding discussion is the point that methods may have one
partteipa‘nt or several. The core dialogue methods model the parts played kbyv both
partlctpants in the dtalogue a property l call spcalter indepmdcnce Methods can therefore

be used etther from the pomt of view of a non-parttctpant to model both parts heard (or

o ES
B il

read) or from the pomt of view of a partrcrpant in whtch some uttennces are generatedF
'and some understood.
Looking at the structure of methods in more detail, we start with the three main parts:

a header, argument specifications, and a procedural body. The header is the method’s

22 See Long [17] for the use of OW1.-1 methods to model programming knowledge.



REQUEST-AND-RESPOND

OBJECT: an action. that can be the object. of REQUEST
exceptions: . a helping action 2. a repetitive action

AGENT: a person or computer system

CO-AGENT: a person or computer system

method

1 The AGENT REQUESTS the action of the CO- AGENT.
2. The CQ-AGENT now knows the action desired,

'¥ The CO-AGENT checks to see whether beliefs from the precondmons
of the REQUEST are justified. . : :

4. The CO-AGENT acknowledges the REQUEST

5. The CO-AGENT, at the apprapriate time, takes responsibility for
carrying out the action.

6. PRINCIPAL-RESULT: Any results of the action desired obtain.

recovery path I if the CO-AGENT can't de what the AGENT says --
If the REQUEST is based on a role obligation and the action
REQUESTed is-not in one.of the. CO-AGENT's roles with. respect to
the AGENT --
RLI The CO-AGENT says the action is not in his or heg role: .
R12 If the CO-AGENT wants to be: helpful
and -
if the CO- AGENT knows a hkely partlcipant to take
responsibility for the action desired
then
the CO-AGENT refers the AGENT. to this likely participant.
recovery path 2: if the REQUEST was framed in a general way
and the CQ-AGENT can only.do a more specific. version.~-
R21 The CO-AGENT describes the specific versnon that he or she
can do. =
R22 If the more spectﬂc descrlphon matches the AGENT's goa! -
then :
the AGENT says that is what he or she wanted
and
REQUEST- AND RESPOND continues usmg the new descnption
otherwise
dialogue failure: the CO- AGENT can't do what the AGENT wants.

Figure 41. An English representation of a method for REQ_UESTing an action
and getting a response. e ;
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unique name. Argument specifications, organized by semantic cases {see below), are used for
type checking of inputs to the method (inpuf ¢ases) or to specifytﬁe form of results (output
cases). The procedural body is dividéd into' two parts: (optional) prerequisites and
procedure steps. The prerequisites of interest here are those that are states. A stative
prerequisite of an action is a condition that must obtain before that action is carried out. If
the condition does not hold, then one must bring it about b.em.carryﬁg out the action.

The other part of the procedural body is the set of procedure steps, which come in
two basic varieties, standard path and recovery path. This distinction will be discussed
further below, but, basically, standard paths represent the ways that an exchange can “go
bright," while recovery paths give some of the possible measures to be tal{en when an
exchange gets “off the track.” A recovery path may be initiated when an expectation set up
by an ongoing method is violated. -

Since REQUEST is the speech act from which | will draw most of the examples, |
will use the request-and-respond pattern tc'. illustrate the discussion of methods. In Figure
41, request-and-respond corresponds to the header of the actual OWL-1 method. Request-
and-respond takes three input cases -- OBJECT, AG!‘.NT, and: Cd-AGENT -- and one
output case, PRINCIPAL-RESULT.23 AGENT and CO-AGENT are the two participants
in the method; by convention, the AGENT of an entire dialogue method is the AGENT of
the first step, so that we can identify the AGENT of the method w‘th the participant who

starts it off. The OBJECT of request-and-respond is the action desired by the AGENT.

23. Semantic case names will be capitalized to avoid confusion with the normal use of these
words. There should be no confusion with speech act names, which 1 am also capitalizing.
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24 Input case specifications typically contain variables, which are like other concepts except
that their composition follows special rules. The fact that other concepts may be bound to
variables permits reprexentanons to be evaluated with respect to some enwronmem (This is
important when methods are used in recognition; see Section 9) Onepropeny of input case
specifications omitted from Figure 4.1 is their use as a place to associate further entry
conditions, ie, conditions that must be met before the method is aéplied. This point is
discussed further below.

Note that input cases are associated with methods, not surface English verbs. A list of
the major OWL-1 input cases, with informal explanations was written by William A. Majtin
and is reproduced with minor changes in Figure 4.2. 1 refer to these as the major cases
because I do not see Figure 4.2 as an exhaustive list. There will be a significant number of
“inputs to actioﬁs that this list does not cover. Many of tﬁese can be fitted into the basi;
framework as more specialized versions of the major semantic cases. It appears, however,
that some actions have totally idiosyncratic inputs which wifl h'a'v“e/t@‘bé!ma‘ted as speciai
cases (in both senses of case). |

Besides input case specifications, ] said that>0Wl.-l methods may have associated
output case ‘specifications, i.e. results. One important notion here is that of principal result,

which is the main result of the method and, typically, the reason that the method is

24. The OBJECT of request-and-respond excludes helping actions, i.e., those in which the
AGENT and CO-AGENT divide responsibility for the action.: These are represented in
another core method, request-and-help (see Appendix ‘A) -Alo excluded are repetitive
REQUESTs, eg, a standing order for publications. More effort must be put into
bookkeeping so that the repetitive REQUEST can be responded to repeatedly. The steps
differ enough to warrant the use of a separate method.




Figure 4.2. The major OVi.-] input.cases.

Thls is the mput to the method that is most |mportant to the tdenmy of the process.
For example, the pracess of baking bread i simitar: no matter: mdm it,-but baking a
souffle is a very different process from baking bread.
ex::Makeq:statue from clay. Lo
Empty rhr boat of water.

AGENT

The AGENT is the participant responsible for the action.
ex. I hit the ball.

CO-AGENT
= This is someone who bas a responsibility evel equal to that of the AGENT for some

part of the action.
ex. Harry helped me mave the couch:;

BENEEICIARY -

This is an individual who receives the beneflt of the action wnhout major active
participation in it.
ex. Answer the phone for John.

. SOURCE

The SOURCE describes a former position or state of some other case-filler in the
action (usually the OBJECT). '
ex. Take a block from the box.

DESTINATION
The DESTINATION is to the future as the source is to thc past It is a point, object

etc. toward which some other.case:filler in the action (usually the. OBJECT) is tending.
ex. Tell it to the judge.

TRAJECTORY
This is the path taken by some other case-filler in the action.
eXx. Run across the street to the store.

DIRECTION |
- This is the direction taken by some other case-filler in the action.
ex. Head south across the desert to Mexico. . .



SPECIFIC-LOCATION »
This is a location associated with the action. Some activities like “ride” take a

- location which is quite specific to it; there are only certain things which can be ndden in.

ex. Ride in q dog sled in Alaska.

INSTRUMENT

The INSTRUMENT is somethmg used as atool in an action; it is left over
afterward.
ex. Cut the butter with e knife.

SPECIFIC-RAW-MATERIAL
This is something used and consumed in the course of the action.
ex. Bake a cake with powdered eggs.

TOPIC '
This case is used for the topic of mental and communication acuvmes
ex. Tatk about a bear. :

EXCHANGE :
- This is something received in exchange for another case-mler in the action.
ex. Trade seeds for food. ' , -

RATE

This case gives a measure of speed, cost, etc. in relation to units or to something else.
ex. Rent a room at tkree dollars a day.

Figure 42 (cond.) The majer OWi.-1 input cases
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undertaken. For example, the action conveyed in "Paint the block red,” has as principal
result that the block is red. The paint brush may also end up -red, but this is not the
principal result. In Figure 41 fe'(‘;uest;a'n.d-respundr ha; its Ji’R-II’JAC.lI"'AL'RE!').ULT»ou!put
case set to the results of the action desired by the AGENT Wﬁen the method is
successfully completed, the action has.occurred and-its results obtain. | |

This takes care of the header and argument speéiﬁmﬁhns; we turn now to the
procedural body, the first component of which is the prerequisite. The request-and-respond
example has no prerequisite. In general, intvme havé been med in the representation of core
dialogue methods. Nevertheless, prerequisites are a useful structure for other sorts of y:tions.
A familiar example of a prerequisite is the requireﬁ\ent that an ewury coum of study
'be completed before a more advanced one is undertaken. Note that prerequisites differ
from other entry conditions in that, if ; prerequis;te ls.not satisﬁed, a method is not rejected
as a possible course of action. Instead, measures are taken to satisfj the prerequisite; the
execﬁfion of the method then continues. |

The second part of the procedural body is the set of procedure steps. These are’
either calls to other OW].-] methods used to model subactions, mem«u of states, or calis to
"black box” procedures. The last are procedures represented in a conventional
programming language (eg., LISP); these are intended for complex numeric or linguistic
computations, or for any procedures whose steps are not to be included explicitly in the
model. (We will see a use of "black box” representations below.)

Recall that procedure steps were divided into standard path and recovery path
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steps. 22 1 will say something more about each. First, standard paths are the normally

l expected sequences of events for an action. They embody the relatively small number of

ways that an action can be concluded successfully, ie. can be concluded such that any

associated goals are met. When an English description-‘of an action is given, it is the
standard path steps that are typically included. If deviations from the standard path(s) are

described at all, it is only the most important ones that are giVeh. This indicates that the

. steps in the standard paths of an action embody the minimum of necessary information

about it. For example, when giving someone directions for getting somewhere one normally .
describes only Ehe su%’cessfu‘l routes. In the normal case, one does not discuss all the many
ways someone could get back on the route again aftet having made a wrong turn. Even
when a particular mistake is very commmon or particularly costly, one usually describes how
to avoid it (eg., "Don'’t follow the signs”) rather than m'to recover from it.

To decide which steps belong to standard paths, one can ask whether it would
normally be necessary to describe a step when describing the action, or whether it would be
necessary to describe some step of which it is a substep. (This second case applies to low-
level detail left'out beciuse it is either obvious or unnecessary.) Another useful criterion is
whether the absence of a ?rep is seen as an event. (This criterion is simifat' to the one used
by Schegloff and Sacks in [28] to determine what should go in a sequence) For example, if
someone asks a question and-does not get an answer, this is generalfy worthy of note. If one

asks a question and the hearer does not ask for clarification, this absence of discussion is

25. This is not quite the whole story. A third type of step is the assertion of a failure
condition. Faifure conditions are represented as disjuncts off standard paths or recovery
paths. o
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not, in most cases, considered. remarkable. The standard path steps, then, are lhefnéﬂﬁally
expected - sequences of events for am action, .these whase nen-occurrence is normally
considered.an event.

It is fine to follow standagd.path steps as long as.the action goes-as intended and no
expectations are violated.. In pracxkg'thisvwi.ll probably: not-be long, and a failure, with its
attendant recavery aetions, will result. 2 Some recovery uﬂém are very general and should
be modelled by independent methods.  One type of general example is the recovery froma
failure in the basic conditions of a dialogue, eg., noise -on  the-tine in atelephone
conversation. Many ether failures, however, ase quite snedﬁtsta:the task being. carried out.
Recavery from such failures is. modelled by. recovery paths in: relevant methods. . Recovery
paths handle domain specific types of failure recovesy..and one of:their: advWS- is that
they ailow the modeller to put in special instructions for doing wln&amr}to retuen to
an appropriate standard path,

The standard path steps for the request-and-respond method are steps 1 through 6 in
Figure 41. Two recoxery. paths are also shown for.:request-and-respond, akhough many
more exist to.be modelled. The first recovery pash in ,lf'igug'ef;tl,;ggﬁkl be used :to account
for a response such as 41, and the second could a;ooumforthexxdnnge in 4.2 responding
to a. REQUEST to write a computer program.

4.1 That’s not my department. Try Mr. Jones down the hall.

4.2 CO-AGENT: 1 can only write blocks world programs.
AGENT: That's what I want.

~

26. For my purposes here, 1 define failure as the violation of an expectation. This is
shghtly broader than its normal usage, and ] do not intend for the  usual ncgnlvc
connotations to accompany it. e
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The failures that trigger both of these recovery paths occur in the process of checking the
preconditions, step 2, but the recovery paths are associated with the request-and-respond
method. Different recovery paths for these failures could be used when a precondition-
checking method is called from another method, eg., request-and-help. Note that the second
recovery path itself has an associated failure condition, which would justify £he inclusion of
an additional recovery path in the appropriate methdd‘; Althougﬁ only the recovery paths
in Figure 41 contain conditional steps, note that such conditionals can occur in standard
paths as well.

One final point that Figure 41 illustrates about dialogue methods is their abbreviated
form. For any given speech act; only production is. represented. explicitly, and the
understanding process carried out by the ‘other partner is left implicit. For exa,mple;th,e
first step of request-and-respond is that the AGENT makes the REQUEST, but no explicit
step is given to represent the process of the CO-AGENT understanding the REQUEST.
Thus, although the methods are speaker independent in the technical sense defined, they
are not without a bias: it does not matter who is specified as the AGENT of a speech act
step, but, whoever is, the "story” is told from his point of view. “Listening” steps are left
implicit not because they are unimportant, but because the form and timing are predictable.
Where a joint model of communication is necessary (eg.. when misunderstandings ﬁccur) it
is necessary to expand the abbreviatéd model expressed in the dialogue methods

This takes care of the request-and-respond example and with it fhe genéral
description of methods. A few words remain tc;'be said to link methods to the tmﬁknl of

speech acts described in Section 2. First, note that speech acts such as REQUEST have
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their own associated methods. This is in accord with the major thrust of speech act theory,
which views utterances not merely as saying but alse as deing. The speech act methods
have semantic case specifications for an OBJECT, AGENT; and DESTINATION.Z7 Here,
the: OBJECT specification generally corresponds to the propositional content condition
identified by Searle. For all speech act methods, the procedure steps are represented by a
call to a "black box™ procedure for generating utterances. fhc preconditions of speech’ acts
are represented in the methods as entry conditions associated with the AGENT of the
speech act. Preconditions also appear, possibly somewhat restricted, as constraints on the
AGENT of the higher level core methods buik around the speech acts.

Turning to speech act taxonomy, recall that | adopted the principal intended effect of
the 'speech act as a major taxonomizing principle. This notion of intended effect can be
refated to core methods via the OWI-1 output case PRINCIPAL-RESULT. More
specifically, the principal intended effect of a speech act correspords to the action directly
precip'tialing the PRINCIPAL-RESULT(s) of a core method buik around the speech acr 28
For. the request-and-respond example, the principal intended effect is step 5, whose results

become the PRINCIPAL-RESULT of the core method. 29 We can say then, that core

27. DESTINATION is used rather than CO-AGENT because the second participant in a
speech act is seen as passive. This does not mean that this participant does nothing, since
he or she is doing the work of trying to understand the utterance. By passive | merely mean
that the second participant is basically receiving the information, rather than playing a
major role in shaping it.

28. Where a speech act has more than one associated core method, the principal intended
effect will be a generalization that covers the different actions that directly precipitate the
PRINCIPAL-RESULT(s).

29. Note that principal intended effects are often, but not always, the last step in a core
method. For example, we can construct a core method called state-and-acknowledge,
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methods accomodate the taxonomizing principle used for speech acts in Section 2.

e

In summary, methods provide a general representation for actions. In this section, I
have emphasized the way that speech acts can be integrated into larger patterns of action,
~ using methods as a representation. In Section 7, method structure will be used in

formulating an important class of rules for ISAs.

consisting basically of a speech act of stating (done by Pl) followed by an understanding
and acceptance operation (done by P2). This latter step would be the principal intended
effect of the speech act, but it is not customarily the last step in the core method. Instead, the
. last step of state-and-acknowledge-is typically an acknowledgment (done by P2).
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5. Three Approaches to the Treatment of Indirect Speech Acts

All of the foundation is in place, and we can now turn our attention to ISAs. To
~ start, | briefly outline three approaches to the treatment of 1SAs that have been prominent
in the linguistics literature. Too much has been written on this topic for me to attempt a

comprehensive summary here, and | intend only to use these approaches to motivate the

analysis in Sections 6 and 7.

51. Gordon and Lakoff
The first approach of interest here is tha'?t‘mér b'-y; Gordon and -Lakoff [10].
Concentrating primarily on requests, Gordon and Lakoff propose a set of four sincerity
condit\ionsi"b and theq give a smgle powerful rule to account for t-he different ways that a
request can be framed. They' say tﬁat‘ to make a sincere requé#t;.!a speakér must wa’nrt‘ the
action done and believé that vt-he héafer can do the actioﬁ. that he wlants”t’o do’ the action,
and that he would not do, if if he were not‘ asked to. Thé ﬁrs;t of these sincerity conditiqns
 is called speaker-based and the next three are called Aearer-based. TTh‘e rule gdiAv‘cn is: M
One can convey a request by (a) asserting a speaker-based sincerity condition or
(b) questioning a hearer-based sincerity condition.
This formulation is very attractive becausef'it is so elegant and simple, but it has

encountered extensive criticism:: Sadeck [24] points out that Gordon and Lakoff's rule is

30. 1t is not clear whether Gordon and Lakoff ‘mean something different by sincerity
condition than Searle does. At any rate, their choice of sincerity conditions for requesting
differs from Searle's.
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too powerful, admitting utterances that are not requests. For.example, 5.1 is not a request for
the hearer to move over, even though the similar form 5.2 is.

51 Tell me if you can move over.

52 Can you move.over?
Even if the set of sincerity conditions could be recast to generate only the correct forms,
there are still facts that cannot be accounted for by an approach that uses only speech act
conditions plus a general rule. Sadock gives the following examples:

5.3 Can you close the door?

5.4 Are you able to close the door?

55 Can you please close the door?

56 »Are you able te please close the door?
Sentences 5.3 and 5.4 can both be used-as requests, and in this usage they are paraphrases of
each other. Taking Gordon and Lakoff's approach both 53 and 51 would therefore be -
‘derived from the same smcenty condmon. Semence 58, however. is ungrammatrcal. and

any scheme that derives 53 and 54 uniformly will be hard-pressed to account for the

difference between 55 and 56.

5.2. Sadock

To answer the objections that‘ he raises against Gordon and Lekofrs theory, Sadock
in [24] distinguishes between. utterances that have a speech act as their meaning and
utterances that mean one speech act but entail another,. Thus; accerding .te Sadeck, 53 is a
sort of idiom which entails the notion of request as part of its meaning, while 54 is a

question according to its meaning, only secondarily entailing a:request. - Sadock’s claim is
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that, although rules based on sincerity conditions have their place, they cannot account for
t-he behavior found in speech act idioms.

Sadock's observations seem' 16~ be” welt taken, akthough ‘his' distinction between
meaning and entailment appears to me to be itimately misleading * The difficulty, T think,
is that the notion of what a meaning iS'and what ifformation it should contain are not as
well understood as the theory implies. Sadock assumes that each:sentefice has only ofre
semantic representation that constitutes its meaning; and he himself ‘notes that this makes
him unable to account for the deliberate use of ambiguity'in cofivetsation.

There is other evidence that Sadock’s treatment falls short’ of a  precise
characterization of .ISAs. Note that some sentences treated by Sadockas speech act idioms
have conversational properties based on their surface forms. Consider e'x;mpks 57 and 58
used as requests. e

57 Move over.

- 58 Can you move over?

59 QK.

510 1 don’t know if | can.

511 Yes.

512 1 don't know.

Examples 59 through 512 are possible responses to 5.8, but énly 5.§ and 510 are appropfiatc
as responses to 57. The indirect request form 5.8, then, can be treated as either a request or
a question by the hearer for k(\he purpose of 'responsef ‘Note,’how'e’ve'r.A _t\ha,tl- 5.8 can still be
understood a.s a requést ev;p th@gh it is answéred asa quéstiot%. ‘One ﬁay respond with
"Yes" and then go on to corﬁply with the ‘request. In fa&, to ans;l;ark *Yes® and"the:l‘l fail to

comply indicates either deliberate rudeness or failure to understand the request force of the



utterance. If we follow Sadock and treat 58 as an idiom when used as a request, then only

v

,,,,,

Another phenomenon that:Sadack:s theory. does pot account for is the variation in the
indirect forms that are possible for “entailed”: requests.. For example, Sadock considers
questions of the "Are you able to .." form to mtail, requests.. He also observes that questions
of .the form "Do you know <interrogative clause>?” can have. the illocutionary force (and
hence in his scheme the. meaning) of the interrogative: clause. That is, 513 is often
equivalent to 514 rather than to a question about the knowledge of the hearer.

‘513 Do you know what time it is? . © A

514 What time is it?

Putting these two facts together, Sadock's theory would predict that 515 should entail a; ‘
request, but it does not.

515 Do you know whether you are able to close the door?

Hence, even forces that Sadock considers entailments of utterances -- and ;heréforé totally

meaning-dependent -- seem to have some dependence on surface form.

5.3. Searle
A third approach that is of interest to us here is that of Searle in (301 1 start with a
discussion of some genéralilations that he proposes and tﬁen Wre his approach to that

of Sadock.
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Searle presents four generalizations for directives and five others for commissives.
These play a role in Searle’s theory analogous to Gordon and Lakoff's single rule, but
Searle’s generalizations differ from theirs in-the following important ways:

1. Searle’s genéraﬁzations are differentiated according to the parts of the speech act,

1e. propositienal content conditions, sincerity conditions, and preparatory conditions.

Gordon and Lakoff's sincerity conditions, in contrast, seem to be an amalgam of

- Searles’ sincerity and preparatory conditions. : -

2. Searle explains an asymmetry in his generalizations by. identifying the

conversational participant who has the better knowledge of a condition, but he does

not state this explicitly in the generalizations. For Gordan and Lakoft, the question
of which participant has the better knowledge is at the core of their single rule.

Searle's approach seems to.me to be a valuable one, in that the generalizations are
more finely differentiated -than Gordon and Lakoff’s rule. At the same time, I think that
Seéﬂe‘s generalizations can be. questioned on the count that they are too specific.. Recall
that the notions of speaker- and -hearer-based conditions have not been given an explicit
place in the generalizations. Because of this, Searle is. forced to state the generalizations in
terms of specific types of preparatory conditions, for example, rather than in terms of
preparatory conditions. in general. Altheugh Séarle is correct in looking for finer
differentiation than that afforded by Gordon and Lakoff's rule, it appears that his
generalizations are needlessly complex. See Section 6 for an alternative proposal.

Searle’s generalizations are presented as part of a larger framework. It is instructive
to compare this framework with that developed by Sadock, since there are some sharp |
‘contrasts. Searle makes the distinction between meaning and use, saying that an utierance

such as 516 should be seen as meaning a question while, at the same time, it-may be used as

a request.



516 Can you pass the salt? :

517 Are you able to pass the salt?

- The fact that 516 takes please while 517 does:not is: accounted for: by a maxim that one
should speak |d|omauca"y in the normal case. Thus Searle sees a request such as 516 as
“idiomatic but not an idiem” One attraction of this appmeh mtm i ‘accounts naturally (as
Searle points out) for the fact that responses to speech .acts my mmspond to surface form

as well as to a c'Onveyed speech act.

There seem to be two- major duﬁcuku-s wh Searle’s appmch sz -akthough he
acknowledges special grammatical behav:or of some ISA forms, Searle is not willing to say
that such forms "mean” any speech act other than the one corresponding to the surface
form. Utterances such as example 55 ("Can you please..” forms) are treated -as special
conventionatized forms, which is to say as sery idiomatic (but stilf not idioms). If the please '
in 55 is to be accounted for, thisippavmﬁ mast be done in terms of use.'not'meanhg.
Thus, we have both use and meaning reflected in-some surface forms, which blurs the
use/meaning distinction to some extent. To justify such a.step,:]1 think we need a more
developed account of the notion of “use™ and a delineation of its impm on surface form.

| Another difficulty with a strict meaningfuse distinction appears in the variations
possible for a class of ISA forms that will be discussed in detxil in Section 75. When 519 is
used in place of 518, I assume that Searle would call the statement that is conveyed the
meaning ahd the request that is conveyed the use. How, then, does 520 fit into this
framework?

518 Close the door.

519 It's cold in here.
5.20 Must I tell you that it’s cold in here?
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As I analyze it, example 5.20 can be used to convey three speech acts, first the "Must I tell
you..?" ASK, second the "It's cold in here” representative, and third the "Close the door™ -
REQUEST. Note that either response below would be acceptable:

521 Oh. I'll close the door.

o
522 All right. I'll close the door.

The following response would also be possible, although rude:
523 Yes, you must.

It is not clear how a strict meaning/use approach would account for the three levels of
representation involved here. Note that any change to the theory to accomodate “triple
message” ISAs will not be simple to make, due to restrictions on degree of indirection for

other ISA forms, as exemplified by 51 and 5.2 above.

X

It appears, then, that none of the ISA theories presented is totally adequate. All,
however, have extremely attractive aspects that are worth preserving. Gordon and Lakoff’s
approach attempts to derive the ISA forms from general speech act cond.itions that have
independent uses. Sadock, while endorsing such general derivations, emphasizes the special
grammatical properfles of some ISA forms. Although Searle’s overall approach differs from .l
that of Gordon and Lakoff, his “generalizations® can be viewed as a more finely
differentiated version of Gordon and Lakoff's (too) simple principle for deriving ISAs. In
the approach described in the next sections 1 have preserved these positive aspects while,

hopefully, avoiding the negative ones.
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6. Some General Rules for Indirect Speech Acts

One common property of the three theoﬂes dtscnssed in the hst section is the use of
general rules to account for lSAs While the theofies dtﬂ'er tn the mture of lndtvldual rules
and the relative importance given to them, nevertheless general rules for ISAs are lnduded
in each case. In light of the large number of ISA forms. such general ruies appar to be
necessary. 1 follow Sadock, however, in questioning Whether they are sufﬂcient ln thls
section I present a set of general rules for deriving ISAs from properttes of speech acts.
These rules are intended as a basis only. and they will need to be both augmented and
restricted. Accordingly, in Seetion 7 1 present another set of | rules and categories that,
combined wlth the general rules from thisse‘c{tton, g’h(e‘a moreoomplebe picture ot‘ the range
of ISAs possible. The reader is asked to keep tnnsind, then, that this section is inbendedas
only part of a theory, to be amended in Section 7. :

The ISA rules presented in this section will be divided tnto three categoﬂes. The
categones are based on a common sense view of rattonal human behavior The ategories

are based on the following three nsaximsof action:

1. One should (only) initiate actions that are necessary.

2. One should (only) initiate actions for which some desirable result or resulu can be
expected

3. One should only initiate actions that one expects o bie pe dible:

These three maxims will be referred to as’the maxims of ‘Necessity, Desirability, and

Possibility.
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Readers familiar with the classic work dfcrkeem-xmv«stmﬂgmimutc o win
recognize the approach that is being taken. There, Grice suggests four categories of
maxims that are apﬁlicable ‘to lmguisﬁc acﬁims ‘b:ut rvAvh‘ich have analogues in dhﬂ types of
actions. ‘Here. ‘l am stating maxims applicabk to actions m genenlbut which Zapély to
speech acts as a special casé. The maxim of Neccssity above ﬁas a cdikm’terpart‘ in Grice’s
category of Q_u-antity. The othe} two maxims haﬁe no dlrect codﬁtefpdﬁs. and they suggest -
extensions to é;ice's framework. | | |

We4wil’| use the maxims of Necessity, Desirability, and Possilﬁlity to provide a
conceptual organization for ISA rules. -Accordingly, thevne‘xt three Vs-ujbse(r:tions‘ discuss rul;s .
of éach type. Section 6.4 looks at some gem;ralk behavior with> respect to mood and tense.
Finally, in Sect'ion’6.5 I discuss a fourth typc of ISA that may call for a somewhat different

approach.

61 ISA Forms Related to the Maxim of ‘Nccessity’
The maxim of Necésﬁity say§ that one shouldr act when necessary, but one should
avoid extraneous actions. When this second chuseisapp!ied wspeech acts, it yields the

following rule:

Rule 6.1

Pl can convey a speech act indirectly by -

(i) ASKing whether the intended speech act is necessary

eg. the REQUEST "Do | need to tell you to shut the door?”
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(i) ASKing whether an equivalent speech act (ie, one with the same principal
intended effect) has already been performed
- eg. the REQUEST "Did anyone ask you to take out the garbage?”
(iii) ASKing whether the principal intended effect can be expected to eccur without:
the speech act
eg., the REQUESTS:

“Are you planning to take out the garbage?”
"Are you going to take out the garbage?” -

(iv) ASKing whether the principal intended effect of the speech act has already
occurred :
eg., the REQUESTS:

"Did you take out the garbage?”

"Have you takeén out thie garbage?”
For Rule 61 and other rules presented in this paper. I am assuming a relatively constrained
relauonshnp between the actua! representauons of the rules and the semantic representatlons
of individual utterances. %ee Appendlx B for a descnpnon of this relatlonship Although
REQUEST examples were used in 61 (and will continue to be used in this section), the
general ISA rules are intended to apply to any speech act where P2 can be expected to have
the appropriate knowledge to respond to PI's ISA.

In Rule 6.1, note that Clause (iv) is also expected to account for forms such as 6.1 used

as a REQUEST to take out the garbage:
6.1 Is the garbage out?

This will require additional rules and distinctions, however, which will be introduced in

Section 75.
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- Earlier versions of this paper. nomunmd for lhds'lﬂiﬂ yeu QM>?' REQUEST form
by an appeal to Clause (m) of Rule 6.1. I lnve not been uﬂsﬁed with this aooount.
however, betause someusesofthe form arenotlmdnhed byMofthe necessity of
the action. Consider, for example, 6.2. .

6.2 Will you accept a ride to the airport?

This example can be accounted for by mmawmcqegn view 62 as Pl
asking P2 whether the outcome of an OFFER by Pl will be successful (Le, acceptance).
While some readings of the "will" form may be accounted for by Rule 61, we need 2 broader
view of this form. See Section 6.3.

Finally, note that Pl is permitted to use an ISA mly whln Pl an rémably expect
P2 to decifer PI's intent, ie, to reoogmze the indirection. Neither Rule 61 nor any of the
other rules presented here, homef. mchlda this h\formatinn. lt appun that this
constraint is part of a more general constraint that PI avod ambiguity'l‘hat is, Plis
obligated - tothebestofhlsorherability mfnmemum(lSAotnot)innxha
way that P2 an understandthemgethatl’lmﬂedmqu SeeGriceﬂl]for

discussion of an “avoid ambtguuy maxim.

6.2 ISA Forms Related to the Maxim of Desirability
Next we come to the maxim of Desirability, restated here.
One should (only) initiate actions for which some desirable resuk or results can be
expected.

Réhted to tﬁis maxim, we have the following general iSA rule:
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Rule 6.2:

Pl can convey a speech act indirectly by --

-- a representative with the propositional content. that- some desirable result or results
can be expected for some intended effect of the speech act.

eg.. the REQUEST "I would be happier if you'd substantiate those figures.” Here,

the desirable result is the happiness of Pl and the intended effect of the REQUEST -

is that P2 substantiate the figures.
Again, for Rule 6.2, although the example is 2 REQUEST, the rule is-expected to apply to
speech acts in general.

In Rule 6.2, note that the intended effect need not be an immediate RESULT or
PRINCIPAL-RESULT (see Section 4) of the speech act; it may be several times removed in
the causal chain. Similarly, the desirable resullt need not be aﬁ immedlate RESULT or
PRINCIPAL-RESULT of the intended effect. Thus, we have the following examples of

indirect representatives.

6.2 You'll be happy to-hear that Claudia won.
(Hear refers to a RESULT of the speech act)

6.4 You'll be happy to learn that Claudia won.
(Learn-refers 1o the: principal intended effect-of the speech act.)

65 You'lt be-happy to know that Claudia won. .
(K now refers to the PRINCIPAL-RESULT of the principal
intended effect of the speech act)
Note that the desirable resuits: from the: maxim need not relate only to Pl and P2.
Consider the following REQUEST example, taken from [4] ...

6.6 This room would look a lot better if you dusted it.
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Example 6.6 contains information about an inanimate object with the claim that it would be
more attractive (to anyone) if the REQUESTed action were performed. - Neither Pt or P2 is

exphicitly meritioned in the statemetit of the resuk.

4 6.3.7 ISA };Ornfs Related toxﬁé'Maxim of 'Possibiﬁ:t; ‘

The third maxim proposed was the maxim of Pos;i:bi;ity: one sﬁ&uld only initiate
actions that one expects to be possible. The minimal conditions for this maxim to obtain -
can be stated in terms of the framework developed in Section 4. A speech ac.t‘can be

considered to be possible if:
1. the preconditions of its associated method can be satisfied.

2. for an action-centered speech act, the semantic input cases of the action named can
be filled. '

2 for an action-centered speech act, the: prerequisites -of the action named can be
satisfied. : T T
The maxim of Possibility has a rich set of correspondirg ISA rulés. Rules related to (1) and

2) above are explored in the next two subsections. Rules refated:

s HE

in Section 752

6.31. Forms Based on Preconditions of Individual Speech Acts -
The first set of ISA forms based on the makim of Possibility are thase derived from

preconditions of speech acts. Note that'the preconditions assotiated: with thve speech acts
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give conditions particular to the speech act. There are other general cenditions of speech acts
“which must obtain for the individual act to be well-formed,-as evldem:cd by rules 61 and
62 1 am not including these when 1 refer to preconditions. The approach taken in this
subsection will be to distinguish three classes of precondition and formulate seven rules
using the classes distinguished.
While the rules suggested are imended to apply_geneullyAto speech acts, once again
REQUEST will be used to supply examples. (Examples for bFFEk. SUGGEST, and ASK
are given in Appendix C) To start, then, recall the preconditions identified in Section 3 for

REQUESTS:

1. Pl wants P2 to take responsibility for carrying out the action.
I1. PIl believes that P2 can take respons:bmty for carrymg out the action.
HI. Pl believes that P2 is willing to take responslblhty for carrying out the action.
1V_P1 believes that P2 is obligated to Pl (and possibly to others) to takc responsibility
for carrying out the action. (This obligation:miy-be'a roieicbhgatlon an authority
obligation, or a general obligation to be'helpfut)

The preconditions of REQUEST, and other speech:act’ preconditions, can be divided

according to which diatogue participant has the better knosledge of thé conditions specified.

I. Pl-based preconditions.

Here Pl has inherently better knowledge:'of whether -or not the topic of the
precondition holds. The topic of preconditions that begin here with “Pl believes” is
considered 1o be the diréct object of the initial "Selieve.” ‘Por other preconditions (e.g.,
REQUEST L), the topic is the entire pattern. Preconditions that are Pl—based include
‘those whose topic is a goal'of Pl (eg., REQUEST k).



2. P2-based preconditions.

Here: P2 has intherently beiter knowledge of whether or not the topic. of. the

precondition holds. Preconditions that fit this category include PI's beliefs about P2's

intentional statey. An:-example of a P2-based-precondition-is: REQUEST {JII).

3 Unmarked preconditions.

For these preconditions, determination about which participant has the better
- knowledge of the precendition depends on. properties of . the pamcuhr speech act

and/or its context. Examples are REQUEST (ll) and (IV)

Using these precondition types, we can construct the following seven rules for ISA

forms.

Pl can convey a speech act indirectly by --

Rule 6.?4*v(for Pl-based preconditions)
-a represematﬁé of the to;pic‘ of a Pl-based precondltlﬁn of the speech aa}
eg.. | want you to water the plam (REQUEST . ,) |
1 hope you will use common-sense. (REQUEST 1)
Rule 6.4 (for P2-based ‘preconditions):
- == an ASK of the topic of a P2-based precondition of the speech act.

eg.. Do you want to shut the door? (REQUEST 111)

Rule 6 5 (for unmafked preconditions)

--‘an ASK of the topac of an ummrked pucudmon of Lbe speech act.

A Itis probably the case that for zﬂ Pl-*based prceoudm the topic is equjvalem to
the entire precondition. This rule could probably be stated simply as “a

- representative of a Pl-based precondition,” but for now I stay with the more gcnenl
version.
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This rule applies in a context where Pl believes P2 has better knowledge of the
condition in the precondition topic.

eg. Is it your turn to do the dishes? (REQUEST V)

Rule 66 (for unmarked preconditions):
-- a representative of the topic of an unmarked precondition of the speech act.

This rule applies in a context where Pl believes Pl has better knowledge of the
condition in the precondition topic.

eg.. It's your turn to do the dishes. (REQUEST 1V )

Rute 6.7 (for unmarked préconditions)32

- -- @ representative of an unmarked precondition of the speech act where Pl
believes he or she has better knowledge of the condmon

eg. | believe it's your turn to do the dlshes (REQUEST 1v)
I assume you are able to shut the door (REQUEST H)
Rule 68 (for groups of precondmons)
-a REQUEST form of an action that is a goal of PI (ie A for "PI wants A").

This rule is applicable only when the speech act has preconditions that are
‘exact matches or speciatizations of the four preconditions of REQUEST.

- eg., Take a cookie. (OFFER IV.-VH)

32. Utterances derived from this rule coukd also be treated as double indirections, e.g., an
indirect form of a representative of the speech act. If this is done, however, these
utterances would be special cases, since double indirections are not possible in general.
(Recall example 51, "Tell me if you can move over,” which is not a REQUEST that P2
‘move.) Whatever the treatment of these utterances; note that the initial "I believe,” "I
assume,” etc. functions more as a mitigator than as a separate speech act. For a discussion
of mitigators, see [I4]. : :



- Rule. 69

-- an ASK about whether P2 will take responsibllity “for'-czr‘rying out an
"active” action that is a goahefP1 (ie. A for “RLwants &')33 G

This rule is applicable only when the speech act has precooditions that are
exact matches or specializations of the fous: preconditions.of REQUEST... -

- eg., Will.you. accept a ride {o-the airport? (OFFER JV.-VH)

Although these seven rules are more compkx than Gordon and Lakoﬁ's smgle rule,
they give us a more powerful basis for ldemlfymg the set of pncondmon-based ISA forms.
First, nothing corresponding to Rules 68 and. 6.0 ~(which..operate on g;oups of
preconditions} :is found .in Gordon md Lakoff's tbeo:y Smd.. the treatment of the
precondition classes is more powerful hcre Notlung in Gordon and Lakoﬂ's dichotomy
between speaker- and ‘hearer-based saocemy condaiont pndm Mons that can either
be questioned or asserted, depending on context.

The major difference between Rules 6.3 to 69 and Scarles genetaluatnons rests in the
fevel of émerahty of the two-schms» Rer.all that Searie generaliuuons are more
numerous becaus:llthey-are assoeiased-wfgh different ;hm;ocm‘m . In: contrast, the
rules given here apply to speech acts in general, awd they.are proposed as the full set of
general ISA rules that apply to preconditions.

In terms of specific rules, rules 68 and 6.9 differ most from Searle’s generalizations,

because, again, they operate on groups of preconditions. Rule 69 is of special interest. In

33. By "active” | mean-an action that is viewed as.an event in the environment
shared by Pl and P2. For further discussion, see Section 6.4.
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Searle’s scheme, the very common "Will you <action>?" form is derived from the
propositional content condition of directives. 1 feel that this approach lacks semantic
motivation, and so the approach taken here is to appeal to the maxim of Possi!;ility. One
can interpret a “will” question as a ques;ion about how P2 will respond to PI's-speech act.
The "will” ISA form can be seen as a hedge in case P2 cannot respond appropriately, does
not wish to do so, or recognizes no obligation to do so. - By using fhi; form, Pl can carry out
the intended speech act even though he or she may have some reservations about its effects.
Anchoring “will" forms in groups of preconditions..and -appealling to the maxim of
Possibility provides these forms with a stronger semantic meotivation than the .more
structural account offered by basing rules on propositional content conditions. |

Given the constraints on matching described m AMdix >B. Rules 6.3 through 69
- are relatively restrictikve. l will conclude this ;usséction w‘ithksor’r‘ve‘ observations on the
forms that the rules do not account for. Firsf. therrvules as wfiften do not aécount fﬁr
differences in tense and mood. That is, Rule 6.5 generates example 6.7 but not 6.8‘ and 6.9.

6.7 Are you able to drive Sarah to scﬁool? | - o

68 Will you be able to drive Sarah to school?

6.9 Would you be able to drive Sarah tosc»hoe_l? -
Since 6.8 and 69 are legitimate indirect REQUESTs, they must be accounted for; Section
6.4 contains proposals for handling thig ten;e aﬁd mood beha\.’lim.nj |

. Another collection of forms that is not covered by Rules 6.3 to 69 are those that

contain negations.of the sort found in-patterns 6.10-t0 6.13: .

610 Wen't you <action>?

611 Couldn't you <action>?

6.12 Shouldn't you <action>?
613 Can't you <action>?
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Application of Rules 6.3 to 69 to the REQUEST preconditions does not yield such negated
forms. -In this case, I think that the exclusion is° well-founded. Forms 6.0 to 6.13 can be
interpreted as conveying severat different speech acts, but two of the more prominent ones
are begging and perswading. What thesé two speech acts have in common is PI's need to
overcome some sort-of resistance in P2. (The resistafice is to the actiofi named in the speech
acts; both are action-centered) REQUEST does not h;wolve overcoming any special
resistance; precondition (1) relates to Pf's estimate of P2’s openness to the action. Thus,
while forms 6.10 to 6.13 are cléarly similir to REQUEST forins, they are not treated here as -

REQUEST:.

622 ISA Forms Based on Semantic Cases of Actions

We continuing with the ma#:m of POSSIbImy and observe that lSA forms for some
types of action- cemered sp;ech act are based on semantic input cases of the action named.
Consider, for example: | |

6.14 Do you have a rope to throw to that man’
(OBJECT of the throwing action) '

6.15 Have you got a hammer to fix that pictare?
(INSTRUMENT of the fixing action)

646 Do you have enough gas in your-car to drive George to the sirport?
(SPECIFIC-RAW-MATERIAL of the driving action)
All of these examples can (among other things) act as indirect REQUEST s for P2 to do the
action named. Given the appropriate context, they can albso act 33 twdirect SUGGESTs.

(One such context would be the case where P2 is trying to decide whait to-do in‘a situation.)
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The basic pattern that these examptes fit is given in the following rute34

Rule 6.10

Pl can convey a REQUEST .or SUGﬁEST indirectly by --

-- ASKing whether P2 has <iteny that fifls a semantic case slot> for/to <action>
Here, the semantic case is one deﬁned for the action named. It is not clear whether this
formulation is too broad: a pattern mvo!vmg ﬁnly a subs;.'t of tﬁé semanuc cases may be
more cél‘rect For instance, a parmer in 617 is a ﬁller for the Cd AGENT semantic case.
Example 6.17 uttered by a tournament official can deﬁmtely be a REQUEST that P2 get a
partner, but can it also be used as a REOUEST that P2 play the next match (as Rule 6.10

would have it)?
6.17 Have you got a partner to play the next match?

While ex#mple 617 sugéests that Rule 6.10 i; to(; 5road; other eviden'ce ;;lggests that it -
is too restrictive. In addition to examples that correspond quite well to the semantic input
cases identified in Section 4, there are other examples that are clearly re!a;ed bu; not as easy
to account for. Consider: o | |

6.18 Do you have time to take Sarah to the airporti’

619 Do you have room te-store my plants? - ‘
Examples 6.18 and 619 are time- and spar‘cefrgl;ted, respectiw;-ﬁ." When representing a;tions

with OW1.-] methods, it is assumed that all actions occur at some time, but, because of the

34. It is possible that this rule can be generalized; since analogous, but not always identical,
forms exist for other action-centered speech acts.
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generality of this attribute, time is not represented as a semantic inpyt case. (This does not

preclude the use of a different representation to associate times with particular events.) Even

if the starting time of an action were represented as a semantic input dn. this wou!d not be

an immediate solution to the problem of accwntmglo:exampk!il& Thls-lsr rbec;lusc the

time discussed there is elapsed time, not a single point in time. Similarly, example 6.19 can

be refated to the semantic case SPECiFIC-LOCATION. but it s‘eemsito be a question about
the size of a place, rather tha‘n simply a pla'ct; Whlle we cbuld‘ considef éxtendidg Rule 6.10

to include attributes of semantic cases. we run the ;m of a;ddnniﬁg other forms that are not

ISAs. Pending a solution to the difficulties poscd by examples 6|7 to 619 I leave Rule 6.10

as stated. This is done, however, with the caveat that it mmts funbef investigation.

To sum up this subsection, we can say that for at least some action-centered speech

acts, ISA forms are based on semantic input cases of the. action named. Work remains to be .
done to establish the exact subclass of action-centered speech acts that permit this type of

ISA form.

6.4. Tense and Mood Variations
ThlS completes the presentation of ISA rules associated with the lhree maxims of

action. In this subsection 1 briefly ducuss the dwama d futun tense lSAs. then go into

somewhat more detail for subjunctives.

The following rule expan'sion'cat‘t be apélied to all ISA rules:

Expansion for future tense:

If an action-centered speech act refers to an action_that is to take place sometime
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other than.  right away,” then the ISA form:may be stated in the future tense, if
this is appropriate.
Although the future expansion and the subjunctive expansion below are rules, note that
they are not at the same level as the other ISA rules presented so far. The expansions are
rules that act on other rules.. Alternatively, it would be possible (but wordy) to write
individual ISA rules with separate clauses to account for tense and mood behavior.
In the future expansion, the "if this is appropriate” hedge is used to account for
differences such as those between the REQUEST forms 6.20 through 6.23.
6.20 Will you be able to <action>?
6.21 Can you <action>?
6.22 Wilt you be willing to <action>?
6.23 ?Will you want to <action>?
While 6.20 and 6.22 occur in the future tense, there is no future for can and 6.23 is
questionable as an indirect REQUEST. Some properties, apparently, are viewed as more
time-variant others. It is this difference that the “if appropriate™ hedge is meant to allow

for.

- Turning to the subjumctive, we can frame the following rule expansioh:

Expansion for subjunctive:

ISA rules that generate ASK forms where the state or action that will be named
by the finite verb is not. set .in the past may also be used to generate subjunctive
forms if the conveyed speech act has a pnncnpal mtended effect that involves
active respome on the part of P2, ' R :

By "active” ] mean a response that is viewed as an event in the environment shared by Pl
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and P2. This constraint is used to include utterances such as the indirect A&K.vﬁ.?{ while
excluding those such as the indirect representative 6.25. . o

6.2¢ Would you know if I can get a boarding pass at that desk?

6.25 ~Would you know that the p!ane leﬂ already’

I am assuming that both of these utterances are related to-"Do you know..” forms. Here, the
principal intended effect of 6.24 is the "active” response of.» supplying-an-answer, while the
principal intended effect of 6.25 is the more passive: response.of understanding the
propositional content.

The subjunctive expansion above is written to exclude past actions. . This is relevant
for forms generated from Rule 61 For example, akhwgh form 6:26 is a common type of
indirect REQUEST, 6.27 is not an indirect REQUEST at all

6.26 Have you dusted?

6.27 Would you have dusted?

The exclusion of past actions in the subjunctive expansion effectlveiy bars the interpretation
of 6.27 as a REQUEST to dust.

An important question that is relevant here is what-event or condition is predicated
by speech act-related subjunctives. This question has received some attention »in the
literature.  One common answer to this question is that the m\pm:it J‘event Is “if Pl
performcd the ¢peech act”, eg. “if 1 asked you" for. REQUEST Searle pdnts out in [30],
however, that while 6.28 may convey a request, 52§my nat. .

6.28 Would you pass me the salt?
- 629 Would you pass me the salt if | asked you to?
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Searle suggests instead that the subjunctive is predicated on "if you please™ or some variant.
The notion of active response used in the subjunctive expansion above complements this
interpretation. "If you please” is a way for Pl to ask-P2 to look favorably on an action, and

that action is the active response associated with the successful completion:of the speech act.

6.5. Examples that Fall Outside the Rules

The final topic for this section is a group of ISAs that are not completely accounted
for by the approach that has been taken. Consider, for example:

6.30 Is your leg healed enough for you to go to the store for me?

6.31 Will you be home in time to walk the dog?

Looking back at the REQUEST preconditions. these examples seem to. correspend to (Il),
refated to P2’s capability, but the correspondence cannot be accounted fer by the rather
restricted matching relationship 1 am assuming (see Appendix B).

In tryingv to account for examples such as these, my first inclination was to appeal to
the definition of can in Precondition (II) and expand the matching rules to include matches
on parts of definitions. That is to say, the semantic representation for can would be
assumed to have a definition that included nétions of physical ability, having free time, and
being within an appropriate spatial range to do an action. It turns out, however, that this
treatment puts a great deal of strain on the precondition-based appfoﬁch imhout really
solving the problem‘ exemplified by 6.30 ahd 631. In terms of matching, there is still a good
distance between a healed leg and the more general notion of physical ability, or between

the relationship of being at home with a dog and the idea of being in the right range to
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perform the action of taking it for a walk. There are-defiftite torrespondences here, of
course, but the peint is that egmbﬁshmg the correspondences can be a - complex
computational problem. This is in contrast:to the approack [ ‘have been taking, where the
matching process-has been carefully: constrained. -

Although the approach proposed here appears to be too restricted to handle some
cases, the answer does not necessarily lie in a wholesale replacement of Rules 6116 610 and
Appendix B. with a more general formulation. Instead, | advocate a. layered approach,
~ using several sets of rules of varying power. We will have-made some progress if we can
isolate the classes of I1SAs that can' be derived from properties of speech acts using highly
restricted rules. These forms constitute av;signif'i;:ant Vclass‘of ISAs, and their restricted
nature caw be exploited in a computational medel. Other tases can then be handled by a
more general, and presumably mere expentive, inferential mechanisi. ‘An example of a

general inferential approach-is found in Atien {1}
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7. A Taxonomy of Indirect Speech Act Forms -

1.1 Qverview

In this section | present a taxonomy of speech act forms, with emphasis on indirect
speech acts. The sets of categories in the taxonomy are to be viewed as different
dimensions, so that utterances can, and typically do, belong te ﬁmr‘e than one categery at
once. | will use REQUEST as a source of examples. The categorization scheme does apply
to other speech acts, often, however, with some simplification necessary.

The first distinction that will be discussed is whether the form is direct.‘ indirect, or
tag. Indirect forms, of course, are of primary interest for-this paper. - It is also, however,
necessary to consider direct speech act forms for the same reason that it was necessary to
clarify speech act organization in Section 2: one speech act’s direct form is another speech
act’s indirect form. Besides direct and indirect forms; | distinguish tag forms. Tag forms
are sometimes considered indirect forms, but | will-argue for. their-treatment as a. separate
class.

The next distinction that will-be considered is whether: an_utterance-is single-force,
double-force, or triple-force. Corresponding te this is the notion of whether a given speech
act is conveyed as the immediate, secondary, or fertiary force of the. utterance. - This second
distinction cerresponds. roughly to Sadock’s meaning/entailment: distinction, but it is recast
to avoid the problems described in Section 5. Related eo:thedistindihn among forces is the
qliestion of the existence of speech act idioms. In Section 7.4 1 take a. pesition on this issue

with the introduction of frozen IS A forms.



The final two distinctions, which apply enly to ‘what I have called action-centered
-speech acts, have received only casual attention in the literature. The first distinction
hinges on whether P1 names the action involved explicitly or refers to it 6n7y-hnpllcitly.
The two ISA categories are, accordingly, explicit-action: and implicit-action. For implicit-
action ISA forms, there is the further categorization into three types, which for simplicity
will be referred to with numbers. The difference between typed, 2and 3 mem
- forms hes in the type of information needed to recognize the action intended by P1.

We can now proceed toa more detailed discusiion of each set-of categories.

7.2. Direct Indirect and Tag Forms

Figure 71 illustrates the first distinction for REQUEST forms. In this figure, slashes
are used to 'indicaté choices, parentheses indicate optionsl words or phrases, and angle
brackets contain descriptions of words or phrases. - |

Direct forms come in two varieties: performative and simple. The former is Austin’s
class of utterances in which the speech act is stated explicitly. Simple forms are special
grammatical or idiomatic structures that are sssocisted : with ‘the lpe!dt act.” The simple
form for a REQUEST is the imperative. Note that the refationship between simple forms
and speech.atts is not one-to-one. The simple form for giving Instructions s, like that for
REQUESTS, an imperative, akhough possibly modified by an infinktive phrase (eg., “To
open, push in and twist.")  Warnings also use the imperative as'a-simple form. Not only do
some speech -acts share simple forms, but other speech acts have more than one, eg.,
dialogue openers with the simple forms "Hello,”: "Hi," etc. Finally, many speech acts,

particularly ceremonial ones, lack simple forms altogether and rely on the performative for a



DIRECT FORMS

PERFORMATIVE

I request that <action>.

ex. | request that you write a program to manipulate blocks for me.
SIMPLE FORM

<Imperative of action requested>

ex. Write a program to manipulate blocks for me.

INDIRECT FORMS

(1) Will <action>?
ex. Will you write a program to manipulate blocks for me?

(2) Would <action>?
ex. Would you write a program to manipulate blocks for me?

(3) Can <action>?
ex. Can you write a program to manipulate blocks for me?

(4) Could <action>?
ex. Could you write a program to manipulate blocks for me?

(5) I want <action infinitive>.
ex. | want you to write a program to manipulate blocks for me.

(6) 1 would like <action infinitive>.
I'd like <action infinitive>.

ex. | would like you to write a program to manipulate blocks for me.

TAG FORMS

(1) <imperative of action requested>, will you?
ex. Write me a program to manipulate blocks, will you?

(2) <imperative of action requested>, would you?
ex. Write me a program to manipulate blocks, would )tou?

) <imperative' of action requested>, can you?
ex. Write me a program to manipulate blocks, can you?

(4) <imperative of action requested>, could you?
ex. Write me a program to manipulate blocks, could you?

Figure 7.1. Some examples of explicit-action forms for REQUEST '



direct expression of the speech act.

The next class is indirect forms, in which the speech act is conveyed by i':shﬁph%fofm
for another speech act: Figure 71 lists a small subset of the posﬂbbmdinct forms The
other sets of categories presented in this section wnll glve us a way to look further at the
nature of indirect forms. Note that Figure 71 does not mdudé negatlons of these indirect
forms, eg. those involving can’t, won't, couldn’t, etc. Recall the decision dlscu'ss.ed. in
Section 6.3.1 to treate these forms as ISAs’ for ithe: related speech acts for”beg.ging'and
persuading (among other possibilities).

Finally, tag forms are construct;d from a S;I;npk form combmed with the |dmtlfying
part of an indirect form. The identifying part for most indirect forms:is the finite verb plus
subject {eg.. "Move it over, wou/d you?"), but in some cases it encompasses more (eg.,
"What's the answer, I'd like to know.). The lSA‘ férms that may have correséonding tag
forms can be characterized more specificalty ay frozen forms, zthﬁ whi& is defined in the
next subsection. For REQUESTS, the tag forms correspondm%ﬂ@ragatlve frozen ISA
forms. This is not, however, necessarily the case for other speech m Since 1 can give no
more precise specification of the ISA forms that have corresponding tig forms, this is left as
a problem for further research.

A separate category has been allotted for tags, since they may funcuon as an amalgam
of two forms. (For example, in many contexts "Hove over, would you?” has the brusqueness
of the simple form which is then softened mwmrw.the: hmmeﬁintroducﬂm of the
more humble "would you") A view which treats tag forms rnereiy as transformations of

indirect forms misses the dual nature of the mesuge am they: cairf ‘convey.
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7.2 The Speech Acts Conveyed

The next set of categories gives a way to talk about the speech act or acts conveyed
by an utterance. My first assumption is that some, but net all, utterances convey more than
one speech acfl These different speech acts will be-referred to as the forces of an utterance.
For the utterances that convey multiple speech acts, the largest number of such speech acts
that 1 have found in English s three. Utterances are therefore réferred to as either single-
force, double-force, or triple-force, and the three forces :will be called immediate, secondary,
- and tertiary. * The speech acts are called only: forces, since I wish to avoid appealing to
any notion of "meaning.” Although if pressed | would have to say that 1 sée all speech act
forces conveyed by the utterance as part of the meaning of the utterance, semantic
investigations are at too early a stage, | think, for a concrete definition of meaming.?’6

Examples of utterances that convey different ﬁumbers of forces‘arc easy to find. First,
utterances with only an immedi’at‘ev forcé include direct, simple forrﬁs. é.g., 518 (repeated
_ below) uttered with an fmmediate REO_UEST forée.’ An utterance with both immediate and
secondary force might be 54 uttered with an immediate ASk force corresponding to the
surface form and a secondary REQUEST force, Fmaﬂythemhempkszo v‘vhich may
be uttered with the intent to convey an immediate ASK, a secondary representative, and a
ferﬁary REQUEST force. | o

518 Close’the door.

5.4 - Are you able to close the door?
520 Must I tell you that it's cold in here?

35. My use of the term secondary differs from:its use in Searle {30} 1 hope that this will not
be a source of confusion.

36. See, however, Zwicky and Sadock [36] and Sadock [25) for important work in this area.
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To account for the different forces in these examples, let us hypothesize a mechanism
that applies the rules given in Section 6. (I postpone to Section 75:the issue of how to link
the statement of the condition in 520 with the particular action intended.) With this
hypothesized mechanism, immediate forces of ISAs are derivable directly from the wcface
form (or a semantic representation of it), secondary ferces are derived by one application of
the rules, and tertiary forces are derived by twe applications of the rules.

There are two basic difficulties with the mechanism: proposed, both of which are
famitiar from Section 5. First, recall Sadock’s observations that 51 {repeated below) is not an
indirect REQUEST.

51 Tell me if you can move over.

We need some way to block the assignment of tpree forces -- ﬁEQUEST of a tell, ASK, and
REQUEST of a move -- to 51. At the same time, it is necessary to preserve the possible -
triple-force reading of 522. The second diffkulcy with the proposed mechanism is
iltustrated by the examples repeated here: } |

55 Can you please close the door?

56 +Are you:able to please close the door?
With the mechanism proposed, both 55 and 56 would be produced in the same way, and
there is no way to account for their differing behavior with respect to plam

To take care of the first problem with the proposed mechamsm. wemust first amend
the rules given in Section 6. Fach rule must specify that the speech act form used must be a
simple one, that is, interrogative for ASK, dedlarative for the different representatives, and

imperative for REQUEST. For example, Rule 6.3 is now:



Rule 6.3 (for Pl-based preconditions):

Pl can convey a speech act indirectly by --

-- a simple form of a representative of the topic of a Pl-based precondition of the

speech act.
In addition to this change, the proposed mechanism must be limited to a s;ngle application
of the rules for all the ISA forms considered here except for one subclass. The only case
where double indirection, and hence the production of tertiav_ryﬂfgfgg, is gp?fqrmly possible is
a class that will be called type 3 implicit-action forms. 37 This class of ISA forms will be
discussed in Section 753, and in 754 consideration-is given to the question of why stich
double indirection should be possible for this class.

This- brings us to the second dfimcblty with the proposed mechanism.  The special
behavior iﬂustrated by 55 and 56 is one exampkof the typeoT phénomenon that the idea
of séeech act idioms attempts to account for. Although a relatitg!y: §wr‘na\lv|’\group of ISA
forms display such special behavior, they have received a great deal of attention in the
linguistics Iiteratlire. .Beéallse of a rather i'ntére‘s‘tin"g combination of characteristics, these
forms have been resistant to attempts to fit them it various thedretical frameworks. After
several different iterations 1 find that 1 come clse to subscribing to'the ‘concept of speech

act idioms. 1 feel, however, that Searle has made a convincing argument against the use of

ptarrnr

37. As ever, there are some borderline cases. Some mduemons on setondary forms do seem
to carry three forces, eg. "I'd like to know if you could drive us to 'the airport” (an
immediate STATE.*a secondary ASK, and a tertiary’ REQUEST). “The ‘examples | have

.found tend to be isolated, however, and they will be treited here as frozen fotms (see the
next subsection). The only uniformly productive class among those considered in this paper
are the type 2 implicit-action forms.



the term idiom. The next subsection, therefore, describes a slightly different class called

frozen IS A forms.

7.4. Frozen ISA Forms
I start the explication of frozen ISA forms with the intuition that the sentence in 71

can be uttered as a REQUEST -~ not an ASK and.a REQUEST, but simply a REQUEST.
71 Will you close the door?

The first time that | consciously thought about example 71, 'ujmk a fair amount of effort
for me to get to the literal speech act force (a question about a future action) Not all ISAs
are like this of course. An utterance such as 519, repeated below, seems to be primarily a

representative, and only secondarily a REQUEST
518 It’s cold in here.

In searching for the source of this intuition, I come to the fact that the ISA forms that
I want to call “frozen” can or do display special behavior uncharactetistic of the rest of the
surface form. 1 therefore define frozen forms as foflows:38

A frozen ISA form is an ISA form with an immediate force that does not correspond to
the surface form. For such an utterance, one or both of the following obtains:

38. It _would be nice if special intonational behavior were associated with indirect
interpretations of utterances. as well. The evidence, however, points to special
disambiguating intonations associated with some direct intewrmtlom of utterances. (See
Sag and Liberman [26]) Although this study reports a_ strong association between some
intonation contours and indirect interpretations, the intomations did not decisively
disambiguate indirect forms. :
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1. 1t can or does display syntactic behavior atypicat of the rest of the form.

2. 1t can or does display cooccurrence behavior atypical of the rest of the form.

This definition of frozen forms is almost a dnrect translauon of Sadock’s criteria for speech
act idioms into the framework that has been deve@ed Lhere39 (An addmon to thls
formulation, however, is proposed helow) Clause 2 above is illustrated by the special
cooccurrence properties of example 55 as‘comrasted with example 56 (uﬁeated"';m). |

55 Can you please close the door?

56 Are you able to'please close the door?
An example pointed out by Sadock that fits Clause I is 7.2, which is a 9assive form of ;I.I
above. R

7.2 Will the door be (:please) closed by you?

The REQUEST force in' 71 is; intuitively, more direct-than that-in 7.2. ‘Moreover, the
special cooccurrence properties of 71 are fost.
* The presence of please in 55 is not-an -isolatéd phenomenon, as Sadeck has pointed
out. Compare:
72 Please, will you close the door?
7.4 Will you please close the door?
75 Will you ¢loseé the door, pléase? -

76 Please, it's cold in here.
7.7 =1t's cold in here please.

39. Note that Sadock's "paraphrase” criterion ([24), chap. 5) has been omitted from the
frozen form definition. While the notion of a paraphtase is useful intaitively, | feel-that we
lack a refined understanding of what does, and does not, constitute a paraphrase of an
utterance. The notion of a paraphrase is therefore not yet a computationally useful one.
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Even where initial please is possible far secondary REQUESTS {eg., 76), Sadock points out
that uts sense-is slightly different. This use of please is more likely to appear in a
REOUEST that someone ‘top domg what he or she is elther about to do or currently
domg ln saddmon for many |mmed1ate REQUEST forms please may occur initially
without a pause. eg., o ) | » |

78 Ptéase u;m you close the door?

7.9 :Please it's cold in here.

The non-imperative forms that convey a REQUEST am taike pleasgfreelg inclinde
the indirect forms listed in Figure 71. Note, however, that not all cases are as clear-cut as
the examéies given. Consider: | | |

710 :Would you mind please picking up George at the airport?

TH ?Would you mind picking up George at the airpart please?

Thete are a -number ;)f these cases for which texminal please seems to be at least marginally
acceptable. This sort of gradual decay of a criterion, as. opposed. 10_a sharp cutoff, is a
famiiar phenomenon in linguistics. The: way.. that fmun,fo;m;havc bgen» defined,
however, it is not necessary that the frozen forms‘ for a speech act all display a stpd_c Lype of
special behavior or that, in this case, please occur freely k is enqugh that the form may |
display some syntactic or cooccurrence behavior atypical of the rzst of thc form |

Given the definition of frozen ISA forms, we can amend tht simple meChanlsm
hypothesized above. For each speech act, it appears that the set of frozen forms must be
represented by its extet.lsion. (This applies to the forms, of course, not to the set of the

individual- utterances) The set of patterns for frozen forms can be used to derive



immediate force, given the surface form of the utterance. For frozen forms, this process
occurs instead of the normal application of the general ISA rules.

This is an improvement, but the proposed mechanism is still not compvlete. Since
frozen forms have an immediate force that does not reflect the surface form, 1 must account
in some way for the response behavior discussed in Section 52. It will not do in general to
say that this response behavior results from ‘processing frozen forms as if they were not
frozen, eg., as if the REQUEST force for 71 were secondary. If this were done, we would
be at a loss to account for the special surface behavior such as the unexpected presence of
please in a non-imperative frozen REQUEST form.

The best answer, | think, lies in assuming that each frozen form pattern has
associated with it a pointer to the relevant general I1SA rule, particularized to a speech act
appropriate to the surface form. The pointer provides a potential interpretation of the
utterance, that may or may not be taken. Given this pointer, no information is lost, and
responses may be keyed off either the immediate force or the general ISA rule.40 Such a
pointer is needed only for frozen forms. In other cases, immediate force corresponds to
surface form, and key;ng responses off immediate force is equivalent to responding to
surface form.

As a final remark on frozen forms, note that they fall somewhere between Sadock’s

speech act idioms and Searle’s idiomatic but non-idiom forms. It is the addition of the

40. This treatment of the literal speech act force of a frozen form as only a potential force is
comparable to Morgan's notion of short-circuited implicature as it is applied to speech acts
[21]. Short-circuited implicatures are those whose “literal meaning is ’latent’ rather than the
basis for an inference.” The pointer to an 1SA rule proposed here for frozen forms appears
to combine information from the occasion and purpose slots in Morgan's scheme.
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pointer that distinguishes frozen ISA patterns from patterns of idioms. For these “true”
idioms, tl.ve literal interpretation of the form is totally lost in normal usage, eg., "How do you
do?” used in ‘an introduction exchange. For_ frozen forms, on the other Ipand. the pointer
makes a hteral interpretation accessible, if not always accessed. Whﬂ_e frozen forms are not
idioms, they are also not merely idiomatic, because, by virtue of possible “cross-over”
syntactic andfor cooccurrence behavior, they are atypical of the speech act that corresponds

to the surface form.

7.5. Explicit and Implicit Actions

We turn now to action-centered speech acts and consider the distinction between
actions named explicitly by Pl and those referred to only implicitly. Explicit forms are the
straightfor:vard case; example 5.18.(5Close the door.”) is a typical explicit form. Implicit-
- action forms. are relatively complex; at least three different varieties of implicit-action speech
act can be identified. In this subsection, | discuss implicit-action ISAs, taking each of the
three types in turn. Due to the complexity of the subject, matter, the account will be fairly
detailed.

Before plunging in, a word must be said about the relationship of implicit-action
ISAs to dialogue context. Implicit-action ISAs rely. heavily on-context. Pl is obliged to
frame an implicit-action ISA in such a way that P2 can uniquely identify the action, given
the context. Pl must take into account not only the context, but also PI's knowledge of P2's
model of the context. Dialogue context plays a progressively greater role for each of the

three implicit-action types that will be described here.
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Despité this heavy reliance on context, it appears that the difference between implicit-
action and explicit-action utterances in this réspeﬁt is basicaliy quantitative rather than
qualitative. Although more information must be supplied ﬁy éomexf for implicit-action
ISAs, the same types of knowledge are needed for both Vclassesvof utterance. This knowledge
is needed both to choose the correct interpretation for an utterance (e.g.»,”to distinguish
between direct and ndirect speech acts) and to round out the ’speéification of an action. See
Section 12 for a discussion of some of the knowledge sources that come into play for all types

of ISAs, including both implicit- and explicit-action forms.

751 Must you smoke?

We start with type | implicit-action forms, those for which the action is determinable
from a combination of the choice of indirect utterance form and the action named.
REQUESTs do not seem to have any frozen forms of this type, but there is a pattern with a

secondary REQUEST force, 7.12.
712 Must you <action>?

Paraphrases of 712, eg, "Do you have to <action>?" are also type 1. The use of 712
indicates that a stopping or av?ﬁding action is desired, and in particular the action to bé
stopped or avoided is the one named. For example, "Must you talk so loud?” is a request
for either the impliéit action "Stop tatking so loud” or "Aveid talking so foud "

Example 712 and its paraphrases can be accounted for by the following rule:
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Rute 7.:41 ,
Pl may ASK about Pi’s obligation to perform an action
: -~ instead of -

making a REOU EST by ASKing whether P2 can stop or avoid the action.

(Rule 6.5 acting on REQUEST precondition I1.)
Rule 71, and the other rules that wnll be g:ven for |mplicu actlons, represents a link bctween
an ISA patth (the fmt half) and elther a snmple formor a pattem produced by one of the
general rules from Section 6 (the second half) °2 | |

Example 712 and its paraphrases are the only type 1 implicit-action REQUESTs that
I have found, but we have the SUGGEST forms "Wﬁy not <action>?" and "Why <action>?"
For these forms, the suggestion is "do <action>" and "stop or avoid <action>”, respectively:

The important feature of Rule 71 and the other rules in this, class is that the choices
of intended action (stopping or avoiding the action) are listed explicitly in the rule. Context
plays a role in. determining which of the two was intended by P, but the operation. for '

determining the implicit action is a choice, not an open-ended search.

~75.2. Can you reach the salt?
For the next implicit-action form, type 2, Pl has some action in mind but the implicit

action is not determinable from surface form alone. Type 2 impﬁcit-éctim forms name

41. Earlier versions of Rule 71 and the other rules for implicit-action forms explicitly stated
that the action intended by: Pl skautd be clear 10 P2 from. context.. | now. believe, however,
that this condition is part of the more general constraint to avoid ambiguity, which applies
to direct as well as;indirect speech acts; (See ‘Section: 6.k) Jt i3 therefore net pecessary to
restate the principle in each implicit-action rule.

42. Note that Rule 71 is explicitly tied to REQUESTS. It is not clear that implicit-action
rules need to be tied so closely to individual speech acts. 1 have found some rules shared by
pairs of action-centered speech acts, but further investigation in this area is needed.



some component of the implicit action, and the implicit action is determinable from
knowledge of the structure of actions plus knowledge about the context of the utterance.
Context is necessary because the.action component named may be associated with more than
one action. |

More specifically, for a definition of component 1 draw on the model of actions
introduced in Section 4. A component is either a state that is a ﬁgnquisite of the implicit
action, a PRINCIPAL-RESULT of the action, one of tﬁe action’s semantic input cases, or a

subacnon.“

In this subsection, we examine rules based on each of the four types of
component.
We start with a type 2 rule based on prerequisites:
Rule 7.2:
Pl may ASK about or utter a representative about a stative prerequisite of an action
where P2 is in some way a participant in the state
-- instead of --
makmg a REQUEST by ASKing about or uttering a representative about whether

2 can take responsibility for carrying out the action.
(Rules 6.5 and 6.6 acting on REQUEST precondition 1)

Rule 7.2 can be illustrated by an exampte of Searle’s, the use of 7.13 to convey a REQUEST.
713 Can you reach the salt?

Here, the implicit action is that P2 pass the salt (either to Pl or to someone else clearly

identifiable from the situational context). Instead of naming the action explicitly, Pl names

43. The subactions that can be used in type 2 amphcst action forms appear to be restricted to
standard path steps (as defined in Section 4). S
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a stative prerequisite of the action. Note that naming 2 stative prerequisite does not always
imply the action. One may ask “Is:the sak-n.e,at you?" or "Can you reach the sak?” for "Can
you pass the salt?” but 714 or 715 de not imply 716 or 717 in response to a request to
descr.ibe the dinner:

714 The salt was near Harry.
715 Harry was able to reach the salt.
116 Harry passed the salt,.
717 Harry was able to pass the salt.
718 1 asked for the sak and-Harry was able to reach it.

Example 718 does imply that Harrry passe& the saft but on!y becausc the ;;peech act context
was reported. Thus, the action implied is a property of the particular speech act context
and not a property of the nature of stative prerequmtes alone |

Turning from prerequisites, the next component type is the PRINCIPAL-RESULT.

Two rules are of mtereq here:

Rule 7.3:
Pl may utter a representatiwe about a desite or needt4 -
for a state or object that is the PRINCIPAL-RESULT of some action, where the
desire or need is PI's or occurs for someone Pl is empowered to speak for,
o evinstead-of te
makmg a REQU EST by uttermg a representative about a ccmparable desire or need
for P2 to take responsibility for carrying out the action.
(Rule 6.3 acting on REQUEST precondition 1)

Rule 7.4:
Pl may ASK whether the PRINC!PAL RESULT of a desired action obtains
-~ instead of -- T e
making a REQUEST by ASKing whether the desired acuon has been done.
(Rule 6.1, Clause iv)

44. Desire and need together are equivalent to want as 1 have been using it. | used
"desire or need” here to-make the rule read smmth!y but thisphnse can be- rcpbcad by
want without changing the sense of the rule.
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An utterance related to Rule 7.3 is 719, which has an immediate REQUEST force.
7.19 1 want this room clean when [ come back, please.

This example iflustrates a property of those implicit-action forms rthat involve a
PRINCIPAL-RESULT. In uttering 719, PI may or may not have a particular action in
mind. On the one hand, Pl may want P2 to call the cleaning service, a particular action.
On thé other hand, Pl may wish to convey only a desire that P2 find some way to achieve
the general goal “get the room clean.” In this second case, Pl leaves the choice of a
particular action to P2. Note that | will still consider this second use of 7.19 to have a single
implicit action (eg., "get the room clean”), keeping in mind, however, that the action is
specified only in a general way.

Moving on to the next PRINCIPAL-RESULT rule, Rule 7.4 is similar to 7.3,
producing REQUESTSs such as 7.20. An explicit-action ISA that corresponds to 7.20 is 7.2,
which is based on Rule 6.1, Clause (iv).

720 Do you have the letter?

721 Did you pick up the letter?

The component relationship should be clear in this pair of examples: having a physical
object is the PRINCIPAL-RESULT of a pick-up-physical-object method. In turn, the
picking up action done is the principal intended effect of an unuttered REQUEST.

We come now to the third componential relationship, semantic input cases of actions

named. An example utterance is 7.22, spoken as a REQUEST that Pl light P2's cigarette.ﬂ’

45. If, on the other hand, 7.22 is uttered as a REQUEST to give Pl a match (or matches)
then | would consider the relationship invoived to be prerequisite and the utterance to be
derivable from Rule 7.2.



722 Do you have a match?

Here, matches are one possible INSTRUMENT in a light-cigarette method. Thus, we get
the following rule:
Rule 75:
Pl may ASK whether P2 has <item that fills an INSTRUMENT slot>
-~ instead of --

making a REQUEST by ASKing whether P2 has <item that fl"S an INSTRUMENT

slot> for/to <action> f

(Rule 6.10 acting on the INSTRUMENT case)
It is not clear to me what other semantic cases may appear in-type 2 implicit-action forms.
Certainly, type 2 ISAs based on semantic input cases are similar 40 the explicit-action- forms
discussed in Section 6.3.2. It appears, however, that type 2 implicit-actions are derived from
a mare limited set of semantic cases.  This is a question that | leave to further research.

-This brings us to the fourth, and final, type of component; subactions. An example is
7.23, which in the proper context REQUESTs not only a transfer :but also a creation action

(i.e. write the program).

723 Give me a program that builds an arch.

Creation actions bring a new object, either pﬁysical or mental, into existence, and creation
actions performed for someone else hav? a transfer step neir the eﬁd of the standard
path(s). In this transfer .s(ep, the AGENT of the ﬁction transfersb .control of the object that is
in the PRINCIPAL-RESULT to the BENEFICIARY. Thts tﬁnsfer subaction may be

named instead of the creation action in a type 2 implicit-action REQUEST.
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To summarize what has been said about type 2 forms, we can say that these forms are
recognizable with reference to general knowledge about the components of different actions.
Components are the prerequisites, PRINCIPAL-RESULTs, semantic input cases, and
subactions described in Section 4. Type 2 implicit-action rules include some that apply to

actions in general and some that apply to specific classes of actions.

752 1t's cold in here.

Finally, we come to type 3 implicit-action forms. Type 3 forms are those in which a
state or action named constitutes a basis for the implicit action. The notion of a basis for
action will be discussed further below. A standard example of type 3 forms found in the

literature is 5.19, repeated below, used as a REQUEST to close the door.
K19 It's cold in here,

The rule that characterizes type 3 implicit-action forms for REQUESTs can be stated

informally as follows:

Rule 76:
Pl may utter a representative about a basis for action where
Pl wants P2 to take responsibility for carrying out an action that remedies an
undesirable statet6
(This state constitutes the basis for action or has a special relationship to it. More
specifically, the state is "SI" in the definition of a basis for action, below.)

46. In uttering a REQUEST derived from Rule 76, Pl reflects a desire to remedy an
undesirable state. Thus, the negation of the undesirable state is a PRINCIPAL-
RESULT desired by PL In the last subsection, 1 said that implicit-action forms
involving a PRINCIPAL-RESULT could be uttered with or without a particular action
in mind. We see this quite clearly for utterances derived from Rule 76, as evidenced by
the following common sort of ambiguity: Pl “It’s cold in here." P2: "What do you want
me to do about it?>" Pl "I don't care. Just do something.”
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-- instead of --
making a REQUEST by uttering a representative about Pl's desire or need for the

action.
(Rule 63 acting.on REQUEST precondition 1.)

A basis for action may be defined as follows:

i. a state (S1) that is undesirable
either:

because it is in conflict with some goal in the context (from the local context to the
very general “social context”) '

or
because when St is combiried with other states-in the context it results in a state
2, where S2 is in conflict with some goal, as above
ii. a symptom of S|
Here, a symptom is a state S3 that typically coexists with Si, where when S3 occurs one
is warranted to check whether Sl obtains.
iti. a signal for Si
A signal is the commanication step of a process-that is set up to moniter something
else - eg., another process, a physical location, etc. - for the-existence of some state.
This is quite a bit of material; some examples may-help to clarify the definition. First,
example 519 above can be thought of as reporting a state that is in direct conflict with the
goal of maintaining a comfortable temperature (part (i) of the definition). This type of

basis for action can be used as an answer to a why-question asked by a non-participant in
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the speech act, eg. 12447
724 Pl: Why did you close the door?
P2: Because it was cold in here.
An example of a symptom used as a basis for action is the following:

125 The cake is beginning to smell.

A cake smelling is a symptom of its being done. The fact that the cake is in the oven (a
contextual state) combined with the fact that the cake is done can result in a burned-cake
state, which is generally in conflict with thé goal of baking a cake 38 Two remarks can be
made here. First, while this sort of analysis of states can always be done, at least in many
cases | do not believe that it must be done in order to recognize an-1SA. -1 will expand on
this point below. Second, note that a2 symptom need not m‘mﬁe a;1'~ unp;ésant situation, as
7.25 illustrates.

Finally, we come to signals, an example of which is 7.26.

726 The buzzer went off.

The oven buzzer could be a signal for the fact that the cake is done, and, by a chain of
states similar to that for 7.26, this state could lead to:a conflict with the goal of having an

edible cake.

47. T-specify non-participant here because | suspect that, if the question in 7.24 is asked by
the participant making the REQUEST, then the preferred answer is something like
"Because you told me to.”

48. This combination of states exemplifies the second half of part (i) of the basis for action
definition.
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There is still more to be said about the notion of a basis for action. In particular,
there is the question of how a basis for action can be »rdatéd’&o the general. structure of
actions developed in Section 4. Since the answef to fhis qucsﬁon involves quite a bit of
additional detail, it appears in Appendix D. This permits us to move directly to a

discussion of the special properties of type 3 forms.

7.5.4. Special Properties of Type 3 Implicit-Action Forms

In:Section 7.3 | observed that the type 3 implicit-action class constitutes an exception
to. the single indirection limit. In addition to this, there is another property displayed by
type 3 forms. Compare: |

-7.27 Get me a cup:of coffee, and I'd like something to at, please.

7.28 Get me a cup of coffee, and do you have any pie?

7.29 :Get me a cup of coffee, and 'm bungry:
Example 7.27 shows a frozen REQUEST form conjoined with a simple form, and e#amble
7.28 contains a type-2 implicit-action form accounted for by Rule 7.2. (Not all type 2 implicit-
action forms are as acceptable as 7.28, but all that I have Iooked at are at least marginally
acceptable when conjoined in this way) Finally, 7.29- shows a type 3 implicit-action
REQUEST that cannot be successfully-conjoined with the simple form. It appears that. type
3 implicit-action REQUEST .are the only sort of REQUEST forms that may net be
conjoined with simple forms. |

The uniform possibility of double indirection and the special conjunction behavior
support the treatment of type 3 forms as aseparae class. We still, however, need an

explanation of why such behavior should be exhibited by type 3 forms at all. While 1



cannot answer this question in detail, 1 suggest an account based on the degree of
independence of the speech act forces of an utterance.

For type' 3 forms, the message conveyed by the répresentative speech act force is
relatively independent of the action-centered speech act force. The immediate force of a
type 2 implicit-action form, for example, names a component of the implicit action, which is a
close relationship. In contrast, the “basis for action™ relationship in type 3 forms is one in
which the state or action ‘named is more separate and -on a. mose equal footing with the
implicit action (see Appendix D). -

To the extent that a speech act force is independent it can be seen as carrying its own
separate message. The message conveyed by a representative force of a type 3 ISA is
apparently separate enough that it merits the possibility of the additional modulation
afforded by indirection. Similarly, the representative message of ‘a ‘type 3 form is
.independem enough of the other force(s) that, when conjoined with a type 3 action-centered
form, the representative force compeies with the action-centered force for a place in the
semantic interpretation of the conjunction. (The difficulty here is that simple repre;eﬁtatives
do not normally coﬁjoin with simple action-cente‘red speech act;.) | o

Type 3 forms, then, exhibit special surface bch;vior. 1 suggest an expﬁnation of this
behavior based on semantic properties used to define ISA classes. The explanation apéeais

to a notion of the degree of independence between the speech act forces of an utterance.
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76. Summary: Implications for the General ISA Rules

The categories given divide utterance forms. into direct, indirect, and tag. Utterances
are said to be single-, double:, or triple-force, and a given speech act may appear as the
immediate, secondary, ar tertiary force of the utterance. Frozen ;lSA_fom; are;thoscforms
whose immediate force differs from the speech act in a literal interpretation of the surface
form of the utterance. REQUEST forms (and these of other. action-genteged speech acts)
specify actions either exphicitly or impl&ckly.iaéd implicit-action forms are further classified
into three types. Implicit-action forms are distinguished according to. whether the intended
action is derivable using surface form{type 1), whether it:is named by a component of a
method associated withr the action (type 2), or whether a “basis for action” is appuled‘ to
(type 3).

The impact of this taxonomy on the general ISA rules (Rules. 6.1 to 610 from Section .

6) can be summarized as follows:

Additions
1. The general ISA rules are augmented by imhlicit-action rules as described in Section 75.
2. The general ISA rules are ‘augmer‘ned by a set of frozen form pattems as described in

Section 7.4.

Limitations
1. The general I1SA rules are amended to permit only simple speech act forms as discussed in
Section 7.3.

2. The general ISA rules are applied once only, except as noted below.
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Production of Forces

Immediate Force
Frozen ISA Forms: produced by a combination of implicit-action rules as necessary

and the patterns for frozen forms

Others: directly derivable from a combination of implicit-action rules as necessary and
the surface form of the utterance
Secondary Force

All ISAs other than frozen forms have a secondary force derivable by a combination
of implicit-action rules as necessary plus one application of the general ISA rules.

Tertiary Force
Of the forms examined here, only type 3 implicit-action forms (uniformly) may carry a

tertiary force. This force is derivable by a combination of the type 3 implicit-action
rules plus two applications of the general ISA rules.
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PART 2

COMPUTATIONAL IMPLICATIONS
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8. Compintational Perspectives on ISAs

8.1. Drawing Computational Implications from the ISA Categorization

The first part of this paper developed a characteriz.ation of indirect speech acts and
justified it with traditional (non-computational) sorts of linguistic érgu&ténts. Now, in Part
2 some of the computational implitationS of this ISA' ‘categoriiatiohéwivll be considered. The
main point of Part 2 is that the distinctions madé in !I’:a'rl | between 1SA types occur at
precisely the places where computational processeﬁ should be disﬁnguish'ed.

The computational implications that 1 wish td'e:kplo'ré will be prest‘m:ted in the context
of a précess model for ISA recognition. 9 That is t‘oisay, 1 wiil be concerned with feiating
utterances to an appropriate underlyi.ng represéntation. The fo!bwing‘:t‘wo questions will,

|

together, provide a focus for Part 2:

I. Given an utterance form, how can one represent, in a computationally uscful way,
the possible speech acts it can realize?

2. How can the system for characterizing ISAs from Part | be related to a view of
recognition as essentially a path-building process? The paths in question are links
between the speech acts conveyed by an utterance and nodes on a tree rcprescming '
the events of the dialogue. (This view will be deyeloped in Section 9.

49. I use the word recognition rather.than undersmnding to emphasize the importance that
expectations will play in the process model; see Section 11. Note that only recognition will be
‘considered here, |.see generation as at once an easier and a more. difficult problem. On the
one hand, the speaker is spared some of the problems of ambiguity and incomplete
knowledge about what is said, making the generatign. process simples. On the other hand,
the generation process is complicated by a need to take the recognition process of the hearer
into account, to avoid ambiguity when this is necessary or desirable.
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For the answer to the first question, I draw on the distinctions from Part R
Depending on category, the model will use explicit lists of realization patterns or rules at
various levels of generality.

In answering Question 2, I will be concemed with the type and number of paths to be
constructed for each utterance form. The immgdiatelsecéndarylteni;iy distinction from
Section 7'! is seen as directly affecting this ques,t.ion.‘with.v one path built for each force.
~ Anather factor here is the direction iﬁ which paths afevconestructed; choice of direction has
an impact on the representation of ISA forms. | | -

Although these questions were stated separa;g!y, they a::e actually strongly interrelated.
Acc‘ord‘ingly‘. after a ggneral discussion of recoghition in Section 9 I discuss the questions
together in Sections 10 and 1 and go on to Iook at somc aspects of thg role of context in
Section 12. Note .lhat the answers to the two qt.xcstionsb are not intended to bc complete. In
no sense am | attempting to present a full computational modet of ISA recognition. 1 have
concentrated on what | see as the more i'mpomnt‘comfmmi&lﬂ fmplicatms of the theory
presented in Part |, with the hope that the ISA r_ecogpiti@ scheme outlined in Part 2 will
eventually form the basis of a more complete vc‘om?iymmﬂv modd -

Every effort ‘has been made to make ﬂne  discussion  of - lsA recognition
tmpleﬁventation-independent. It is worth mentioning, however, that parts of the model have
been implemented in a system described in [3]1 This system, called Susie Software, was
designed as a prototype dialogue module for an automatic programming system: While' the
s’ystém‘s'd;eﬁugge& behavior was limited to a twenty ﬁne‘dhﬁgw (pins some close variants),

it is fair to say that the implementation did nothing to disconfirm the modef presented here.
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The implementation process did, however, reflect negatively on some earlier versions of the

model, and in that sense it was an important exercise.

82. A Look at Related Work in Dialogue Modelling

Before plunging in, it may be useful to see where the appro;ch to dialogue (and ISA)
recognition that 1 am advocating fits in with other recent work on dialogue. 1 start with the
OWL-1 representation of actions discussed in Section 4.

OWIL.-1 methods represent chunks of knowledge in the traditi‘on‘ of Minsky's frames
{19] and Schank and Abelson’s scripts [27], and as such they should be familiar types of
structures. Both of these approaches qrgg‘gared to representing common sense knowledge,
framés primarily from the point of view of visual knowledge and scripts from the point of
view of social actions. Although Minsky does discuss the application of frames to language
understanding, he does not address the speci’a_ly prgplems p‘osed“by djg}qgue, where language
generation and recognition are intimately related. Schank and Abelson’s focus on social
actions brings th’emr closer to problems of dialogue, but their representational scheme is quite
diffgrent from the one adopted here. Sc‘_r’iptsrare built from a smai! set g_f primitive a;tions,
in contrast to the open-ended set of actions use§ in the OWL-1 methods. .Despite the
differences, the three approaches have one very important point in common. Al three focus
on chunks of knowledge whose ‘in;errela,t?mstpﬁpsv are used to form expectations to guide
recognition processing. 'fhis idea plays a central role in the framework described here.

. Of the specifically language-related resgarcfn.four efforts are eséeciglly rﬁkvant here.

The first is work by Grosz [8){12), who focussed attention on the importance of task
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knowledge for dialogue. A semantic network was used to répresent the structure of tasks
such as assembing an air compressor, and diabguer utterances were interpréted with respect
to this task knowledge. Using this approach, Grosz has been able to develop important
ihsights on reference and pmnominalizatibn. | . |

Although Grosz's work shows how task knowledge affects dialoéﬁé. there is no
explicit model of more general dialogue knowledge. One early effort ttr)kre’presem both
linguistic and non-linguistic actions (mifofniiy was that of Bruce [5] The OWl.-] dialoghe
méthod is quite close to Bruce's social action pafadigm. in that both are centered on
semantic cases and both were developed with an cyé to iiicorporating speech acts. The
primary representational differencé is the distinction made in OW11 methods between
standard and recovery paths (Section 4), which has important I’mpiicatibns for processing as
well as for representation.

Bruce's approach, then, points the way to an integhtion of linguistic and non-
'Iinguistic knowledge in a single represemition scheme. There is stifl the problem, however,
of showing how such general rcpresematiom; apply to pa‘\rticuhr“simavtioﬁs. (in (51 Bruce
discusses the use of social action para&igms for story understanding but not for diabgue.)

A group that has worked on a mechanism for relating representations to individual
dialogues is Moore, Levin, and Mann (see [20]). Their work is spcifically diébgde-reiated.
and their representations for what they call diclogue games are splritﬁai cousins to Bruce's
social action paradigms and to OWl-I dialogue methods. The major difference is in the
approach to control structure; general dialogue giﬁe structures are refated to particular

dialogues by a group of processors that work independeﬁtl’y and in parallel (161 In contrast,
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the design that will be discussed in Section 9 and Section 1} has a highly centralized control
structure where every effort has been made to identify limited sets of information necessary
for each choice. This means that an attempt has been made to limit searches gnd match
attempts by structuring information so that the system knaws where to look for its
information. To an extent, this view is influenced by the current serial machine
architectures, but | suspect that the more structure we can idenfify in knowledge -- both
linguistic and non-linguistic -- the mo;e successfﬁl Qill be our models.

Another group that Has‘been concérﬁed with‘ both representatién and mechanism for
dialogue 1s Cohen, Perrault, and Allen (Cohen Q[Sél;‘;l»’efraﬂult et al. [é?]). vThey have been
interested in specifyi/nglé general, inference-based‘ tﬁ;chanisfn for choosing and recﬁgnizing
- speech acts, given the facts of a situation and the goals of the speaker. Speech act
generation is viewed as a general planning problem, and recdgition is viewed as a plan-
recognition problem. This approach differs from more strongly expectation-based
apprqaches. which include the other efforts described here as well as the one to be
presented.

Within this plan-recognition framework, the work that is of most relevance for us
here is that of Allen [I] who concentrates on ISA recognition. Of the three theories
discussed in Section 5 Allen's framework is closest to that of Searle. The model that Allen
presents uses a general inference mechanism to identify speech act forces beyond what I am
calling here the immediate force. The inference mechanism uses knowledge about the
structure of actions, as well as knowledge about the planning process. As noted above in

Section 6.5, such a general appfoach is probably necessary for handling some types of ISAs.
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My claim, however, is that, for a farge class of ISAs, lherg.is knowledge that can be
exploited to avoid deriving a form “from scratch” ‘each time- it is:recognized.. The design
discussed here relies heavily on predigested: information associated: with' ISA -patterns.. This
allows more aggregated operations, so that one opesation may correspond to a segment
containing several inferences in Allen’s system. --

ch) sum‘ up, the approach thatbwnlulb Abe gtalger;\élve; a céﬁ;rai posmoﬁ to expectations in
the recognition process. It recogmzes the Vlmportance of task knowledge in framing these
expectations, integrating thls knowledgé in w:th lmgulsnc knowledge in a umform
reprecentauon Efforts have been made to consoladate control structure where possible, and

an attempt has been made to tailor operations to different categoties of ISAs, in order to

exploit knowledge that we have about them.



123

9. A Framework for Recognition Processing

The recognition process for ISAs cannot be discussed outside of a general model of
recognition. In Section 91 | briefly discuss the system configuration I am presupposing, and

in Section 9.2 1 go on to recast recognition as a path-building process.

91. A System Configuration for Recognition

In this ;ection. I discuss only those aspects of recognition that are required for the
discussion of ISA recognition. Figure 9.1 shows the recognition processing configuration
that the ISA model assumes 0 Many aspects of the configuration in Figure 91 are
influenced by the wish to model dialogue as, e;sent;ally, the execution of OWI.-I methods.
This means that a knowledge base is needed: to ‘hold the methad library. (among other
information), a knowledge base processor is needed to maintain it, and a method interpretér

is needed to move from step to step and invoke and terminate methods.

Knowledpe Base and Knowledge Base Maintenance

The Knowledge Base contains concepts, the basic unit of OWL-1, and structures built
out of these concepts. These structures include OWL-I met‘hog‘zs to represent processing

knowledge as well as descriptive structures for classes of static concepts {eg. substantives

such as toy blocks or computer consales). The Knowledge Base Maintenance facility needs

50. Figure 9.1 has many points in' common With the: OWL-1 implemenitation. done at the
M.LT. Laboratory for Computer Science by William A. Martin, Lowell Hawkinson, William
Long. William Swartout, Alexander Sunguroff, and the author. That system contained
running examples of everything in 9.1 except the English Front End.
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USER

ENGLISH FRONT END

)

REFERENCE MATCHER

|

METHOD INTERPRETER

' CARRY-OUT RECOGNI ZE

ASSUME

EVALUATE

|

I;NUNLEDGE BASE MAINTENANCE

- s -
- o

KNOWLEDGE BASE EVENT TREE

Figure 9.1. The recognition system assumed
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the ability to add new concepts and structures to the Knowledge Base and to modify old

ones.

Interpreter

It is the Interpreter's job to “execute” method steps to generate and recognize
utterances in the dialogue. If request-and-respond, ask-and-answer and the other dialogue
methods are speaker independent, then it is up to the interpretation process to determine
whether a particular utterance is to be generated or recognized. There are, in fact, three
possible modes of intorpretationf" for a step in a dialogue method:

. Carry out the step (eg, ask a quesnoh). In dialogue, the most important role of

Carry-out is to generate utterances, but it is also used to execute "mental” actions.

2. Recognize that a step has happened (eg. that an answer to your question has been
given).

3. Assume that a step has happened (eg. if your conversational partner gave the

answer, then he or she had to perform the mental process of finding the answer first.)
A set of simple rules is adequate in most cases to determine the mode of a step from the
semantic input case settings in the procedure call 32

In order to introduce other system modules, | will expand on the Imerpreter's Carry-

51. Throughout Part 2 of this paper, the words interpret and interpretation -will be used to
indicate the interpretation of methods. The meaning of interpret found in natural language
interpretation (as opposed to natural language generation) will be conveyed by recognize.

52. Semantic input cases were discussed in Section 4. In some conversational settings it is
ambiguous whether, say, recognition or merely assumption should occur next. "Constructed”
dialogue environments can avoid this problem by .careful. design. . In other dialogue
environments, clarifying discussion can often be used to determine the currect mode in an
ambiguous situation.
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out mode. (Recognition mode is discussed further in the next subsection.) Stative steps (eg.
results) are handled in Carry-out mode by simply asserting them into the Knowledge Base.
The handling of non-stative method steps is more comple;c. Given a non-stative step,
Carry-out first evaluates it with respect to the current enyironment. (Evaluate is discussed
beloor.)LThis evaluated step is then treated asa orocedurc coﬂ and matched against known
methods to find appropnate subprocedures Resmcuons on what can ﬁll each mput case
associated wlth a method are used in this matchmg process The use of the evaiuatcd call

means that the choice of a method is heawly influenced by the progress of the daalogue to

date.

Evaluate

OWi.-1 forms are a combination of regular concepts and variables. The module
Evaluate takes these forms and looks up and binds approprmc values of the variables. °
‘The evatuation process is always done with respect to:some environment, for example when

a call is evaluated with respect to the current dialogue environment before the search for a

method to carry it out.

English Front End and Refevénce Matcher

The English Front End consists of morphological and parsing modules for typed

input and includes additional sigrial processing idules for spoken input. The Reference
Matcher is not limited to resolving noun groap references; instead, the ‘entire utterance is
seen as referring to semantic structures, and rhe task of the thﬁfm Matcher is to idemify

these concepts. Th:s ldenuﬁcamon pmcess an’ either be dme by composmg new
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representations, by verifying that the utterance matches an expected representation, or by
some combination of the two. Note that the arrows in Figures 9.1 and 9.2 are intended to
mark the dominant flow of control. Some interaction with adjacent modules is expected for
both the Front End and Reference Matcher.

For our purposes here, it is the output of the Front End and the Reference Matcher,
rathér than their internal operations, which is of interest. The representation that we need
from the Front End will be called surface semantic representaiion. so-named because its
elements are semantic structures but its form coriesponds closely to tﬁ’e surface English of
the utterance. The Reference Matcher takes this representation as input and produces as
output Interpreter level representation, the semantic |;ﬁguage ‘used by the Interpreter.
Figure 92 illustrates the sorts of representations that 1 am assu’ﬁirg. The lexical items
correspond to OWL-1 concepts. Parentheses are used to establish grouping relationships;
they have no relation at all to LISP parentheses. The primaryndifferences between the
representations in Figure 9.2 is that, where possible, referent-identification and semantic case
assignments have been made in the Interpreter level representation. Further details of the

representations assumed are given in Appendix E.

Event Tree

The Event Tree is buik by the Interpreter as a record of methods executed in the
course of a dialogue. In this regard, the Event Tree can be thought of as intermediate term
memory, used to record the current dialogue and organized chronologically. Past events are
not removed from the tree; so that they are -available for: inspection; question answering,

resumption (in the case of uncompleted events), etc.
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Can you pass the sait?
l< Surface Semantic Representation:

((SAY INTERROGATIVE)
(CAN
((PASS (SALT THE))
(SUBJECT YOU))
(SUBJECT YOU)) ‘

l Interpreter Level Representation
[(ASK v i
(WHETHER
(CAN :
[(PASS SALT-I)
AGENT: P2
DESTINATION: Pi]
AGENT: P2}
AGENT: Pl
DESTINATION: P2)
- Figore 9.2  Example representations-for an utterance that conveys (only)
an ASK.
It is to the branches of the Event Tree that | am referring when 1 speak of
. recognition as a “path-building” process. The branches of the Event Tree correspond to
substeps of methods. Figure 93 is a very simple example of an Event Tree configuration
for a computer console session environment in which a question is asked by the user and
answered by the system. Note that each node on a branch either has a subpart relationship
with its superior (eg., ASK and ask-and-answer) or it Is a' mere specific description than its
superior {(eg. "find out seme information™ .and ask-and-answer). - Surface ‘semantic

representations of ‘uiterances do not appear as- separate nodes on the: tree, but they are

instead associated: with the speech- act node. The association between surface semantic
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representation and event node corresponds to the relationship between ISA and speech act.
Note that the example in Figure 93 is quite a bit simpler than mest. Once a dialogue gets
underway there are typically many levels of subcails on the E‘vent Tree,branchesi53

Two of the speech acts in Figure 9.3 have not been introduced prev.iously. The first,
STATE, is a representative that conveys what Pl believes to be a fact. Quite a bit must be
said in order to adequately define the notion of a "fact” but | apbeﬂ instead to the reader’s
intuition. The other new speech act, ACKNOWLEDGE, is also a 3epr§semative that

conveys information about PI's status with respect to the dialogue. It is a sort of marker,

indicating that Pl has completed a step in the dialogue and is ready to continue.

9.2. The Event Tree and Recognition Mode

This section contains a very condensed outline of the recognition process that 1 am
advocating, which 1 have characterized as .a 'path?bﬁilding process.” Although the
information content of this section:is denise, everything relates to a single major point. This
point is that path building is a pro;;ss’i.?hat occurs in an environment of incomplete

knowledge, so that it is computationally important in what direction path building is

53. There.is another way-in which the treatment described is a simplification. In many
dialogue situations, utterances -occus whose motivatioms :are learned only later. These
motivations could have an effect on the choice of some:of the higher level nodes on the
Event Tree path of the original utterance. (The level of concern here is the “get some
information™ node in Figure 92) The usual options are available to the system builder:
attaching a path to the tree can be deferred until further information is available, the
system can guess and back up, or minimal commitments can be made (eg., “get some
information” can be chosen temporarily as a motivation). . If the last alternative: is chasen,
the descriptions on the event path can be refined as more information comes in. For the
dialogue modelling task, this third alternative is probably the most suitable in general. This
approach avoids problems of non-uniform:representation: that ecour when attachments: are
delayed, and it avoids the need to undo premature and erroneous commitments that may
- occur with a guess and back up strategy.
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participate in a console session
agent: Pl (the computer system)
co-agent: P2 (the user)

get some information

ask-and-answer a question

ASK a question
agent: P2
destination: Pl
]
decide whether to answer
-agent: Pl

find the answer

agent: P1.
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STATE the answer ACKNOWLEDGE the answer
igaﬂ.’f" R agm:‘Pz R
- destination: P2 - “destination: 1’

) ]
“"What time is it?" "10:05 AM.” “Than

Figure 93 An Event Tree configuration with paths for a questionfanswer. exchange.
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attempted. 1 outline here a shggested approach based on a distinction between utterance
types.

Recall that methods #re being used to model a task-oriented dialogue from the point
of view of one of the participants (say, P}) so that some method steps correspond to all or
part of the underlying form of génerat,ed utterances and some provide undérlying forms for
utterances that are recognized. Once Pl uses a method step to geﬁerate an utterance we can
identify a set of patterns that are highly likely as underlying forms of the response by the
other participant P2, given that the dialogue continues along the same lines. This set of
patterns includes the possible active successor steps to the generated step, the lead-ins (i.e.
first step executed in recognition mode) to ltekov,ery.paths related to the generated step, or
lead-ins to recovery paths related to its successor steps. (Recovery paths were introduced in
Section 4.) Here, active is used to rule out strictly conceptual steps such as thinking of an
answer. Since P2 need not respond only to PI’s goals, | include two. other types of pattern,
initiator and metadiscussion. Initiators are utterances that start off new, independent tasks
(as opposed to substeps -of tasks currently underway). Metadiscussign utterances are about
the dialogue rather than strictly step-derived. They tend to clarify. or ct;énge the flow of
the dialogue. (For more on these different types of utterances, see Brown [4]) The different
patterns corresponding to the different types of: utterances. will be called structural

expectations. 3 Structural expectations developed from the current conflguratlon of the

54. The term structure is used here for what others might call the syntax of dialogue. Many
"structural® phenomena are semantic in flavor (although they do not necessarily vary
according to the specific semantic domain), and the use of the term syntax might be
misleading For example, the fact that questions get answers can be called “dialogue
syntactic;” however, the-fact, that:agswers may have associated stipulations ("Yes, if. Y or

qualifications ("Yes, but..") begins 1o streich the term syntactic. The expectations generated
from methods and the general task environment are therefore refer(ed to as structuxal '
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Event Tree can be viewed as "on deck”, waiting to participate in the matching process.
When a match against a structural expectation is successful, a path of dialogue events is
created, hinking nodes for utterances to expectations. “This:path is attacved as a branch on
the Event Tree (of this, more below).

Figure 9.4 illustrates theAnotion of a structural expectation, again' with the simple
example of a question asked in a console session environment. This time, however, it is the
system that asks the question. If all proceeds according to the standard path of the ask-and-
answer method, the user will first find the answer (an assumed step from the point of view
of the system). As the ask-and-answer method is written m, the next step is a call to state-
and-acknowledge the answer. Thus, state-and-acknowledge is e expettation, although the
Interpreter must go through a fayer of calls and method searches to find the speech act
expectation STATE. 1t is the STATE step that is at the same level of aggregation as the
utterance. 9® Since the user may decide not-to’ answer the question, other structural
expectations are possible, among them lead-ins to recovery paths associated with ask-and-
answer, lead-ins to general recovery methods, initiators, and metadiscussion. Figure 94
shows one such possibility, a STATE that is the lead-in step to the recovery path that says
that P2 does not know the answer. (This STATE is not represented as a substep of state-

and-acknowledge, because the expected responses are different.)

55. Additional mechanism, however, is needed to bridge the gap between the speech act (eg.,
STATE) and the utterance. The sections that foflow “consider the mechamsm necessary to
bridge this gap for ISAs.
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participate in a console session
agent: Pl (the computer system)
co-agent: P2 (the user)
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ask-and-answer a question
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ASK a question
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STRUCTURAL EX PECTATIONS:

state-and-acknowledge
the answer

agent: P2

co-agent: Pl

{STATE the answer
agent: P2
destination: Pl

STATE that P2 doesn't
know the answer

agent: P2

destination: P1

Figure 9.4. An Event Tree configuration with a structural expectation
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Note that although it was straightforward in the example to get from "state-and-
acknowledge the answer™ to the speech act expectation STATE, in general there may be a
number of intermediate nodes.between an expectation frdn the standard path of a method
and the possible spt;ech,.act~step(s). ‘Each node on the Event Tree can be a choice point,

where one of several methods is chasen to match the c&" Since-the gm!s of the agent can

AL H
“!

influence the choice of method recognition of an ut(erance ie. mstﬂntmg the appropriate
Event Tree path, is generally done in an env:ronment of incomplete knowledge It is not
immediately clear, therefore, whether a path should be built top-down (from most aggregate
expectation to speech act expeaauon), bottom-up, or using some hyb;;d 5pproach

The answer to this pmbbén; suggested in (3] is to use different path-building
strategies for different basic utterance types. Recognition. procedures for initiators,
metadiscussion, and the more general variet} of recovery discussioﬁ'Ji;ﬁ;c‘h tend, particulary .
in task-oriented. dlalogue. to be.only-weakly determined bym&xt can depend heavily on
the utterance itself. In terms of the Event Tree, thns means thﬁ paths are built essentially
bottom-up. Recognitioﬁ prﬁcedure;? for standard path successor steps and recovery
discussion that is closely tied to the struczure of the dialogue can be dnven by tbe most
aggregate structural expectations (evaluated with respect to the current enwronmem) since
~in this case the expectations will tend to embody the better information. For these types of
ﬁtterance, Event Tree path construction can proceed in a generally top-down direction.
Using such a mixed strategy, the recognition process can take advantage of the context
supplied by the method representation and-use different, more utterance-centered siategies

when strong contextual information is not available.



10. General Observations about ISA Recognition

Given the general process model for recognition outlined in the last section, I can now
discuss issues related to ISA recognition. In the first two subsections 1 consider the
implications of the recognition framework for ISA processing. The final two subsections

discuss the problem of ambiguity for ISAs.

101. The Role of the Recognition Framework

The structural expectations and the basic‘utteran’ce typés introduceti in Section 9 can
play a role in therecogmtlon of lSA's Wlthm this framework most of the examples’ used so
far can be thought of as initiators. For example, t;aﬁ you passv the salt"' can mitrate an
mdependent task a<soctated with eattng a meal. Not all 1SAs, howcver occur as tnmators
Consider, for example. the process of paying- for merchandise with a credtt card. If, some
way along in the processv,v the salespersott uttér# 101, thts is typicattj a REQUEST, nt:t

merely a representative.
101 1 need your signature.

I claim that a good way for a protess model to chterm’inc the correct spéech act is to use the
fact that the pay-with-credit-card method will contain a step' to the effect that the
| salesperson REQUESTs the customer to sign the credit slip.. Using this structural
expectanon. the Interpreter kmws that it is tqoking for * REQUE&T force (posslbly ameng

other alternatwes) It can then ask whether the incommg utterance can be constwed asa
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REQUEST. More precisely, to recognize an utierance as a standard .path or recovery path
successor step or as a lead-in toa recovery path, the lnterpreter can do what is necessary to
find the speech act(s) (te by hypothesmng possrble Event Tree paths top-down from
evaluated method steps) find the lSA forms assoclated wnth thrs speech act (elther stored
explrcrtly or in the form of general rules) and aslt whether the utterance matches any of
these forms %0 - |

In contrast to standard and recovery paths context is generally wealter for initiators,
general recovery dlscussron. and metadrscussron 57 ln these cases‘ l have proposed that the
Event Tree path(s) be grown bottom up For lSAs thls ‘means startlng with an ISA form
rand askmg what speech acts it could convey | |

ln thmkmq about ISA representatrons zrnd the detarls of recognmon, then, 1 wrll be
consrdermg both chrectlons lSA form to speech act (henceforth abbrevrated as ISA -> SA) .
and speech act to ISA form (abbrevrated as SA -> lSA)L Thfs br-dlrectlonal approach
follows from the choices made in the general recogmtion model Slnce both directlons are
covered, it also means that the discussion in the following sections shouldbe itr;nsl;table to

dialogue process models that are similar to the one proposed bat which:use a: different mix

of bottom-up and top-down strategies to relate utterances to expectations.

56. Here and elsewhere, when | talk in terms of utterances matching ISA forms, 1 really
mean a ‘match between the surface semantic representation ‘of the utterince and ithe
transitional representanon of the lSA form See Aﬁ)endix E fer 2 discusslon of these
representations. '

57. It is not, however, clear to what extent metadiscussion uses ISAs, since these utterances
tend to fall into rather fixed patterns.
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10.2. 1SAs and the Event Tree

In order to represent 1SAs, one Event Tree path is buik for each speech act conveyed
by an utterance’d Given this approach, example 519 ('It's cold in here” ut.tcred as a
REQUEST to close the door) would have the Event Tree informally represented in Figure
101. | |

<header of the highest level method
for this task-oriented dialogue>

N

give information get some task done
state-and-acknowledge request-and-respond for

the information the task
STATE that REQUEST that

the room is cold Pl close the door

surface semantic representation of
"It’s cold in here.”

Figure 10.1. A possible Event Tree configuration for Example 5.19.

58. An utterance may, of course, suggest more than one possible set of Event Tree paths,
and the choice between them may not be obvious. This is a problem of ambiguity, which
will be discussed in the next two subsections.
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Recall that the surface semantic representation of the utterance’is- assoctated with speech act
nodes but is not itself an actual node on the Event Tree. -

Despite the multipte path representation given to some utterances, ISAs an sask-
oriented dihfdgue are typically motivated by a 'single -primary “hierarchy of goals - and
subgoals held by PI. That is, in the usual case, one of the speech acts conveyed reflects the
primary motivation behind the utterance: wﬁoreoun the»spcech act force that is the most
important will be the final one, ie, sPcondary Iorwterances with immedme and secondary
forces, tertiary for a three-force utterance. For the "It's\c'"old in here” example the primary
goal hierarchy would include gettihg the room warmer by gemng the door shut, and thus
REQUEST can be thought of as !he more |mportam of the xwo speech acts conveyed.

The observations in the last paragraph have R B impﬁcnmms for the general
‘recognition mechanism that has been outlined. First, in these cases where | advocated top- _
down processing (Section 9.2), if an miééanﬁéiby Pl conveyg multipleiforces; only one of the
forces will match a structural expectation related to the curremr;:onf:lguration of the Event
Tree. This force can be thought of as conveying the primary goal of Pl. Second, the force
that matches the expectation will be the fmal one. thure |02 ilhmrates the type of Event
Tree configuration that I am assuming. - Figums l().?x znd !04 illustrate cases that | ami
assuming to be non-standard in task-oriented dialogue, because they contradict the first and

second assumptions, respectively.

59. 1 emphasize that this restriction applies to the usual case. Exceptions are, of course,
possible, but 1 would expect to see additional mechamism caliet:in to handie them.
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buy merchandise with credit card
agent: P1 (the buyer)
co-agent: P2 (the salesclerk)

<intervening substeps>

fill out credit slip
agent: P2
co-agent: Pl

request-and-respond
for Pl to sign the credit slip

STATE that REQUEST that
P2 needs Pl to sign Pl sign the credit slip
the credit shp

surface semantic representation of
"I need your signature.”

Figure 10.2. Event Tree paths for a two-force ISA.
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In Figure 10.2, note that the STATE and REQUEST nodes would be marked with
the same time and surface semantic representation, so there would be no chance of
construing them as totally independent events.

TASKL/  \TASKZ,

SPEECHACT! . . . SPEECH ACT 2

L]
]
]
]
L
v

lMME[l)lATE FORCE . SECONDARY FORCE

Figure 10.3. A questionable Event Tree cm?iguratim for an ISA

Figure 10.2 is only skeletal, Jecause I havenot fmndexamples of utterances that relate
to two independent tasks (or independent parts of the same task) by a split’ in their speech
act forces. SR R BR

Finally, Figure IO.igéys :tha't' one c;n answer a slmpkqucgionabwt the temperature
of the room with an utterance that is, secondarily an indiret REQUEST. 1 claim that
Figure 10.4 is an ill-formed Event Tree, if it is hk;l to represent one of the ISA types

discussed in this paper. Note that the a tlgtmlx the final force can match a

structural expectation related to the Event Tree implies that, once such a match is found,
there is no need to derive further indirect forces.
In summary, Event Tree ISA representatmsmvdve onepathper speech act force.

For top-down recognition processing, however, only one path matches a structural
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ask-and-answer

ASK
what the temperature of the room is
on a scale of cold, medium, and hot.
agent: P2
destination: P|

find the answer
agent: Pl

state-and-acknowledge the answer
agent: P}
co-agent: P2

STATE that REQUEST that
the room is cold P1 close the door

Ay s

surface semantic representation of
"It's cold in here.”

Figure 10.4. Another questionable Event Tree configuration for an ISA.
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expectation refated to the Event Tree -- the path generated for the final speech act force.

10.3. Some Remarks about ISA Ambiguity

The last two subsections glossed over the pfebhms of ambiguity, and | would like to
remedy that situation now. In the recogmtm framework descnbed in Section 9,
ambiguities with respect to speech act force occur ‘when an utterance matches more than one

structural expectation. A choice must’ usually be-made as o ﬂhich expectation was

i

intended.. In this subsection, 1 will make some general observaﬂons abont the p;ocess of
making this choice. Three points will be discussed: |
I. the relationship of disambiguation reasoning and reasoning done for other
purposes

2. the effmn&t a (halaguecawmnmhas on the disambiguation process

3. systematic versus nonsystematg amhugmty between the ISAs convcyedso

Starting with the: rehtmpshlp of disambiguatien reasoning to other sorts of reasoning,
the most |mportant pomt is that d:samblguation reasoning is reasoning about the world
mode! of the conversational partner. For example, if Pl makes an utterance to P2, any
reasoning that P2 does about the need for an action to be done, etc. is done with respect to

what P2 bel|eves about Pl 3 mumodet T!ns is not necessarily the same as P2's model of

60. Searle in [30] has questioned the use of the term ambiguity to refer to differences in the
forces conveyed by indirect forms. Since the. notion of meaning that 1. am using (see Section
7.3) is broader than Searle's, and, since differences in conveyed forces amount to differences
in meaning as I construe it, | will continue to use disambiguation to mean choices among the
possible ISA forces of an utterance.
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the world (or for that matter as PI's; this is a comumon 'source of error). This said, § will not
say much more about the divergence of world models. Recent work in this area is that of
Cohen [6] To justify limiting the scope of this paper, I appeal to what appears to be the
default assumption: |

If there is no information to the contrary, assume that the dialogue partner’s world

model is the same as your own. :

So, although 1 will note places where dual world models become a factor, I will assume for
the purposes of exposition that there is "no information to t.hc contrary.”

Reasoning for disambiguation, then, does not always use the same knowledge sources
as general réasoning. A‘ further point about disambiguation reasoning is that it can be
quite complex. Where REQUEST is a possibility as a conveyed speech act, it may be
necessary for P2 to evaluate capabiﬁties, willingness; autherity- refationships, schedules of
activities, etc. This sort of evaluation can be an-expensive process. Note, however, that the
same information needed to disambiguate is often also needed to decide whether to-comply
with a directive or to determinhe whether information conveyed in a representative was
previously known. Thus, a mechanism- that can-save its reasoning processes -- or at least
save those steps and results known to be of ‘potential interest later on-- can avoid
duplicating what appear to be inherently &mive processes.

This brings me to my second point, which relates to the effect of the .dlalog.ue'
environment on the disambiguation process. One important-aspect of dialogue is the fact

that Pl is available to aid P2 in disambigating PI's utterances. Dialogue participants quite
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commonly ask for clarification of intent, eg., 10.2 to a "Do you know..?" question or 103 to a
"Can you <action>?" form:

10.2 Are you asking me or telling me?

103 Yes. Do you want me to?
Another frequently used strategy is for P2 to make a disambiguating choice clear in a
respon;e. An example here is 10.4 in response to a 'Can.yﬁu- ectiom»?' form interpreted as
a REQUEST:

104 Sure I'll get started right away.

One result of this sort of response is that Pl can go on to alert P2 if P2's interpretation was
not the one that Pl intended.

The dialogue environment, then, provides addiﬁonal opportunities for aquiring -
disambiguation information and, if responses are constructed carefylly, it provides checks to -
prevent misunderstandings.. 6l Disambiguation in task-oriented dialogue may be difficult,
but the options available effectively limit how hard a dialogue participant must work.

We turn now to the third topic of this subsection, the distinction between systemuc
and nonsystematic ambiguity in the speech acts conveyed by an utterance A systematic
ambiguity for ISAs occurs when alt forms within an ISA subset display a particular
ambiguity with respect to the speech act conveyed. Systematic ambiguities for ISAs include
ambiguities that occur between direct and indirect imm,ediat? forces of an utterance. This

type of ambiguity is common to all ISAs that do not contain special identifying

61. For a systematic approach to differences among different linguistic modalities, see Rubin
231
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characteristics (e.g.. some frozen ISA forms as described in Section 7.4). A familiar example
is whether 5.3 has ASK or REQUEST as its immediate force.

53 Can you close the door?

Another type of systematic ISA ambiguity is ‘wfvether or not a given secondary force applies.
This type of ambigu‘ity is common td all ISA forms which may .coﬁvéy a secohdary force,
and the familiar example is whether 5.4 conlveys a 'REQ_'UEST m addition to the immediate
ASK force.

54 Are you able to close the door?

Given what has been said, nonsystematic ambiguities are ambigqities that are not
shared by other similar forms. The occurrence of nonsystematic ambiguity is more
fortuitous. Such an ambiguity typically arises from a_ special configuration of structural
expectations, eg., for standard path successor steps. Either because of lexical ambiguity
within the utterance or because the expectations are similar to each other, an utterance
matches more than one expectation.

In discussing aspects of the process model, 1 will be concerned. only with systematic
ISA ambiguity. For this type of ambiguity, the structural expectations that match the
utterance are all of the same basic. type. that is, the utterance has several possible
interpretations as an initiator, or several as a standard path. successor step, etc. Ambiguities
in which possible structural expectations are drawn from different basic types are
nonsystematic.

Because systematic ISA ambiguities are predictable, it is possible to exploit special
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knowledge about them and tailor special disambiguation mechanisms to them. For
nonsystematic ambiguity, it appears that the best tools we have available are general
heuristics and a general disambiguation mechanism. 62 The mechanism is “general” in the
sense yhat it is not keyed to particular ISA ambiguities. In this paper, I restrict myself to
systematic ISA ambiguity, the next section discusses the application of »sprecial 1knowledge
associated with ISA types. Before that, hoﬁevgr. it is usefu!ﬁto tak_e_a general look at the

dependencies that must be taken into account in the disambiguation process.

10.4. Dependencies in ISA Disambiguation

A computational approach to ISA disambiguation has several inherent problems. For
those utterances with only an immediate speech act force, the recognition process will not
necessarity be simpler than for utterances with more than one speech act force. For example
"Are you able to open the door?” could have the immédiate force ASK only, with no
secondary force. For this type of uttérance,- it wilt often be riecessary to consider the
possibility of a secondary force in order to rule it out.

Also, for utterances where an action could’ be implicit, it is often necessary to
determine whether Pt intends an action (and what that action is) as part of the process of
determining the immediate or secondary force. For example, 105 could have the immediate
force STATE, or, say if Pl were blackmiiling P2, it-could have an immediate REQUEST
force.

10.5 | want a miilion dollars.

62. In [3] I discuss the use of ordering of match attempts as one part of a mechanism for
handling nonsystematic ambiguity in task-oriented dialogue.
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It is necessary to gletermine the likely implicit action (in this example, that P2 give Pl the
money) in order to decide whether this particular action can be REQUESTed in this
environment.

On the other hand, for most {and possibly all) ISAs that dq h.g‘ve”a sécondary force,
determining the immediate force can be do;le independently of the secondary force. This is
because, as noted in Section 7.3, most ISA classes ;pnsidefgg heré argrclgriyed by only one
level of indirection.‘ 63 We thus do n§t gef tt;eﬂcrasé ilrlru‘strated :;1 Figure 105 where a
surface form leads to two different immediate forces with two different associated secondary
forces, the latter of which must be considered in determining which of the former apply.

Instead the case that obtains is Figure 106. the computational implication of 10.5 and 10.6

is that immediate forces can be determmed from the utterance and from context,

‘independent of any conslderatlon of the nature of the secondary forces that mlght apply In

the process ‘model, we can explon this mdependence of chmce of immedlate force where it

exists, with the normal gains in simplicity and modulanty that come from decoupling

. processes.

63. Among the ISA forms that | ani considefing; the otily- possible ‘exception to this'is the
type 2 implicit-action form. Even in this case, however, we would have to have a very
specialized type of form in order for determination of immediate force to be dependent on
secondary force. We would have to be dealing with what | am calling a frozen ISA form
(see Section 7.4). The immediate force would not correspond directly to surface form, and
there would only be a secondary, not a tertiary, speech act force. Although all of this is
theoretically possible, I have not found any examples in the transcripts that 1 have
examined.
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Immediate Force-l + Secondary Force-
Utterance < ~ : :

Immediate Force-2  + .Séc'ondary Force-2

Flgure 105 A type of ambnguuy in speech act force that pmbably
does not occur. : ; :

Immediate Force-1 + Secondary Force-l

Utterance Immediate Force-l  + - Secondafy Force-2
‘ Y e ‘»4“,3:,‘,\“ ; v ’ oot
Immediate Force-|

eg,

Utterance = "The garden is full of weeds.”
Immediate Force-l = a STATE that the garden is full of weeds
Secondary Force-1 = a REQUEST that P2 weed the garden

(eg.. in a context where this is P2's job)
Secondary Force-2 = a SUGGEST that P2 weed the garden

(eg.. in a context where P2 is deciding what to do)

- Figure 106. The common type of ambiguity in speech act force.
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. Qutline of a Mechanism for ISA Recognition

Given the framework for ISA recognition discussed in Sections 101 and 10.2, along
with the observations about ISA disambiguation from 103 and 104, we can no@ examine
the mechanism for ISA recognition in more detail. Thissectionsta‘rts with a discussion of
the apphcatlon of the rules from Section 6. Secslon li2 wnsWs a mechanism for
recognizing frozen ISA forms, and Section 113 &ooks as ‘the recognition of imphclt-actlc)n

ISAs.

IL1. Applying the Rules for Explicit-Action Forms
| Recall that the ISA rules in Section 6 svere based on pféperties of speech acts as a
class, preconditions of .individual speech acts, and (for some action-centered speech acts) the
semantic input cases of the actions. lﬁ this sutssection. 1 outline a mechanislss for
recognizing rule-based ISAs, splitting the discussion into the kt’vklo dsrecsions sdmcificd ‘in
Section 10, SA -> IS-A and IQA‘ -> SA. | | |
SA -> ISA is the easier dnrecnon to descnbe for these ISA rules. We start with the set
of structural expectanons that are to be matched top-down (Sectlon 92). (Whether the
match process should proceed sequentnally or in parallel is an open questlon that will not be
considered here) Focussmg on one speech act from this set of expectauons, we can obtaln
the preconditions of the mduvndual speech act by followmg the Imks in the method structure
described in Section 4. It is also stralghlforward to get from an action named in an

utterance to an appropnate set of semantic mput case speclﬂcations (or given ambigunty,
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group of such sets). Given these semantic structures, we can apply ISA rules 6.3 to 610 to
yield patterns particular to the speech act. (Altematwely. these 1SA pattems can be pre-
generated and associated WIth the speech act.) The lSA pattems assocnted with the speech
act, along’wnth patterns from Rules 61 and 62 which are appltcable to speech acts in
generdl can then be evalt:ated swth respect to the cutrent dtabgueenwronment One of
the major et't‘ects of the/ evaluatton p§t¢ess is to bind representauons fot the appropnate
dlalogue parttclpants to isett‘tattttc case varlables rm the pattern The surface semanttc
representation of the utterance can then be matched against each of these evaluated
patterns.

In the SA -> ISA direction we encounter predominamly rson-systematic antbiguities
among speech act“forces Therefore, the type of general dtsambtguatton mechamsm chosen
determmes how the successrul matches are treated (or whether match attempts continue at _
all beyond an initial success).

The ISA -> SA durectlt)n for the general rules is more comphcated When the
recognition mechanism is working top -down, the method structure and associated
retatlonshtps convemently group the representattons on. which the ISA patterns are based.
Workmg bottom-up, we must contend wnth the sy'stematlc amblgutty discussed in the last
section. This means that for almost every utterance we will have choices between speech
acts conveyed. choices whether a given speech act force applies.pr both. This introduces
several problems. - -

First, at least for a serial matching mechanism, in the worst case every different

speech act might have to be checked to see if the utterance in hand ntatches any of the
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possible indirect forms for that speech act. Also, independent of the matching
implemem#tion chosen. deciding which speech act forces were intended by Pl can involve
very complex analysis, particularly if action-centered speech acts are among the possible
forces.

To cope with these difficulties, we can exploit two sources of information: knowledge
about which speech act forms can be used to stand for others as ISAs and prgd"fctio'ns of the
type of knowledge that will be necessary to distinguish betwe?n competing speech act forces.

To use this knowledge, I propose a two-pass mechanism consistjng of initial screening
followed by analysis. Initial screening involves a match of an utterance against special entry
patterns. These patterns are abstracted, if necessary, from patterns produced by the
- application of ISA rules such as those in Section 6 to appropriate: s?mantit structures (eg.,
preconditions). The point of the abstracting process is to produce entry patterns for which
the match will involve only context-independent properties. This n‘kans ’that a match of an
entry pattern involves only information explicit in the utterance or implicit information that
can be derived independent of context. The authonty relauonshlp between Pl and P2, for
example, is a property that would not be appeakd to as part of the initial match. 6‘

The abstracted entry patterns have associated with them analysis procedures to
discriminate between alternative interpretations. Once an entry pattern is matched (due to
the abstractipn process there will be only one success), the: asseciated discrimination

procedure is executed. Discrimination procedures. examine’ properties of the dialogue

64. The abstraction process- produces patterns that are as specific as possible while still
permitting a context-free match. Abstraction is dom on' thc variables of the ISA patterns
only (see Appendix B.) ‘
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context to determine which speech act forces were intended by PL. These procedures are

written to incorporate the specialized knowledge that we have about individual systematic

-

ambiguities.
For an example of the type of processing I have in mind, consider the following: uses
of 2 "Do you want.." form. (Other uses occur, but these four will.do for an illustration.)

ASK+OFFER
one friend to another:
Do you want to take my car?

ASK+REQUEST
one roommate to another:
Do you want to answer the phone?

ASKSUGGEST
parent to child:
Do you want to try to build an arch?

ASK
one student to another:
Do you want to. go back to school?.

Any of these examples pass an initial match of a representation informally conveyed by: 65

interrogative: whether P2 wants nonverbat action
or verbal action whose destination-is not.Pl
except for: 1. actions involving joint agency of Pl and P2
2. the action of remembering a previous REQUEST

65. This patiern illustrates the abstraction process. Simce abstraction. only happens for
variables, only the representation for the action desired is affected. For OFFER, this action
is "some action that complements -P¥'s part of the action’ {OFFER 1V.). For REQUEST, the
action is "a non-verbal action or a verbal action whose destination is not P1, except for the
action of remembering a previous REQUEST.” For SUGGEST, actions with joint agency
of Pl and P2 are excluded, while for ASK there is no restriction. To produce the entry
pattern, the restriction. on. the actien.in. QFFER. is. ignored, -because coatext dependent
information might. be: zequwed 0. perify-it. . This leaves SUGGEST and. REQUEST with
restricted actions. An entry pattern is then formed using both of these pestrictions. -. ‘
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Once any of the four types of utterance above has passed the initial screening, we need a
procedure to determine the correct speech act forces. To discriminate between the various

speech act possibilities, T suggest the tests listed below applied as shounin Figure 111, 66

Tests for REQUEST:

I. Does the action named fall within some authority, complememary role, or "be helpful”
obligation of P2 to PI? (Recall the discussion of these obligations in_ Section 3.)

2. Would one generally expect that P2 could successfully take responsibility _fok the action
named?

The ASK Block:

I. Is there a reason why Pl would want to know the literal mterprctauon of the utterance
without necessarily wanting to set in motion the action named?

2. Does the context preclude setting the action named in mouon? Thls would be the case if

the context is not a normal one for the action and there is no reason to assyme that the
standard conditions have been overridden.

Tests for OFFER:

I. Would one generally expect the primary benefit of the a\ction‘na‘med to be to P2 in this
context?

2. 1s Pl to be an active participant (ie. AGENT or CO-AGENT) in the action?

3. Does it look like Pl can successfully take responsibility for an actjon that'cdm[ﬂements the

action named (e.g, "lend a car” for “take a car”)? One issue involved here is whether any
objects of a transfer fall under PI's ownership, control, etc.

66. Recall from Section 103 that these tests are to be d'one'with'"rcspect to the world model
that P2 believes that Pl is using.
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Is Pl the AGENT of the action named?

 NO

YES
\

\

e

NO

YES

YES

_¢YES

Does the utterance past the tests for: OFFER?

NO

Does the utterance pass the ASK block?

[vo

ASK+OFFER

\ Does the utterance pass the tests for REQUEST?

‘I YES

'

Does the utterance pass the ASK block?

NO

ASK+REQUEST

RN Does the utterance pass the tests for SUGGEST?

YES

'

YES

'

NO

Does the utterance pass the ASK block?

NO

ASK +SUGGEST

Figure IL1. General organization for discriminating between four
interpretations of the form."Do you want <action>?"

ASK
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Tests for SUGGEST:

. For each cqual authority - relanonshxp beween Pl and . P2, can the acnon pamed be
construed as falling within-the telaunnshlp’

%

2. Is Pl net to be an;aclive pamcipant in the action named?

3. Would one generally expect the primary beneﬁt of the actnon named to be to P2 in this
) COﬂle\t’G

4. Would one generally expect that P2 could successfully take rcsponsnblllty for the action
namod? L s . ,

The set of que:tlom and Flgure Ill are mtended for a Ilmlted set of mterprctauons of Do

i.,c R

you want.?" forms, but they are repre&emanve of other dlscnminatlon procedures The tests

given include checks of the tpeech act precondmons (see Section 3) as well as checks of

ser

semantic case f||lers for the <peech act or action named Some of these eg., the thlrd test for

SUGGEST may be more reimcted than the comparable preconditnon or semantic case.

specmcatlon The followmg criteria were used to decide whlch precondlnons to exclude from
the tests:

1. Is this precondition shared by all of the speech act possibilities?
Preconditions ‘shared by all alternatives may be worth: verifying, but not as part.of.a
discrimination procedure.

2. Is this precondition being questioned or stated by the ISA form?
© This criterion rules out REQUEST (Hl), SUGGEST: (V]), and OFEER (VI) for the
"Do you want.” example.

[ ‘- o ER SR B £ TR

3. Is the speech act usually the only evidence for this precondition?

67. This condition seems to be limited to the case in which the utterance is acting as an
initiator (see Section 9). Utterances that tonvey a SUGGEST act but:which occur in a
context of stronger structural expectations seem to dispense with this condition and use the
more general SUGGEST 'precondition (VI instead. (E have suggested a-basically.tgp-down
(SA --> ISA) treatment of this latter type of utterance) It is not surprising to see stronger
restrictions on the range of initiators, since the context needed for disambiguation is weaker.
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An example is the obhgation in SUGGEST (IV) that the DESTINATION ‘of the
SUGGEST consider the action suggested. Such obligations rest on very general
properties of cooperative activity, for which there will not usually be good particular
‘evidence. Simitlarly, there is’ frequently no ‘evidetice’ vt ‘ehian- the speech ‘act’ for
intentional states of another individual. “Précondiion§ of this type' may be worth
checking as a tie-breaker, but the chances of getting useful information are small
enough that these preconditions shiuid:: pnabfbli be excluded from the routine
checkmg of a d|scr|mmauon procedure

“

One general observanon about the example procedure relates to the independence
¢

issues dlscussed in Secuon 104 Recall the point made there that immediate forces. can
usually be determi’ned independem of secondary ones.  This independence is reflected in
Figure III where the emphasns is on determming what, if any. secondary force applies. In
that case (ahhough not in all) rhe fact that the mmedlate force was ASK fell out from the
first-pass match of the entry pattern for "Do you want..” forms. |

A dnscnmmanon procedure such as the one described will not always produce a single
answer. Le\ucal ambrgumes wnhm the utterance msght lead to several dlfferent
alternatives. ln addition, pamcular tests can lead to muluple akternatives, especlally those
that involve rich contextual structures: such as role rehnonsmps For cases such as these
where a:discrimination” procedun! fails to mmetemly narrow thepms:ble imetpmations the
recognition mechanism can appeal to other sources of informatlon One useful source is the
implications of pamcu!:r ISA choites (eg.. with respect 0 pdueness. m of speaker,
formatity of the environment, urgency of the speech act, etc.). Another is the raw likelihood
that a given form is used to convey an mdwidual speech act or set of speech acts. The

pnmary value of these sources mid app&r tobe in rulmg out interpmtions.

The next” issue that must be addressed is the genenlily of the discﬂnﬁmtion
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procedure ‘associated  with the four types of "Do you‘ want.." utterances. Can the
discrimination procedure be used for other types of ISA forms? In general, I think that the
answer is no.  Although discrimination procedures for ISA forms will often appeal to similar
sorts of information and use similar tests, they differ in.the following ways: -
1. Deletions from and additions to tﬁe set ﬁf speéch act possibilities can alter
dependence relationships, which i turn affect the order in which tests are done.

2. Some forms are more commonty used for a speechr act than others. .Even where the
same speech act set is possible for two patterns, dlfferences in raw likelihood might
affect the order in which tests are performed.

At this point it is not clear exactly how many discrimination procedures will have to be
written. The number of procedures is related to the number of systemauc amblgumes and
this number depends on the number of speech acts and the nurﬁber of ISA forms known to
a system. We are saved from the spector of infinitely prolifera!ing discrimination
procedures by the original intent of these procedures. Discrimination procedures are
specially tailored to a specific systematic ambiguity. We need only write as many different
discriminationv procedures as | th?re is specialized | iﬁforination. Where specialized
information is lacking for an ambiguity, the entry pattern can have an associated list of
possible speech act forces and a call to a general discrimination procedure. The core of this

| general procedure would-be a check of all the preconditions of the possible speech act forces.

g

This has been a good deal of detail, and a summary may be helpful before gomg on.

~First, in the SA -> ISA direction the recognmon mechanism starts with one or more speech
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act ‘expectations. The task is to find or derive the appropriate ISA.pattarns, evalate these
with reipect to the current dialogue tontext.-and . match-the utterance:against them. The..
miethod: and: other semantic linkages discussed in Part | provide a way to oeganize the ISA
patterns and thus make the SA -> i5A-operation relatively sraightforward... .

In the ISA -> SA d:recnon the recogmnon mechanism starts with the ISA pattem
and its task is to mmﬁyme or mapﬁwmwmw“&s Fot m;s. 1 have
suggmcd spcml dmtmmtm pi!oscqures MMMMSA pamms,(or abstractions of

Fevie?

them). These dlscnmmation procedures emaltzc maht sysumut ambigumes disphyed

by ISAs.

I|2 Recogm:mg Frozen ISA Forms
Recall that frozen forms were defmed in Secuon 74 as fotbws
A frozen ISA:form is an ISA form with-an immediate force (Aat.does not correspond o
the surface form. For such an utterance, one or both of the foﬂowmg obtains:
1 It can or does dnsphy symacﬂc behav:or atypkal of the rest of the form

2.1t can or does dlsphy cooccurrence behmor atypica! of the rest of the form

To record this special behav;ori frozen forms require separate patterns, distinct from
patterns derived from general properties of speech acts and-actiens.. Also, since we want to
“use different disambiguation schemes according to the direction of the match {a general
dlsamblguatton scheme for SA - lSA and dmﬂmmnon procadures for ISA > SA) we

| need one set of frozen form panems for each dmcmn Whﬂe this may sound expensive, I
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have found it to be useful, because other information refated to the path-building process
can be associated with the different sets of patterns. (The “key” representations and “way”
methods in (2] constitute such a split in patterns for frozen forms.)

Besides having patterns distinct from the gerieral ISA patterns, frozenr forms will often
have specially designed discrimination procedures. One reason for this is that the special
surface behavior of some frozen forms will elimiiate one of mofe possible interpretations
altogether Consider, for example, the familiar pair 53 and 54:

53 Can you please close the door?

54 :Are you able to please close the door?

Without please, 5.4 can be either an ASK only or secondarily a REQUEST; the please in 53
eliminates the possibility that it was intended 55 an ASK. |

Even forms that do not show special behavior themselves may be more prone to
certain interpretations, justifying the use of separate ‘dis“cﬁmtﬁaﬁm ‘procedures. For
example, 111 is more idiomatic as a REQUEST than as an ASK. To convey an immediate
ASK force, a form such as I1.2 is generally preferable.

111 Will you shut the door? -

n:2 Are you g‘ko’ing to shu‘t the door?

(Example 11.2 could also convey a secondary REQUEST force, but ‘that is not my point
here.)

Frozen ISA forms, then, require separate patterns and, in a‘f least somne ¢ases, separate
discrimination procedures. They also require special treatment it the recognition matching .

algorithm. Because frozén forms are special cases, it is reasonable to'try to match them first
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(in a serial alorithm) or to assign a higher priority to a successfyl frozen form match (in a
pavralkl.algomhml, This. policy-could result. in some non-frozen ytterances being treated as
frozen ones. ‘eg. a "Can. you. <adign>?" form_jntended as imowediate ASK, secondary
REQUEST. This simplification doesnoj.dsee:n ta.me to be setious. Often, information u;ill
be too sparse for P2 to determine how seripusly Pl intepds a question such as the “Can yoy
<agtion>2” form. Since such a wide range,of responses ;él%ggp@bk,hg noted in
Section 5.2) we are not restricting the flow of the dialegue by treating all_such forms as

frozen.

3. Recognizing Implicit-Action ISAs . i

In this subsection, we consider t& problem of. integrating, the recognition of implicit
actions in with ather aspects of the recognition of 1SA forms. Discussion will concentrate on
the "when™ of implicit-action processing. Section I131 comidm the treatment of ISAs
without. tertiary. forces; the special p:oblemmud with tertiary forces are discussed in
Section 11.3.2.

One important topic that is not considered here is the actual mrph process :involved
in identifying a particular implicit action. To a l;rge extent. thii proccssgis dcpendem on
genaral solutions to knawledge. representation prablems. it is, not a process unique: to ISAs.
Nevertheless, issues of search strov;gly motivated the distinction among ISA types in Section
15, - Simuarly. the tie-in between the rulesmSeqms 6 and 7 and the action representation
in Section. 4-was.partly metivated by the search. problem.. Also relevant t this problem is
the discussion of kmawledge. sources. in, Section . 12; these. sources. ate expedted to guide and

constrain the search.




161

.21 Integrating Implicit Actions into the ISA Mechanism

As usual, the ISA recognition problem will be broken down according to the direction
of match, and. as usual, the SA -> ISA direction |s the easier one to describe. Recall that
the implicit—action rnl‘esr given in Section 15 combmeda patt?ern”i;ntended to rnatch the
surface semantic representation of the utterance with a pattern buikt from a ‘g.eneral ISA rule
(Section Gl. That 1s, implicit-action rules'can be thonght of as beginning wh_ere explicit-
action rules leave off. .

The straightforward approach to the SA --> ISA match for in\plicit-actims starts with
the expllcit—action patterns evaluated to the current diabgnerenvirmmentr Wlmplicit-action
rules are applied to these evaluated patterns. In the cotrrce of this process, some impliclt-}
actic;n ﬂrﬂules will be found ‘toA be mapplrcableand ‘the others rwill be evaluated. The '
utterance can then be matched bagainst thece evalnated irnplicit;action patterns. ‘Both
explicit- and rmpltcit -action patterns, evaluated wrth respect to the current dtalogue context,
: could‘ be‘ matched in ‘whatever order or combmatlon desrred allowing of course, for the
: dependence of implicit-action forms on explicit-action ones.

'l"here are several possrble variants to \thrs approach to matching implicit-action
pattems the order of evaluatton:nd rule applrcatron depends to a hlgh degree on the
general representatron scheme chosen. Whatever the l‘inal choice however the important
point about the SA --> ISA direction is that patterns evaluated u:ith respect to the current
dialogue environment can be qurte Spelelc | In many cases, a particular tmplrcrt action will
already be represented in the evaluated pattern For example utterance 101 in the context

3o fpa :
discussed in Section 10 would match a SA > ISA pattern that explicitly contained both a

representation for "signature” and a representation for a signing action.
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10.1 1 need your signature.

Thus, for socp }e’xavmples there is no need to 'search»for a‘nimpli‘cit action. For other SA -->
ISA exar_nples, the decision‘about whether a par'ti‘cular‘ action is mtended end tlre search for
the action can be done as part of the pattern match. - -

| Turmng now to the ISA .> SA dlrectron we have the problem of mtegratmg implicit
actions into the discrimination procedure mechamsm used for both general lSAs and frozen
forms. The principal question is at what pomt in the process the chorce of - or search l’or
- the implicit action should take place This questlon requnres careful analysrs oecause the
process of idennfymg an lmpllClt actlon appears t to be an mherently expensive one. For
~most of the implicit-action types the process is heavrly dependent on a wrde range of
knowledge sources, where the exact source is not predlctable beforehand |

7 ldemmcauon of implicit actions can etther be done ata flxed place |n the bo(tom—up '

recognition process or at dlft’erent places in the process dependlng on the speech act
possibilities involved. The obvioys candrdate for a ﬁxed place is the ﬁrst matchlng pass-
That is. the rmphcnt acnon would be delermmed on entry to the dlscrimmauon procedure as
part of matchmg the entry pattem» The evrclence however. points agamst ldentlfying
|mpl|c|t actions during the initial match pass Fnrst the lmplrcit-action rules as wrltten
would not be easily apphcable to emry patterns. Tlns is beause lmpllcit-actron rules are
specmc to mdrvrdual speech acts, and entry pattems are not. Even if some lmpliclt-actron

rules were generallzed the lmk between |mplmt action's and lndivldual speech acts goes

’deep For example ll'l can be either an OFFER by Pl to glve PZ a pen ora REQ_UEST
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that P2 give Pl a pen68
112 Do you have a pen?

The choice between these two alternatives can only be resolved within the discrimination
procedure. There appears to be no advantage to generating both representations early and
carrying them forward.

A similar problem arises for forms where implicit action ambiguities occur for a single
speech act force For example, consider thé folbwing form:

14 Do you have <INSTRUMENT> for <action>?

If the AGENT of the action is not specified, then there are two different REQUEST
among the possible interpretations. The first possibility is a REQUEST that P2 give Pl
the INSTRUMENT, and the second possibility is that P2 take responsibility for carrying
out the action using the INSTRUMENT.

Given the close relationship between implicit action choice and speech act force, then,
it appears that the choice of >imp|icit action should occur within the appropriate

discrimination procedures, under explicit controf of the system buiider.

- 2.2, Recognizing Utterances with Tertiary Forces

As was the case for other ISA classes, the fact that utterances can convey a tertiary

68. For an OFFER, example 113 is derived by an application: of an implicit-action rule
analogous to Rule 7.4 to the result of the general ISA rule 61 Clause iv. For REQUEST,
example 11.2 comes from the application of the implicit-action rule 7.2 to the result of the
application of the general ISA rule 6.4 to Precondition (I1).
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speech act force raises not only the problem of recognizing when such a force is intended,
but also the problem of recognizing when such a force is not intended. Recall tfm among
the ISA types considered here, type 3 imphcit-action formsare the oniyoncs that may
systematically convey tertiary forces.

| 518 Close the door.

519 It's cold in here. ‘

520 Must I tell you that it's cold in here?

Using our standard examples, recall that in an appropriate context 520 has thiree forces: an

‘immediate force of ASK that correspi)nds to the surface fbrrm;.a secondaryforce of a
representative that conveys in(’ormatiéﬁ like that|n5|9 and a iéniafy force of REQUEST
 that conveys information like that in 518,

Inthe SA -> ISA dirtctioﬁ, tertiary speech act forces present no special problems. In
addition to the normal match of ISA patterns-outlined in the first subsection, the Interpreter '
can apply the appropriate rules a second time to type 3 forms to find the possible double
indirection patterns. A match of one of the.patterns so produced :- with accompanying
identification of an implicit action - indicates that:a tertiary. foree is 2 .possibility. After a
successful match of a triple-force. uiterance, the Interpreter builds,three Event Tree paths,
one for each force.

Once again, the ISA -> SA direction is more difficuk. The main problem presented
by a double indirection m botkom-u;i ﬁﬁesing is that a declsion about whether the first
possible indirection has been taken (eg., ASK 'to the representative in 520 above) can be

contingent. on. processing related to a second indirection (eg. a representative to
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REQUEST). More specifically, the existence of an action appropriate to be an implicit
action for a type 3 REQUEST form could be evidence not only for the second indirection,
but also for the first. This means that we definitely cannot think of the bottom-up -
recognition process for double indirections as two subprocesses acting iﬂde'pﬁtdenﬂy of each
other. The decision about whether an utterance such as 520 is intended as a- direct ASK,
an ASK plus an indirect representative, or an ASK plus a repf'eséﬁt’i!ﬁre plus a REQ!JEST
may be (:nmpmationallv messy because processing-cannot be subdivided in all cases.

Although double indirection clearly poses spetial problems, F-do'not want to give the
impression that the situation is hopeless. Note first that the analysis phase described in the
last subsection uses general procedures. The problem, then, is not finding a way to handle
double indirection within this framework but, rather, finding a good way. It appears that
the answer to most of our problems can be found in the data itself. In the transcripts that |
have examined, the proportion of type 3 ISAs to other forms is small; moreover, of the type
3 forms, only a subset are based on a double indirection. More important for bottom-up
processing, only a handful of different forms need to be considered as possible double
indirections (whether or not the utterances actually are).

Beyond simple numbers, note that the literal interpretation of double indirections
appears to require strong contextual sui)port. Consider, for example, 115 alnd iL6:

115 Do you know that it’s cold in here?

116 1 want you to know that it’s cold in here.
Without a specializeq context (eg., a psychological experiment) it is difficult to imagine s

or 116 uttered as an initiator with only the literal interpretation intended.
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‘The need for special contextual support.is the most-important property-of the data for
bottom-up processing, because it means that outside of such _colugg‘,tb;g:first. indirection can
be .a$s;uned with relative safety. The task then becomes.to determine whether or not a
tertiary foi'ce;apphes., eg, whether ll.ﬁgis.aﬁ ASK and a STATE or.an ASK, a:STATE. and
a REQUEST. This task is similar to the processing. of the. possible single indirection "It's
cold in here.” So, while in theory douple, indirections are ;.uqugdimch computationally, it
appears that in practice only rare - and. recognizable -- cases require more processing

power than a comparable single indirectian. . e
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12. Knowledge Sources for ISA Recognition

Throughout thns paper I have emphaslzed the importance of context in the
interpretation of ISAs Whlle a complete account of the role of context in ISA recognition is
not possible at this point, we can begm to ldennfy the knowledge sources’ mvolved This

section examines the following six types of knowlcdge

1. domains of discourse

)

complementary role relationships
3. special properties of Pl

4. special properties of P2

o

exceptional circumstances

6. the course of the interaction to date

These six knewledge sources play an important role in the interpretation of implicit-action
ISA forms, eg., in |denufymg the intent of lts cold in here" uttered as a REQ_UEST for P2
to shut the door. Although |mphcn action forms w:ll be used -a; “examples in thls secuon,
thn is not the only place that the six knowledge sources can be used. The sources also play
a role in supplying semantic case information that is Ieﬂ implicit in ‘explicit-action forms.
For example the INSTRUMENT is left unspecxfled in example l2l but if PI uttered l2l

¢ f e

while handmg P2 a bread kmfe then the case asslgnmnt‘would be clear

TR 3 L RS VAN

121 Will you cut the bread?

Fmally. the six- knowledge sourees. can, supply mformﬁou aeedcd Io dlsamblguate forces of

an ISA for example the posublp readmgsmlq po*ou ww o fgm) discus;ed nSqulqn ;lL
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Two additional observations must be made about the list abave. First, the six types -
of knowledge are not necessarily seen as independent We can expect interaction between
sources, especnally between any of (2) through (6) and any of the other sources on the |!st
Second, recall that I am as‘ummg for the sake of exposltmn that Pl and P2 share an
rrjentlcal world model‘wnth respect to thrs knowledge Thls assurr\ptron will not be corr;ct in

all cases. Sometimes ISAs uttered by Pl wrll be mterpreted by P2 in terms of P2s view of

PI's view of the six knowledge sources.

12.1. Domiins of Discourse

- In this section, domain is meant to include:

I. - the spatial environment: locations such as home omce
2. the social environment: eg., public transportatron. partics. school lectures

3. the general task environment: eg., eatiig & meal, ronning a business 69

ln ta"ung about the relatron of domains to thc interpretation of lSAs. l wish to make a case
for the existence of routine actions assoctaud wiM pamtular domatls By routine 1 wish to
emphasize the concepts that appear in dictnonary defmitlom such as prescribed reguhr
customary. habnual. That rs, rounne actions assocratcd vmh partlcuhr states in particuhr
domains are not actions that are amved at by jntrlcate creative or plarming processcs

They are rather humdrum actions whose indlcanons for use are.common knowiedge

69. 1 specify geneval in the task “environment,  because specific-tatks will be discussed
- separately in Section 126. General task environments are activities that mdude a collectlon
of independenit tasks, i.e. tasks that'are not’subtisks of each sther; ; ~
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To allustrate, 1 return to “It's cold in here” used as an indirect REQUEST for a
particular action. In an average home, the routine cold-weather responses to this utterance
might include:
check if windows or doors are open or are admitting drafis
check to see if more sun can be let in

turn ap heat
- add clothes, blankets etc. to anyone who is cold

> o =

The strict ordering of the alternative actions is not obligatory in all cases, but it is
appropriate in some. Note that such routine actions can be associated with very specific
domains. Another hotsehold might use the same: responses but order them differently. A
third household might include throwing a log on .the fire as one of the actions. For this
example; the domain may be not only a partitutar home but even a -particular room. To
represen‘t the routine actions of a domain; we can group them by the goaks) that they
achieve and write -choice methods for each cluster. These;cho;ce methods will contain the
known tradeoffs between the actions; as well as-any-ordering that is appropriate.

‘Returning now to speech acts, one way to ‘commanicate 5an>.impliei,t action (or other
implicit information) in an ISA is to draw on the routine actions associated with the
particular domain. If a particular action is intended by P, it must be distinguishable from
among this set of possibilities. Otherwise, the ISA is not successful. Where- the akternative
actions have a strong a priori ordering, we can filter the alternatives according to what is

“possible in the domain and add-critéria provided by the other knowledge sources discussed
in this section. Where there is no particular order of choice, either other kno;wledge sources

should be applicable or other routine actions should be inapplicable in the environment.
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Assuming -that an action was intended, if the implicit action is stil ambigyous, then either

P2 has too rich a set of possibilities or Pl has been vague.

12.2. Complementary Roles-of Pl and P2

Another source of information for clafifyiné lSAsnstheroh,;,e.a set of actions
which may be associated with a dlaloguepamupam Alnt;ns subsecuo;l. :‘l‘:am Eons;dering
only complementary role relationships, eg., doctor/patient or conductor/passenger.. Roles .of |
dialogue participants-that are.not. complementary can.also affect the iﬁm[pte:atipn of lS:As;
they are included under properties of Pl and P2 (Sections 123-and. 12.4). . Like domains,
roles: exhibit  different levels of aggregation.. On.an. assembly line, a role might be a
-relatively small set of actions or-even a sﬂagie ane, such as tightening a particular bolt. The
role for, say, a homemaker could contain many, meteactions, pessibly grouped into related
sets such as cooking, house cleaning, home repair, and so forth. Here, Aomemaker is what 1
will call a role name; the word role will be reserved.for the actionset. .

Roles ‘are particularly important sources of information about ISAs in.task-griented
environments, where formal job descriptions often exist and where labor is often explicitly
divided. They also come into play in more . informal environments, where tasks and
responsibilities are divided by custom, by social role; or by angt.

- An example of an implicit-action ISA based on a complementary role relationship is
122 when addressed to P2, an auto mechanic (a .role. name) at. P2s place of .business (a

. domain).

122 The clutch on my van is gone.




m

Under the conditions specified, 122 can count as a REQUEST that the mechanic fix or
replace the auto part, in this case the ctutch. This is one of ‘the actions in an auto
mechanic’s role. Utterance 122 can also have the force of a simple STATE, for example if
it is directed to a friend encountered while waiting in line. For this example in this
environment, it takes the-mechanic’s -role-to--make- an--apprepriate ‘actién; and hence a
REQUEST sense, clear. To ask the friend met in line for a ride, one would generally need
a more specific REQUEST form in addition to 12.2.

One question th;t'must be asked about roles is what effect multiple roles have on the
intgrpretation of ISAs. Participants in a dialogue often share n@re than one complementary
relationship. While domain introd‘uces s;)me poss‘blé roles (eg., hos;-or hpstess ata party),
other roles ariseb strggtly from the relationship of Pl ;md P2. 'Thes’evmuhiple relationships do
not seem to confuse the imerpretat-n‘)n”of lSAs ag much as one might suspect; Consider an
example in which P2 is both PI's doctor and Pi‘s friend. '“ i-’l desgribés a pain to P2 at a
party. it is probable that Pl is REQUESTing more than sjﬁtéathy; véry likély the appeal is
to P2's ’specsiall éxpertise and thé implicit aftion is a‘diagnosig. 'Wﬁere Mre than one
complemeﬁtary role rélatidn;hip exists, the défauk seems tov:be t.th»apple&alll to fhe role with the
most powerful action in the area of thé thEQUEST.?"O. Tlﬁs i; not to say,bhowevef, that

confusion cannot occur, and in this case, a clarifying question can be asked.

70. This is subject, of course, to constraints. Example 12.2 uttered ‘to a mechanic at a party
would seldom be seen as a REQUEST to replace a clutch right then and there. This
reading could be ruled out by the absence of the necessary: tools:iwd: parts, 'by-the party
domain (because it conflicts with standard party activities), or by some other condition.
Note that the first two conditions named correspond to the second blocking question that
leads to an ASK interpretation in the example worked out in Figure IL1.
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While complementary voles: relate :to the-mutual relationship:of: Ph-and. P2,.properties
of -Pk.independent -of -the- relationship can:ako- affect: the. interpretation -of-an ISA. One
impottant case mentioned abave -is the non-mutual role, fmchras:m:_appeak to the medical
expertise of P2 where Pl is not a patient. Another important class of properties includes the
fikes and diskkes of PL Consider, for example, 123 uttered-as.a REQUEST:

123 1 have to be in Cleveland by 9:00 tomersow marning. : -

Let us assume that l“? is uttered in an ofﬁce (a domam) lo a secretary (a role name) Let us

assume further that the routine re5ponse to such a REQUEST tn thrs office is to make

. 5
somdg T

travel arrangemenu in partrcular to book a ﬂrght rf the drstance rsbappropnate Consrder
the case, however in which Pl is afraid to ﬂy and has made P2 aware of this fact. In this

case, some other routine action may be understood such as rmkmg train reservanons This ’

default would be asnocrated wrth Pl
’ In general prooerrres of Pl may block altematrve acttons snggested by other
anowledge sources (and hence perform a drsamblguatron funcuon) they may suggest totaHy
new alternauves or they may cause a reordermg of exrstmg akematlves ﬁ |
12.4. Properties of P2
Properties of P2 that are common knowledge to Pl and P2 can also have an effect on

the imapmam o! an: ISA

l21 Tabhy ne«ls *new m
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If P2 s allergic to catg Pl knows it, and P2 knows that Pl knows, then 124 will not
(assuming the good witt'and good memory of Pl) be a- REQUEST that P2.adopt Tabﬁy.

In general. properties of P2 are of a type and behavior similar to properties of Pl.
There is, however, an added dimension. ln deciding whether. an interpretation is affected
by properties of P2, P2 must determine both whether Pl knows about: the property and
whether Pl seems-to be aware of it at the time of the REQUEST. ., To make these decisions,

2 will ;l§ually be operating with highly incomplete knowledge. If there is any question of
the right choice; and if anything significant rides on the choice, P2 will often state the
- property (eg., 125 in response to 12.4) as a verification of the choice.

125 1f | weren't allergic to cats, I'd be happy to take Tabby. .

12.5. Exception Conditions

The last four subsections have enumerated sources of knowledge, with the stated
assumption that standard conditions prevailed. - Interpretations of ISAs can be affected
dramatically, however, by the existence of exception conditions. : »E;eceptlop .conditions are
not a totally separate source of knowledge but are integrated into all four categories
discussed so far: domain, rele, and the special properties of Pl and P2. -

"An example of an appeal to a domain-related- exception mndk‘ionis 126 uttered at

home in a power failure.
126 It's dark in here.

If Pl is aware of the power failure, then it is very unlikely that 126 is a REQUEST that P2
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flip the light switch. Due to the:exception ‘cdndition; in-this particular domain getting a
flashfight might Be'the preferred action‘(as!well as the one intended by P1).

" Exceptivti ‘conditions are not ‘Himited ‘to demains. An exception condition ina role
might arise when 'a piece of machinery is brokew and a different manufacturing procedure
must be used. Finally, for Pl and P2, an exception’ condition might be'a broken leg.

* Exception conditions not oaly block or rearder mndadatermm they may also
bring totally new sets of alternatives of ‘their 'own. For example, the use of.a: flashlight,
while a solution to darkness in-a standard situation, is met. a. roufine solution in most
domains. Note that an implicit action, or other aspect of an ISA, can only be “clear from
context” in an exception situation when the exception condition has its cwn routine actions
associated with it. We are still talkiﬁg. then, about non-creative, routine actions. The

difference is that these actions are associated with ron-routine conditions. .

126. The Course of the: Interaction to Date -

Fhis brings us to the fast category, the effect-of the: interaction -~ both linguistic and

‘non-linguistic - between. P1 and P2. Several differentthings may occur here. First,

information may be gained in the course of the dialogue that directly pertains to the
categories already discussed. Pl may explicitly specify the domain, eg. “Let’s view this

problem geometrically.” One of PI's roles may akso be specified explicitly, eg., "Speaking as .
the owner of this property, I want you to know that you're trespassing.” Similarly, PI- or

P2-based properties may be discussed explicitly in the dialogue, or an exception condition

-may be noted.
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Interpretations of iSAs may also be affected by specific tasks that are now or were
previously underway in the course of the current interaction, as well as the goal structures of
P and P2 revealed in the dialogue. ! An example of the effect of specific task is the
interpretation of exampte 12.7. |

127 We have twenty cartons of paper clips.

If the domain is an office and the specific task is taking inventory, then 127 can be
interpreted as a simple representative. If the task is rearranging the supplies, then 12.7
lends itself naturally to interpretation as a REQUEST for:advice orv where to put things or
for help in moving them. An example of the effect of discussion about goals is 12.8, which
can be seen as part of an extended exchange related to planning the day.

128

1281 P11 think I'll go to the A&P today.

S 1282 P?: We're out of flour. '

It is reasonable to construe P2's utterance in 12.8 as a REQUEST that Pl buy flour on the
planned shopping trip. To see that this interpretatioﬁ of |2.§.2 isdependent on 1281,

compare the following:

129
1201 Pl Look at the snow. Let's bake a cake.
i292 P2: We're out of flour.

The most obvious interpretation of 129.2 is as a representative acting as a rejection of the

suggestion in 1291

7. T am assuming that goals and tasks from previous dialogues arid other shared
experiences would already be assimilated and would be accessible as properties of the
participants.
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- Another way that the interaction to date may affect the interpretation of ISAs is in
discussion of the preconditions of actions. Consider, for example, 12.10.

210 ¥ o

12101 Pi: Do you play dominoes? :

12102 Pl: 1 need a partner for the mixed doubles tourm_tf.m_l{riday,

The presence of 12101 clarifies the i,nterpreta-tion& thepamcular actlon in I2IO2 f’l wants
P2 to agree to be Pl's partner.in the toumamed;,?; Without this preliminary remark, the
particular action would be. considerably less clear. l.Jtt,:t;gce,;, 12102 might just as well be a
REQUEST for advice or for sympathy.

Although 1 am not attempting to describe how the dialogue affects the jnterpfetatiop
of 1SAs, a case could be.made for viewin_g;the_examples in :th)is,_ subsection as derivable from
methods (Section 4) and the Event Tree and recognition framework (Section 9). Ihis is a
natural approach, because the Event Tree is one recordqf the hngu;suc aﬁd nd\ﬁliqguistic '
interaction between Pl and P2. Moreover, methods can provide strong connections between
utterances and strong éxpectauons about conditions in the environment. We can therefore
expect vlrnetho.ds and the Evé;vt 117'ree-to Vbe useful in nbd;"ing ﬁ\iny (thh not ali) of the
_interactions between Pl and P2 that can have an effect on ISA imerpretatim

P

For Pl to construct a well-formed indirect speech act, there must be a reasonable
chance that P2 will ;h:tefpret tbe utter;a}\ce as mlendedln gencral.itis only by an appeal
to shared knowledge that a correct interpretation becomes possible. The si{xsliﬁo&kdge

sources discussed in..this. section give us a start toward a catalogue of the information
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common to dialogue participants (or, more precisely, the information that one reasonably
expects will be common). The knowledge can come out of shared experience, out of
communication between participants, or from the standards individuals and institutions

impose to make certain actions and knowledge “routine”.
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13. In Conclusion

In this paper 1 have presented an account of a large number of ISA forms within
task-oriented dialogue. While the account was strongly motivated by computational
considerations, non-computational arguments were used to justify many of the distinctions
made. The major characteristics of the approach that I have taken are as follows:

-- Starting from the observation of traditional speech act theory that language is

action, 1 have advocated a uniform representational scheme for speech acts and non-

linguistic actions. The foundation of the representation is the OWL.-1 method.

-- Speech acts and other actions were combined into larger patterns of action, also

represented by OWL-I methods. These larger patterns were used as a partial model of

the structure of dialogue. This gave a framework in which to discuss issues of ISA
recognition.

== The central processing assumption has been that the phenomenon of indirect

speech acts is too complex to admit to a single, uniform computational treatment. It is

necessary, then, to identify classes of indirect speech acts that share similar
computational properties and use different representations ‘and processing strategies
for the different classes.

- 1 have claimed that a process model of ISA usage needs at least the following:

L. rules based on general properties of speech acts and other actions

2. patterns that represent special syntactic and cooccurrence behavnor for
frozen ISA forms

2 rules that embody relationships that can be used in referring to implicit

actions
There is much more that needs to be done before a full process model of ISAs is
achieved. First, there are the areas that were exﬁliﬁtii excluded, among them, hedged

performa'tiVes and "second order” ISAs, ithpiicatioﬁs of isﬂzéﬁoiéés, and the generation of
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ISA forms. Second, more in-depth analysis is needed for individual speech acts. $ome__ of
these that are particularly interesting are the speech acts for stating facts, beliefs, and
opinions. Despite a great deal of attention from pﬁi!osophers and some !ihguists. there is
still much that can be done in this area. Third, notions of context need @ be more fully
worked out. A fourth major area is rea’sbnihg"f(:r ais:a'm&gufaﬁov‘l; we are far from a
complete understanding of how to block competirig, but incorrect, interpretations of ISAs.

Finally. I would like to comment on the implications of all of this for human-machine
dialogue. Judging from the open problems l{have listed, one might expect that computer
systems that reliably recognize ISAs would be many deddu away. | think, however, that a
partial solution to the problem is much more accessible to us. Using the speech act
categorization developed here, it is possible to identify useful subsets of ISAs. This already
is an advantage, since it is often very difficul to identify useful subsets of Engﬁsh; .
frequently implementers find themselves in what amounts to an “all or nothlng" l.’s-ituation.
Moreover, given the categorization, l! will be easy to describe what a system é'étliidily does
for ISAs. Since the categories were jus;‘iﬁed to a large extent by: surifacé:l‘,ngli'szh behavior,
they should appear natural to speakers of English. ~Again, this is an area in which
implementers have had only mixed success.

Another way in which the imp!ememer'; job can be greatly simplified is by carefully
restricting the speech acts accepted and the tésks available for discussion. (Both restrictions,
of course, must be made clear m,'b.’. ‘user.) Lunitmg the typesof speech act accepted means
that some secondary forces are snmply not possible in the environment. With on_l/y: a few
tasks handled, it is not as difficult to identify an implicit action; fcwgr tasks mean that the

task intended will usually be “clear from context.”
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Thus, while many problems remam to be solved, I feel that not only is a
computational theory of ISAs well on its way, but we are at the point where ISA processing

can be done cleanly, if not yet completely, in computer dialogue systems.
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Appendix A. Core Dialogue Methods

This appendix contains a list of some of the core dialogue methods assdciatcd with
the speech acts from Section 3. Aloﬁg with the list of core methods is a descript_ion‘of the
OBJECT case specification as well as a description of the major standard path steps. The

actual representation of these methods is done in OWL-1. |

ASK-AND-ANSWER
OBJECT: a what-, where-, who-, whether or when—questlon to be answered
MAJOR STANDARD PATH STEPS: Lo
Pl ASKs the question.
P2 evaluates the query to decide whether to comply.
P2 finds the answer.
P2 gives the answer.

ASK-AND-DESCRIBE
OBJECT: a thing or how-question72
MAJOR STANDARD PATH STEPS:
Pl ASKs what the description is.
P2 decides whether to comply.
P2 gives the description.

ASK-AND-EXPLAIN
OBJECT: an action, a how-question, or a why-question
MAJOR STANDARD PATH STEPS:
Pl ASKs what the explanation is.
P2 decides whether to comply.
P2 gives the explanation.

72. How-questions are split between ask-and-describe and ask-and-explain depending on the
type of information that seems appropriate. Of cowrse ask-and-describe and ask-and-
explain can ‘also -be “triggered -by- a. direct sequest for a description or. explananon,
~ respectively. The motivation for distinguishing: ask-and-describe and 3sk- and-explam from
ask-and-answer ‘is that the first two- will tend to be. .invelved with longer answers- that
require more selection and organization ef the information. Ask-and-describe and ask:and-
explain :are distinguished from each:other. by the aspects of the topic that are. consldered
relevant in answering a - howquesnon for.. ask’andsexphin. the fempf\asis is on causal
relationships. . :

R
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REQUEST-AND-HELP ‘
OBJECT: an action that can be the object of REQUEST
exception: a repetitive action
MAJOR STANDARD PATH STEPS:
Pl REQUESTs P2 to take responslbﬂuy for helpmg
Pl with an action.
P2 decides whether to comply
in either order:
P2 ACKNOWLEDGE: the REOUEST
If not already understood, roles in the action are assigned
to the participants.
then:
The action is carried out.

SUGGEST-AND-ACCEPT "
OBJECT: an action
MAJOR STANDARD PATH STEPS:
Pl SUGGESTS the action.
P2 decides whether to comply.
P2 ACCEPTSs the suggestion.

73. Note that the action suggested is not reprcsemad as a’ step in- SUGGES'FAND-
ACCEPT. This it bncame I see suggestions as directed-toward. acceptance of an idea, not
directly toward' thé Accomplivhient of attions (hence the potsible response,. "That's a-geod
idea”), There T, however, a close Telation betwéen a suggestionitoidd an action and the
action actually being tartied out. “To representithis, we camsay that there is a general sacial
directive that pebplc sHout' behave: reasohably: If there is geod-senson: to: carry -out an
acfion (and no overriding objection to if) theei the action should -be carried .omt. This
information would be incorporated into processes for selecting goals. .
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Appendix B. Matching Semantic Representations against Rules

Although the ISA rules in this paper have been presented informally, I am assuming
a highliréslric&ed ::eial»ionship between the patterns specnfted by the ISA (rulésl'and the
semantic representations of particular English utterances. This appendix summarizes the.
relatlonsh‘ip. |

First, we must consider the level of »represema'tion., ‘The dialogue model 1 am
assuming assigns more than one semantic representation to an utterance, (These
representations are summérized in Appendix E) 1.wish, however, to make my remarks on
matching as independent as pessible of the patticular choice of representation level for rules :
and utterances. For the purpese of explanation, it is assumed. that the two representations
are at the same level or close en;augh so that tihc‘cqrrespondences between elements can be
easily identified. | |

This brings us to the constraints - on matching. . In: saying that a semantic
representation S matches a pattern in an ISA rule, I mean that the elements of S corrgspond.

to the elements of the pattern by any one of the following relationships:

1. An element of $ matches an eleraent of the pattern exactly.

2. An element of S has a subclass relationship to the element of the pattern. (I am
assuming that the “class” relationship in “subclass” and "superclass” below is OWL-1
specialization. See Hawkinson [13]. The important point here.is that the two elements
are related to each other by an explicit classification link in the knowledge base.)

2. An element of § has a supérclass rélétioﬁgﬁip to ytvhe element of the pattern. |
4. An element of S may match a variable in the ISA ip;ttem either by relationships

(1)-(3) or by being an instance of the variable type.:.In this paper, variables are
signalled by the use of some, a, or the in the statement of rules and preconditions. T Ae
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indicates the case where a variable-must bé matched by an instance. 4 and some are
used where either an instance match may occur or refationships (1>-(3) may be
~ appealed to.

. 5 Phrases in rules and speech act preconditions appearing in this paper in

parentheses are not expectéd 1o ‘have corfesponding ‘élements in' utterance -

repreﬂentauont

6. One of the relationships (2), (3), or (4) apply, and added constraints on what may

match the pattern are either given explicitly in the pattern or supplied by the othef

parts of the match that have been completed. |

The third relationship above is necessary, but it s significantly fess common than the first -
two. Since parts of the utterancé are iiore general thiei the patfersi; i these cases context

~ plays a rolé in detérmining that'the moreé specific elémhent of ehe:pattern is being referred to. -

T illustrate the fourth matching refationship; consider the foliowing examples: -

B Something good is bound to come of it if you-buy-a'dollar ticket. -
B2 You'll have a good chance of winning if you buy a dofar ticket.

Examples Bl and B2 can be interpreted-as REQUESTs derived from Rule 6.2, repeated

Pl can convey a speech act indirectly by --

-- a representative with the'ipropositiomal’ colitent’ that some desirable resuk or

results can be expected for some intended effect of the speg(;h act.
‘Under this interpretation, the pzms ofthe exampk in imks mﬁ correspond to the phrase
"some desirable result or resuks in the rule The mhciled chuse in BJ would be related to

the rule by one of the relanonshlps (l)—(1) above, dependmg on what stand one took on the

relationship between the good aad ﬂie desmble The i!aﬁr.m!d thue in 52 wolﬂd be



191

considered as conveying an instance of the phrase in the rule, since winning is one possible
desirable result.

In this account of matching, there is still a missing piece: the actual refationships
between particular representations. In keeping with the informality of the rules ‘that Iam
presenting, 1 do not attempt a taxonomy of representations (i.e. hierarchic sfructures from a
world model). ™ In addition, 1 make no attempt to characterize the features of English that
make some realisations of a rule more idiomatic -than others. My purpose in discussing
matching is to show that, despite the informality of the presentation, | am expecting the

matching process to be a relatively straightforward, highly constrained operation.

74. Two expressions that come up repeatedly in the statement of the rules, however, are
worth noting. | assume that belicve has a superclass relationship to all idea-holding
concepts, eg.. thinking, knowing, assuming, hypothesizing, etc. Want has a superclass
relationship to all goal-holding concepts, eg., desiring, needing, etc.
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Appendix C. ISA Examples for Rules 611069

The rules restated:

Pl can convey a speech act indirectly by --
Rule 6.1
(i) ASKing whether the intended speech act is necessary

(") ASKing whether an equivalent speech act (u one with the same prinapal
intended effect) has ah'eady been performed o

(iii) ASKing whether the ptincipat mtended effect can be exp«;ied to occur without the
speech act

(iv) ASKing whether the principal intended effect of the speech act has aiready
occurred

Rule 6.2

-- a representative with the propositional content that some desirable result or results
can be expected for some intended effect of the speech act.

Rule 6.2 (for Pl-based preconditions):
-- a representative of the topic of a Pl-based precondition of the speech act.
Rule 6.4 (for P2-based preconditions):
-- an ASK of the topic of a P2-based precondition of the speech act.
Rule 65 (for unmarked preconditions):
-- an ASK of the topic of an unmarked precondition of the speech act.
This rule applies in a context where Pl believes P2 has better knowledge of the
condition in the precondition topic.
Rule 6.6 (for unmarked preconditions):
| -- a representative of the topic of an unmarked precondition of the speech act.

This rule applies in a context where Pl believes Pl has better knowledge of the
condition in the precondition topic.
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Rule 6.7 (for unmarked preconditions): C ;
-- a representative of an unmarked precondition of the speech act whcre Pl believes he
or she has better knowledge of the condition.

Rule 6.8 (for groups of preconditions):

-- a REQUEST form of an action that is a goal of P! (ie,. A for "Pl.wants A7) This..
rule is applicable only when the speech act has precondnions that are exact matches or
specializations of the four preconditions of REQUEST.

Rule 6.9

-- an ‘ASK about whether P2 will take: mpmsibnay fg; car;ylng out an "active” action

that is a goal of Pl (i.e. A for "Pl wants A”). - ,

This rule is applicable only when the speech act has precondltions that are exact
- matehet or speciatisations of the four ‘preconditions of REQUEST .
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ASK
propositional content: some question
simple form: <interrogative> e.g., Where's the mustard?

principal intended effect: that P2 tell Pl the answer to the question in the propositional
content :

Rule 6.1 ‘ :
-i- Do I need to ask you where the mustard is?
-ii- Did T ask you where the mustard is?

-iii- Do you intend to tell me where the mustard is?
-iv- Did you tell me where the mustard is?

Rule 6.2
-- I'll be able to finish these sandwiches if you tell me where the mustard is.

Precondition-based Examples

1. Pl wants to know the answer to the question.

-R6.3- I want to know where the mustard is.

Il P! believes that P2 can tell the answer to the question.
-R65- Can you tell me where the mustard is?

-R66- You can tell me where the mustard is.

-R6.7- 1 believe you can tell me where the mustard is.

H1. Pl believes that P2 is willing to tell the answer to the question.

-R6.4- Would you be willing to tell me where the mustard is?
-R6.4- Do you want to tell me where the mustard is?

1V. Pl wants P2 to tell Pl the answer to the question.
-R6.3- I'd like you to tell me where the mustard is.

V. Pl believes that P2 has some obligation (a role obligation, authority obligation, or
general obligation to be helpful) to Pt to telt Pl-the answer to the question.
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-R65- GAP'

-R6.6- You ought to tell me where the mustard is.
‘R66- It's your obligation as a member of this household to tel] me where the )
mustard is. . ‘
-R6.7- 1 think you should tell me where themustard is. .=

1t-V. together:

-R6.8- Tell me where the mustard is.
-R6.9- Will you tell me where the mustard is?

75. Although it is possible to construct contexts in which this form can be used, it seems to
be only marginal. Forms such as "Shouldn't yeutell me ..2".and "Ron’t you think you
should tell me.?" are far more common. (See Section 631 for discussion of these latter
forms.) Other forms derived from application of:Ruje 63 to ASK V. do not convey an
ASK of the propositionat content at alf: for: example. "Must:you tell me . 77.is a REQUEST
that P2 refrain from telling. Perhaps Rule 65 does not apply to ASK V. because Pl is
assumed to know about any obligations that P2 has to P, 50 that there is no reason to
question P2,
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OFFER
propo.sitioria! content: some action that Pl believes will be of benefit to P2
simple form: none

principal intended effect: that P2 accept PI's commitment to take responnbﬂity for the action
in the propositional content »

Rute 61 } _
“i- ?Do I need to offer you a ride to the airport?"5
-ii- Has anybody offered you a ride to the airport?
-iii- GAPT
-iv- Have you accepted a ride to the airport?

Rule

iro

-- I'd feel a lot better if you'd accept a ride to the airport.

Precondition-based Examples

I. PI wants to take responsibility for the action.

-R63- 1 want to'drive you to the airport.

IL. P1 believes that Pl can take responsibility for PI's part of the action.
-R6.5- Can | drive you to the airport?

-R6.6- 1 can drive you to the airport.

-R6.7- 1 assume | can drive you to the airport.

1. P! is willing to take responsibility for PI's part of the action.

-R6.3- I'm more than willing to drive you to the airport.
-R6.3- I'd be glad to drive you to the airport.

IV. Pl wants P2 to perform some action that complements PI's part of the action.

-R6.3- ] want you to accept a ride to the airport.

76. This form seems to be marginal due to the conflict between its angry connotations and
the level of politeness involved in an OFFER.

77. This gap is explained by the fact that the principal intended effect for OFFER can be |
brought about only by the speech act; there is no mdependent means of achieving it. Thus,

Clause iii of Rule 6.1 can never hold.



V. Pl believes P2 can perform some action that complements PI's part of the action,

-R65- Canyou accept:a ride 1o the airport?:
-R66- You can accept a ride to the airport.
-R6.7- ' 1 assume you can accept a ride to the airport.

V1. Pl believes that P2 would. be.willing: to perform some action that complements
PI's part of the action. 5 o

-R6.4- Would you be wnlmg to accept a ride to the airport?

VII. Pl believes that P2 has an oblggauon (to "bc he)p{;gﬂ to PI perform some action
that complements PI's part of the action.

-R65%- GAP

-R6.6- You must accept a nde to the airport.

-R6.7- GAP ’
VI Pl betieves that P" has an obhgattoh lo P2 (by v:rtue of P2's own self-interest)
to perform some action that complements PI's part of the action.. .

-R65 GAP™8
-R6.6- That suitcase is heavy. You should let me drive you to the alrpon
-R6.7- That suitcase is heavy. | think you should let me drive you to the airport.

IV.-VIL. together:

R6.8- Please accept a ride to the atrport. .
-R6.9- Will you accept a ride to the ahpn?

78. See discussion for ASK V.
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SUGGEST

propositional content: an action
except for: actions in which Pl and P2 share common agency

simple forms: »
. What about <action>? eg., What about joining the Marines?
- 2. How about <action>? eg., How about joining the Marines?

princapal intended effect: that P2 consider taking responsibility for the action in the
propositional content. .

Rule 61
-i- Need 1 suggest that you join the Marines?
-ii- Has anyone suggested that you join the Marines?
-ili- Are you thinking about joining the Marines?

-iv- Have you considered joining the Marines?

Rule 6.2 4 , 7
-- I'd be pleased if you'd consider joining the Marines.

Precondition-based Examples

1. P wants P2 to consider taking rg§pqn$ibility‘f¢r the action.
- -R63- | want you to think about joining the Marines.
. Pl believes that P2 can consider taking responsibility for the action.
-R65- Could you think about joining the Marines?
-R6.6- You could think about joining the Marines.
-R6.7- 1 think you could consider joining the Marines.

HI. Pl believes that P2 is willing to consider taking responsibility for the action.

-R6.4- Are you willing to consider joining the Marines?
-R6.4- Do you want to think about joining the Marines?

1V. Pl believes that P2 has an obligation (to "be helpful”) to Pl to consider the
action.

-R65 GAP™?

-R6.6- You should think about joining the Marines.

79. See discussion for ASK V.
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-R6.7- 1 think you should consider joining the Marines.

V. Pl believes that P2 can take responsibility for the action.

337 &
LAY NS BT IR

-R65- Can you join the Marines? o
+ -R66- You can join the Marines.
-R6.7- 1 assume you can ;om !he Marmes

V1. Pl believes tha’t P9 is wmmg to mke responslbﬁity o the action.

-R6.4- Are you wilh‘ﬁg to join the Marines?
-R6.4- Would you be willing to join the Marines?

VIl Pl believes that there are some reasons why the action is desirable.

-R6.5- Would it be good for ypu tb ;om the Marmés’

-R66- It would be good for you fo join’ ‘the Manhes -
-R66- You'd be a credit to your soray !t ff" you Jolneci the Marmes .

-R6.7- 1 believe it would be good for youi to'join the Marines. "~

VHL Pl beheves that P2 has ap, obligation to P2 (by vmue of P2s own self-intcrest)
to consider taking responsibility for the‘action.

-R65- GAPS0
-R66- You need a new experience. You should join the Marines.
-R6.7- You need a new experiénce. I thik you should’ juin 'the Marines.

L-1V. together:

“RG8-  Think sbont joining the Marines.
-R6.9- Will you consider joining, the Marines?

80. See discussion for ASK V.
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Appendix D: Relating Rule 7.6 to OW].-] Methods

The notion of a basis for action defined in Section 75.3 can be related to the general
structure of actions discussed in Section 4. By doing so, we get an additional level of detail
for the definition of "basis for action” and hence a sounder understanding of Rulle 76 and
of type 2 implicit-action forms. Moteover, it should be easy to see that the additional level
of detail has'strong relevance for a computational treatment of these forms. I start with a
look at undesirable states and then go on to look at signals and symptoms.

Undesirable states that refer to ongoing methods (i.e. actions in progress) correspond
to method failure conditions. For example, D1, which reports a failure in an.ongoing

copying process may be used to REQUEST that P2 fix the copier.
D.1 The paper jammed.

Other undesirable states (eg. "It's cold in here”) will match the negation of the
PRINCIPAL-RESULT or other results of some method known to P2. (We expect the
method(s) to be known to P2 due to Pl's obligation to avoid ambiguity; see Section 6.1.) In
addition, | suspect that very frequently undesirable states will correspond to an initial
condition8! in a special planning method. For example, there might be a special planning
method that contained information on "what to do when the room is cold,” including
alternative actions and the tradeoffs between them. (For further discussion of these

methods, see Section 12.)

8. This could possibly be represented in a semantic input case called INITIAL-
CONDITION which would be defined as a specialization of SOURCE, ie, the point
started from.
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This takes care of the relationship of undesirable states to OWL-1 methods. The
handling of signals and symptoms differs according to whether or not they are refated to
methods already underway in the dialogie encounter. -Signaks ’aﬂéfsym_ptms»reheed to
ongoing methods will appear in a conditional’ step. ‘For exa‘mple.-;- cake-baking method

that uses an oven timer will have a conditiomat step cornspo’ud'ing'to the following:
When the buzzer of the oven timer goes off, check to see if the cake is done.

That'is, given the signal, perform an action. ' Similarty, whether or not a cake method uses

a signal, the following sort of conditional step might appear: -
When the cake starts to smell, check to see if it is done.

Again the same tyf)e of pattern: given a symptom, perform an actioﬁ. lﬁ idditim to the '
simple presence of the states and actions in the method, we might want to iabel them
explicitly as symptoms or signaks. Note that the conditionat steps referred to in typé’ 3
implicit-actions may appear not only in fhemgmerﬁmgomg ‘methods but also’in
substeps of them (which are themselves, ‘of ‘course, ongoing methods). Thus, not only the
steps in the bake-cake method might be used as a basis for type 3:ISAs but also steps in the
mix-batter or grease-pan methods.
For signals and symptoms unrelated to ongoing methods, it appears that one needs an

additional set of representations in the knowledge base. These would:contain information
such as that for the following example signal:

The fire alarm is a signal of a fire or a drill.
When it goes off, leave the building immediately.
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i.e <signal> is a signal of <event or process>,
When <signal> happens <carry out an action>.

A comparable example for symptoms is:

Pl shivering is a symptom of PI's being cold.

i.e. <symptom> is a symptom of <state>

"Note that symptoms, especially, are not necessarily one-to-one. That is, shivering may also
be a symptom of other states, eg. fright. Second, 1 am expecting the fact that it is
undesirable for a person to be cold to be independently determinable from other

information in the knowledge base.

In summary, fo relate type 3 implicit-action forms to OWL-1 methods, we have called
on a number of different structures. Failure conditions, PRINCIPAL-RESULTSs and other
results, and states in conditional steps were used to represent the undesirable states, signals,
and symptoms from. Rulé 76. In addition, independent structures were suggested for some

uses of signals and symptoms.
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Appendix E: A Summary of Representation Levels in the General Recognition Model

The system configuration discussed in Section 91 presupposes various types of
semantic representations. In this appendix | collect the different representations and show
briefly how they relate to each other. This list is suggested as the minimal set of

representations for a general recognition process.

Surface Semantic Representation (SSR)

This representation output by the parser closely follows the surface English: utterance. Its

salient features are:

-- Noun group references not needed for the parsing process may remain unresolved
(eg., "l saw Aim.").

-- Systematically ambiguous relationships between constituents may be unresolved if
not needed for parsing. For example, "He was hit by the door.” Here, by is
systematically ambiguous between the agent or cause of the action in a passive
construction (i.e. the door made contact with the person) and a location marker (ie.
the door is viewed as a place). The fact: that the. locative is less likely as an
interpretation does not mean that it can be ignored as a possible reading. :

-- Choices between word senses need not be made unless, again, they are forced by the
parsing process. For example, in "I get it" get may be synonymous with understand,
or, if it refers to a journal, get could be syionymous with receive or even subscribe to.
The SSR, however, would contain only a concept corresponding to get unless further
specialization were necessary for a completed parse.

-- ISA forms are preserved. That is, "Can you open the window?" would always have
a SSR that recorded its interrogative nature and that contained a concept
corresponding to can. Representation of any REQUEST intentions would not occur
at this level.




Interpreter Levetl Representation {ILR)

‘This s the main level of representation-used by the Interpreter; methods are among
the structures represented at this level. 1LR: has the following characteristics:

-- It 13 a case-frame oriented representation. The core set of cases are described in

Section 4. : :

-- Among its constituent concepts ILR may contain variables. The use of these is

discussed for the next representation type. :

Evaluated ILR

'This is an ILR with the appropriate other pieces of ILR bound to its variables.
Evaluation allows general pieces of LR to be refated to current environments, Evaluated
ILR is output by the module Evaluate and is used, among otherphces. in the structural
expectations (see Section 9.2).

| /Fo.r example, if an order-fast-food peoceduremp we:gevalqa;gd for three Big
* Burgers and a person:-caited.jhﬁa; then un concept forjuliawomdbe bound to the
variable for the AGENT of the call, and the concept for the Big Burgérs would be bound
to the variable in the OBJECT specification. . We thus get a transformation from one
reﬁfe‘semmion to another with roughly the fotlomng mformatmcmtem
RE: AGENT (a person) orders fast food from the COAGENT (a person)
R2: Julia orders three Big Burgers from Counter-person-|
The eval{ua‘trevd call representation of R2 can‘be M,to. search fdr an aw@hu method to

carry out the procedure.
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Transitional Representation

Transitional representation is the level o.f representation that appears in special
matching patterns, séme of which are discussed in Section 1182 This representation is
called “transitional” because it bridges the gap between SSR and ILR. Transitional
representations share case frame structuring and the use of variables with ILR, but they
share sentence-type marking (declarative, interrogative, imperative) and indirect forms with
SSR. Each transitional representation has an associated 1LR, and a successful match of a
SSR against the transitional representation (eg., by the reference matching process)

automatically binds the variables in the ILR.

Other Representations

It is quite possible that some semantic domains  will require other sorts of
representations. While the units of the current ILR are not to be construed as lexical items,
ILR is intentionally linguistically oriented. There would no doubt be a need for quitev
different representations, eg. tabular information and mathematical formulas. The
representations summarized in this section, then, are seen as a minimum, not necessarily a

complete set.

82. This representation type was called "subsurface level representation” in earlier versions
of the model.




