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#### Abstract

A data abstraction mineduces a data typo with a hidden representition. Specifications of data abstractions are required to allow the data to be described and used without reference to the underlying representation. There are two main approaches to specifying data abstractions, the abstract model approach and the axiomatic approach.

This thesis is concerned with the problems of formalizing and extending the abstract model approach. A formally defined language for writing abstract model specifications is presented. The correctness of an implementation with respect to an abstract model specification is defined, and a method for proving the correctness of implementations is proposed.

Our formulation treats data abstractions with operations that can dynamically create new data objects, modify the properties of existing dâta objects, and ratse exception conditions when presented whth unusual input values.
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## 1. Introduction

Specifications play an important part in the programming process, especially in the design and construction of large programs. It is generally accepted that large programs should be designed as systems of loosely coupled independent modules, so that each module can be designed and understood without reference to the other modules. A precise specification of the behavior of a module decouples the programs that use a module from the programs that implement the module, since programs that use the module depend on the specification of the module rather than on the implementation. The hope is that the specifications of a module will usually be simpler and more stable than the implementation of the module, so that the use of the specifications will make it easier to design, implement, and maintain the modules that make up a program. Specifications are also needed for program verification.

The research reported here is primarily concerned with specifications for data abstractions. A data abstraction consists of a set of data objects and a set of primitive operations on those objects. The objects of a data abstraction are treated as abstract indivisible entities, which do not have any directly accessible substructure. The objects of a data abstraction can be manipulated only by means of the primitive operations provided by the data abstraction. ${ }^{1}$ The behavior of a data abstraction is completely characterized by the behavior of its primitive operations, and the observable properties of the abstraction are precisely those computable in terms of the primitive operations. Since the behavior of a data abstraction is

1. The only exception to this rule is the boolean abstraction. The host programming language may provide statements, such as the conditional, which make the flow of control depend directly on a boolean value. These statements are not primitive operations of the boolean abstraction, and they cannot be defined using only the primitive operations.
independent of the way in which the associated data objects are represented in any particular Implementation, introducing data abstractions is one way of decomposing a program into independent modules $[39,40,19,4,29]$. The concept of representation independence is made more precise by the definition of behavioral equivalence of data models developed in Chapter 3. and it is the basis for the usual data type induction rule [53]

To specify the behavior of a data abstraction, it is sufficient to specify the behavior of each operation, since the only way to interact with the objects of a data abstraction is by means. of the primitive operations. The problem of specifying the operations of a data abstraction differs from the probiem of specifying procedures because the specification of a data abstraction must be independent of the way the associated data objects are represented in any particular implementation of the abstraction. There are two main approaches to specifying data abstractions, the abstract model approach and the axiomatic approach.

In the abstract model approach, an abstract representation for the data objects is defined, and the operations are specified in terms of the abstract representation. The representation is abstract because it is constructed from mathematically defined domains, rather than the built in data types of some programming language. The abstract representation should be chosen so that the operations can be defined as simply as possible. The representation used in the implementation of a data abstraction must often be chosen to optimize space or time efficiency, and may be quite different from the abstract representation. To prove the correctness of an implementation with respect to an abstract model specification, it is. necessary to define the correspondence between the representation used in the implementation and the abstract representation.

In the axiomatic approach, the set of data objects is defined implicitly, by giving a set
of axioms relating the primitive operations. The axioms specify the relationships that must hold between the operations of a data abstraction, and any structure satisfying the axioms is taken to be an acceptable model for the abstraction. If the axioms are consistent, then there will be at least one structure satisfying the axioms. It is possible for many different structures to satisfy the same set of axioms. To establish the correctness of an implementation with respect to an axiomatic specification, it is necessary to show that the operations of the implementation satisfy the axioms. An excellent treatment of correctness proofs based on axiomatic specifications can be found in [37].

The work reported here is concerned mainly with formalizing and extending the abstract model specification technique. We present a formally defined language for writing abstract model specifications. A criterion for judging the correctness of an implementation of a data abstraction with respect to an abstract model specification is developed, along with a method for proving that particular implementations are correct with respect to specifications in our specification language. Both the specification language and the proof technique apply to situations where mutable data can be shared. Previous work on specifications has largely avoided the issues associated with shared mutable data. Our formulation provides an integrated treatment of data abstractions with operations that can dynamically create new data objects, modify existing data objects, or raise exception conditions when presented with unusual input values.

### 1.1 Previous Work

Most high level programming languages have a set of built in data abstractions. Languages that support user defined data abstractions have been developed. including SIMULA 67 [5], CLU [29], and ALPHARD [54] In these fanguger a pregrom using a data abstraction does not have to mention the representation of that abatraction, so that the implementation structure can be changed withou affecting any of the applications programs using the abstraction.

Surveys of specification techniques for data abstractions can be found in [31] and in [28].

The abstract model approach is direct in the sense that the set of data objects associated with a data abstraction is explicitly constructed. References to early work on abstract model specifications can be found in [31]. The problem of proving the correctness of an implementation of a data abstraction with respect to an abstract model specification has been treated by Hoare in [18], and the problem of proving the correctness of programs using the objects and operations of a data abstraction has been treated by Shaw. in [47] In both cases, the specification language has been introduced informally, and shared data has been excluded. The problem of specifying the behavior of data shared by concurrent processes has been treated in the context of the actor formalism by Yonezawa in [55]

The abstract model approach is related to the denotational definition method for programming languages developed at Oxford by Scott and Strachey [49, 46] in which a mathematical model is defined for each of the constructs of a programming language, including the data domains. The major emphasis of the work at Oxford has been directed at issues other
than data abstractions. A formal treatment of a language with the potential for sharing mutable data can be found in [50], athough the model makes little attempt to abstract from the storage representation of the data. A denotational definition of CLU, a language with facilities for constructing user defined data abstractions, can be found in [45].

The axiomatic approach is indirect in the sense that the set of data objects associated with a data abstraction is defined implicitly. There are several different axiomatic specification techniques, which are distinguished by the kind of logic in which the axioms are embedded.

Axiomatizations of data abstractions in first order logic can be found in [19]. A first order logical approach has also been used in the iota system [37] for constructing and verifying programs that use data abstractions.

A restricted form of axiomatic specification using only conditionals and equations has come to be known as the algebraic approach $[56,10,7,13,9]$. The name stems from a uniform method for constructing a canonical model for axiomatizations expressed in this form. The canonical model is a many sorted algebra which is unique up to isomorphism, and which is called the initial algebra. A system for verifying programs using data abstractions specified by algebraic specifications has been developed at ISI [35, II, 36].

The problem of proving properties of programs that manipulate potentially shared mutable list structures has been treated by Burstall in [2]. Burstall follows a hybrid approach, by explicitly introducing a model and defining its behavior axiomatically. Proofs about programs that manipulate pointers have been treated by Suzuki and Luckham [51, 32].

An approach to defining programming languages combining aspects of the direct and indirect approaches is being developed by Schaffert [44]. Schaffert treats shared mutable data abstractly, and considers the problem of proving properties of programs using mutable data

## abstractions.

### 1.2 Motiviations for this Work

The original aim of this research was to develop tools and techniques for increasing the level of conndence that a formal specification for a data abstraction does indeed capture the behavior intended by the designer. We started with the algebraic specification technique, as described by the work of Zilles [56] and Guttag [10]

After some preliminary investigation, it became clear that there were a number of phenomena associated with the data types actually used by programmers that could not be adequately described by this specification technique as it stood, notably the dynamic creation of data objects, changes of state of potentially shared data, and exception handing.

It also appeared to be difficult to produce a well formed algebraic specification for a new data abstraction, especially if the exact behavior required was not yet completely designed. In our experience, a typical attempt to design a data abstraction using axiomatic specifications runs as foflows. After analyzing the problem, the operations of the data abstraction are determined, and the inputs and outputs of each operation are identified. When the intended behavior of each operation on a typical set of input values is fairly well understood, a preliminary axiomatization is constructed. The process of producing the preliminary axiomatization helps to pinpoint special cases and boundary values for the input domain, and the problem is analyzed further to determine appropriate behavior for the operation on unusual or ill formed input values. The axioms are examined in light of the new design decisions and are adjusted to conform. After a few iterations each of the axioms looks plausible when considered in isolation. At this point the axiomatization is examined for consistency and
completeness. often at the cost of considerable effort. Fairly often we have found such an axiomatization to be inconsistent, and less often to be incomplete. It was disturbing to find that plausible axiomatizations could be ill formed, and that the effort of producing a precise description of a seeming simple design decision could be quite large.

We also designed some data abstractions using abstract model specifications, and found that the process was much easier. One point was that inconsistencies in the design would usually surface immediately, because it would not be possible to define some operation so that it satisfied all of the informal constraints, while the usual result of trying to axiomatize an inconsistent set of design decisions was a inconsistent axiomatization, which was often difficult to recognize as inconsistent. Another point was that minor perturbations in the behavior of an operation were easier to describe for an abstract model specification than for an axiomatic specification. As long as the meaning of the abstract representation is not changed, a modification in the definition of one operation cannot affect the other operations, since in an abstract model each operation is defined in terms of its effect on the abstract representation. In an axiomatic specification the meanings of the operations are defined in terms of the relations between them, so that a change in an axiom can affect many operations.

While the above is a very subjective judgment, based on our personal experience with a fairly small set of examples, we found that other people trying to use axiomatic specifications in the design process had similar complaints. This motivated a more extensive investigation of abstract model specifications.

We found that previous work on abstract model specifications was largely informal, and that abstract model specifications were used without saying what the specification language was or what the specifications meant. Since abstract model specifications appeared to have
advantages from the point of view of design, establishing a precise mathematical formulation of the specification tectrique arose as a natural subgal. In the process of pursuing this goal, it became apparemt that dynamic creation of data objets, state changes, and exception conditions could be readily incorporated into the framework. At that time, existing work on axiomatic specifications afd not address these tssues; Which kept cropping up in the design of programs. As a resulk, the direction of this research shited to developing and extending the abstract model specification technique, and the orighat problem was set aside as a subject for future Investigation:

### 1.3 Assumptions and Restriotions

In the interests of defining a problem that can be treated in depth in a reasonable amount of time, we have made some restrictions on the scope of our investigation. These restrictions are explictly stated below. A more detaled discussion of the restrictions and the reasons for introductng them can be found in Appendix I.

We have not considered cases where mutabie data is shared by concurrent processes, so that a model of a computation as a linear sequence of operations is sufficient for our purposes. We have assumed that each operation is deterministic, so that every computation produces a unique resuft. These assumptions kad to a simplet characterization of the observable betiavior of a data abstraction than would otherwise be possible.

We have adopted a model of exception handling in which operations are terminated If they raise an exception condition. This restriction allows the behavior of an operation to be described independently of the behavior of exception handiers and exception handing mechanisms, and leads to a clean model of data behavior.

We have assumed that each operation depends only on the properties of the data objects passed to the operation as arguments. Operations that depend on global data or on own data (i.e., operations with internal state) are excluded by this assumption. Without such a restriction on the operations, systems must be treated where the behavior of a data object may be affected without applying any of the primitive operations associated with the data abstraction, and the concept of behavioral equivalence (see Chapter 3 ) must be reformulated. Since the behavior of such structures is not completely characterized by the behavior of the primitive operations, we do not accept them as well formed data abstractions.

### 1.4 Results of this Work

We have investigated the structure of mathematical models of data abstractions, developed a general framework for proving the correctness of implementations, and proposed a prototype specification language based on these results.

### 1.4.1 Mathematical Modele

A specification can be viewed as a method for singling out the structures (or models) that exhibit the desired behavior from those that do nof and the meaning of a speciffation an be identified with the class of models consistent with the specification. This gives us a basis for judging whether or not two specifications in two different formalisms have the same meaning. The set of structures consistent with a given axiomatic specification contains precisely those structures in which all of the axioms are true. An abstract model specification deftnes a particular model exhibiting the desired behavior, and the class of all models consistent with the specification contains just those structures with the same externally observable behavior as the
standard model. In this work, we have formally characterized the aspects of the behavior of a data abstraction that are detectable by an external observer.

We have described two classes of algebraic structures, exception algebras and state machines, which can be used as models for data abstractions with exception conditions and with state changes. This work will be of interest to people wishing to extend the axiomatic technique to inctude exceptions and state changes, since it explores the kinds of structures that will have to be defined axiomatically.

### 1.4.2 Proof Techniques

In treating a range of behavior including object creation, mutation of data, and exceptions, we have found it necessary to reformulate the crtteria for the correctness of a proposed implementation of a data abstraction, and to develop new techniques for proving the correctness of an implementation with respect to the new criteria. These techniques are of
 respect to axiomatic specifications.

### 1.4.3 Speoifieation Language

We have developed a specification language for defining data abstractions based on abstract models. This language has been given a mathematical definition that is sufficiently formal to support mathematical proofs of properties of the specification, and of the correctness of implementations. We have made an effort to incorporate all of the features necessary for a practical specification language, rather than to define a haguage designed to facilitate proofs of meta-theorems about the specification language. We have intended this language to serve as a
prototype, which can be used as a guide for people designing practical specification languages. The language presented here has been designed primarily to be read and written by humans, rather than to be mechanically processed (e.g., by a program verification system). In some applications it may be desirable to use a more restricted language, in order to facilitate automatic theorem proving at the expense of making the specifications harder to construct.

### 1.5 Overview of Remaining Chapters

In Chapter 2 we explain the novel aspects of data behavior associated with exception conditions, dynamic allocation, and mutation of potentially shared data, and describe algebraic structures suitable for modeling that behavior.

In Chapter 3 we formally define the externally observable behavior of a data abstraction. The meaning of a data abstraction is associated with the class of all structures exhibiting the same externally observable behavior. The concept of a reduced model for a data abstraction is developed and explored.

In Chapter 4 we present a specification language for constructing models, along with a mathematical definition for the semantics of the language. Each well formed expression of the language denotes an algebraic model. The construction of the model is explained, and the requirements an expression must satisfy in order to be a well formed specification are established.

In Chapter 5 we state our basic definition of the correctness of an implementation, and develop a methodology for proving the correctness of an implementation with respect to a standard model for the data abstraction to be implemented. The methodology is illustrated by examples of correctness proofs. The basic definition depends on the material in Chapter 3,
while the examples use the language developed in Chapter 4.
Chapter 6 contains our conclusions, a comparison of the abstract model specification
technique to the algebraic technique, and indications of directions for future research.

## 2. Modeling Data Behavior

We will define the behavior of a data abstraction by constructing a sfandard model exhibiting that behavior. A model is a mathematical structure containing interpretations for the objects and operations of the data abstraction. The externally observable behavior of a data abstraction consists of the results of all finite computations composed from the primitive operations of the data abstraction and yielding objects of other types. An abstract model is used to specify the externally observable behavior of a data abstraction. All properties of a model that are not externally observable are irrelevant, in the sense that they do not influence whether or not a proposed implementation of a data ahstration \& perrect with sespect to the standard model. We will say that two models are behautorally equivalent if and only if they have the same externally observable behavior. If two structures are behaviorally equivatent then they are models of the same data abstraction. Behavioral equivalence is treated in depth in Chapter 3.

The standard model is intended to be a isomorphic image of the data abstraction as conceived by the designer: every object of the data abstraction imagined by the designer should correspond to a unique object in the standard model, and the correspondence should preserve the operations. The standard model of an abstraction can be identified with the structure conceived by the designer, thus bridging the gap between the inaccessible pattern in the

1. Except for the boolean abstraction, the only way to interact with the objects of a data abstraction is by means of the primitive operations, so that the only way to export any information from an abstract type is by means of the primitive operations yielding results of some other type. The interested reader may wish to compare this idea with the treatment of sufficient completeness in [10].
designer's head and a publicly accessible mathematical structure. A welf'designed standard model should be reduced: it should not be possible to delete an object from the model or to coalesce two distinct objects without affecting the externally, obseryable behavior of the model. The concept of a reduced model is discussed further in Chapter 3.

In this chapter we will consider various aspects of the behavior of a data abstraction. and show how they can be modeled using algebraic structures, but first we have to briefly examine the internal structure of a data abstraction and the ways in which a set of data abstractions can be related to each other.

### 2.1 Types and Bubordinate Abstraotions

We will call a set of data objects subject to the same operations a type. The definition of a new data abstraction introduces a new type, the princlpal type of the abstraction. Each operation of the abstraction involves objects of the principal type, and often also objects of other types, which we will call the subordinate types of the data abstraction. For example, the set of integers is the principal type of the integer data abstraction, and the set of booleans is a subordinate type, because the integer abstraction has the operations - and < which map pairs of integers into booleans. Every type is the principal type of some unique data abstraction, knowa as the defining abstraction of the type. The primitive operations on the objects of a type are just the operations of its defining abstraction.

A model for a data abstraction must contain interpretations for the principal type and operations, and also for the subordinate types, becaure the operations involve objects of the subordinate types as well as of the principal type Each of the aubendinate types of a data abstraction $d$ is the principal type of its defining abstraction $d$ '. Thus we are usually dealing
with a set of related data abstractions, and with a set of related models for those abstractions. We will assume that systems of data abstractions are defined incrementally, where the definition of a model for a new data abstraction explicitly introduces an interpretation for its principal type, and where the interpretations for the subordinate types are taken from the models for the defining abstractions for those types. This construction guarantees that a type is not given two different interpretations in a single system of models. However, a bit of caution is required, because it may not always be possible to define the data abstractions in a system in an order such that the defining abstractions of the subordinate types of each data abstraction are defined before the data abstraction itself. For example, suppose that the fixed point number abstraction has an operation for converting fixed point numbers to floating point, and that the floating point abstraction has an operation for converting floating point numbers to fixed point, say by rounding. In such a case, floating point numbers are a subordinate type for the fixed point number abstraction, and vice versa, so that it is not possible to define both types in an order such that their subordinate types have been previously defined.

In order to make the idea of a hierarchically ordered set of type definitions more precise, we define the direct subordinate and subordinate relations as follows.

## Definition 1 Direct subordinate relation.

If $d_{1}$ and $d_{2}$ are data abstractions, then $d_{1}$ is a direct subordinate of $d_{2}$ if and only if the principal type of $d_{p}$ is a subordinate type of $d_{2}$.

## Definition 2 Subordinate relation

The subordinate relation is the transitive closure of the direct subordinate relation.

We would like the subordinate relation to be a well founded partial order, but this need not always be the case, because two data abstractions can be subordinate to each other, as in the
above example. However, if we group together all of the data abstractions that are mutually subordinate (i.e., take the quotient with respect to the largest equivalence relation contained in subordinate), then the subordinate relation does in fact induce a partial order on the groups (equivalence classes).

We will treat each group of mutually subordinate data abstractions as a single module. A model for such a module will have several principal types, one for each data abstraction. Modules correspond to the equivalence classes introduced in the previous paragraph. The subordinate relation for modules is always a partial ordering. This ordering is also well founded, because the set of data abstractions in any real system is finite. Since the ordering is well founded, we can use structural induction with respect to the subordinate relation on modules when proving properties of spstems of data abstractions (i.e., to establish a property for the data abstractions in the module m, we can assume the property holds for all abstractions subordinate to m ).

It will usually be the case that each module defines a single data abstraction, with a single principal type. In the following discussion we will eften tacity assume that each model has only a single principal type, although the formal definitions will be formulated to deal with any number of principal types per model.

### 2.2 Simple Abstractions

The purpose of a standard model specification is to provide an interpretation foreach type and for each operation of the data abstraction it specifies. A well chosen standard model should provide interpretations that are clean and simple. The most suitable modeling structures depend on the kinds of behavior that must be described. The simplest case is a data
abstraction without any exception conditions or any time dependent behavior, because in such a case the types can be interpreted as fixed sets of constant values, and the operations can be interpreted as functions on those sets. We will refer to this kind of abstraction as a simple data abstraction. The early work on algebraic specifications for data abstractions [56, 10, 7] dealt primarily with simple abstractions. Following their lead, we will model simple abstractions as heterogeneous algebras [1].

A heterogeneous algebra, also known as a many sorted algebra, is a pair ( $P, F$ ), where $P=\left\{P_{\alpha} \mid \alpha \in A\right\}$ is an indexed set of phyla (also called carriers), and where $F=\left\{F_{\beta} \mid B \subset B\right\}$ is an indexed set of operations. The index sets $A$ and $B$ contain the names of the types and operations, respectively. Each phylum in $P$ is a set of data objects. Each operation in $F$ is a function $F_{\beta}: P_{a(\beta, 1)} \times \ldots \times P_{a(\beta, n(\beta))} \rightarrow P_{r}(\beta)$, where $n: B \rightarrow \mathbb{N}$, $a: B \times N \rightarrow A$, and $r: B \rightarrow A$ are functions such that $n(B) \geq 0$ is the number of arguments for $F_{\beta}, a(\beta, k)$ is the type index for the $k$-th argument of $F_{\beta}$, and $r(\beta)$ is the type index for the return value of $F_{\beta}$, and where $N$ is the set of all natural numbers. The principal and subordinate types of a constant data abstraction are interpreted as the phyla of the algebra, and the operations of the data abstraction are interpreted as the operations of the algebra.

Simple data abstractions are easy to describe, but they represent a very restricted class of abstractions, which almost never occur in practice. For example, the fixed point number abstraction, a common and relatively simple data abstraction, fails to qualify as a constant data abstraction on two counts. First, an attempt to divide by zero results in an exception condition. Second, fixed point numbers have a print operation, which modifies the state of an output stream. Exception conditions and state changes are discussed in detail beiow.

### 2.3 Exception Conditions

Many programming hanguages have data abstractions with operations that may signal errors or raise exception conditions (we prefer the latter term). A common example is the integer data abstraction, where an attempt to tivide by tero resuls in an exefotion. In gerieral, an operation should raise an exception whenever it is called with an arguinent ourside its natural domain of definition. Sitwations 有ke this are quitecotmon, so that it is important to include exceptions in our modet of data abstractions:

### 2.3.1 Termination vs. Resumption

An exception causes a departure from the normal now of controf, to execute a program fragment intended to hantlle ithe exceptiomal condition. In cases where the exception handier can recover from the exception, the computation may conthue, and ocherwise it must be aborted. There is no universally accepted meded for this process.

One viewpoint, which we shal adopt, is that an operation may have a number of return points, one for the normal case, and one for each exception. We shall refer to this viewpoint as the termination model of exception handing. According to the termination model, raising an exception is just a special way of terminating an operation.

An alternative viewpoint, which is commonly held, is that an exception causes the exception handler to be invoked as a procedure, with the implication that the operation that raised the exception will continte after the handler returns. We will refer to this viewpoint as the resumption model of exception handling.

Both alternatives have been implemented. For example, in CLU an exception
conditions always terminates the operation that raised it, while in PL/I the operation is resumed (for one class of exception conditions). A detailed analysis and comparison of the termination and resumption models can be found in [30], where it is argued that the termination model has a much simpler behavior than the resumption model.

### 2.3.2 Termination Conditions

We will assume that an operation of data abstraction may terminate in any of a number of termination conditions [cf. 43], one of which (the normal condition) corresponds to the normal behavior of the operation, while the others correspond to the exception conditions that may be raised by the operation. The effects of an operation and the number and types of return values will usually depend on the termination condition. For motivational purposes, we will assume that when an exception occurs, the data objects produced by the operation, if any, are passed to the appropriate exception handler as arguments. ${ }^{2}$

A specification for a data abstraction with exceptions must therefore specify when each exception occurs, and what the results of the operation are for each termination condition. The definition of the host language must specify which error handler is associated with each occurrence of an exception, and what happens after the handler terminates. The only constraint we impose on the host language is that whenever an operation raises an exception, the operation is terminated before the handler is invoked, arid may not be restarted. ${ }^{3}$
2. This corresponds closely to the exception mechanism in CLU. In other languages, more roundabout methods may have to be used for passing information to an exception handler, such as assigning values to global variables.
3. This constraint is implicit in [10] and [8].

### 2.3.3 Exception Algebras

In order to get a class of structures suitable for modeling data abstractions with exceptions, we have to extend the notion of a heterogeneous algebra. In a heterogeneous algebra as described in [I], each operation is a function whose range is some phylum of the algebra, but a typical operation of a data abstraction may return more than one data object, and it may return objects of different types in different termination conditions. Rather than Introducing phyla with a complicated substructure, we prefer to relax the constraint on the allowable ranges of the operations, since we would like to maintain a simple correspondence between the types of a data abstraction and the phyla of the modeling structure. In an exception algebra, the range of a typical operation is the disjoint union of a family of sets, each of which is a cartesian product of some number of phyth (possibly zero ${ }^{4}$ ).

We will also include the index sets and the functions describing the types of the operations as explicit components of the exception algebra, to prevent confusion in situations where we are dealing with several algebras in the same context.

## Befmition 3 Exception migebra

An exception algebra is a tuple 〈 phyla : $P$, operations : $F$, arglength : $n$, argtype : $a$,
 $P=\left\{P_{a} \mid a \subset A\right\}$ is an indexed set of phyla, and where $F=\left\{F_{B} \mid \beta \subset B\right\}$ is an indexed set of operations, such that each operation in $F$ is a function $F_{\beta}: P_{a(\beta, 1)} \times \ldots \times P_{a(\beta, n(\beta)\rangle} \rightarrow U\left\{R_{\gamma} \mid T \in(\beta)\right\}$ where $H$ denotes the disjoint union operation, and where $R_{\tau}=P_{r}(\beta, \tau, 1) \times \ldots \times P_{r}(\beta, \tau, m(\beta, \tau)) \quad n: B \rightarrow N$. $a: B \times N \rightarrow A, t: B \rightarrow P(T), m: B \times T \rightarrow N, r: B \times T \times N \rightarrow A$ are functions such that $n(\beta)$ is the number of arguments for $F_{\beta}, \alpha(\beta, k)$ is the type index for the $k$-th argument of $F_{\boldsymbol{\beta}}, t(\beta)$ is the set of all termination conditions that may resulk from

[^1]$F_{\beta}, m(\beta, \tau)$ is the number of objects returned by $F_{\beta}$ in the termination condition $\tau$. and $r(\beta, \tau, k)$ is the type index for the $k$-th return value of $\mathcal{F}_{\boldsymbol{\beta}}$ in the termination condition $T$. $A$ is the set of type names, $B$ is thes setof eperation wames, $T$ is the set of termination condition names, and $D \subseteq A$ contains the names of the distinguished principal types. $N$ is the set of natural numbers.

The details of this formal definition of an exception algebra will be used primarily in Chapter 3, and in the proofs of the theorems in Appendix HI. The following example may help to clarify the meaning of the various components of an exception atgebra Let $A$ be an exception algebra model for the integer data abstraction. Then we have:
A. typenames = \{"int", "boolean" $\}$
A. oprames = \{"plus", "times","difference", "quotient", ... \};
A. icnames = $\{$ "normal". "zero_divide" $\}$
A. $\mathrm{pt}=\{$ "int" $\}$
A. phyla $_{\text {int }}=\{0,1,-1,2,-2, \ldots\}$
A. phytaboolean $=\{T, F\}$
A. operations plus $=\{(x, y, z) \mid z=x+y\}$

Quotes have been used to emphasize that the first four sets contains names (strings) rather than the sets they denote. Note that an algebra is a labeled tuple, and that we are using a dot notation similar to that used for the components of records in PASCAL to refer to the components of the tuple. If $A \cdot$ arglength $=n, A \cdot \operatorname{argtype}=a, A, t c=t, A$. rlength $=m$, and A. rtype $=r$, then:
$n(q u o t i e n t)=2$,
$a($ quotient, 1$)=a($ quotient, 2$)=$ "int", $t($ quotient $)=\{$ normal, zero_divide \}, $m$ (quotient, normal) $=1$,
$m(q u o t i e n t$, zero_divide) $=0$, and
r(quotient, normal, 1 ) = "int".

In the specification language described in Chapter 4, we will describe the type information for an operation in a compact syatan thustrated below tow the proithtit operation.
quotient: int $\times$ int $\rightarrow$ (normal : int ) + (zero_divide : >

The range of an operation, which is a disjotnt union, is writien as the sum of the components for each rermination condnien. The compenent orresponding to the termination condition $T$ is written as ( $\boldsymbol{T}: \boldsymbol{R}_{\boldsymbol{\tau}}$ ), where the nownat componem'may te abotevated by dropping the angle brackets, the colon, and the condition name.

The reader should note that terminition cenititond and data objects are treated in different ways, and that the inputs to an operation are ahways ordinary data objects, which are never used to represent exceptions. In previous work on specifyipte data ahstractions with exceptions, exceptions were modeled as distinguished exception objects, which were either elements of extra phyla [10] or distinguished subsets of the ordinary phyla [8]. We, have followed [43] in introducing explicit named termination conditions, maintaining a distinction between termination conditions and data objects, since we feel that this approach provides a more coherent and disciplined view of the exceptions associated with a data abstraction.

### 2.4 Time Dependent Behavior

Many programming languages have data abstractions with data objects whose properties may be changed. Two common examples are records in PASCAL and arrays in extended LISP. Since data abstractions with time dependent properties are in fact widely used, It is important to develop a formalism suitable for specifying their behavior.

An operation is non-functional if it is possible to invoke the operation with the same
arguments at two different times and get two distinguishable results. A data abstraction exhibits time dependent behavior if it has at least one non-functional operation. Data abstractions with time dependent behavior will be modeled as state machines. A state machine is a special kind of exception algebra containing a distinguished phylum of system state functions. The progression of time in a computation is represented by the sequence of system states of the state machine. ${ }^{5}$

We distinguish two kinds of time dependent behavior. If an operation changes the properties of an existing data object, we will say that the operation mutates the data object. If a data abstraction has no operations that mutate any data objects, then the abstraction is immutable, and otherwise it is mutable. If every invocation of an operation returns a data object that is distinguishable from all data objects that have been computed previously, we say that the operation creates a new data object. If a data abstraction has no operations that create new data objects, then the abstraction is static, and otherwise it is dynamic. It is possible for a dynamic data abstraction to be immutable, as illustrated by the unique id abstraction described in Chapter 4.

Mutable data abstractions are usually dynamic, since the possibility of sharing data objects goes hand in hand with the need to create new data objects. A change in the state of a mutable data object is visible in all contexts in which the data object appears. If all of the contexts in which a given data object is used are not known, as is often the case in a program. then the data object cannot be mutated without risk of violating the assumptions made about
5. We are relying on our assumption that a computation is a single sequential process. The history of a parallel computation has been described as a partially ordered set of local states in [55].
the data object in some of the other contexts in which it may appear. A newly created data object is known to occur only in the context in which it was created, and can therefore be mutated without risk of interfering with other parts of the program.

Data abstractions that are mutable or dynamic will be modeled as state machines, since they exhibit time dependent behavior. Data abstractions that are, both static and immutable can be modeled as exception algebras without introducing states. The rest of this section is concerned with state machine models.

### 2.4.1 Data Objeote vs. Vaxiables

In the early work on abstract data types, abstract data objects were treated as immutable values, and all changes of state were identified with assignments of new abstract values to program variables. This point of view is now widely held, and is often taken for granted in work on specifications for data abstractions. However, as clearly stated in Hoare's pioneering paper [18], this approach is not suited for describing programs that maniputate pointers, or more abstractly, for describing mutable data abstractions that allow sharing of mutable data objects.

The distinction between the assignment of new values to variables and mutation of data becomes important in cases where mutable data is shared (several variables denote the same data object). Consider the example from LISP illustrated in Figure I. Suppose that initially the value of the variable $x$ is the list (3) and the value of the variable $y$ is the list ( 45 ). The assignment (setq $x y$ ) will change the value of $x$ to be the list ( 4 ) which is identically the same tist as the initial value of $y$. This assignment has not inftienced the properties of the lists (3) or (45), and therefore has not affected any other variables whose values happen to be the
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same lists as the original values of $x$ or $y$. If we now modify the list $x$ by executing the operation (rplaca $x 7$ ), we will have changed the first element of the list $x$ to be 7 . Both $x$ and $y$ continue to denote the same list (the original value of $y$ ), but the first element of this list has changed, so that the value of either $x$ or $y$ would print out as (75). Whenever a data object is modified, that change is visible in all variables that denote the data object, and in all other data objects that refer to (or "contain") the modified object.

The classical approach of associating all changes with the variables does not work very well in cases where mutable data is shared. If we were to insist that list values be modeled
as immutable sequences, and that all changes be described by assigning new values to the variables, then we would have a situation where aplace operation could change the values of arbitrarily many variables, depending on how the data was shared. By associating states with the data ebjects-thernselves rather than with the variables, we can overcome this difficulty, since changes can be focatized in an object centered description. An example of a description of a mutable data structure with shared subcomponents can be found in Section 2.4.4.

The treatment of potentially shared mutable dita has been one of the major goals of this work. Our approach is most closety matched to object oriented languages such as CLU and LISP. and our work is more or tess applicable to languages with pointers and heap allocation, such as Euclid, Algof 68, and PL/I. We treat dperations as functions that take a system state and some data objects, and produce a new sjstem state and some daila objects. The variables of the host programming taliguage do not explteitif enter into our treatment, and we leave a discussion of the assignment of data objects to variables to the definition of the host programming language. Our treatment is directly applicable tosthe programming language CLU, in which the invecation of an operation or phocedire may thange the properties of some data objects, but is gimaraneed not to disturb the assoctation toetwedi varfables and data objects. For host programming langages where the invocation of a procedure may alter the association between variables and data objects, in (imperre) LISP, EuciM, Aigol 68, anid PLII, a correspondence has to be made between the operations of the language and the operations of the abstract model for each data abstraction.

There are two ways of incorporating abstractions with operations that assign to their input parameters in our framework. Ohe way is to consider the wbstractions to be immutable, with operations that return vectors of values to be assigned to the output variables of the
procedure. Another way to model such operations is to consider the L-values [cf. 50] of the variables to be part of the data object rather than the variable, and to treat the data abstraction as mutable.

The first approach is well suited in cases where there is no sharing of mutable data. Aliasing can in fact introduce sharing between the formal parameters of a call-by-reference procedure, so that special care is required in cases where the same variable is passed in more than one argument position [17]

In order to describe data objects whose properties are subject to change, we will introduce a system state function, which maps eacti data object into its properties in the current state. Only the permanent properties of a data object are represented by the interpretation of a data object in a state machine model, while the properties of a data object that are subject to change are represented by the image of the object under the system state function. For most mutable data abstractions, the only permanent property of data object is its identity.

### 2.4.2 State Machines

Mutable data abstractions are modeled as state machines, which are defined formally below. A state machine is an exception algebra with a distinguished phylum of system states.

## Definition 4 State Machine

A state machine is a tuple < phyla : $P$, operations : $F$, statefunctions: $\Sigma$, states : $\Delta$, arglength : $n$, argtype $: a$, tc: $t$, rength : $m$, rype : $r$, typenames: $A$, opnames: $B$, tcnames : $T$. statenames: $S$, ss:s, pt:D), where $P=\left\{P_{\alpha} \mid \alpha \subset A\right\}$ is an indexed set of phyla, and where $F=\left\{F_{B} \mid \beta \subset B\right\}$ is an indexed set of operations, such that each operation in $F$ is a function
$\left.F_{\beta}: P_{s} \rightarrow\left(P_{a(\beta, 1)} \times \ldots \times P_{a(\beta, n(\beta))} \rightarrow P_{s} \times u\left|R_{T}\right| \tau \subset t(\beta)\right\}\right)$.
where $L$ denotes the disjoint union operation, and where $R_{\tau}=P_{r(\beta, \tau, 1)} \times \ldots \times P_{r(\beta, \tau, m(\beta, \tau))} \quad \Sigma=\left\{\Sigma_{\alpha} \mid \alpha \subset S\right\} \quad$ and
$\Delta=\left\{\Delta_{a} \mid \alpha \subset S\right\}$ are indexed sets such that each $\sigma_{a}<\Sigma_{\alpha}$ is a state function
 $n: B \rightarrow N, a: B \times N \rightarrow A, t: B \rightarrow P(T), m: B \times T \rightarrow N, r: B \times T \times N \rightarrow A$ are functions such that $n(\beta)$ is the number of arguments for $F_{\beta}(\sigma)$ for any system state $\sigma, a(B, k)$ is the type index for the $h$ th argument of $F_{6}(\sigma), t(\theta)$, $s$ the set of all termination conditions that may result from $F_{\beta}(\sigma), m(\beta, \tau)$ is the number of data
 Index for the $k$-th return value of $F_{\beta}(\sigma)$ in the termination condition $T$. $A$ is the set of type names, $B$ is the set of operation names, $T$ is the set of termination condition names, $D \subseteq A$ contains the names of the principal types, $S$ s $A$ mpaips the pames, of n the types that have a corresponding set of state functions, and s $(A-S-D)$ is the distinguished phytum of system states, Nisthe san of matural guppers.

The phylum of system states $P$, contains all posible syetem state functions one of which represents the current global state. A system state fupction is the disjoint yoion of all the Individual state functipns, each of which represents the current state of some type with time dependept behavior. The disjoint union of a famly of functions $f=H f f_{i} \mid$ ic $\mathcal{H}$, whene
 $x \in \cup\left\{d_{i} \mid i \in \mathbb{I}\right\}$ and $x=\langle i, y\rangle, f(x)=f(y)$. Informally, the elements of the domain of the system state function are tagged with the name of the phylum they came from, so that the same set can be used to represent many different phyb whout causing-any interference, among the various components of the system state function. The sets $\Sigma_{\boldsymbol{a}}$ and $\Delta_{\boldsymbol{\alpha}}$ are the domains and ranges of the individual state functions, and hence are used in the construction of the phytum of system states $P_{\mathbf{s}}$, but they are not themselves phyla of the state mechine, reflecting the fact that none of the operations of the state machine bate individual state functions or individual data states $\mathbf{2 s}$ argements. The set of statenames $\boldsymbol{S}$ specifies which phyl represent mutable types. Individual state functions are associsted only whe the mumble types of a data abstraction.

The operations of the state machine are curried, ${ }^{6}$ so that formally an operation of a state machine is viewed as a family of operations parameterized by the current system state. This structure is introduced because the system state is qualitatively different from the other arguments of a typical operation, and because this structure makes corresponding notations for state machines and exception algebras more uniform. The operations of any immutable subordinate types are extended to take the system state as an extra argument, and to return the unchanged system state as an additional return value (the first component of the tuple of return values).

Each operation of a state machine takes the current system state as its first argument, and when supplied with the rest of its arguments the operation produces the new system state as its first return value. The reason for making the global state an argument to each operation of a data abstraction, rather than just the state function of the principal type, is that the operation may depend on or modify the state of some subordinate type. A common example of this kind of behavior is the print operation of a data abstraction, which modifies an output stream, but which usually does not affect the state of any data object belonging to the principal type.

If none of the principal types of a data abstraction has an associated phylum of state functions, then we will say that the abstraction introduces no mutability. An abstraction that introduces no mutability may still exhibit time dependent behavior, and hence require a state machine model, if it has some operations that depend on or modify the state of some subordinate type, or if it has some operations that take or return mutable data objects.
6. The process of abstracting from a function with $n$ arguments to a higher order function which takes one argument and returns a function of $n-1$ arguments is named after Haskell B. Curry [3].

### 2.4.3 Mutation of Data Objects

In a state machine, the properties of a data object may depend on the current systera state. Typically the objects of a mutable type are modeled as tokers without any autibutes except for their identity. The purpose of the state function is to associafe the current data state of each data object with that object, so that the same object can have different properties in different states. The set of data states $\Delta_{a}$ for the type $a$ is the ragge of any individuat state function $\sigma \subset \Sigma_{\alpha}$ for that type. The data state of a mutable object is roughly analogous to the representation of an immutable object in an exception algebra In an exception algebra model, the properties of a data object are computed in terms of some representation structure, whiletin a state machine model, the properties of a data object are computed in terms of the representation and its images under the state function.

A very simple example of a mutable data abstraction is the inieger cell. An integer cell is a unit of memory that can store an Integer value. A model for integer cells can be constructed by using the natural numbers for $P_{\text {inveger cell }}$ and the integers for $\Delta_{\text {witeger }}$ cetw since the only observable property of a cell that is subject to change is the idensity of the integer currently contained in the cell. The system state function ornaps every natural number representing a cell into the integer that is the current contents of that cell. There are three operations on integer cells: create, fetch, and store. The create operation creates a new cell with a specified integer as its initial contents. (The creation of data objects is discussed in Section 2.4.5.) The fetch operation applies the state function to the cell to get its current contents, and the store operation produces a new system state that differs from the old one only in mapping the updated cell into its new contents. A language for specifying models is defined in Chaptet
4. and a number of complete examples of models for mutable data abstractions can be found there.

### 2.4.4 Sharing of Mutable Data

From the point of view of this work, the existence of sharing relationships among immutable data objects is not externally observable, since we are concerned only with the results of a computation, and not with the time and space requirements for performing the computation. A specification of an immutable data abstraction can therefore be constructed without considering potential sharing relationships. Sharing relationships among mutable data objects are often externally observable, so that they must be described in a state machine model, at least to the extent that they influence the externally observable behavior of the abstraction.

To reflect possible sharing relationships, the set of data states is allowed to overlap with the phyla of a state machine, so that the data state of an object $x$ may be or may contain another object $y$ that lies in the domain of the system state function, and therefore has a data state of its own. This kind of modeling structure is indicated whenever the object $\boldsymbol{x}$ has a potentially shared subcomponent $y$, such that the state of $y$ is subject to change and such that the externally observable behavior of $x$ depends on the state of $y$.

In the general case, the behavior of a data object $x$ may depend on an indefinitely large set of data states, which are reachable from $x$ by repeatedly applying the current system state to $x$ and to components of other data states already in the set. We will call this set the reachability closure of the object $x$. For data abstractions where there are no externally observable sharing relations, as in the integer cell example, the set of data states should be chosen to be disjoint from the domain of the system state function, so that all of the state
information is reachable by means of a single application of the system state function.
Mutable binary graphs are a classic example of a data abstraction where sharing relationships are important. This abstraction has pperatiens for creating the nul graph, for creating a composite graph with given left and right subgraphs, for extracting the left and right subgraphs of a composite graph, for modifying the let and right subgraphs of a composite graph, and predicates for testing if a graph is empty and if two graphs are identical. One way to construct a state machine model for binary graphs is to take $P_{\text {binary }}$ graph to be the set of natural numbers $N$, and $\Delta_{\text {binary graph }}$ to be the disjoint union null $U(N \times N)$. The data state of a graph is ether null, indicating that the graph is empty, or it is a pair of natural numbers representing the left and right subgraphs. An illustration of a system state $\sigma$ containing a number of overlapping binary graphs is shown in Figure 2. Note that the graph represented by the number $\mathbf{4}$ is a subcomponent of the graphs 1 and 2 , and is therefore shared. Binary graphs can also contain cycles, as shown by graph 5 , which is its own left subgraph.

The mutation of shared data is a phenomenon that has been avoided in most existing work on specifications for data abstractions. As the example in Figure 2 indicates, it is not difficult to describe shared mutable data once we adopt a point of view centered on data objects

Figure 2. Shared Binary Graphs

```
\sigma(0) = null
\sigma(1)=\langle3,4)
\sigma(2)=\langle4,5\rangle
\sigma(3)={0, 0)
\sigma(4)=\langle0, 0\rangle
\sigma(5)={0,5)
```


rather than on variables. Some of the issues involved ta reasoning about shared mutable data will be discussed in Chapter 5.

### 2.4.5 Creation of Data Objects

The principal type of a data abstraction is a fixed set for both static and dymamic data abstractions. For a dynamic data abstraction, the pincipat type isethe set of an duta objects of the given type that can be created by any finite compultion it terws of the primitive operations of the data abstraction.

The population of a dynamic data abstrection din a system state $\sigma$ is the set of all objects of the principal type of $d$ that exist in the state $\sigma$. The concept of a population is meaningless for static data abstractions. Since we find tomvemient to work whth totil functions, we adopt the convention that the data sate of any iobjuct that has not beth created yet is the special object undefined, which is a member of every phylum of the state mactine. All operations of the state machine are implicitly extended to appifito this extra object by the following strictness requirement:
$V_{i}\left[1 \leq i \leq n \& x_{i}=\right.$ undefined $\Rightarrow f\left(x_{1}, \ldots, x_{n}\right)=$ undefined $]$
for any operation $f$ taking $n$ arguments, for any $n \geq k$. We also adopt the convention that $\sigma$ (undefined) $=$ undefined for every system state $\sigma \subset \Sigma$ :

## Definition 5 Population of a data abstraction.

The population of the data abstraction d in the system state $\sigma$ is defined to be the set $\left\{x \in P_{d} \mid \sigma(x) \neq\right.$ undefined $\}$.

We will assume that in the initial system state every mutable type has an empty
population, and that objects are added to the popolation as they are created. We will also assume that every data object must be computed (i.e., returned as the value of some operation) before it can be used as an argument to a subsequent operation.

We would like any program we can write in terms of the primitive operations of a data abstraction to be guaramteed to retura only data objects with a well defined state, and we will call a data abstraction secure if it has this property.

Data abstractions with eperations that explicity destroy data objects can be modeled readily in our framework, by having the operation change the state of the data object it is to destroy back to the original value undeftived, thus removing it from the current population. Data abstractions with operations that explictily destroy data objects cannot be secure, because a computation that creates an object, destroys it, and then applles any forther operation to it will produce undefined as a value. The problem of decting when it is safe to explicitly destroy a given data object must thus be addressed mew for each progratim that uses objects of an insecure data abstraction. This is known as the danging reference problem, and it is generally acknowledged to be difficult.

We will concern ourselves mosily with secure data abstractions. The population of a secure data abstraction grows monotonically, and the reachability closure of any object in the population of a secure data abstraction will never contain the data object undefined.

Informally, we will say that a model is reduced if th does not contain any unnecessary data objects. (A more careful definition of a reduced model can be found in Section 3.3.) The standard model of a data abstraction should be redeced, since this generally leads to a cleaner specification. In the context of a state machine model, this means that an operation should extend the population only when it creates a "new" abstract object. An abstract object is "new"
if it is distinguishable from every object in the old population by means of some finite sequence of operations. In practice the required sequence of operations is often very easy to find, since many dynamic data abstractions provide an equal operation which can be used to test if two abstract objects are identical.

A very simple example of a dynamic data abstraction is the unique id abstraction, which has only two operations, create and equal. The create operation creates new unique ids; a newly created unique id is unique because it is guaranteed to be distinct from all previously created unique ids. The only way to create a unique id is by means of the create operation. The equal operation is provided as a means of comparing unique ids, and it is guaranteed to distinguish a newly created unique id from any previously existing unique id. Unique ids are immutable (so that they cannot be forged or tampered with - one application for unique ids is in implementing capability based data protection schemes).

This example illustrates that there is a state change associated with the creation of a new data object. as reflected by the increased size of the population, even though the properties of all previously existing objects may be unchanged. Note that the create operation is not a function of its arguments unless the state is explicitly included as an argument to the operation, because it will return different unique ids in different states, and it will never return the same one twice.

Another example of a dynamic data abstraction is the impure list abstraction (as found in LISP), with the operations cons, car, cdr, atom, equal, eq, rplaca, and rplacd. Each time it is called, the cons operation constructs a new list, which is distinguishable from any previously existing list by means of the eq operation. The impure list abstraction is also mutable, because the rplaca and rplacd operations can be used to modify the contents of existing lists. These
operations can also be used to distinguish a newly created list from a previously existing list with the same contents, by modifying one of the lists and looking to see if the other is changed also. If the lists are distinct, then one will be changed and the other will not be. Thus the impure list abstraction would be dynamic even without the eq operation. In the general case, two abstract objects are identical only if they have the same observable properties in the current state, and if they are guaranteed to have the same properties in all subsequent states.

Consider a restricted kind of list, which has the same operations as the impure lists of the previous example, except for eq, rplaca, and rplacd. This list abstraction is immutable, and also static, because there is no way to distinguish the list returned by one invocation of cons from that returned by a later invocation with the same arguments. This example demonstrates that whether or not a given operation returns a new abstract data object depends on the other operations of the abstraction. It may require a bit of thought to decide if a given data abstraction is in fact dynamic, and hence requires a state machine model, or if it is static and immutable, and hence should be specified by an exception algebra model.

## 3. Denotations for Data Abstractions

The meaning (or denotation) of a data abstraction is the class of all models of the data abstraction. In the axiomatic approach to specifying data abstractions, this class is taken to be the class of all models satisfying a given set of axioms. In the abstract model approach, the class of all models of a data abstraction is taken to be the set of all models with the same observable behavior as a given model, which is explicitly constructed.

In this work, we will assume that a model for a data abstraction is an exception algebra. We will say that a model is dynamic if it has a distinguished phylum of system states, and that it is static if it does not.

### 3.1 Complete and Partial Models

A model for a data abstraction $d$ is complete if and only if $d$ has interpretations for the types and operations of $d$ and of every data abstraction subordinate to $d$. The externally observable behavior of $d$ is characterized by the finite computations in terms of the operations of $d$ and the abstractions subordinate to $d$, and any such computation can be interpreted in a complete model for $d$. A partial model for $d$ may leave some of the abstractions subordinate to d uninterpreted.

Since the identities of the objects in a model are not a priori observable, there may be no way to compare the results of a closed computation in two different models. This problem is resolved by insisting on a unique standard model for the booleans, containing exactly two boolean values, so that the results of any computation producing a boolean value can be compared for any set of models. To reduce all comparisons of results to the problem of
comparing boolean values, it is necessary to Inclide the operations of the subordinate abstractions in the computations. Thus complete models are required to make sure that every computation of interest can be interpreted.

In practice, a system of data abstractions is described incrementally, by giving a partial description for each abstraction (or set of mutually subordinate abstractions) $d$ in the system. The partial descriptions give a prescription for constructing interpretations for the principal type and operations of $d$, assuming that complete models for the abstractions subordinate to $d$ are already defined. In particular, the interpretations of the subordinate types of $d$ are to be. taken from the models for the defining abstractions of those types. The construction of a complete model for $d$ is described more precisely below.

Let $d$ be a data abstraction, let $d_{1}, \ldots, d_{n}$ be the abstractions subordinate to $d$, and let $m_{i}$ be a complete model for $d_{i}$ for each $i$ in the range $I \leq i \leq n$. Suppose we have a partial description $D$ for $d$, which gives the signature of $d$, the name of the principal type of $d$, and interpretations for the principal type and operations of $d$. If $D$ describes an exception algebra, then a complete model $m$ for $d$ is constructed as follows.

```
m. phria \(=\) D.phyta \(D_{: ~ p t ~} U\left(\underset{1 \leq i \leq n}{ } m_{i} \cdot\right.\) phyla \(\left._{m_{i} \cdot p t}\right)\)
m. ops \(=D\). ops \(U\left(\underset{1 \leq i \leq n}{U_{i}} m_{i}\right.\) ops \()\)
m. arglength \(=D_{i}\) arglength \(U\left(\underset{1 \leq i \leq n}{U} m_{i} \cdot\right.\) arglength \()\)
m. argtype, m.tc, m. riength, and m. rtype are similarly defined as disjoint unions.
```



```
m. opnames \(=D\). opnames U( \(\underset{1 \leq i \leq n}{U} m_{i}\) opnames \()\)
\(m \cdot\) tcnames \(=D\). tcnames \(U\left(\underset{I \leq i \leq n}{U} m_{i} \cdot t \cdot n a m e s\right)\)
```

1. The details of this construction are not essential for an understanding of the rest of this work, and may be skipped on a first reading.
$m \cdot \mathrm{pt}=D \cdot \mathrm{pt}$
where $U$ denotes disjoint union and where $U$ denotes ordinary set theoretic union. If $D$ describes a state machine, then the above relations still apply, and we have to add the following:
```
\(m\). statefunctions \(=\{D\). statefunctions \(D \cdot p t\} U\left\{m_{i}\right.\). statefunctions \(m_{m_{i}}\), pt \(\mid m_{i}\) is a state machine \(\}\)
\(m\). states \(=\left\{D\right.\). states \(\left._{D . p t}\right\} \cup\left\{m_{i}\right.\). states \(m_{i} . \mathrm{pt} \mid m_{i}\) is a state machine \(\}\)
\(m\). statenames \(=D\). statenames \(U\left(U\left\{m_{i}\right.\right.\), statenames \(\mid m_{i}\) is a state machine \(\left.\}\right)\)
\(m\). ss = D.ss
\(m \cdot\) phyla \(_{m . s s}=\left\{L\left\{\sigma_{\alpha} \mid \alpha \subset S\right\} \mid \sigma_{\alpha}\right.\) ( \(\Sigma_{\alpha}\) for each \(\left.\alpha \subset S\right\}\)
where \(S=m\). statenames and \(\Sigma=m\). statefunctions.
```

In the rest of this Chapter, we will limit our discussion to complete models, and we will frequently leave out the qualifier "complete".

### 3.2 Behavioral Equivalence

Informally, two models are behaviorally equivalent if they have the same externally observable behavior. In this section we develop a precise mathematical definition of an equivalence relation that captures this informal notion. We define closed computations, and the interpretation of a closed computation in a model. Two models are behaviorally equivalent if they contain interpretations for the same types and operations, and if the value of any finite closed computation in one model is indistinguishable from the value of that computation in the other model.

Behavioral equivalence is an important notion, because it is the basis for defining the correctness of an implementation of a data abstraction. An implementation defines a model for the abstraction it implements, and the implementation is correct if the model it defines is
behaviorally equivalent to the model that specifies the abstraction.
We can meaningfully compare two models only if they have interpretations for the same types and operations. Two models can be behaviorally equivalent only if they have the same signature.

## Definition 6 Signature

The signature of an exception algebra $a$ is the tuple
〈 arglength : a. arglength, argtype : a. argtype,
Ic : a.tc, rlength : a. rlength, type: a. rype,
typenames : a.typenames, opnames : a. opnames, tenames: ©. tcnames ).
If two exception algebras have the same signature, then they have the same names for the phyla, operations, and termination conditions, and corresponding operations have the same numbers and types of arguments, the same set of possible termination conditions, and the same numbers and types of return values in each terminationidomditima, AS a mater of totathenal convenience, we require comparable models to be indexed by the same sets, so that corresponding types and operations have the same names, and we can talk about the Interpretations of the same operation name in several different models.

In order to characterize the kinds of behavior a data abstraction may exhibit, we define the set of closed computations.

## Definition 7 Closed computation

A closed computation with respect to a signature $S$ is a finite sequence of pairs $C$ such that
$C[i]=$ (op : $f$, args : $s$ ) for each $i$ in the range $1 \leq i \leq$ length $(C)$. where $f(S$. opnames, and $s$ is a sequence of argument specifications such that length $(s)=s, \arg$ ienth( $)$ ).
$s[j]=\langle$ step : $n$, ic : $\tau$, result : $k\rangle$, (the source of the $f$ th argument to $f$ )
$1 \leq n<i$, ( $n$ is the index of a previous step of the computation)
$\tau \in S . \operatorname{tc}(C[n], o p), \quad(\tau$ is the required termination condition for step $n$ )
$1 \leq k \leq S$. rlength $(C[n]$. op, $\tau$ ), (the $k$-th object returned by step $n$ must exist) and $S . \operatorname{rtype}(C(n)$. op, $\tau, k)=S$. argtype $(f, j) \quad$ (and it must have the right type) for each $j$ in the range $1 \leq j \leq$ length(s).

A closed computation is a sequence of steps, where each step is the application of some operation of a data abstraction to data objects resulting from previous steps. Every computation starts from nothing, and computes data objects as it proceeds. A closed computation is analogous to an uninterpreted flowchart, since the sequence of the operations is given, but the operation names are left uninterpreted. A step is a pair consisting of an operation name and a sequence of argument specifications. An argument specification is a triple, which specifies a previous step, a required termination condition for that step, and the index of the desired result. The index is necessary because an operation will in general return more than one object, and we have to say which of the returned objects to use. Since the number and types of objects resulting from an operation can be different for different termination conditions, an argument specification requires the step producing the argument object to terminate in a particular termination condition, so that we can be sure that the specified data object is of the proper type. A closed computation can fail to have an interpretation in a given model, if the termination conditions actually computed do not match the required termination conditions in the argument specifications of the closed computation.

An example of a closed computation Cl over the list abstraction of pure LISP is shown below.

```
Cl[l] = <op : nll, args: < ) \rangle
```




This computation computes the value of the LISP expression "(cons nil (cons nil nil))".

A closed compration consists of a finite sequence of operations, with no conditionals or other control structures, and can be thought of as a trace of the execution of some program that uses the operations of the data abstractions of interest. The finite prefixes of the history of any program can clearly be described by a set of closed computations, and any finite closed computation can be destribed by a program in just about any programming language. Note that a machine for execirting closed computations requires an unbounded amount of memory, because it is assumed that the results of each step are saved, and may be used in any number of succeeding steps.

We want to know whether or not there is some computation that yields observably different restiks when interpreted in each of the two modets whose behavior we are comparing. It is sufficient for this purpose to consider only the finite computations: given two infinite sequences, if we know that their prefixes of kingth $n$ are the same for every natural number $n$, then the original infintte sequences must be the sime as wefl.

The interpretation of a computation in a given model is the sequence of resulks obtained by applying the interpretations of the spectified sequence of operations in the model to the speciffied arguments. Since the interpretation of an operation is different for static and dynamic models, we will give separate definitions for the interpretation of a closed computation in each kind of model.

Definition 8 Interpretation of a Computation in a Static Model
Let $M$ be an exception algebra model, let $\boldsymbol{F}=\boldsymbol{M}$. operations, let $\boldsymbol{n}=\boldsymbol{M}$. arglength, let $C$ be a closed computation with respect to the signature of $M$, and let I be a sequence. I is the interpretation of the computation $C$ in the model $M$ if and only if all of the following cenditions hold:

1. length $(\mathbb{I})=$ length $(C)$,
2. For each $i$ in the range $1 \leq i \leq$ length $(C)$,

$$
\mathbb{I}[i]=F_{\beta}\left(x_{1}, \ldots, x_{n}(\beta)\right) . \quad \text { where } C[i]=(o p: \beta \text {, args : } s),
$$

3. For each $j$ in the range $1 \leq j \leq n(\beta)$
$x_{j}=\mathrm{obj}(\mathbb{I}[k])[w]$, where $s[j]=\langle\operatorname{step}: k, \mathrm{tc}: \tau$, resuit : $w\rangle$, and
4. $\boldsymbol{t c}(\mathbb{I}[k])=\boldsymbol{\tau}$.

A computation is a sequence of operation names and argument specifications, and the interpretation of a computation in a model is the sequence of values obtained by applying the interpretations of the specified operations in the model to data objects specified by the argument specifications. The set of operations of a model is indexed by a set of operation names, and the indexing function specifies the interpretation of each operation name in the model. Since an operation may return more than one data object, the interpretation of a computation is a sequence of tuples of data objects, injected into the component of the disjoint union corresponding to the termination condition produced by the operation. Recall that the range of each operation of an exception algebra is a disjoint union of a set indexed by termination conditions. Each element of a disjoint union is a pair, containing a tag and a data object. If $y$ is the result of some operation of an exception algebra, then obj(y) denotes the object without the tag, and $\mathbf{t c}(y)$ denotes the tag, which is the name of a termination condition.

The interpretation of the computation Cl (shown above) in the usual model of pure LISP is the following:

```
III \([1]=\langle\) normal, \(\langle n i l\rangle\rangle\)
III [2] = (normal, \(\langle(\) nil \()\rangle\rangle\)
III [3] = (normal, ( (nil nil ) ) )
```

The pairs stemming from the disjoint union are shown explicitly. The first component of the
pair is the tag (termination condition), and the second component is the sequence of data objects resulting from each operation. Since all of the operationtshown in this example returaia single value, the resulting data objects are contained in sequaperes of length ane.

Note that the termination condition of each step must match the termination condition required by every argument specification that uses the results of that step. A closed computation may or may not have an interpretation in a model. If an interpretation exists, it is unique, because the operations of a exception algebra are functions, which necessarily have unique values. A computation may fail to have an interpretation in a given model because the operation specified by some step of the computation may terminate in a different condition than the one required by some later step that uses the resulks of the given step. If several steps of a computation make conflicting requirements on the termination condition of a given step, then that computation will not have an interpretation in any model of the abstraction. If a computation has an interpretation in a model, we will say that the computation is feasible in that model. A feasible computation can involve steps with exceptional termination conditions, and it is possible for the termination condition of the final step to be normal even if the termination conditions of some intermediate steps are exceptional.

The interpretation of a closed computation in a dynamic model is similar, except that there is an extra component containing the system state. Recall that the first argument and the first return value of every operation of a state machine is a system state.

## Definition 9 Interpretation of a Computation in a Dynamic Model

Let $M$ be a state machine. let $F=M$. operations, let $n=M$.atglength, let $C$ be a closed computation with respect to the signature of $M$, and let $\mathbf{I}$ be a sequence. $\mathbf{I}$ is the interpretation of the computation $C$ in the modet $M$ if and only if all of the following conditions hotd:

1. length $(\mathbb{I})=$ length $(C)$.
2. For each $i$ in the range $I \leq i \leq$ length $(C)$,
```
\(\mathbb{I}[i]=F_{\beta}\left(\sigma_{i}\right)\left(x_{1}, \ldots, x_{n}(\beta)\right)\) where
\(C[i]=\langle o p: \beta, \operatorname{args}: s\rangle\).
\(\sigma_{i}=\lambda x\). undefined if \(i=1\)
\(\sigma_{i}=\operatorname{obj}(\mathbb{I}[i-1])[1] \quad\) if \(i>1\)
```

3. For each $j$ in the range $\mathrm{I} \leq j \leq n(\beta)$
$x_{j}=\mathrm{obj}(\mathbb{I}[k]\rangle[w+1], \quad$ where $s[j]=\langle\operatorname{step}: k, t c: \tau$, result $: w\rangle$, and
4. $\boldsymbol{t c}(\mathbb{I}[k]\rangle=\tau$.

The initial state for any computation sequence is the empty state, which maps every data object into the initial data state undefined and thus has an empty population (i.e., no data objects have been created in the initial state). Each step of a computation except for the first step starts with the state produced by the previous step. The interpretation of a computation in a dynamic model is a sequence of tuples, whose first component is a system state, and whose remaining components are the tuples of data objects and the system states produced by the operations specified by the closed computation. Since the first return value of an operation of a state machine is always a system state, the $w$-th data object returned by an operation of the abstract type corresponds to the $(w+1)$-st component of the sequence of values returned by the interpretation of the operation in the state machine.

If a computation has an interpretation in a given model, then the value of the computation in that model is the result of the last step of the computation.

## Definition 10 Value of a computation

If the computation $C$ has the interpretation $\mathbb{I}$ in the model $M$, then the value of $C$ in $M$ is obj(II[length(II)]) if $M$ is a static model, and the value of $C$ in $M$ is $\langle v[2], \ldots, v[$ length $(v)]\rangle$ where $v=\mathrm{obj}(\mathbb{I}[$ length $(\mathbb{I})])$ if $M$ is a dynamic model.

Note that the value of a computation can be a tuple containing more than one data object. The
final state of the interpretation of a computation in a state machine is not part of the value, since it is not directly externally observable.

We are now ready to define behavioral equivalence.

## Definition 11 Behavioral Equivalence of Models.

Two models MI and M2 are behaviorally equivalent if and only if all of the following conditions hold:

1. $M 1$ and $M 2$ have the same signature $S$.
2. For any finite closed computation $C$ with respect to the stgnature $S, C$ has an interpretation in M1 if and only if it has an interpretation in $\mathbf{M 2}$.
3. For any finite closed computation $C$ with respect to the signature $S, C$ has an interpretation in $M 1$ and the value of $C$ in $M 1$ isthe Bobiean value $t$ if and only if $\boldsymbol{C}$ has an interpretation in $M 2$ and the value of $C$ in $M 2$ is the same boolean value $t$.

Two models are behaviorally equivalent if they have the same signature, interpretations for the same set of closed computations, and if every computation resulting In a bootean value has the same value in both models.

Theorem 1 : Behavioral equivalence is an equivalence relation.
Proof : The theorem follows difectly from the definition.
End of Proof
We intend two models to be behaviorally equivalent if and onily if they have the same externally observable behavior. In practice, what we can really observe is the output of a program, which is usually manifested as characters printed on a piece of paper, or displayed on a terminal. Although there is a wide variely of peripheral devices that can be connected to a computer, capable of producing a wide variety of observable effects, they can all be modeled by a (mutable) output stream data abstraction suffictently well for our purposes, since we are not
concerned with the actual physical properties of the output, but only with whether or not two outputs are distinguishable. We model the data states of an output stream as finite sequences of integers (which can be interpreted as character codes in most cases). We assume output streams have an operation that returns the current state of the stream, represented as an immutable sequence of integers. This operation models the system user, who observes and compares the actual outputs of the system, and it need not actually be implemented. It is included because some data abstractions have properties which can affect the printed output, but which cannot be tested by another program.

Integer sequences are defined to be a priori distinguishable because they are used to model physically observable outputs of the system. Note that the states of mutable data abstractions other than output streams are not a priori observable. We will further assume that integer sequences have an equal operation which allows us to reduce the problem of comparing sequences of integers, representing states of output streams, to the much simpler problem of comparing truth values.

The domain of truth values is a priori distinguishable because of our assumption that the host programming language provides some means of altering the flow of control depending on a truth value. For example, a conditional statement that prints a different message on each arm can be used to physically distinguish between the truth values. Because of this property of truth values, we insist that the boolean abstraction be given the standard interpretation in all of the models that will enter our discussion. In the standard interpretation, there are exactly two truth values, $T$ and $F$, with the operations and, or, not, implies, and equivalence (see Section 4.2.1 and Appendix I).

Different termination conditions are also externally observable, because we can
associate handlers that print different messages with each exception. We do not have to introduce any extra machinery to treat this case, because it is already covered by our definition of the interpretation of a computation. If the final step of a computation $C$ results in two different termination conditions in two different modets, then by adding one more step that uses the results of the last step of $C$ and that requires it to terminate in one of the two observed termination conditions, we will get a closed computation $C$ ' that is feasible in one model but not in the other.

In our definition of behavioral equivalence, we have assumed that all of the aspects of the behavior of a data abstraction can be observed by means of the operations of the abstraction and its subordinate abstractions. If every operation of every abstraction in the system computes resulks that depend only on the data objects explicitly passed in as arguments or on the data states in the reachability closure of the arguments (see Section 1.3), then this assumption is justified. An example of a system that violates this assumption is the following. Suppose that the abstraction NASTY has an operation count that returns a natural number representing the number of objects of type NASTY that have been created so far, and that the only operation that creates new objects of type NASTY is the nullary create operation. In order to implement this behavior, the creale and count operations must share some own data. If some other abstraction $A$ in the system is implemented using a representation containing a object of type NASTY, then the operations of $A$ can have effects which are only observable by means of the count operation of NASTY, even though NASTY is not necessarily subordinate to $A$ (i.e., A need not have any operations that operate on or return any objects of type NASTY). In general, abstractions with state components that are associated with the type as a whole rather than with any individual data object cannot be used to represent objects of other types without
introducing hidden interactions of the sort described above. Because we want the behavior of data abstraction to be independent of the representation used in may particular implementation, we exclude structures like NASTY from our discussion. The specification language presented in Chapter 4 has been designed so that abstractions violating this locality assumption canmot be delined.

### 3.3 Reduced Models

Data abstractions are identified with equivalence classes of models with respect to the behavioral equivalence relation. In this section we will show how to construct a representative element of such an equivalence class, known as a reduced model, which can be used to specify the behavior common to all of the members of the class. Reduced models are shown to be unique up to isomorphism, and they are minimal in the sense that they contath no unnecessary elements. Models to be used as specifications for data abstractions should be rectuced, since irrelevant components serve no useful purpose and may lead to confusion.

The concept of a reduced model has to be defined somewhat differently for static and for dynamic models. The two cases are discussed below.

### 3.3.1 Reduced Static Models

Before we can precisely define what we mean a reduced model, we have to introduce some allxiliary concepts. A reduced model should be free of "extra" objects that cannot influence the externally observable behavior of the model.

## Defintion 12 Reachabte Objects

A data object $x$ is reachable in a model $M$ with a signature $S$ if and only if there is


Only the reachable obyects in the phyla of model can mfluence the extemally observable behavior of a model.

We would also like a reduced model not to contain redundant copies of the same object, if there is no observable property that can distinguish between the coptes. To arrive at a definition for the external equivalence retation on data objects, we have to define open computations.

## Definition 13 Open Computation for a Static Model

An open computation with respect to a signature $S$ and a type a $\in S$. typenames
is a finite sequence $C$ such that
$C[i]=$ (op : $f$, args : $s$ ) for each $i$ in the range $2 \leq i \leq$ kength $(C)$,
where $f$ C $S$. apmamex, and sis a sequence sucth thit
length(s) $=S . \operatorname{arglenth}(f)$.

$1 \leq n<i$,
if $n=1$ then $S$. argtypeff, $j=a_{i} T-$ nowmaliand $t=t$,
and if $n>I$ then $T<S . \operatorname{tc}(C[n] . o p)$
$1 \leq k \leq S$. rengith $([(n), ~ o p, T)$
and $S$. rtype(C[n]. op. $\tau, h$ ) $=S . \operatorname{argtype}(f, j)$
for each $j$ in the range $\mathrm{I} \leq j \leq$ length(s).
An open computation is just like a closed computation, except that an initial data object is specified, which can be used in any subsequent step of the computation, in addition to the data objects produced by the preceding steps. The initiat date object is a prirameter to the open computation, and the value of an open compuation is a fonction or this parameter.

Definition 14 interpretation of an Open Computation in a Static Model
Let $M$ be an exception algebra model, tet $F=M$. operations, tet $n=M$. arglength, let $C$ be a closed computation with respect to the typename $a$ and the signature of $M$, het $x$ \& $\boldsymbol{P}_{\boldsymbol{\sigma}}$, and let $\boldsymbol{I}$ be a sequence. $\mathbf{I}$ is the interpretation of the computation $\boldsymbol{C}$
applied to the object $x$ in the model $M$ if and only if all of the following conditions hold:
l. length $(\mathbb{I})=$ length $(C)$
2. $\mathbb{I}[I]=\langle$ normal, $\langle x\rangle\rangle$
3. For each $i$ in the range $2 \leq i \leq$ length $(C)$,

$$
\mathbb{I}[i]=F_{\beta}\left(x_{1}, \ldots, x_{n}(\beta)\right), \quad \text { where } C[i]=\langle\text { op : } \beta \text {, args : s }\rangle \text {, and }
$$

4. For each $j$ in the range $I \leq j \leq n(\beta)$
$x_{j}=\operatorname{obj}(\mathbb{I}[k])[w]$, where $[j]=(\operatorname{step}: k, t c: \tau$, result: $w\rangle$, and
5. $\operatorname{tc}(\mathbb{I}[k])=\tau$.

The interpretation of an open computation is like the interpretation of a closed computation, except that the interpretation of the first step of the computation is a sequence of length 1 , containing the specified initial data object $x$, and with a normal termination condition. We have injected the initial data object $x$ into the normal component of a disjoint union for the sake of uniformity. The (tag, object) pair is shown explicitly in condition 2.

## Definition 15 Value of an Open Computation in a Static Model

If $C$ is an open computation with respect to the type $\alpha$ and the signature $S, M$ is a model with signature $S, x \subset M$. phyla $\alpha_{\alpha}$ and if $\mathbb{I}$ is the interpretation of $C$ in $M$ with respect to $\alpha$, then the value of $C$ applied to $x$ in $M$ is $C(x)=0 \operatorname{bj}(\mathbb{I}[$ length(II)]).

The value of an open computation is the tuple of data objects resulting from the last step of the computation when interpreted in the given model.

## Definition 16 External Equivalence of Objects in a Static Model

Let $M$ be a model, $\alpha \in M \cdot$ typenames, and $x 1, x 2 \subset M \cdot$ phyla $\alpha$. The the data objects $x 1$ and $x 2$ are externally equivalent if and only if for every open computation $C$ with respect to $\alpha$ all of the following conditions hold:

1. C. has an interpretation in $M$ with respect to the data object $x l$ if and only if $C$ has an interpretation in $M 1$ with respect to the data object $x 2$.
2. $C$ has an interpretation in $M$ with respect to $x l$ and the value of $C$ applied to $x$ : in $M$ is the boolean value $t$ if and only if $C$ has an interpretation in $M$ with respect to $x i$ and the value of $C$ applied to $x 2$ in $M$ is the sama boolean walue, $t$.

Two objects of a given model are externally equivalent if and only if exery open computation applied to one of the objects yields a result that is indistinguishable from the result of applying the same open computation to the other object. This means that the two objects share all externally observable properties, and therefore represent the same abstract opjech even if they are two distinct objects in the model. The point is that the identities of the objectrin a model are not externally observable unless the data abstraction provides some operations that make them observable.

Now we are ready to define reduced static modek

## Definitiof 17 Reduced Stattc Model

A static model $M$ is reduced if and only if all of the following conditions hold:

1. For each $\alpha$ c $M$. typenames and for each $x \in M$. phyla $_{\alpha} x$ is reachable.
2. For each $\alpha<M$. typenames and for each $x 1, x 2<M . p h y h_{a}$ if $x 1$ and $x 2$ are externally equivalent, then $x 1=x 2$.

A reduced static moded has no extra objects, since every object is the result of some finite closed computation, and hence externally observable, and every distinct pair of objects in the model differs in some externally observable property.

Theorem 2 : Every equivalence, class of models with respect to the behavioral equivalence relation contains a reduced model.

Proof : Take the reachable subset, and divide by the external equivalence relation. Details in Appendix III.
End of Proof

Theorem 3 : If two reduced models are behaviorally equivalent, then they are isomorphic.
Proof : The isomorphism maps the value of every closed computation in one model into the value of the same computation in the other model. Details in Appendix III.
End of Proof
Thus every constant data abstraction has a reduced model that is unique up to isomorphism.

Theorem 4 : If $M$ is behaviorally equivalent to $M^{\prime}$ and $M$ is reduced, then there is a homomorphism from a subset of $M^{\prime}$ onto $M$.

Proof : The construction of theoren 2 yields a reduced model which is a homomorphic image of M. Compose that homomorphism with the isomorphism guaranteed by theorem 3. Details in Appendix 1 II.
End of Proof
We can always find a homomorphism from an arbitrary static model to a behaviorally equivalent reduced model. This result is interesting because the classical way to prove the correctness of an implementation of a data abstraction with respect to an abstract model specification is to construct such a homomorphism from the implementation to the defining model. The theorem says that the required homomorphism exists for any correct static implementation model, provided that the defining model is reduced. While there is no guarantee that the homomorphism is computable or even finitely describable, the homomorphisms corresponding to most implementations are quite tractable. As we shall see in the next subsection, the corresponding theorem for dynamic models is false.

### 3.3.2 Reduced Dynamic Models

Informally, a model is reduced if it has no unnecessary objects. We have to take a different approach to formalizing this concept for dynamic models, because the existence of a data object and the properties of a data object are not completely determined by the identity of
the object, since they will in general depend on the system state. Theorem 4 fails for dynamic models for this very reason. A homomorphism on a many sorted algebra is a family of mappings, one for each phylum. In a dynamic model, the elements of any phylum corresponding to the priacipal type of a dynamic data abstraction have no distinguishing properties except for their identity. All of the interesting properties of an object belonging to such a phylum come from the image of that object under the system state function, and any particular object does not have any interesting properties until it is created (i.e, until some operation gives the object a data state other than undefined). Depending on how an object gets created in each particular computation, an object in the model can come to represent any of a number of different abstract objects. Consequently, there may be no correspondence between the objects of one model and those of another which is both consistent with the operations and independent of the computation history. The cases where the correspondence is independent of the computation history are rare.

The rest of this section consists of a characterization of a reduced dynamic model, and an example of two behaviorally equivatent models such that one is reduced but is not a homomorphic image of the other.

There are two requirements a dynamic model must meet if it is to be reduced: the phyla must contain no unnecessary objects, and for every state, the population must contain no unnecessary objects. If we insist that every element of every phytum must be reachable, the first requirement is met. Reachability can be defined for dynamic models in a way entirely analogous to the definition for static models, and presents no essential difficulty. For most dynamic models a countable infinity of data objects are reachable, and each data object has no directly observable properties except for its identity, so that the first requirement is not very
interesting. The second requirement requires a fundamentally new approach, because there is no way to meaningfully define the behavior of an abstract object independently of the system state.

We will assume that an operation of a data abstraction can create at most finitely many new data objects [cf. 15]. Since we require all operations to terminate in a finite amount of time, and since all real machines compute at a finite rate, this assumption is justified. A consequence of this assumption is that the population of every reachable state is finite, where a state is reachable if and only if there is some finite closed computation that produces that state.

We can define reduced models for dynamic models as follows.

## Definition 18 Reduced Dynamic Model

A dynamic model $M$ is reduced if and only if there is no other model $M^{*}$ such that $M^{\prime}$ is behaviorally equivatent to $M$, and farn clome closed computation $C$, the
 than the cardinality of the population of the final state produced by $C$ in $M$.

An example of a case where we have a reduced dynamic model MI, and a behaviorally equivalent model $\mathbf{M 2}$ such that there is no homomorphism from any subset of $\mathbf{M} 2$ onto $M 1$ is described below.

Consider a version of mutable lists, which have nil as the only atom, and for which the rplaca and rplacd operations return the list that was modified rathes than the oid value of the component that was replaced, as is the case in LISA. The thoted MI has $P_{\text {list }}=N$, and $\Delta_{\text {list }}=\{n i l\} \cup(N \times N)$. In M1, the only operation that extends the population of the Hst domain is cons. The eq operation serves to make the dedentity retation on objects th the model externally observable, so that every newly created object is distinguishable from any previously existing object, and hence MA is reduced.

The model $M 2$ has $P_{\text {list }}=N$ and $\left.\Delta_{\text {list }}=\operatorname{cellif}\{n i l\} U(M \times N)\right] . \quad$ In $M 2$, rplaca and rplacd as well as cons extend the population of $P_{\text {list }}$ We have introduced an extra level of indirection, so that the identities of the abstract objects correspond to the identities of the cells that are the daia states of the elements of $P_{\text {list }}$ rather than to the elements of $P_{\text {list }}$ directly, as would be the case for any reduced model. M2 is behaviorally equivalent to M1, but M2 is not reduced, because the rplaca and rplacd operations create redundant list objects.

There can be no homomorphism from $M 2$ to $M 1$ because the correspondence between objects in M2 and objects in M1 depends on the system state. For example, the computation shown in Cl below

```
C[II] = (op : nll, args: (>)
```



has the following interpretation in Ml:

```
\(H_{n[1]}=\left\langle\sigma_{0}, 0\right\rangle\)
\(\underline{I}[2]=\left\langle\sigma_{1}, 1\right\rangle\)
LH[3] \(=\left\langle\sigma_{2}, 2\right\rangle\)
```

where $\sigma_{0}(0)=n t l$
where $\sigma_{1}(0)=n i l$, and $\sigma_{j}(1)=(0,0)$
where $\sigma_{2}(0)=n l, \sigma_{2}(1)=\langle 0,0\rangle$, and $\sigma_{2}(2)=\langle 0,0\rangle$

Cl evaluates the expression "(cons $n d i n d)^{\prime \prime}$ iwice, resalting in two coples of the Wist (nul). Each element of the interpretation III is a pair containing the resulte seturned by the operation specified by the corresponding step of the compuation C. The Arst element of each pair is a system state function, and the second component of each pair is a natural number representing a mutable list. Note that the system state is considered to be resulk 0 , and thiat result is the first data object returned by the operation, corresponding to the second element of each pair.

The computation Cl has the following interpretation in $\mathbf{M 2}$ :

```
\(\mathrm{II} 12[1]=\left\langle\sigma_{0}, 0\right\rangle \quad\) where \(\sigma_{0}(0)=\) cell- 0,
    \(\sigma_{0}(\) cell-0 \()=\) nil
\(\mathrm{HI} 2[2]=\left\langle\sigma_{1}, 1\right\rangle \quad\) where \(\sigma_{1}(0)=\) cell- \(0, \sigma_{1}(1)=\) cell-,
    \(\sigma_{1}(\) cell-0 \()=n i l, \sigma_{1}(\) cell- \()=\langle 0,0\rangle\)
\(\mathrm{H} I 2[3]=\left\langle\sigma_{2}, 2\right\rangle \quad\) where \(\sigma_{2}(0)=\) cell- \(0, \sigma_{2}(1)=\) cell-1, \(\sigma_{2}(2)=\) cell-2
    \(\sigma_{2}(\) cell-0 \()=n i l, \sigma_{2}(\) cell-1 \()=\langle 0,0\rangle, \sigma_{2}(\) cell-2 \()=\langle 0,0\rangle\)
```

In model $M 2$ we have an extra level of indirection. If the state $\sigma_{M 1}$ of $M 1$ corresponds to the state $\sigma_{M 2}$ of $M 2$, then we have the relation $\sigma_{M 1}(n)=\sigma_{M 2}\left(\sigma_{M 2}(n)\right)$ for any $n \subset N$ (a natural number representing a mutable list). The correspondence between the elements of $P_{\text {list }}$ for the final state produced by $C 1$ in $M 2$ and the elements of the population of $P_{\text {list }}$ in the final state produced by the interpretation of Cl in Ml is

```
M2 MI
0}->
1 
2 
```

Now consider the computation $C 2$ shown below.

```
C2[1] = \langleop : nil, args : <>>
C2[2] = <op : cons, args : <(step : 1, tc : normal, result : 1), (step : 1, tc : normal, result : 1)>>
C2[3] = <op : rplaca, args : <<step : 2, tc : normal, result : I), \langlestep : I, tc : normal, result : 1\rangle>)
```

$C 2$ computes the expression "(rplaca (cons nil nil) nil)". The interpretation of C2 in M1 is

| $\mathbb{I} 21[1]=\left\langle\sigma_{0}, 0\right\rangle$ | where $\sigma_{0}(0)=$ nil. |
| :--- | :--- |
| $\mathbb{I} 21[2]=\left\langle\sigma_{1}, 1\right\rangle$ | where $\sigma_{1}(0)=n i l$, and $\sigma_{1}(1)=\langle 0,0\rangle$. |
| $\mathbb{I} 21[3]=\left\langle\sigma_{1}, 2\right\rangle$ | where $\sigma_{2}(0)=n i l$, and $\sigma_{2}(1)=\langle 0,0\rangle$. |

The interpretation of $C 2$ in $M 2$ is

```
E22[1] \(=\left(\sigma_{0}, 0\right) \quad\) where \(\sigma_{0}(0)=\) cell-0, and
\(\sigma_{0}(\) cell-0) \(=n i l\).
其22[2] \(=\left\langle\sigma_{1}, 1\right\rangle \quad\) where \(\sigma_{f}(0)=\) cell-0, \(\sigma_{p}(1)=\) cell-,
    \(\sigma_{1}(\) cell-0 \()=\) int ind \(\sigma_{1}(\) cell-1 \()=\langle 0,0\rangle\).
L22[3] \(=\left\langle\sigma_{2}, 2\right\rangle \quad\) where \(\theta_{2}(0)=\) cell-0, \(\sigma_{2}(t)=\) celli, \(\sigma_{2}(2)=\) cell-1
    \(\sigma_{2}(\) cell- \()=n i l\), and \(\sigma_{2}(\operatorname{cen-i})=(0,0)\).
```

Thus the correspondence between the elements of the population of $P_{\text {list }}$ in M2 and the elements of $P_{\text {list }}$ in $M 1$ required in the final state produced by $C 2$ is

```
M2 M1
O}->
1 }->
2 
```

A homomorphism must be a function, and hence single valued. Since the computations $C l$ and C2 introduce conflicting requirements for the image of the element 2 \& $P_{\text {list }}$, there can be no homomorphism from $\mathbf{M 2}$ to $\mathbf{M I}$.

This example demonstrates that there are some correct implementations whose correctness cannot be established by exhibiting a homomorphism from the implementation to the defining model, even if the defining model is reduced. Therefore other methods of proof relying more directly on the underlying concept of behavioral equivalence are needed. Proofs of correctness of innplementation are discussed in Chapter 5.

## 4. Specification Language

In Chapter 3 we saw how a data abstraction could be identified with an equivalence class of models with respect to the behavioral equivalence relation. It is our thesis that an effective and useful technique for specifying a data abstraction is to explicitly construct a (reduced) model of the abstraction. The data abstraction denoted by such a specification is the class of all models behaviorally equivalent to the model that was constructed, which will be referred to as the standard model. In order to define a standard model for a data abstraction, we must specify the signature of the data abstraction, and give interpretations for its phyla and operations. In this chapter we present a number of methods for doing this, along with a language for describing particular models defined using these methods. Chapter 5 is concerned with proving that a proposed implementation is correct with respect to a given standard model.

Since we are primarily interested in using our specification language for defining particular models, rather than for proving meta-theorems about the specification language, we have made no effort to keep the language minimal. Our intent was to make it easy for people to read and write specifications in our language. Such a goal has no objective measure, and the reader is urged to consider our examples and to construct additional ones in order to judge the merits of the formalism. The syntax and abbreviations we have chosen are meant to ease the task of the human reader. For applications where mechanical processing of the specifications is to play a dominant role, a more restricted syntactic form may be appropriate.

As mentioned in Section 3.1, we will construct models for data abstractions incrementally, assuming at each stage that models for all of the subordinate abstractions have already been defined. We will explicitly construct the interpretation of the principal type, and
implicitly specify that the interpretation of each subordinate type is the principal type of the standard model for its defining abstraction.

In this Chapter we will assume that a model for a static data abstraction is an exception algebra, and that a model for a data abstraction with time dependent behavior is a state machine. (Recall that a state machine is an exception algebra with a distinguished phytum of system states.)

### 4.1 Components of a Epecification

The important part of the specification language is its structure and semantics, which are explained informally below. A precise definition of our somewhat arbitrantly chosen syntax can be found in Appendix IV.

The basic components of a model specification are illustrated by the example shown in Figure 3. This example gives a definition of immutable stacks (or stack sfates) modeled in terms of sequences, where the top element of the stack is the last element of the sequence representing the stack. This example has been treated many times in the literature on specifications for data abstractions, and will probably be famillar to the reader. Later we will. see a specification of mutable stacks. The form of a specification and the meaning of the components are explained briefly below, with occasional reference to the stack example.

The name of the abstraction, which is the same as the name of the principal type, is Introduced by the keyword type. An optional abbreviation for the name of the principal type is introduced by the keyword as. The name of the type is followed by an optional list of parameters, enclosed in square brackets. If there is a parameter list, then the specification is not a single definition, but rather a definition schema, which can be instantiated by substituting a

Figure 3. Stack

| type stack[E] requires | $\begin{aligned} & \text { as } S \\ & E: \text { type } \end{aligned}$ |  |
| :---: | :---: | :---: |
| with | empty: $\quad \rightarrow \mathrm{S}$ | \%. the empty stack |
|  | push: $\quad E \times S \rightarrow S$ |  |
|  | pop: $\quad \mathrm{S} \rightarrow \mathrm{S}+$ ( stack_underflow : ) |  |
|  | top: $\quad \mathbf{S} \rightarrow \mathrm{E}+$ ( stack_underflow : > |  |
|  | null: $\quad \mathrm{S} \rightarrow$ boolean | \% is s empty? |
| representation: | sequence[E] |  |
| restrictions: | none |  |
| identity: | sequence[E]fequal |  |
| operations: | $\begin{aligned} & \text { empty }()=\text { sequence[E] Sempty() } \\ & \text { push }(e, s)=\text { addlast(s, e) } \end{aligned}$ |  |
|  | $\begin{aligned} \text { pop }(s)=\text { if es }= & 0 \text { then }\langle\text { stack_underflow : > } \\ & \text { else s }[1 . .(\text { us })-1] \end{aligned}$ | $2 *$ is length <br> \% s $s$ a .. b] is subrange |
|  | $\operatorname{top}(s)=$ sequence $[E]$ liast $(s)$ |  |
|  | null $(s)=$ if ${ }^{\prime}=0$ then true else false |  |
| end stack |  |  |

suitable expression for the occurrences of each parameter in the body of the definition. If there is a parameter list, there must also be a requires clause which specifies the restrictions on the expressions that may be substituted for each parameter. In the stack example, the parameter $\mathbf{E}$ is restricted to range over the names of types ( E is the name of the type of the elements on the stack).

The keyword with introduces a specification of the signature, in the notation introduced in Section 2.3.3. The signature gives the name and type of each externally a vailable operation, including the number and types of arguments and the number and types of return values for each possible termination condition. The set of subordinate types is also implicitly specified, since it contains precisely those types, other than the principal type, that are used as a
component of the domath or range of sorne operation in the signature. Fach operation may also have an aternate syntactic form, which is introduced by the keyword as. Wihin the definition of an athernate syntactic form, the expression "arg $\boldsymbol{n}^{\prime \prime}$ stands for the $n$-th argumem to the operation, and all of the ofher symbols (up to the end of the line) are separators (prefix. infix, postfix, etc.), which are to be then finerally. The type of an operatign (i.e., the name of its defining abstraction) should be obvious from its context. In cases where it is not obyious, or where we want to emphasize the type, we will use the standard functional notation, where the name of the operation is prefixed by the name of its defining abstraction followed by a " The parameters of the type wifl be inctuded in cases where that is helpful to the (human) reader.

The interpretation of the principal type is specified by the next three components: The underlying representation algebra is specified by an expression introduced by the keyword representation: The allowable expressions and their meanings are discussed below in Section 4.3 below. The restrictions component specifies a subset of the prixucipal type of the representation algebra, and the Identity section specifies an equivalence relation on that subset. The interpretation of the principal type is the quotient of the specifiod subset of the principal type of the represmation algebra with respect to the specified equivalence retation. The identity relation in effect determines the identity of the abstract objects of the principat type of the abstraction being defined, and serves as the logical equality relation for the principal type of the model. Logical equality is not externally available unless one of the operations of the abstraction happens to coincide with it. In a reduced model, logical equality shouta be externally obscrvable in terms of the operations, although not necessarily in terms of the same finite computation for all objects in its domain.

The operations are defined in a section introduced ty the keyword operations. The forms and meanings of the operation definitions are described in Section 4.2 below.

Comments can appear at any point in a specification. They are introduced by the symbol " $\%$ " and extend to the end of the line.

Auxiliary functions or abbreviations may be used in the definition of the operations. The types of any auxiliary functions must be given in the internal section, and the definitions of any auxiliary functions or abbreviations must be given in the definition section, in the same form as the types and definitions of the operations. Auxiliary functions are introduced solely for clarity and expressive power, and they are not externally available (for use by programs) or even part of the model, which contains only the functions acting as the interpretations for the externally available operations. Auxiliary functions may be used in assertions and in proofs of properties of the data abstraction.

A specification is terminated by the keyword end, optionally followed by the name of the abstraction that was defined. In cases where several data abstractions are subordinate to each other it is necessary to define a group of related abstractions by a single model with several principal types. In the specification language, a module defining a model with several principal types consists of the keyword module, followed by any number of type definitions, followed by end module. The representation and the internal functions of each type are accessible throughout the module. Modules may not be nested.

### 4.2 Defining Operations

The principal type of a model is the quotient of the subset of the principal type of the representation algebra satisfying the constraints specified in the restrictions section with respect to the equivalence refation specified in the Identity section. If there is no restrictions section, the entire principal type is used. If there is no Ifemtty section, then the logical equality of the principal type of the representation algebra is used, and the quotient structure is trivial, since all of the equivalence classes are singletons in this case.

The definitions of the operations in a type defintion in our specification language explicitly define functions that operate on the elements of the princtpal type of the representation algebra. These functions are implicitly extended to operate on the equivalence classes that make up the principal type of the quotient structure in the usual way, described in more detail in Section 4.4.4.

The following subsections describe the means for defining functions provided in the specification language, and then examine the constraints a function defintion has to satisfy in order for it to denote a well formed operation for the exception algebra or state machine being defined.

### 4.2.1 Conditional Exxpressions

We will use a language for defining functions similar to that introduced by McCarthy in [33], extended by the iota expressions described in the next subsection.

A function definition consists of a function name, a list of variables, an equals sign. and an expression. Valid expressions are variables; iota expressions, functions applied to
expressions, and conditionals applied to expressions. Conditionals are written with the usual if-then-else syntax, and they have the usual meaning:
$b \Rightarrow($ (ir $b$ then $x$ else $y)=x)$
$\neg b \Rightarrow$ ((if $b$ then $x$ else $y)=y)$.

The variables that may appear consist of the variables appearing in the list of formal arguments on the left side of the equals sign, and any local variables defined immediately after the function definition. A local variable is defined by writting its name, an equals sign, and an expression. Circular definitions are not allowed: it must be possible to eliminate all of the local variables from the right hand side of a function definition by a finite number of substitutions, each of which replaces an occurrence of a local variable by the expression defining it. Local variables are a notational convenience, in the senise that any deftnition using local variables has an equivalent definition without local variables. The abbreviations introduced by local variables can be a very important aid in making the structure of a function definition more apparent to the human reader, and they can at times dramatically stionten the text of a function definition.

The functions that may appear on the left hand side of an operation definition are the primitive operations of the representation algebra and of its subordinate abstractions, and the operations and auxiliary functions defined in the type speeification or module in which the defining expression appeats. Recursive definitions are allowed. Auxiliary furctions must be defined in the deffitton section. Auxiliary functions can increase the expressive power of the language, as proved for equational axiomatic definitions in 322 This result should not be surprising, since auxiliary functions may be defined recursively, so that the process of
substituting the body of the function definitions for each invocation (attempting to eliminate the auxiliary functions from the main definition) may fall to terminate.

Since the operations of a data abstraction are supposed to be total functions, it is necessary to show that all recursive definitions used are well founded.

### 4.2.2 Iota Expressions

lota expressions are named for the iopa operator in logic. An iota expression has the form $x$ : $p(x)$ where $x$ is the only free variable in the predicate $p(x)$, If $x$ is of type $T$, and if the set $\{x \subset T \mid p(x)]$ is a singleton sea, then the value of the iota exprestion $x$ : $p(x)$ is the unique element of that set, and otherwise the ieta expression is undefined.
lota expressions are useful in cases where it is much easier to specify a property the resulk of a function must satisfy and to prove that the property uniquely determines the result than it is to provide a recussive definition of the function. Iota expressions are the equivalent of Hoare style input/output predicates for a language with functions and without side effects. An examples of a definition where an iota expression definition is appropriate is

$$
\operatorname{isqrt}(n)=y: y^{2} \leq n<(y+1)^{2}
$$

Which defines the integer square rook function.
It is necessary to show that each iota exprestion used in a specification is well defined. given the context in which it appears. More preciselfithe following two rapuirements must be satisfied for each iota expression $x: p(x)$ :

1. $q(x) \Rightarrow \exists x[p(x)]$
2. $\forall x, y[q(x) \& p(x) \& q(y) \& p(y) \Rightarrow x \equiv y]$
where $\equiv$ is the equivalence relation defined in the identity section, or the logical equality relation if there is no identity section, $x$ ranges over the principal type, and where $q(x)$ is the path predicate describing the conditions under which the iota expression can get evaluated. Let $\alpha$ be an occurrence of an iota expression in the expression $e$, and let path $(\alpha, e)$ denote the path predicate for $\alpha$ in e. Then path $(\alpha, e)$ is defined as follows:
$\operatorname{path}(\alpha, \alpha)=\operatorname{true}$
if $e$ is " $f\left(x_{1}, \ldots, x_{n}\right.$ " and $\alpha$ occurs in $x_{i}$ then path $(\alpha, e)=$ path $\left(\alpha, x_{i}\right)$

if $e$ is "if $b$ then $x$ else $y$ " and $\alpha$ occurs in $x \quad$ then path $(\alpha, e)=b \&<$ path $(\alpha, x)$


### 4.3 Constructing Algebras

Our approach will be to define a standard model for a datin abstraction in terms of a given representation algebra. The principal type of the standard model will in genaral be the quotient of a specified subset of the principal type of the representation algebera with respect to a specified equivalence relation. The operations of the standard model will be deftmed to terms of the operations of the representation algebra, as described in the previous section. The rest of this section is devoted to defining a rich set of represemtation algebras that,xan be used as building blocks for defining models.

Since it is not our aim: in the present mork to investigate the foundations of mathematics, we will assume that logic, truth values, sets, cartesian products, natural numbers and integers are primitive. An excellent formalization of these structures can be found in [18].

We will use the notations summarized below.
T and $\mathbf{F}$ derote the truth values true and false respectively. These are the only truth values, and they are distinct. \& $, v_{n}, \Rightarrow$, and $\equiv$ dencte the and, or, nop, implies, and equivalence operations on the truth values, respectively, and $V$ and 3 denote the universal and existential quantifiers. (, U, $\cap$, and - denoie set membership, unton, intersection, and set difference. Finite sets are written $\left\{x_{1}, \ldots, x_{\boldsymbol{n}}\right\}$ and finite cartesian products or $\boldsymbol{n}$-tuples are written $\left\langle x_{1}, \ldots, x_{\boldsymbol{n}}\right\rangle$. The $i$-th component of an ntuple $X$ is written $X \downharpoonright i$, so that $\left(x_{1}, \ldots, x_{n}\right\rangle=x_{i}$. The set of natural numbers is denoted by $\mathbf{N} . \mathbf{0}, \boldsymbol{\sigma},+, \pm,<$, and $=$ denote zero, successor, plus, times, less than, and logical equality on $N$, respectively. The set of integers is denoted by $Z$, and $t_{0} \psi_{1}$. quotient, remainder, abs, a and = defote plus, times, (umary) minus or (binary) subtraction, the quotient and the remainder of integer divistion, the rubsolute value operation, the tess than retation, and the equals relation, respectively. We rely on the context to differentiate between operations on the integers and operations on the natural numbers with the same name. The usual gecimal motation wifi te used for integer constants, which are cinsidered to be an infinite class of neflary operations from the formil point of vilw.

We with define a number of ways tor defining algebras, namety finite enumerations, finite cartestan products, fintte disjotint umions, finite phwer sets, fintre sequences, and recursive definitions (fixpolit equations). The set of representation algebras is defined to be the set generated by the standard modet for the booleat algthen defined below with respect to the constructions listed above (i.e., the smallest set of algebras that to chosed with respect to the constructions for generating new algebras). Each of the constructions supplies a set of operations as well as a set of data objects; so that we are generating a set of algebras rather than merely a set of sets.

We also define two special purpose algebras, token and state[D], for use in defining the phylum of system states in a state machine model. Tokens and states have interdependent meanings, and are defined by a single module with two principal types. These two abstractions codify the ways in which the operations of a state machine can depend on the system state.

### 4.3.1 Booleans

We want to have an image of the domain of truth values as one of our representation algebras. Since everything else depends on the boolean domain (predicate operations return values of type boolean), we cannot use the methods described below to define it without introducing a circularity. We will define bobleans in terms of the truth values in the underlying mathematics. A necessarily informal deffintion in a notation similar to our specification language is shown in Figure 4. Because the meaning of a data abstraction is defined in terms of booleans (cf. behavioral equivalence, Chapter 3), we insist that the booleans be given their standaid interpretation in all models under discüssion.

Note that the equal operation on the booleans is the same as logical equivalence on the underlying domain of truth values, which in turn is the same as the logical equailty on the boolean domain. In keeping with our polity that the only externally observable properties of a data abstraction are those that can be calculated in terms of the operations, we will always interpret " $=$ " as the equal operation of the defining abstraction of the type of the data objects being compared. Thus it is proper to use " $m$ " in the definition of an operation only if the representation type has an equat operation. Care must be takef that the equal operation of ill

Figure 4. Boolean Abstraction

```
type boolean us B
with true: }\quad->\mathrm{ B
    false: }\quad->
    not: }\quad\mathbf{B}->\textrm{B
    and: }\quad\textrm{B}\times\textrm{B}->\textrm{B
    or: }\quad\mathbf{B}\times\mathbf{B}->\mathbf{B
    implies: }\quad\mathbf{B}\times\textrm{B}->\textrm{B
    equa:: }\quad\mathbf{B}\times\mathbf{B}->\mathbf{B
representation B = truth values
operations true() =T
    false() = F
    not(x) = if x then F else T
    and(x,y) = if }x\mathrm{ then y else F
    or}(x,y)=\mathrm{ if }x\mathrm{ then T else y
    implies(x.y)=(~x)\veey
    equal(x,y) = (x my) & (y mx)
end boolean
```

the algebras defined is in fact an identity relation' Logical equality is assumed to be defined for the structures that have been imported from the underiying mathematics, such as the natural numbers.

The boolean type is isomorphic to the domain of truth values in the undertying lagic, as indicated by the interpretations of the operations true and false in the standard model for the booleans. The operations of the representation algetra correspond to those of the propositional calculus in the underlying logic. Quantifiets are defined only in the maderlying logic, and have no counterpart in the representation algebra. We will make heavy and implicit

1. An identity relation equal must be reflexive, symmetric, transitive, and must satisfy the substitution property $\varepsilon q u a l(x, y) \Rightarrow P(x) \equiv P(y)$, for any predicate $P$.
use of the isomorphism between the booleans and the underlying domain of truth values, so that the primitive predicates of any representation algebra, which return values of type boolean, can be combined with quantifiers, and used in if-then-else expressions, both of which are defined in terms of the underlying logic. The booleans are the only type for which we will talk about properties of the interpretations of the objects directly. For all other types, we will talk only about the results of applying the primitive operations. The only direct connection to the underlying mathematics is by means of the booleans, which is why that type is given a distinguished status.

### 4.3.2 Natural Numbers and Integers

We import the systems of integers and natural numbers directly from the underlying mathematics. Definitions of these types are given in Appendix II. These definitions serve to pin down the syntax, and have nothing surprising in them.

### 4.3.3 Enumerations

Enumerations are useful for defining small finite sets, such as characters. Larger finite sets, such as fixed length integers, are most conveniently described in terms of the infinite sets they are intended to approximate, as will be illustrated later in this chapter.

An enumeration $\left\{x_{1}, \ldots, x_{n}\right\}$ defines an algebra whose principal type is a set with $n$ elements, and whose only subordinate type is boolean. The algebra has $n$ nullary operations, the constants $x_{i}$ for $1 \leq i \leq n$, and one binary operation, equal, which allows the elements of the principal type to be distinguished from each other. We want equal $\left(x_{i}, x_{j}\right)$ to be true if and only if $i=j$. The indices range over the set of natural numbers $\boldsymbol{N}$. There are many models that

Figure 5. Enwmeration Types

| with | $\begin{array}{ll} x_{i} & \rightarrow T \\ \text { equat: } & T \times T \rightarrow \text { bookean } \end{array}$ | for $1 \leq t \leq n$ |
| :---: | :---: | :---: |
| representation: restrictions: identity: | natural numbers $t$ wach thant $\leq i \leq n$ $=$ |  |
| operations: end | $\begin{aligned} & x_{f}()=i \\ & \text { equak } a, b)=\text { it } a=b \text { then true else false } \end{aligned}$ | for $1 \leq i \leq n$ |

exhibit the behavior described above. Our standara modet, showin in Figure 3, uses natural numbers to represent the elements of the enumeration. The " $=$ ", operation used in defining the equal operation of the enumeration type denotes the equality operation of the natural numbers.

### 4.3.4 Tuples

Tuples are labeled finite cartesian products. We will write tupletwitsin, , wn $\boldsymbol{v}_{\boldsymbol{n}}$ ] for the set of $n$-tuples such that the $i$ ith component is a member of the set $S_{i}$ and bears the label $w_{i}$, for each $i$ in the range $I \leq i \leq n$. We will write $\left\langle w_{1}: x_{1}, \ldots, w_{n}: x_{n_{i}}\right\rangle$ for the tuple containing the elements $x_{1}, \ldots, x_{n}$. The projection function mapping a tuple to its ith component is denote by $p\left[\tau_{i}\right]$, and if $t$ is a tuple, then $p\left[w_{i} X t\right)$ can be abbreviated as $t$. $w_{i}$. If $t=\left\langle w_{1}: x_{1}, \ldots, w_{n}: x_{n}\right\rangle$, then $t . w_{i}=x_{i}$ for each $i$ in the range $1 \leq i \leq n$. Two tuples are equal if and only if corresponding components are equal. Equality of tuples is defined for the type tuple[ $\left[v_{1}: S_{1}, \ldots, w v_{n}: S_{n}\right]$ if and only if the defining algebra of $S_{i}$ has an equal operation for each $i$ in the range $I \leq i \leq n$ which is an identity relation. If some of the component types

Figure 6. Tuple

| type | tuple[ $\left[w_{1}: S_{1}, \ldots, w_{n}: S_{n}\right]$ | as $T$ |
| :---: | :---: | :---: |
| requires | $s_{i}$ : type | for $1 \leq i \leq n$ |
| with | construct: $\quad S_{1} \times \ldots \times S_{n} \rightarrow T$ | as $\left(w_{1}: x_{1}, \ldots, w_{n}: x_{n}\right\rangle$ |
|  | $\mathrm{p}\left[\mathrm{w}_{i}\right]$ ] $\quad \mathrm{T} \rightarrow s_{i}$ | estargl. $w_{i} \quad$ for $1 \leq i \leq n$ |
|  | equal: $\quad \mathrm{T} \times \mathrm{T} \rightarrow$ boolean |  |
| representation | $\mathrm{T}=S_{1} \times \ldots \times S_{n}$ |  |
| restrictions | none |  |
| identity | equal |  |
| operations | construct $\left(x_{1}, \ldots, x_{n}\right)=\left\langle x_{1}, \ldots, x_{n}\right\rangle$ |  |
|  | $\mathrm{p}\left[t_{i}\right](x)=x \downarrow i$ |  |
|  | equal $(x, y)=$ if $\mathrm{Y}_{i}\left[1 \leq i \leq n \Rightarrow x_{*} w_{i}=y_{\cdot} w_{i}\right]$ then true else false |  |
| end tuple |  |  |

do not have equality operations, then the tuple type does not have an equal operation either. although the type and all of the other operations on it are well defined. ${ }^{2}$

This description is summarized in Figure 6 in an informal notation: Retall that cartesian products are primitive, and that if $x$ is an muple, then $x \downarrow$ denotes the th component of the n -tuple.
2. An equal operation will be defined for every representation algebra in our basic set. It is also possible to construct tuples with components from user defined types, which need not have an equal operation (e.g. stacks).

### 4.3.5 Oneofs

Oneofs are finite labeled disjoint unions. A oneof is the dual of a tuple, in the sense that the projection functions go in the other direction. We will write cmaditw $\left.: S_{j}, \ldots, w_{n}: S_{n}\right]$ for the disjoint union of the sets $s_{1}, \ldots, s_{\boldsymbol{n}}$. Our standard model for oneof $\left[w_{1}: S_{1}, \ldots, w_{n}: S_{n}\right]$, shown in Figure 7 , uses the sit $U_{1 \leq i \leq n}\left\{w_{i}\right] \times S_{i}$, to represent the principal type, which coincides with the standard interpretation for disjoint unions used in classical mathematics. Each element of a disjoint union is represented as a pair containing an element of one of the component types, and a fabel indicating whieli component the element came from. If an element occurs in more than one of the $\boldsymbol{S}_{\boldsymbol{i}}$, it will occur in several distinct elements of the disjoint union, distinguished by different values for the label component of the pair.

Figure 7. Oneof.


```
representation \(\quad 0=\underset{1 \leq i \leq n}{U}\left\{w_{i}\right\} \times S_{i}\)
restrictions none
identity =
operations \(\quad \operatorname{in}\left[u_{i} X_{x}\right)=\left\langle u_{i}, x\right\rangle\)
    tolw \(w_{i} X(0)=\) if \(0 \backslash 1=w_{i}\) then \(0 \downarrow 2\) else (wrong_type: )
    is \(\left(w_{i}\right)(0)=\) if \(0 \perp 1=w_{i}\) then true else false
    equak(ol, 02 ) \(=\) if \((\) ol \(\downarrow 1=02 \downarrow 1 \&\) ol \(\downarrow 2=02 \downarrow 2\) ) then true else false
```

end oneof

A oneof type has $n$ injections from the component types into the disjoint union, $n$ predicates indicating whether or not an element of the disjoint union came from a given component, and $n$ projections, which return the element without the label if the label corresponds to the component of the projection, and which terminate in the wrong_type exception with no return value otherwise. The oneof type has an equal operation if and only if each component type has an equal operation.

As we shall see below, one of the main uses for disjoint unions is in constructing recursively defined types, such as trees.

### 4.3.6 Sets

We will write set[E] for the domain of frite subsets of the type $E$. An informal definition of set[E] is shown in Figure 8. This construction is valid only if the defining abstraction of the type $E$ has an equal operation that computes an identity relation, because equality is necessary for deciding set membership. There is one nulhary operation which returns the empty set of the given type, and there are pperations for adding and removing elements, and for forming unions, intersections, set differentes, and restrictions. There are also operations for testing to see if an element belongs to a given set, if one set is a subset of another, If two sets have the same members, and for finding the size of a set, which is always defined because we are dealing only with finite sets. Set restriction is treated as an indefnitely large parameterized family of operations, where the parameters are the bound yariable and the body of a lambda expression defining a predicate (i.e., a function from $E$ to boolean). The size of a set is defined to be an integer rather than a natural number, so that sizes can be subtracted and divided. The natural numbers and the integers are defined in Appendix II.

Figure 8. Set
type set[E] as S
requires $\mathbf{E}$ : type with Esequal: $\mathbf{E} \times \mathbf{E} \rightarrow$ bookan such that ident ond(Efequal)
with null: $\rightarrow \mathbf{S}$
add: $\quad \mathbf{E} \times \mathbf{S} \rightarrow \mathbf{S}$
remove: $E \times S \rightarrow S$
union: $S \times S \rightarrow S \quad$ as argiU arg 2
intersection: $S \times S \rightarrow S$ and 14 ars 2
difference: $S \times S \rightarrow S$ as arg 1-arg 2
restrict $[x, p(x)] S \rightarrow S \quad$. $\$\{x: \arg | | p(x)\}$
emply: $\quad S \rightarrow$ boolean

subset: $\quad \mathrm{S} \times \mathrm{S} \rightarrow$ bookean $\quad$ as arg $1 \subseteq$ arg 2
equal: $\quad S \times S \rightarrow$ bookan as arg $1=\arg 2$
size: $\quad S \rightarrow$ int as arglt


In Figure 8, a definition of finite subsets of a type $E$ is given in terms of ordinary set
theory. The notation in the figure is ambiguous, because we wish to use the standard notations for the usual set operations as abbreviations for the operations of the representation algebra as well as for the set operations of the underlying mathematics. The ambiguty is resolved as follows: within the definitions of the operations, the standard set notations refer to the operations of the underlying mathematics, while the as ctauses in the signature section redefine those notations as abbreviations for the operations of the representation algebra, for external use (i.e., when using representation algebras from the set family to define standard models for other data abstractions).

### 4.3.7 Sequences

We will write sequence[E] for the domain of finite sequences of elements of type $E$. An informal definition of sequences in terms of cartesian products is shown in Figure 9. Another definition, using a fixpoint construction, will be sketched in the next section.

Sequences have an exceptional termination condition bounds, which is associated with attempts to use elements of the sequence that do not exist. Sequences can be decomposed into the first element and the sequence containing all but the first element, and also into the last element and the sequence of af but the last elemerit, so that neither end of the sequence is preferred with respect to ease of access. Subranges are specified by giving the first and last elements of the subrange in the original sequence. The length of a subrange $s[a . . b]$ is $1+b-a$. Subranges with strictly negative lengths are not defined, and an attempt to construct one will result in a bounds exception, with no return value.

Figure 9. Sequence


### 4.3.8 Fixpoints

It is convenient at times to introduce algebras whose principal types have a "recursive" structure, such as the algebra of binary trees. While it is possible to define isomorphic images of such algebras using just the machinery introduced so far, by introducing appropriate encodings into the natural numbers, such a strategy does not contribute to the clarity of the resulting specifications. Instead, we will introduce explicit recursive (circular) domain definitions, which are considered as fixpoint equations over the domain of all algebraic structures.

The representation component of a specification will always be a domain equation. In cases where the name of the algebra being defined does not appear on both sides of the equation, there is always a unique solution, since we are essentially solving for the fixpoint of a constant transformation. In cases where the representation algebra is defined in terms of itself, there may be many different solutions to the equation. Following Scott[46], we will introduce an ordering, and say that a fixpoint equation denotes the minimal solution with respect to that ordering. We will use the pointwise containment ordering on algebras, denoted by $ㄷ ㅡ, ~ a n d ~_{\text {, }}$ defined below.

## Definition 19 . Pointwise Containment

Let $a$ and $b$ be algebras. Then $a \subseteq b$ if and only if all of the following conditions hold:
a. typenames $\subseteq$ b. typenames,
$\forall \alpha \in a \cdot$ typenames $\left[a \cdot\right.$ phyla $_{\alpha} \subseteq b \cdot$ phyla $_{\alpha}$ ],
$a$. opnames $£ b_{b}$ opnames,
$\forall \beta \subset a$. opnames [ $a$. operations $\beta \subseteq$. operations $\beta$ ].
$a$. tcnames $\subseteq b$. tcnames,
$a \cdot$ arglength $\subseteq b$. arglength,
$a \cdot$ argtype $\subseteq \boldsymbol{c}^{6}$. argtype,
a. fc ¢ b.tc,
$a$. riength $\subseteq b$. riength, and
a.riype: b. rtipe. $^{\text {and }}$
$a \cdot p t \subseteq b \cdot p t$
If $a \leq b$, we will say that $a$ is contained in $b$. This means that for every phylum of $a, b$ has a phylum of the same name, and for every operation of $a_{2} b$ has an operation with the same name and type. Every phylum of $a$ is a subset of the corresponding phylum of $b$, and every operation of $a$ is a restriction of the corresponding operation of $b$. The larger algebra $b$ may have types and operations not present in a. The set of principal types for a must be a subset of the set of principal types of b.

Note that $\subseteq$ is reflexive, transitive, and antisymmetric, and hence is a partial ordering relation. Because $[$ is antisymmetric, if a minimal solution to a fixpoint equation exists, it must be unique. If we restrict ourselves to expressions buth from continuous (with respect to E]) transformations on algebras, then the existence of a solution is guaranteed by Kleene's first recursion theorem [23], which also gives us an explicit formula for the solution.

Kleene's first recursion theorem states that if the transformation $F$ is continuous with respect to $\underset{\text {. then }}{F}(Y F)=Y F$, and $Y F \subseteq A$ whenever $F(A)=A$, where $Y F=U F^{i}(1)$, U denotes the least upper bound with respect to $巨, F^{0}(A)=A, F^{i+1}(A)=F(F(A))$, and where 1
 of the transformation $F$. In order to show that $Y F$ exists, it is sufficient to show that there is an
 least upper bound in the the domain of all exception algebras. It ts easy to see that 1 exists: it is the algebra with all components equal to the empty set, containing no phyla and no operations.

Theorem 5: Every chain with respect to $\subseteq$ has a least upper bound.
Proof : Take pointwise unions, details in Appendix III.
End of Proof
In order to use this result, we need a means of defining continuous transformations. This is also easy, because all of the methods for constructing algebras introduced earlier in this chapter are in fact continuous. The reasoning required to establish continuity is illustrated for the tuple transformation.

Proof : tuple preserves pointwise unions for chains of algebras. Details in Appendix III. End of Proof

Since all constant transformations are continuous, and since the composition of two continuous transformations is continuous, it follows by an easy induction on the depth of the nesting that any expression composed from the constructors for enumerations, tuples, oneofs, sets and sequences defines a continuous transformation. Thus a minimal solution is guaranteed to exist for any domain equation expressible in our specification language.

In order to make sure that the transformations defined earlier in this section are monotonic with respect to $\leq$, we have to be a bit more precise about what the transformations are. (If a transformation is continuous with respect to $\underline{E}$, then it must also be monotonic with respect to ㄷ..)

We will add an implicit parameter to each of the transformations, which specifies the name of the principal type of the algebra resulting from the transformation. The construction of the principal type and of the operations on the principal type has been described above. The subordinate types of each input algebra are included as subordinate types of the output
algebra if and only if they have a distinct name from that given by the implicit parameter. The names of the operations on the principal type are taken from the definitions of the transformations, and prefixed by the name of the principal type to make sure they are distinct from the names of the operations on the suberdinate types.

For any composition of euple, oneof, set, and sequence constructions, the implicit name parameters are to be chosen so that every occurrence of each constructer in the expression is given a distinct name parameter, and so that the name parameters are distinct from any of the names of any constant algebras occurring in the expression. With this proviso, any expression that can be formed from the tuple, oneof, set, and sequence transformations and any algebra constants will be monotonic with respect to C . It is also easy to see that the new phylum defined by a fixpoint construction will have the same name as its image under the defining transformation, so that the priacipal type is buit up by successtive approximations, as usual for a solution to a fixpoint equation Also note that as defimed above, each of our transformations maps complete models into complete models.

An intuitive justification for choosing the minimal solution to a domain equation is that we would like our standard model to be reduced fi.e. free of unneceusary data objects). The explicit solution to the fixpoint equation can also be used to argue that the minimal solution is exactly the solution we would like to obtain, because it contains all of the objects that are finitely constructible using the operations of the representation algebra, and no others. To see this, note that any operation can produce a data object in a domain $F^{i}(1)$ with an index $t$ at most one larger than the index of some domain containing an angument of that operation for one if there are no arguments). Therefore the results of some finite computation in terms of the primitive operations can produce elements of $F^{i}(1)$ for finite natural numbers $i$, and all of those
domains are contained in the principal type of $\boldsymbol{Y} \boldsymbol{F}$. Conversely, if our transformation $\mathbf{F}$ is such that every element of the principal type of $F(A)$ is finitely constructible whenever all of the elements of the phyla of $A$ are, then so are all of the elements of the phyla of $\boldsymbol{Y F}$, since the principal type of $\gamma F$ is just the union of the principal types of all of the algebras in the chain $F^{i}(1)$.

To illustrate the use of recursively defined representation alyebras, consider the definition of immutable binary trees shown in Figure 10. Binary tree is a family of data abstractions, parameterized by the type of the leaf nodes of the tree. The leaf operation creates a leaf containing a given element of type $\mathbf{E}$, where a leaf is a kind of binary tree. The tree operation constructs a composite tree with given left and right subtrges. The lefl and night operations return the left and right subtrees of a composite tree, and terminate in the no subtree,

Figure 10.
type binary_tree[E]
requires $E$ :cype
with

| leaf: | $E \rightarrow T$ |
| :--- | :--- |
| tree: | $T \times T \rightarrow T$ |
| right: | $T \rightarrow T+($ no_subtrec: $)$ |
| left: | $T \rightarrow T+($ no_subtree : |
| value: | $T \rightarrow E+$ (not_leaf : |
| leaf?: | $T \rightarrow$ boolean |

representation $T$ = oneof[leaf: E, tuple[lef: $T$, right: $T$ ] ]

| operations | leaf(e) $=\mathrm{e}$ in leaf <br> tree $(x, y)=\langle$ left : $x$, right : $y\rangle$ in tree <br> right $(x)=$ if isfleaf $(x)$ then ( no_subtree : ) else toltree) (x). right <br>  <br> value $(x)=$ if is $\{l e a f)(x)$ then tolleaf $(x)$ else $\langle$ not_leaf: > <br> beaf $(x)$ = If isteaf $(x)$ then true else false |
| :---: | :---: |
| end binary |  |

end binary_tree
exception with no return values if applied to a leaf. The predicate leaf? tests a tree to determine whether or not it is a leaf. The value operation extracts the element contained in a leaf node of the tree, and it resulk in a not_leaf exception if applied to a composite node.

There is no qualitative difference between defining the operations of a model whose representation algebra is defined by a fixpoint construction and defining the operations of a model whose representation algebra is defined by some finite composition of tuples, oneofs, sets, and sequences. The domain equation specifies the structure of the representation algebra, and implicitly also the operations available on the representation algebra, since each of the transformations mentioned above introduces some operations. For example, since the representation of a binary_tree is a oneof, the projections, injections, and domain test predicates of the given oneof type are available for use in defining the operations of binary_tree. This uniformity is a consequence of the fact that the representation algebra is an exact solution to the domain equation.

The fixpoint construction can also be used to construct the natural numbers, and the parameterized family sequence[E] A convenient representation algebra for defining the natural numbers is the solution to the equation
nat = oneof[zero : $\{0\}$, nonzero : nat].

This equation is based on the fact that each natural number is either zero, or it is the successor of some other natural number. Thus zero is represented as the element of the arbitrarily chosen singleton enumeration type $\{0\}$, and any other naturad number is represented by its predecessor injected into the nonzero component of the disjoint union. This works because each injection adds a tag to keep the elements of a disjoint union distinct. Thus zero is represented by the
pair 〈zero，0〉，one is represented by the pair 〈nonzero，〈zero，0〉》，two by the pair $\langle$ nonzero，$\langle$ nonzero，$\langle$ zero， 0$\rangle\rangle\rangle$ ，and so on，where the natural number $n$ has $n$ tags equal to nonzero and one tag equal to zero．A representation algebra suitable for defining sequence［E］ is defined by the following equation．
seq $=$ oreaf［empty ：$\{\lambda\}$ ，nonempty $:$ tuple［first ：E，rest ：sep\}]

The reader is invited to fill in the details of the last two examples，to get some experience in working with recursively defined representation algebras．

Another treatment of recursively defined domains can be found in［26，25］．We prefer to avoid a category theoretic formulation，on the grounds that the subject can be treated satisfactorily in terms of a more widely known mathematical setting．

## 4．3．0 System States

In a state machine model，the current system state function is the disjoint union of the current individual state functions for each mutable type．When defining a state machine model in our specification language，we will explicitly construct only the individual state function for the principal type．The individual state functions for the subordinate types are taken from the standard models for the defining abstractions of the subordinate types，and the disjoint unions of the individual state functions required to get a system state function are left implicit．

We provide two abstractions，tokens and states，for use in constructing the principal type and the individual state functions of a state machine model．The interpretation of the principal type of a state machine will always be the principal type of the token abstraction，and the set of individual state functions for the principal type of the state machine will always be
státe[D], where $D$ is the set of data states for the state machine.

The token and stafe[D] abstractions are defined by the standard model shown in. Figure II. These abstractions have been defined so that the only property of a token that is externally observable is its identity, by means of the cokeniequal operation. The only way to create a token or to extend the ppoulation of the principal type ts by means of the state extension operation.

The only way to extract any information from an individual state function is to apply it to a token to get the current data state of that token. If all accesses to the state of a type are Iimited to the operations provided by the state abstraction, then we can be assured that the only state information in a state machine is that associated with the individual data objects, thus enforcing the assumption discussed in Section 3.2 and in Appendix I.

New states can be created by the init, extend, or update eprathis. MTe thle operation creates an empty state. This operation has been included for completeness, since it is required to define the initial state of the state machine. The statefextend operation creates a new state in which the data states of all previously existing data objects are unaffected, and in which a new data object has been created, with a given value as its initial data state. This operation is used to describe the dynamic creation of a data object. The stafelupdate operation constructs a new state differing from the old one only at a single point in its domain, and it is used to model operations that change the properties of some existing data objects.

In addition, there is an internal function statefused, which tests whether a given token has ever been created in a given state. This function may not be used in defining the operations of a standard model, but it is useful in assertions and proofs about dynamic data abstractions (see Section 5.4). Note that the used operation will say that an object that has been

Figure 11. Tokens and States

created and then destroyed (by changing its data state back to smofeflined using statiolupdate) has been used, so that in general the used operation does not say whether a given object exists
in the current state. (For secure data abstractions, the two notions coincide.)
The reason for defining tokens and states in the same module is to limit access to the operations on tokens. Note that the definitions of the state operations use the representation of tokens, which is available throughout the module, but not outside it. If tokens wete defined in a separate module, then the representation would not be accessible, and admutional operations on tokens would have to be provided so that the state operation could be deflned. However, we do not want modules other than the definition of the state abstraction to have accessito any operations on tokens other than equal. We freely admit that this is an ad hoc solation, whe we refer the reader to [21] for a description of a general access controf mechanism for data abstractions.

An individual state function is restricted to take on the special value undefined
 is countable, even though it is a function space on an infinite chpatitat Ore consequence of ents is that we have no need of limit constructions or transfinite inductions: in reasoming ibeur system states.

A state machine modet:for the unique_id abstraction is shown thigigure 12. Since the specification has a data states component rather than a representation component, we know that a state machine is being defined, rather than an exception algebra, and that the representation of the principal type is implicitly defined to be the token abstraction defined in Figure II. In this case the set of data states is a singleton enumeration type. At least one proper data state is freeded to distinguith the objects that have been created from those that have not been (and have the data state undefined). Uniquaids are immatuble (once zenntque_td has been created, its properties are fixed forever), so that one proper data state is all that is needed.

Figure 12. Standard Model for Unique-id

| type unique_id | as $U$ |
| :--- | :--- |
| with | create: <br> equal:$\quad \rightarrow U \times U \rightarrow$ boolean |
| data states | $D=\{$ null $\}$ |
| operations | create $(s)()=$ extend $(s$, null $)$ <br> equa $K s)(x, y)=(s, v)$ <br> $v=$ if tokenlequal $(x, y)$ then true else false |
| where |  |

This example serves to illustrate the state change caused by the creation of a new data object in its purest form. The unique_id abstraction is secure, since there are no operations that destroy unique_ids.

A state machine model for a memory cell contalining a single object of type $\mathbf{E}$ is shown in Figure 13. Cells are among the simplest mutable ata ableations. The create operation returns a new cell with a specified initial contems. Note that the statelextend operation returns a pair of values, containing the new state and a token representing the newly created object. The new state is the first return value of every operation of a state machine model, and the old state is the first argument. In an implementation, the state ls passed around implicitly. while it is explicitly represented in a state machine model. This is refleced in the signature, which has no mention of the state, and describes ority the type structure visible externally. The update operation returns no data objects, but it produces a new state in which the given celi has a new value for its contents. The contents operation returns the current contents of a cell, and the equal operation tests to see if two cells are identical. Beth of these operations do not modify

Figure 13.

the system state. If we view cells as the $L$-values of the variables of a programming language [cf. 50], then the equal operation can be used to determine whether or not there is aliasing between two variables: an assignment to one variable (a cellifupdate operatipn) will affect the value of the other if and only if the variables have equal $L$-values.

Note that there is no such thing as an uninitialized cell. If we wanted to define a different cell abstraction, in which cells could be created without being initialized. then we would have to introduce an additional data state to indicate thal a cell was uninittalized, since a token with the data state undefined represents a cell that has not been created yet. Since we require the operations of a data abstraction to be deterministic, an attempt to find the contents of an uninitialized cell would either have to result in an exception condition, or in some constant default value.

### 4.4 Well Formed Specifications

A specification is well formed if it denokes sone exception algebra or state machine. This will be the cafe to the requirements described in the following subsections are met. In addition, as reasonaily defined data abstraction shouta satisfy the following two constraints [cf. 41,10].

Every operation of the abstraction $d$ should either take at least one argument from the principal type of $d$, or it should produce at least one return value (in the normal termination condition) from the principalape of whor fron some prinetiflipeqf thete is more than one). The purpose of this constraint is to rule out finctions that have nothing to do with the behawior of the principal type.

There should be at least one opetation that produces a value belonging to the principal type which does not take any arguments from theprincfal type. If this constraint is not met, then there is no way to compute any values of the principal type, and thus the interpretation of the principal type in a reduced model is the empty set.

Note that both of the above constraints carl be eusily checked given just the signature of the data abstraction. They can be viewedias constramet asuractere mast satisfy in order to qualify as a meaningful data abstraction.

### 4.4.1 Type Correctness

All of the expressions in the specification must satisfy the type constraints contained in the signatures of the abstraction being defined, the signature of the representation algebra, and the signatures of the algebras subordinate to either. This means that every operation must be
supplied with the correct number of arguments, and that the definition of each operation must terminate in only those termination condtions specifled tin the signature; wad produte the right number and types of return values for each This is not a parely syanctic check, because it may require praving that the expresion definang an operation terminates in a given termination condition (usually the normal condition).

### 4.4.2 Representation Consistency

The representation algebra defined by the represcatation section must either be a member of the set of algebras generated by the consuructions given tantier in thes chapter, or it must have a previously defined standard model. If the representation algebra is defined in terms of a parapeterized definition, the combraints spedfied in the requatres section of the parameterized definition mula be mer

### 4.4.3 Representation Invariant

If a restriction on the principal type of the representation ingebra is specified in the restrictions section, then the ange of each operation-defined mast satisfy the restriction. This condition can be established by an inductive argument: asuming that each argument from the principal type satisfies the restriction, show that each return value of each operation satisfies the restriction.

### 4.4.4 Congruence

If a nontrivial equivalence relation is given in the identity section, then it is necessary to show that each operation is consistent with the equivalence relation, in the sense that it maps equivalent arguments into equivalent outputs. This requirement is a necessary condition for the implicit extension of the operations from the representation algebra to the quotient structure to be well defined, as described below.

The operations are explicity defined as functions that operate on the elements of the principal type of the representation algebra. The model denoted by a specification is in general a quotient structure, and the interpretations of the operations of the data abstraction in that model operate on equivalence classes of elements from the principal type of the representation algebra. The operations can be extended to operate on equivalence classes in the usual fashion. If the operation $f$ takes a single argument from the principal type and returns a single value in the principal type, then the corresponding operation an eqaivalencerlasses $f_{F}$ (is defined by $f_{\equiv}([x])=[f(x)]$
where $[x]$ denotes the equivalence class containing the element $x$. For the relatign defined by the above equation to be single valued, and hence a function on equivalence classes, the function $f$ must satisfy the following requirement:

$$
x=y \Longrightarrow f(x) \equiv f(y) .
$$

Note that if $\equiv$ is the same as the logical equality relation on the principal type of the representation algebra, then this requirement is automatically satisfied. An equivalence relation
that satisfies the above constraint is known as a congruence relation with respect to $f$. A definition of $f_{\equiv}$ and of the congruence requirement for a general operation of an exception algebra or a state machine is given below.

Let $f$ be an operation of the abstraction $A, f: a_{1} \times \ldots \times a_{n} \rightarrow U_{T} R_{T}$ where $R_{T}=r_{1} \times \ldots \times r_{m(\tau)}$ and let $d$ be the principal type of $A$. Let $\equiv$ denote the relation defined by the identity section of the specification. Define the equivalence rebation eq by

$$
e q(x, y)=(x \subset d \& y \subset d \& x \equiv y) \vee(-(x \subset d) \&-(y) d) \& x=y)
$$

and define the "equivalence class" ec by
$e d x)=$ if $x \in d$ the $[x]=$ else $x$

If $f\left(x_{1}, \ldots, x_{n}\right)=\left\langle\tau,\left\langle y_{p}, \ldots, y_{m}(\tau)\right\rangle\right)$, then $f_{E}$ is defined by
$\left.\left.f_{\equiv}\left(\operatorname{ec}\left(x_{1}\right), \ldots, \operatorname{ed}\left(x_{n}\right)\right)=\left\langle\tau,\left(\operatorname{ed}()_{1}\right), \ldots, e d\right)^{m}(\tau)\right\rangle\right\rangle$
and $f$ must satisfy the requirement
$\forall t: \leq \leq \leq n\left\{e_{q}\left(x_{i} ; y_{i}\right)\right] \Longrightarrow$


### 4.4.5 Termination

Every operation must be shown to terminate in one of the termination conditions specified in the signature for any set of arguments of the proper type, given that any arguments from the principal type satisfy the restriction given in the restrictions section of the specification.

## 5. Correctness of Implementation

Every well formed implementation of a data abstraction defines an implementation model for the data abstraction. The construction of the implementation model is discussed in Section 5.1 below. Our basic definition of correctness is that the implementation model must be behavierally equivatent to the standard model of the abstraction to be implemented. This definition corresponds to the intuition that there shoufd be no observable difference between the behavior of the implemanation and the behavior of the standard model, cast into the framework of deterministic sequential computations.

The classical way to prove the correctness of an implementation with respect to an abstract modelespecification is to exhibit a hontomorphism. In Section 5.2, we show that the clissical appreachsis sound firthe stardard model and the fmplementation model are both exception algebras, by showing that the existence of homotiorphisn from the Implementation model to the standard model implhes that the two modets are beliaviorally equivalent. It was shown in Section 3.3.1 that the classical approuch is also complete for the static case, in the following sense: if the standard medet is reduced; thew there extts a homomor phism from any beha viorally equivalent implementation modef to the standard modet.

Section 5.3 discusses the case where the standald model is an exception algebra and the implementation model is a state machine. It is shown that a correspondence function anatogous to a homomorphism can be used to demonstrate behavioral equivalence.

Section 5.4 discusses the case where the standard modet and the imptementation model are both state machines. In this case there is no useful analog to the homomorghism theorem of Section 5.2, and proofs of correctness rest directly on the definition of behavioral equivalence.

The proof methodology is illustrated by examples.

### 5.1 Implementation Models

An implementation of a data abstraction d supplies a represernation for the principal type, and an algorithm for compating each of the operamons. It mentively easy to construct a model of the abstraction from an implementation, if the representation ubitruction and all of the subordinate abstractions have been defined; by abstrast maded apeollatations.

The principal type of the implementation onodel is the reachable subset of the principal type of the standard model for the reprenentation abstanction. The reachible subset contains just the elements of the principal type that ata eompmable by some fortte (ciosed) computation in terms of the operations of $d$ and the abstractiontis seberdinate to $d$. The interpretation of an operation of the pringipal the in the funalog componed by the procedere implementing that operation. The principal type and sepermions of ach abitrintion subordinate to $d$ are taken from the spandard moded of the suberdmate abstraction.

The implementation model is compleve by consurection, since th contains interpretations for all subordinate abstractions. The implementation model may ormay mor be reteced. The construction guarantees that every object of the principal ippe of the thoplamiemation model is reachable. There is no explicit equivalence class structure in the implememation medet, so that several distinct implementation objects may represent the same abstruat object. The implementation model is reduced if and only if each sabuact objecthan an unque representation in the implementation model.

### 5.2 Static Specification, Static Implementation

The classical method for demoristrating the correctness of an implementation with respect to a standard model specification is to establish a homomorphism from the implementation model to the standard model. In section we present a theorem that demonstrates that the classical method is sound for cases where both the standard model and the implementation tmodel ate exception algebras.

### 5.2.1 Homomorphism Theorem

Since an exception algebra has disjoint ution structure not present in the heterogeneous algebras of [I], we have to extend the defintion of a homomorphism slightly. A homomorphism between two exeeption algebras must preserve each operation, which means that the termmation conations of corresponding operation invocations must be the same, and that corresponding return values must be hothohorphic Images, whenever corresponding arguments are hemomorphic images. More prectsely, if $A$ and $B$ ate two exception algebras with the same stgnature, thitn a fombiorphism from $A$ to is a family of functions


Let $P=A$. phyla, $F=A$. operations, $\beta$ © . opnames, $n=A$. arglength $(\beta)$, let $a_{i}=A \cdot \operatorname{argtype}(\beta ; i)$ and $x_{i} \in P_{a_{i}}$ for each $i$ in the range $1 \leq i \leq n$, let $\left\langle\tau,\left\langle y_{1}, \ldots, y_{m}\right\rangle\right\rangle=F_{\beta}\left(x_{p}, \ldots, x_{n}\right)$.
where $\tau \in A \cdot \operatorname{tc}(\beta), m=A$. rlength $(\tau, \beta)$,
and where $r_{j}=A$. rtype $\left(T, \theta_{i}\right)$ and $y_{j} \in P_{r_{j}}$ for each: $j$ in the range $I \leq j \leq m$.
Let $G=B$. operations.
Then $G_{\beta}\left(h_{a_{1}}\left(x_{1}\right), \ldots, h_{n_{n}}\left(x_{n}\right)\right)=\left\langle\tau,\left\langle h_{r_{1}}\left(y_{1}\right), \ldots, h_{r_{m}}\left(y_{m}\right)\right\rangle\right)$.

The " $=$ " in the conclusion refers to the equality relation on abstract objects. For models defined using the specification Janguage introduced in Chapter th this retation is given in the Identity section of the specification.

Now we can state the homomorphimm theorem.

Theorem 7 : Let $M 1$ and $M 2$ be complete exception algebra models with a common signature. If there is a homomorphism from $M 1$ to $M 2$ which redwepo the idmaiky mapping prithe subordinate types, then $M 1$ and $M 2$ are behaviorally equivalent.

Proof : By induction on the length of the computation, Detals tre Apendix:HI.E: End of Proof

The existence of a homomorphism indicates that the interpretation of any closed computation $C$ in $M 1$ is a step by step simulation of the imterpretation of $C$ in M2. Corresponding results (data objects) may have different representations in the two models, but they must have the same properties. Since the homomorphing He raputred to the the identity mapping on the booleans, the homomorphism preperty will guapame that any primitive predicate will give the same truth value for corresponding day objents in Mi and M2.

Note that we are dealing with completecoodels which compais the operations of every type subordinate to the principal type in addition to the eperations of the principaltype. A homomorphism must preserve all of the operations of an exception algebra, including those associated with the subordinate types. It is sufficient to explicity consider only the operations of the principal type when proving the correctness of a static mplementation, because the component of the homomorphism for each of the subordinate types is the identity function, which trivially preserves all of the operations of the defining abstraction of each subordinate type. The requirement that the homomorphasm must reduce to the identity mapping on the subordinate types is no restriction in practice, because of the way in which the standard model
and the implementation model are constructed. In both cases the interpretations of the objects and operations of the subordinate types are taken from the standard models of the defining abstractions of the subordinate types. Consequently, the subordinate types have identical interpretations in both models, and the natural correspondence between the two is the identity mapping.

### 5.3 Static Specification, Dynamic Implementation

In the case where the implementation algebra is a state machine and the standard model is an exception algebra, a correspondence function can be used to establish the behavioral equivalence of the two models in a way entirely analogous to the homomorphisms used in the case where both models are exception algebras. In the rest of this section we present a theorem justifying the use of correspondence functions, and an example to illustrate the procedure for establishing the correctness of a dynamic implementation for a static data abstraction.

The correspondence function that is used to demonstrate the behavioral equivalence of a dynamic model and a static model is not a homomorphism on algebras, even though it must have similar properties. Some of the differences between homomorphisms and correspondence functions are outlined below.

Recall that a homomorphism is a family of mappings, one for each phylum. Each mapping is a function from a phylum of one algebra to the corresponding phylum of the other algebra. The abstract object represented by some implementation object must be completely determined by the identity of the implementation object, since the mapping takes no other arguments. This works well in the static case. In a state machine model, the properties of a
data object will depend not only on the identity of the object, but also on the current system state. Consequently a correspondence function must differ from a homomorphism by taking the system state as an extra argument.

Recall that the principal type of a state machine contains tokens representing all of the data objects that can ever be created. In each system state the population of objects that have been created so far is the subset of the principal type whth a proper deta state, whithe the objects that have not been created yet are all mapped into the (improper) data state undefined by the system state function. In system states where a given token has the data state undefined, the token does not represent any abstract data object, and after an operation is performed that assigns a proper data state to the token, the token represents the newly created data object. To make the correspondence a total function we adopt the following convention. A correspondence function must map a token into the special object undefined for any system state for which the token lies outside the current population.

The properties of the newly created object are determined at the time the object is created, and have no particular relation to the identity of the token representing the object. Different computations can lead to states in which a given token has different properties, and in such a case the correspondence function must map the token into different abstract objects in the two states.

The correspondence between the tokens of the implementation model and the abstract objects of the standard model is established by a series of approximations, corresponding to the steps in the computation that create new objects of the principal type. Initially, the population of the implementation model is empty, and the initial correspondence is empty (i.e., in the initial state the correspondence maps every token into the improper object undefined). As new
objects are created, the image of the token representing the newly created object changes, from undefined in the state just before the object was created, to the abstract object represented by the newly created implementation object in the state just after it was created. For abstractions that do not allow the explicit destruction of data objects, the correspondence functions for the sequence of system states produced by a closed eomputation are a series of pure extensions. If $\sigma_{i}$ represents the state produced by the ith step of some closed computation, $c$ is a correspondence function, and $l<f$, then it must be the case that

$$
c\left(x, \sigma_{i}\right)=\text { undefined } \Rightarrow c\left(x, \sigma_{i}\right)=c\left(x, \sigma_{j}\right) .
$$

We will refer to this as the monotentity property for correspondence functions. Once an implementation object has been created, and it has come to represent a proper abstract object. the monotonicity property says that the implementation object must continue to represent the same abstract object in all subsequent states. This is just what we would expect; if we create an implementation object and assign it to a variable, we would like to assert that the variable will continue to denote the same (immutable) abstract object as long as we do not astign a new value to the variable. Spontaneous changes in the abstract identity of the value are not acceptable.

A correspondence function must reduce to the identity mapping on the subordinate types, just as for a homomorphism. Note that for the subordinate types the correspondence function is independent of the system state. The abstractions we are considering in this section have static standard models, so that all of the subordinate types must be static, and all of the objects of the subordinate types must therefore exist in all passible system states, in the implementation model as well as in the standard model

### 5.3.1 Correspondence Theorem

In this subsection we define correspondence functions precively, and we present a theorem supporting their usefulness. Let $A$ be stape machine and lat B be an exception algebra such that the signature of $A_{\text {e }}$ is contained in the signature of $A$. A correspondence
 $\alpha$ © $B$. typenames and where $s=A$.ss is the name of the phylum of syatpm stater for the stase machine A. A correspondence $\mathbf{c}$ must satisfy the following property.

Let $P=A$. phyla, $F=A$. operations, $\beta \in B$. opnames, $n=A \cdot \operatorname{arglength}(\beta)$, let $a_{i}=A$. argtype( 1,4 and $x_{i} \& P_{a_{i}}$ for each in the rante $1 \leq i \leq A_{0}$
let $\sigma \in P_{s}$.
let $\left\langle T,\left\langle\sigma^{*}, y_{1}, \ldots, y_{m}\right\rangle\right\rangle=F_{\beta}\left(\sigma, x_{1}, \ldots, x_{n}\right)$,
where $\tau \subset A \cdot t(B), \sigma^{\prime} \subset P_{3}, m=A$. rengther, $\beta \boldsymbol{h}$
and where $r_{j}=A \cdot \operatorname{rtype}(T, B, j)$ and $y_{j} \subset P_{r_{j}}$ for each $j$ in the range $I \leq j \leq m$.
Let $G=B$. operations.
Then $G_{B}\left(c_{a_{1}}\left(\sigma, x_{1}\right), \ldots, c_{a_{n}}\left(\sigma, x_{n}\right)\right)=\left\langle T,\left\langle c_{r_{1}}\left(\sigma^{\prime}, y_{1}\right), \ldots, c_{r_{m}}\left(\sigma^{\prime}, \eta_{m}\right)\right\rangle\right\rangle$,
 and $x \in P_{\alpha} \& \neg a \in A$. statenames $\Rightarrow d(\sigma, x)=d\left(\sigma^{\circ}, x\right)$.

The correspondence property says that the correspondence must presetve all of the operations of the target algebora: Note that the new state $v^{*}$ protuced by the operation of the state machine is used to determine the correspondence between the resalts of the operation in the state machine and in the exception algebra. A correspondence fonction must atso satisfy the monotonicity requirement, as stated the the list two clauses.

A correspondence function is distinguished from a homomorphism since it takes the system state as an extra argument, and since it satisfies the monotonicity property specified by
the second clause of the conclusion. Since the range of the mapping is an exception algebra, there is no component of the correspondence function for the phylum of system states.

The correspondence theorem assures us that two models are behaviorally equivalent whenever there is a correspondence function from one to the other.

Theorem 8 : Let $M 1$ be a state machine model and let M2 be ansexception argebra model. If there is a correspondence function from $M 1$ to $M 2$ which reduces to the identity mapping on the subordinate types, then $M 1$ and $M 2$ are behaviorally equivalemesement

Proof : By induction on the length of the compuation. Details in Appendix III. End of Proof

The proof is very similar to the proof of the homomorphism theorem, except that the monotonicity property is required to transfer properties of a data object from the state in which it was created to the state in which it is used an an argument ta a subsequent aperation.

### 5.3.2 Simple Example

A very simple example to illustrate a proof of the cerrectness of a dynamic implementation of a static data abstraction in developed is this subsection. We will consider an implementation of the intpair abstraction interms of exraya of integess Intpairs are immutable pairs of integers, such as might be used to represent rational mumbers ongausban integers. Operations for constructing pairs, and for extracting the teft and ught compenents are provided. The int pair abstraction is very similas to mpmoltight :int, teft; intic An exception algebra model for the int pair abstraction is shawn in Eigure 14 .

A state machine model for arrays is shewn in Figuret5. Arway are mutable; and have a variable size. It is not possible to create an array wilh uninitialized elements. The array defined here are a simplified version of CLU arrays which have more operations.

Flgure 14. Pairs of Integers


An implementation is shown in Figure 16; and the implementation model is shown in Figure 17. The derivation of the implementation model from the implementation is straightforward. The operations of the implementation model are described in the same notation as the operations of the standand model to avoid introdacing host programming language. We claim that it is useful to define the inplementation model in this style in doing practical proofs as well, thus separating the issues onvolved in establishing the correspondence between two different representations for a data abstraction from the problem of proving that a procedure written in a particular programming banguage implements a particular function.

To prove the correctness of this implementation, we have to exhibit a mapping cand demonstrate that it is indeed a correspondence function. The behavioral equivatence of the standard model and the implememation modet will then follow from the correspondence theorem. In order to distinguish the operations of the implementation model from the operations of the standard noded in the proof, we, will prefix the implementation operations

Figure 15．Arrays
type array［E］as $A$
requires $E$ ：type

| with | create： <br> addh： <br> addl： <br> remh： <br> reml： <br> store： <br> fetch： <br> equal： <br> low： <br> high： <br> length： | $\begin{aligned} & \text { int } \rightarrow A \\ & A \times \text { int } \rightarrow A \\ & A \times \text { int } \rightarrow A \\ & A \rightarrow+(\text { bounds : ) } \\ & A \rightarrow+(\text { bounds : }) \\ & A \times \text { int } \times E \rightarrow+\text { (bounds : ) } \\ & A \times \text { int } \rightarrow E+(\text { bounds }:) \\ & A \times A \rightarrow \text { boolean } \\ & A \rightarrow \text { int } \\ & A \rightarrow \text { int } \\ & A \rightarrow \text { int } \end{aligned}$ | as $\arg 1[\arg 2]:=\arg 3$ as arg 1［ arg 2 ］ as $\arg 1=\arg 2$ |
| :---: | :---: | :---: | :---: |
| data states restrictions identity | D＝tuple［ <br> none <br> tuple§equa | int，e：sequence［E］］ |  |
| operations | create（s）$(\mathrm{i})=$ <br> addh（s）（a，$x)$ <br> addl（s）（a，x） <br> $\operatorname{remh}(s)(a)=$ <br> $\operatorname{rem}(\operatorname{s})(a)=$ <br> store（s）（a，i，$x$ ） <br> then state［D <br> else（bounds <br> fetch（s）（a，i） <br> equal（s）（al， <br> $\operatorname{low}(s)(a)=$ <br> high（s）（a）$=$ <br> length（s）（a） | tate［D］ $\mathrm{fextend}(\mathrm{s}$ ，（low：i，e：〈〉 ）） $=$ 〈state［D］\＆update（s，a，＜low：s（a） （state［D］liupdate（s，a，（low：s（a）． m（ $s(a) \cdot e)=0$ then $($ bounds ：$s$ ） Ise（state［D］liupdate（s，a，（low：$s$ ） （ $(\mathrm{s}(\mathrm{a}) . \mathrm{e}\rangle=0$ then $\langle$ bounds ：$s$ 〉 se＜state［D］\}update(s, a, 〈low: s(a $=$ if $s(a)$ ．low $\leq i \leq s(a)$ ．low + ．$($（ update（s，a，〈low：s（a）．low，e：s（a） ：s＞ <br> if $s(a)$ ．low $\leq i \leq s(a)$ ．low + m（ $(a)$ then $\langle s, s(a)$ ，e［l－low＋i］） else（bounds：s） <br> $=\langle s$, tokenlequakal，a2）$)$ <br> s（a）．low $\mathrm{s}, \mathrm{~s}(\mathrm{a}) \cdot \mathrm{low}+a(\mathrm{~s}(\mathrm{a}) \cdot \mathrm{e})-1)$ <br> $\langle s, *(s(a), e)\rangle$ | $\begin{aligned} & \text { w, e: s(a).e\|+x } x\rangle \text {, a } \\ & w-1, e: x+\|s(a) \cdot e\rangle), a\rangle \end{aligned}$ <br> low，e：butlast（s（a）．e）），a ） <br> low＋I，e：butfirst（s（a）．e）），a） ）．e）-1 <br> $[. . \mid-1]\|+x+\| s(a) . e[i+1 .]\rangle$. <br> e）-1 |

end array
with a＂ l ＂．To help the reader distinguish elements of the standard model from elements of the implementation model，variables ranging over implementation objects will also be prefixed with

Figure 16. Implementation

| representation | array $[$ int $]$ |
| :--- | :--- |
| operations | $\operatorname{create}(x, y)=\operatorname{addh}(\operatorname{addh}(\operatorname{arraytcreate}(1), x), y)$ <br>  <br>  <br>  <br>  <br>  <br>  <br> $\operatorname{refght}(p)=f(p)=\operatorname{fetch}(p, 2)$ |

Figure 17. Mmplementation Model
representation array[int]
operations $\quad$ create $(s)(x, y)=\operatorname{addh}(s 2)(p 2, y)$
where
$\langle s 2, p 2\rangle=\operatorname{addh}(s 1)(\mathrm{pl}, \mathrm{x})$
(s1, p|) = array ${ }^{(c r e a t e(s)}(0)$
left $(\mathrm{s} X \mathrm{p})=\mathrm{fetch}(\mathrm{s} X(\mathrm{p}, 1)$
right(s)(p) $=$ fetch(s) $(p, 2)$
a " ${ }^{2}$ ".
The correspondence fungtion for this example is the following
$c(s, a)=\langle l e f t: s(a) \cdot$ e[11 right: s(a) e e[2] $\rangle$

We have shown only the component of the correspendence for the principal type intpair. The correspondences for all other types are identity fungions.

The proofs for the operations create and left are shown below. The proof for the operation right is similar to the proof for left, and is lef as an exercise for the reader. The proof relies on the implementation invariant I shown below, which is a restriction on the data state of every object representing an int pair.

Let $x, y$ be integers,
la, lp be lintpairs,
$\downarrow_{s}, \downarrow_{s} 0$ be system states for Lintpairs,
Let $\mathbb{I}=1 s(\downarrow p)$. low $=1 \& n(1 \mathrm{~s}(\mathrm{l}) \mathrm{p}, \mathrm{e})=2$
create
Let $\langle I s, d a\rangle=\operatorname{lcreate}(J s 0)(x, y)$.
We have to show that $(\nmid \mathrm{l}, ~ \sqrt{ } \mathrm{la})=\operatorname{create}(\mathrm{x}, \mathrm{y})$.
From the definition of create, create $(x, y)=$ (left: $\mathbf{x}$, right: $y\rangle$.
From the definition of $c, c\left(l s, l_{a}\right)=\left\langle l e f t: l_{s}\left(l_{a}\right)\right.$. e[l], right: $1 s\left(l_{a}\right)$. e[2]).
Using the definition of tuplefequal, we have to show that
$\mathrm{ls}(\mathrm{la})$. $\mathrm{e}[1]=x$ and $\mid s(\mathrm{da})$. $\mathrm{e}[2]=y$.
From the definition of the array operations create and addh,

so $\mathrm{Is}(\mathrm{Ja}) \cdot \mathrm{e}[1]=x$ and $\mathrm{Is}(\mathrm{Ia}) \cdot \mathrm{e}[2]=y$.
So $\left(J s, L_{a}\right)=$ create $(x, y)$.
Since $\downarrow_{\text {a }}$ is newly created and $1 s(\downarrow p)=\downarrow s 0(t p)$ for all $\downarrow p \neq \downarrow a$, the monotonicity property holds.
Since the array operations create and addh can only terminate in the normal condition, c preserves the termination condition of the create operation.
So c preserves the create operation.
 so that the implementation invariant holds in state $\downarrow \mathrm{s}$ if it holds in t 0 .
left
Let $(1 s, x$ ) $=\operatorname{Heft}(150,1 a)$.
Let $a=c(l s, l a)$.
We must show that $x=\operatorname{left}(a)$.
By the definition of $c, a=$ (left: $J s\left(\mathrm{ta}_{a}\right), ~ e[1]$, right: $\downarrow s(\mathrm{ta})$. $\mathrm{e}[2]$ ).
By the definition of left, left(a) $=\downarrow_{s}\left(\mathrm{~J}_{\mathrm{a}}\right)$. e[1].


and by the definition of لleft and array $\$$ fetch, $1 \mathrm{~s}=1 s 0$ and
$x=\downarrow s O(\operatorname{la}) \cdot e[1-1+1]=\downarrow s 0(\mathrm{Ja}) \cdot \mathrm{e}[1]$.
So $x=\operatorname{left}(\mathrm{a})$.
left and Heft always terminates in the normal condition.
So the correspondence c preserves the left operation.
Since $l_{s}=\downarrow s 0$ the monotonicity requirement is trivially satisfied.
The implementation invariant holds since $l s=1 s 0$.
right
Proof left to the reader.

For the purposes of comparison, if immutable sequences had been used as the representation of intpair instead of arrays, the homomorphism would have been the following for the analogous representation:
$h(x)=\langle$ lef: $x[1]$, right: $x[2]\rangle$.

The proof would have been similar for the immutable case, except that there would have been no need to show the monotonicity property, and no need to argue that the deta states of previously existing data objects satisfy the implementation invariant, as we did for the create operation. For a mutable implementation, it is important to include this part of the argument, because the implementation invarian is a constraint on the entire system state, rather than just on the images under the new system state of the data objects feturned. A correctly imptemented operation must preserve the invariant, which means that the inyarimnt must hold with respect to all data objects after the operation is performed. This includes the objects returned by the operation, as well as any others whose state may have changed as a result of the operation.

Note that the proof methodology presented here has no difficulties handling implementations with benevolent side effects. If the correspondence function is many to one, then an operation may change the state of an implemeatation object withour affecting the correctness argument, as long as the image of the implementation object under the correspondence function does not change. Such side effects can be useful in cases where an operation rearranges a data structure to make future opprations on that structure more efficient, without changing the externally observable behavior of the structure.

### 5.4 Dynamic Specification, Dynamic Implementation

The correctness of a dynamic implementation of a dynamic data abstraction can be proved by constructing a simulation relation, and by showing that the simulation relation holds for all closed computations. The method of simulation relations is a general solution to the problem of proving the behavioral equivalence of two models, since it can be applied to both static and dynamic models. If the standard model is static, then some simplifications are possible, as illustrated by the homomorphism theorem and the correspondence theorem presented in the previous sections. In this section we consider the fully dynamic case, where the full power of simulation relations is needed.

Recall that each object of a dynamic type is modeled by a token. Tokens have no distinguishing features other than their identities. The properties of a data object represented by a token are modeled by the images of the token under the current system state function. To establish the behavioral equivalence of two models, we must specify the correspondence between the tokens of the two models, and also the relations that must hold between the states of corresponding tokens. The first of the two correspondences is the correspondence relation $\leftrightarrow$ described below, and the second is described by the simulation relation. For a pair of state machine models, the simulation relation is typically defined in terms of the correspondence relation.

Since tokens do not have any distinguishing properties other than their identities, it is generally not possible to describe the correspondence between the tokens of the implementation model and the tokens of the standard model without reference to the computation that produced the current state. The correspondence relation for tokens is easy to describe in terms of the
computation, since the results of corresponding steps of the computation in the two models must correspond to each other. The correspondence relation is defined more prosisely as follows.

## Definition 20 Correspondence Relation

If the computation $C$ is feasible in models $M 1$ and $M 2$, if $x$ is the $i$ th return value of the $j$ th step of the interpretation of $C$ in $M$, and if $y$ is the $i$-th return value of the $f$ th step of the interpretation of $C$ in $M 2$, then we will sy thet $x$ correaponds to $y$ and we will write $x \leftrightarrow y$.

The correspondence relation applies to system states as well as to data objects. The correspondence relation is syntactic in nature: it is defined in terms of the structure of the computation, without any regard for the meanings of the operations, so that the same definition applies to all data abstractions.

The simulation relation describes the relation that must hold between the states of corresponding data objects in the two models for the objects to have the same externally observable behavior. Examples of simulation retations can be found in the proofs of correctness given in the following sections.

A typical proof of correctness proceeds by induction on the length of the computation, to show that for any closed computation, the termination condtion of the last step is the same in both models, and that the simulation relation hotds in the final states of the two models. The proof splits up into cases on the type of the last operation of the computation, with one case for each primitive operation.

To establish behavioral equivalence, the simulation relation must imply that corresponding boolean values are equal. Typically the simulation relation will be the conjunction of a number of clauses, where each clause is an implication. The hypothesis of the Implication says that a number of pairs of objects have given types and are related by the
correspondence relation $\leftrightarrow$. The conclusion describes the relations that must hold between the identities and states of corresponding objects. The clause stating the standard requirement on boolean values is the following:
$b \leftrightarrow \mathbf{l} \mathbf{b} \Rightarrow \mathbf{b}=\mathbf{I} \mathbf{b}$,
where we follow the convention that variables prefixed by a " $\downarrow$ " refer to elements of the implementation model, while variables without such a prefix refer to elements of the standard model. Just as we required the homomorphism or correspondence function used in a proof of correctness of a static data abstraction to be the identity mapping on the subordinate types, we will in general require a clause in the simulation relation for each subordinate type, stating that corresponding objects of the subordinate type must be equal.

In order for the induction to go through, the simulation relation must be strong enough to enable the simulation relation to be proved in the final state, given that the simulation relation holds in all previous states. In working out sample proofs, we have found that the definition of the simulation relation usually evolves along with the proof. In the beginning, the simulation relation states just the required constraints on the boolean domain and on the other subordinate types. In considering each operation, it is often found that an additional hypothesis is required to show that the operation preserves the simulation relation defined so far. As clauses are added to the simulation relation, it is of course necessary to go back and show that the other operations preserve the new clause as well. If the implementation is in fact correct, then this process will eventually terminate in a proof that every operation preserves every clause of the simulation relation.

The use of the correspondence function $\leftrightarrow$ is one difference between proofs of
correctness for dynamic abstractions and for static abstractions. Another phenomenon that occurs only for dynamic abstractions is that sometimes It is necessary to consider the operations of the subordinate types in the correctness proof, as well as the optrations of the principal type. The operations of any mutable subordinate type must be considered, since they can modify the: system state, and since the simulation relation (usually) depends on the system state.. The operations of static subordinate types need not be considered, because they cannot change the system state or return objects of the principal type. Since all of the subordinate types of a static abstrattion are static. the operations of the subordinate types of any static abstraction need not explictity enter into the correctress proof.

Any interactions between the observable behavior of a mutable data abstraction and the operations of its mutable subordinale types depend on the mutation of shared data objects. Strice the subordinate rebation on models is a well founded partial order, it is not possible for any of the operations of a subordinate type to operate directly on any object of the principal type. It is possible for an object $x$ of a subordinate type to share some substructure with an object, of the principal type, so that the externatly observable behavior of y can depend on the state of $x$. Sharing of this kind can occur by construction or by decomposition. In the first case, some primitive operation takes $x$ as an argument and incorporates it into $y$, where either $\boldsymbol{y}$ is passed às an atgument to the operntion or created by the operation and returned. In the second case, some primitive operation takes $\boldsymbol{y}$ as an argument and returns the component $\boldsymbol{x}$.

For an example of a case where an interaction with the operations of a subordinate type is possible, conisider the mset abstraction described as follows. Mets are mutable sets, with the usual set operations, and also an elements operation that returns an array containing the elements of the set. In the standard model, the ilements operation returns a newly created array,
without affecting the state of any mset. Consequently, a subsequent assignment to some element of the array returned by the elements operation does not affect the contents of the mset from which the array was derived. An implementation in which such an assignment did affect the contents of the mset would not be behaviorally equivalent to the standard model, but the only way to detect the difference is to pelform an array\$store operation, which is an operation of a mutable type subordinate to mset. (Such an incorrect implementation of mset is plausible, since it would arise if the programmer chose to represent msets as arrays, and in implementing the elements operation forgot to return a copy of the array representing the mset, rather than the representation itself.) For such an incorrect implementation, it would not be possible to prove that the arraystore operation preserves the simulation relation, even though it could be possible to show that every operation of the principal type does preserve the simulation relation.

### 5.4.1 Simple Example

In this section we present a proof of correctness of an implementation of the unique_id abstraction. This is just about the simplest possible data abstraction that requires a state machine model. Recall that unique_ids are immutable, but they can be dynamically created. The standard model for the unique_id abstraction is repeated for the reader's convenience in Figure 18. An implementation of unique_ids in terms of arrays is shown in Figure 19. In this implementation, we are taking advantage of the fact that array\$create always returns a new array (one that has not been used yet in the current computation). The implementation depends only on the identity of the array, so that the contents of the array can be changed arbitrarily without affecting the correctness of the implementation. A newly created array has a length equal to zero, and a specified lower bound for the indices. The standard model for

Figure 18. Standard Model for Unique_Id


Figure 19. Implementation of Unlque_id
representation array[int]
operations $\quad$ create( $)=$ array[int]ifreate( 1$)$
equal $(x, y)=\operatorname{array[int]}$ lequal $(x, y)$
arrays is shown in Figure 15 in Section 5.3.2 The proof of correctness is shown below. As before, we will prefix operations, objects, and states belonging to the implementation with a " 1 " to distinguish them from their counterparts in the standard model.

To prove that unique_id and tunique_id are behaviorally equivalent.
Proof by thduction on the length of the tomputation:
Assuming the simulation relation $R$ holds for all computations $C$ such that $I \leq l e n g t h(C)<N$, strow that $R$ holds for an $e^{\text {secti }}$ that kingth $\left.C\right)=N$.

Let $\quad \mathrm{s}, \mathrm{sO}, \mathrm{si}$ be system states for unigueitu,
$\ell_{5}, \ell_{s} 0, \ell_{s l}$ be system states for lunique_id,
$x, x 1, y, z$ be unique.fors
l.x, $\downarrow x \mathrm{I}, \downarrow \mathrm{y}$, lz be tunique_ids
b, tb be booleafis.
Let $R \equiv x \leftrightarrow t x \& s \leftrightarrow 1 s \Rightarrow \operatorname{used}(x, s) \equiv u \operatorname{sect}(t x, t s)$

$$
\& x \leftrightarrow l x \& y \leftrightarrow l y \Longrightarrow(x=y) \equiv(l x=l y)
$$

$\& b \leftrightarrow \mathrm{lb} \Rightarrow \mathrm{b}=\mathrm{l} \mathrm{b}$
Proof by cases on the name of the last operation in C.

## Case 1: create

Let $50 \leftrightarrow 150$.
 so that $\mathrm{sl} \leftrightarrow \mid \mathrm{sl}$ and $\mathrm{xl} \leftrightarrow \mathrm{Jxl}$.
By the definition of unique_id ${ }^{\text {create, state } \$ \text { extend, }}$ and statelused,
used ( $\mathrm{xl}, \mathrm{sl}) \& \square \mathrm{used}(\mathrm{xi}, \mathrm{s} 0)$
and used $(z, 50) \equiv \operatorname{used}(z, s 1)$ for $z \neq x 1$.
By the definition of array\$create, statextend, and statelused,

and $u s e d\left(l_{z}, \downarrow s 0\right) \equiv u s e d\left(l_{z}, \downarrow_{s} \mid\right)$ for $\iota_{2} \neq|x|$.
So $z \leftrightarrow J_{z} \Rightarrow \operatorname{used}(z, s l) \equiv \operatorname{used}(\downarrow \mathbf{z}, \backslash \mathrm{sl})$ for any $\mathbf{z}, \downarrow \mathbf{~}$.
So the first clause of R is established for sl , dsl .
(lemma 1) if $z \neq x l$ and $z \leftrightarrow \downarrow z$ then $l z \neq \mid x I$ :


So $l_{2} \neq \mathrm{IxI}^{\text {. }}$.
(lemma 2) if $z=x I$ and $z \leftrightarrow \downarrow z$ then $|z=|x|$ :
Since $z=x 1$, used $(z, s l) \& \neg \operatorname{used}(z, 50)$.
By the first clause of $R$, used $\left(\downarrow_{2}, \downarrow_{s l}\right) \& \neg$ used $\left(\iota_{2}, \iota_{s} 0\right)$.

So $\mathrm{I}_{\mathrm{L}}=\mathrm{L} \times \mathrm{I}$.
Let $x \leftrightarrow \downarrow x$ and $y \leftrightarrow l y$.
Case 1.1: $x \neq x 1, y \neq x \mid$
By lemma $I, \downarrow x \neq \downarrow x \mid$ and $\downarrow y \neq \downarrow y l$.
So $x \leftrightarrow \mid x$ and $y \leftrightarrow \downarrow y$ in the prefix of the computation $C$.
So the second clause of $\mathbf{R}$ holds by the induction hypothesis.
Case 1.2: $\mathrm{x}=\mathrm{xl}, \mathrm{y} \neq \mathrm{xI}$
Then $x \neq y$.
By lemma $I, \downarrow y=|x|$.
By lemma 2. $\lfloor\mathrm{x}=\downarrow \mathrm{Ix}$.
So $\mathrm{J}_{\mathrm{x}} \neq \mathrm{l}_{\mathrm{y}}$ and the second clause of R holds.

Case 1.3: $\mathrm{x} \neq \mathrm{xl}, \mathrm{y}=\mathbf{x I}$
Similar to Case I.2.

Case 1.4: $\mathbf{x}=\mathbf{x I}, \mathrm{y}=\mathrm{xI}$
Then $x=y$.
By lemma $2|x=|x|=1 y$.
So the second clause of $\mathbf{R}$ holds.
The third clause of $\mathbf{R}$ holds since create and tcreate do not return any boolean values.
So $R$ holds.
Both create and Jcreate always terminate in the normal condition.

## Case 2: equal

Let $\mathrm{s} 0 \leftrightarrow \downarrow \mathrm{~s} 0, \mathrm{x} 0 \leftrightarrow \downarrow \mathrm{x} 0$, and $\mathrm{y} 0 \leftrightarrow \downarrow \mathrm{y} 0$.
Let equakso $(x 0, y 0)=(s 1, b\rangle$ and tequa $K(s 0)(1 \times 0,1 y 0)=(1 s 1, \downarrow b)$.
By the definition of equal, $s!=50$ and $b \equiv(x 0=y 0)$,
By the definition of tequal, $t s l=1 s 0$ and $t \mathrm{tb} \equiv(1 \times 0=t y 0)$,
Since $R$ holds in $50,(x 0=40) \equiv(1 \times 0=4 y 0)$ so $b=d b$, and $R$ holds.
Both equal and lequal always terminate in the normal condition.
So $\leftrightarrow$ preserves termination conditions and truth values.
Therefore unique_id and lunique_id are behaviorally equivalent.

The most important property of a unique_id is that it is unique. This is expressed by the second clause of the simulation relation $R$, which says that two meniquesld's have the same representation if and only if the abstract objects they represent are identically the same The third clause of $R$ is just the standard requirement on boolean values, from which the behavioral equivalence of the two models follows easily. The only operation of uniqucide that produces a boolean value is equal, and for that case the third clause of $\mathbf{R}$ follows easily from the second clause and the definition of equal. Establishing the second clause is harder, requiring the addition of the first clause to the simulation relation, to strengthen the induction hypothesis. The first clause is based on that fact that corresponding objects in the implementation and in
the standard model are created at the same time, so that either both exist (in states after the abstract object has been created) or both do not exist (in states before the abstract object has
 distinct from previously existing objects), and since only one object at a time is created, the unique representation property is preserved.

The proof shown above is a typical example of the argument used to establish a unique representation property, treated in detail. Similar properties will be required in later examples, and we will sketch the proofs without filling in all of the details, assuming that the reader can adapt the argument given in this section.

### 5.4.2 Typical Example

A simple example of a proof of correctness for a dynamic data abstraction is presented in this section. We have adapted the intset example from [18], without incorporating the bound on the size of a set. ${ }^{1}$ A standard model for intsets is shown in Figure 20 . Intsets are mutable sets of integers. The empty operation creates a new intset, which is initially empty. The insert operation inserts a given integer into a given intset, returning no values and changing the state of the intset. The remove operation removes a given integer from a given intset. The has operation tests to see if a given integer is a member of a given intset.

An implementation of intsets in terms of arrays is shown in Figure 21. This

1. If sets with a bounded size are desired, then an exception conditions should be associated with the insert operation to indicate when an attempt has been made to exceed the size bound. This will add another case to the proof without further illuminating the methodology, and hence is omitted.

Figure 20. Standard Model for Intset
type intset as I

end intset

Figure 21. Intset Implementation

| representation restrictions identity | intset $=$ array(int) <br> a such that $\operatorname{low}(a)=1 \&(\operatorname{low}(a) \leq j, k \leq h i g h(a) \& j \neq k \Rightarrow a(j) \neq a(k))$ arraylequal |
| :---: | :---: |
| operations |  |
|  | insert( $a, i)=$ if $\rightarrow$ has $(a, i)$ then addh $(a, i)$ |
|  |  |
|  | has $(\mathrm{a}, \mathrm{i})=$ if $\mathrm{Jj}[\mathrm{low}(\mathrm{a}) \leq \mathrm{j} \leq$ high(a) \& a $j$ j-i] then true else false |
| definition | find $(a, i)=$ if $\exists j[a[j]=i]$ then $j: a[j]-i$ else 0 |

implementation keeps at most one instance of any given integer in an array but the order of the elements is arbitrary. The standard model for arrays is shown in Figure 15 in Section 5.3.2.

The proof of correctness is shown below. An explanation follows the proof.

To show that intset and lintset are behaviorally equivalent.
Proof by induction on the length of the computation:
Assuming $R \&$ II for all computations $C$ such that $1 \leq$ length( $C$ ) $<N$, show $R \& I I$ for all $C$ such that length $(C)=N$.

Let $\quad s$, s0, si be system states for intset
Is, Jso, Jsl be system states for lintset
$x, x, z$ be intsets
$\downarrow x, \downarrow \times l, \downarrow z$ be dintsets
$i, i l, ~ l i, ~ l i l, k, n$ be integers
b, bl, lb, Ibl be booleans

$\& \mathrm{lb} \leftrightarrow \mathrm{b} \Rightarrow \mathrm{l} b=\mathrm{b}$

Let $I I \equiv \downarrow_{s}(\downarrow x)$ low $=1 \&(1 \leq j, k \leq *(\downarrow s(\downarrow x), e) \& j \neq k \Rightarrow \downarrow s(\downarrow x) \cdot e[j] \neq \nmid s(\downarrow x) \cdot e[k])$
$\mathbf{R}$ is the simulation relation and $\mathbb{I}$ is the implementation intvariant.

Proof by cases on the name of the last operation of $C$.

Case I: create

Let $\downarrow \mathrm{s} 0 \leftrightarrow s 0$, $\downarrow$ create $(\downarrow \cdot \mathrm{s} 0)( \rangle=\langle\mid \cdot \mathrm{sl}, \downarrow \times 1\rangle$, create $(\mathrm{s} 0 X\rangle=\langle s|, x| \rangle$
Then we have $|s| \leftrightarrow s l$ and $|x| \leftrightarrow x \mid$
By the definition of create, $s l(z)=s 0(z)$ for $z \neq x l$
By the definition of Jcreate, $\downarrow s l\left(\downarrow_{z}\right)=\downarrow_{s} O\left(\downarrow_{z}\right)$ for $\downarrow_{z} \neq \downarrow x I$
So $R$ and II hold for $s=s l, \downarrow s=\downarrow s l, x \neq x l, \downarrow x \neq \downarrow x \mid$
For $x=x \mid$ and $\downarrow x=\downarrow x \mid$ we have
$\operatorname{sl}(x \mid)=\operatorname{set}$ null(), so $i$ ( sl(xl) is false for all $i$.
$\left\lfloor s l(\downarrow x \mid)=\langle\right.$ low: $I, e:\langle \rangle\rangle,\left(\downarrow s\left(\downarrow_{x}\right), e\right\rangle=0$, and $I \leq j \leq 0$ is false for all $i$.
So $R$ holds for the pair of states $s l, \downarrow s l$.
$\lfloor s \mid(\downarrow \times 1)$. low $=1$ and $\mid \leq j, k \leq 0$ is false, so II holds.
$\leftrightarrow$ preserves termination conditions since both create and lcreate always terminate in the normal condition.

Case 2: insert

Let $50 \leftrightarrow \downarrow \mathrm{~s} 0, \mathrm{xI} \leftrightarrow \mid \times 1, \mathrm{il} \leftrightarrow \downarrow \mathrm{iI}$.
Let insert $\left(s_{0}\right)(x \mid, i l)=s l, \operatorname{dinsert}(|s 0 X| x l, ~ d i l)=\langle s l$.
Then $\mathrm{sl} \leftrightarrow \downarrow \mathrm{sl}$.
We have $s 0(z)=s l(z)$ for $z \neq x l$, and similarly for $l s 0$,
so we have to show $R$ and II only for $x=x|, \downarrow x=\downarrow x|, 5=s l, \downarrow 5=\downarrow s l$.
By the definition of insert, $s l(x 1)=s 0(x \mid) \cup\{$ il $\}$.

Case 2.l: il ( so(xi).
Then $s(x \mid)=s 0(x \mid)$, and hence $s 1=s 0$,

So $\mathrm{dsl}=\mathrm{Is} 0$ by the definition of tinsert.
So $R$ and $I$ hold by the induction hypothesis.:
Case 2.2: $\neg$ il ( $s(1)(x)$.
 From the definition of tinsert, $1 s((|x|)=$ (low: I, e: $1 s(\langle x|)$ e e $\mid$ - $\mid i)$.

$\exists j[1 \leq j \leq-(\sin (|x|) \cdot e)-1 \& \operatorname{ds}((|x|) \cdot e[j]=\operatorname{Lil}]$
and $\mid s k(|x|)$.e $[j]=\operatorname{li}$ for $j=s(|s|(|x|) . e)$,
so $R$ holds in si, tsi.
From the definition of $\downarrow$ insert, $1 s(\mid \times 1)$. low $=1$.

and $\mathbf{I}$ holds for $1 \leq j<k=(l s k(|x|) . e)$,

So I holds.
$\leftrightarrow$ preserves termination conditions since both insert and linsert
always terminate in the normal condition.

## Case 3: remove

Let $\mathrm{s} 0 \leftrightarrow \downarrow \mathrm{~s} 0, \mathrm{xl} \leftrightarrow \mathrm{LxI}$, il $\leftrightarrow \mathrm{LIL}$

Then sl $\leftrightarrow$ Jsl.
We have $s(2)=s(z)$ for $z \neq x 1$, and simitarly for 150 ,

By the definition of remove, $s(x))=s 0(x \mid)-\{i\}$
Case 3.1: il ( $\mathrm{sO}(\mathrm{xl}$ )

Choose $n$ such that $I \leq n \leq,(1 s O(|x|)$. e) \& $\operatorname{ls} O(|x|)$. e[n] $=$ dil.
II holds in st so $n$ is unique and $n=$ find $(1 s 0)(\mid x I, t H)$.
Case 3.1.1: $n=\approx(1 s 0(|x|) . e)$
Then from the definition of Lemove, $\downarrow s(\langle \pm x|)=$ (low: I, e: $\downarrow s(\langle | x \mid) \cdot e[1 . n-1])$
From II with $k=n$ and the previous line,

so $R$ holds for $i=$ il.

Since $\operatorname{ls}(|\leq x|) . e[k]=1 s 0(|x|)$. $e(k]$ for $1 \leq k \leq n$, for $i \neq i 1,3 j[1 \leq j \leq(1 s O(I \times 1), e) \& d s O(\mid x 1) \cdot e[j]-1 i] \equiv$

So $R$ is established in st, tsl.
II in $\mathrm{ls}_{\mathrm{s}}$ follows from I in 150 .
Case 3.12: $\mathrm{n}=\mathrm{e}(150(1 \times 1) \cdot \mathrm{e})$
Then from the definition of Lremove,

$$
|s|(|x|)=\langle\text { low: } 1, e q[1 . n-1]|+q[\rho q]+|q[n+1 . q-1]\rangle
$$

wheie $q=1 s(x|x|)$. .
From II with $k=n$ and the previous line,
$\rightarrow \overrightarrow{3} j(1 \leq j \leq r(|s|(|x|) \cdot e) \& \operatorname{Ls}(|x|) \cdot e[j]=\operatorname{Lil}]$,
so $R$ holds for $i=i l$.
Since Isi( $\mid x 1) . e[k]=1 s 0(|x|) .(k]$ for $T \leq k \leq n-1$ and $n+1 \leq k \leq-q-1$,
and $\mid s(1 \times x \mid)$. $\mathrm{e}[n]=\operatorname{ls}(| | x \mid)$.e[sq],


So $R$ is established in sl, tsl.
$\mathbf{I}$ in Jsl follows from $I$ in $1 s 0$.
Case 3.2: $\rightarrow$ il ( $\mathrm{sO}(\mathrm{xI})$
Then $s(x \mid)=s 0(x 1)-\{i 1\}=s 0(x \mid)$ so $s 1=s 0$.

so $\mathrm{lsl}=1 \mathrm{~s} 0$, by the definition of tremove and thas.
So $R$ and $I$ hold in st, Isl.
$\leftrightarrow$ preserves termination conditions since both remove and Lremove always terminate in the normal condition.

## Case 4: has

Let $30 \leftrightarrow|s 0, x 1 \leftrightarrow| \times 1$, il $\leftrightarrow$ til.
Let has $(s 0) \times x 1, i l)=(s 1$, bl $)$, thas $(\lfloor s 0)(\lfloor x 1$, til $)=\langle\lfloor s 1$, tbl $\rangle$.
Then si $\propto$ dsl and bt $\Leftrightarrow$ thl.
From the definitions of has and thas, $s 1=50$ and $\mid s 1=150$.
So I holds.
We need to show that $b=\mathbf{d b l}$.
By the deflnition of hass, bl = il c sf(x)).

By the first clause of $R, b= \pm b l$.
$\leftrightarrow$ preserves termination conditions since both has and thas always terminate in the normal condition.

Since $\leftrightarrow$ preserves termination conditions and the simulation relation,
all computations are equifeasible in intset and in Hintser, and each . computation producing a bootean value produces the same value if both models. So intset and tintset are befiaviorally equivalent.

The only primitive intset operation that can produce a boolean walue is has, and the relationship required for the has operation to give the same results in both prodels is expressed by the first clause of the simulation relation R . The implemeptation invariant I expresses a restriction on the implementation structures that must be maintioned by the operations of the implementation. Note that the implementation invariant does not mention any objects of the standard model, in contrast to the simubation rehtion, which bs eoncerned with the relations between the two models. The implementation iovariant sys, tiat all of the elements of the array representing an intsel must be distinct, and that the low bound of the array must be always equal to I (recall that arrays can grow and shrink from both ends). The implementation invariant is needed in the proof to show that the reman opention preferves the simulation relation.

Whenever there is a state transition caused by the invecatipn of an operation of the state machine, we have to reestablish that the properties required for our proof of correctness are still true in the final state. There can be no simple geperal ruik for transferring properties from one state to the next, because there is no simple syntactic relation between the text specifying an operation and the set of data objects that can be affected by the operation. In general, the effects of an operation are not limited to the data objects that are passed as arguments to the operation, because the data state of an object can contain other data objects, which in turn can have data states containing still mpre data ofjects. An invocation of an operation can potentially affect every object in the reachability clowure of the arguments, which
can vary from one state to the next. Consequently we must establish the invariance of properties of data objects with respect to state transitions on a case by case basis.

As can be seen in the proof above, explicitly arguing that each property is transferred from one state to the next need not lead to unmanageable complexity. In a correctness proof we are typically trying to show that the simulation relation and the implementation invariant remain true in spite of any state transitions that may be caused by the operations of the data abstraction we are trying to verify. In the example above, the arguments are very simple, since there is no potential for data sharing between intsets. In the example shown in the next section, there is potential sharing among the objects of the principal type, so that the arguments required to show that the simulation relation is preserved by a state transition have more content.

### 5.4.3 Sophisticated Example

A sophisticated example, consisting of the nonstandard implementation for mutable lists discussed at the end of Chapter 3, is presented in this section. This example treats a mutable abstraction whose objects may share subcomponents. The implementation is not reduced, so that more than one object (token) in the implementation may represent the same abstract mutable list. The standard model for mutable lists is shown in Figure 22. The implementation model for mutable lists is shown in Figure 23. We have defined the implementation model in the same notation as the standard model in order to keep the example as simple as possible. Strictly speaking, this example shows a proof of the behavioral equivalence of two models. The proof of correctness is outlined below. The proof for the cdr operation is very similar to the proof of the car operation, and similarly for rplaca and rplacd,

Figure 22. Standard Model for Mutable Lists

## type list as L

```
with nil: }->\mathbf{L
    cons: LXL }\quad\mathbf{L
    car: . L}->\textrm{L}+(\mathrm{ no_car:)
    cdr: }
    rplaca L
    rplacd:, & L < L }->\textrm{L}*(\mathrm{ no.edr:)
    eq: L
data states D = oneof[null: { ni| }, pair: tuple[!: L, r: L]]
restrictions. none,
identity tokenlequal
operations nik(sX) = state[D]fextend(s, nil in nuli)
```



```
    car(s)(x) = If is{pair)}\mp@subsup{\}{(}{(x)})\mathrm{ then (s, to{patr)
    else (no_car: s)
    cdr(s)(x) = if is{pair)
        else (no_cdr : s)
```



```
        then (state[D)|update(s, x, <l: y, r: to{pair\s(x)\rangle. r) in pair), x)
        else (no_car: s)
    rplacd(s)(x, y) = if is[pair)(du))
        then (state[D)fupdate(s, x, (i: to[pair)(s(x)). I, r: y) in pair), x)
    ehe (noudris)
eq(s)(x,y) = tokenfequal(x,y)
and list
```

so that only one proof is given for each pair of eparations, and the other ts lef to the reader.
An explanation is given after the text of the proof:

To show that list and Jlist are beha viorally equivalent.
Proof by induction an the length of the computation:
Assuming $R$ holds for all computations $C$ such that $I \leq k n g t h(C)<N$, show that $R$ holds for all C such shat tength $(\mathbf{C})=N$,

Let $\quad s, s 0$, st be system states for list, Is, JsO, Isl be system states for tlist,

Figure 23. Implementation Model for Mutable Lists
data states $D=\operatorname{cell[oneof[null:~\{ nil\} ,~pair:~tuple[I:~L,~r;~L]]~}$
operations $\quad n i(s X)=$ state(list) extend (statedell)exteta (s hin in null)

$\operatorname{car}(s)(x)=$ if is $\{$ pair $\}(s(s(x))]$
then $\langle s$, to $\{p a i r)\langle s(s(x))\rangle .1)$
else (no_car: s )
$\operatorname{cdr}(s)(x)=$ if is[pair $X s(s(x))$
then (s, to(pon) (s( $(x))$ ). t$)$
else (mode: 5 )
rplaca $(s)(x, y)=$ if is[pair $X s(s(x))$
then statellist extend(
state[cell] update(
s. $s(x)$ (I: y, r: tof(phir $(x)(x))$. $r$ ) in pair $)$
else (no_car: s)
$\operatorname{rplacd}(s)(x, y)=$ if is[pair) $(s(s)(x))$
then statefistiextend
statratempditet

$s(x))$
ene $\langle n \mathrm{n}$ _cdr: s$\rangle$
eq $(s)(x, y)=$ tokentrequal $(x), y y)$
$w, x, y, z, x 0, y 0$ be lists

b, Ib be boolean,
tc be a cell.

$\&\left(x \leftrightarrow l x \& c \leftrightarrow l_{s} \&\right.$ is $[p a i r\}(s(x)) \Rightarrow$ is [pair $](t s(1 s(1 x)))$
$B(x) . t \leftrightarrow 1 s(l s(t x)) .1$
$\left.\delta(s) \cdot{ }^{2} \rightarrow+t(t(t x)) \cdot r\right)$

$\&(b \leftrightarrow 1 b \Rightarrow b=1 b)$

Proof by cases on the name of the last operation of $\mathbf{C}$.
Case I: nil
Let $\mathbf{5 0} \leftrightarrow 1 \mathrm{l} 0$.

Then $s l \leftrightarrow \mid s l$ and $w \leftrightarrow \downarrow w$.
$s 1(z)=50(z)$ for $z \neq w$, and similarly for tsl.
So we need to show R only for $x=w, L x=1 w$.
By the definition of nu is nuyld $(w)$ )
By the defintition of lnil, is(nuti) ( $3 \mathrm{~s}(\mathrm{Ls})(w))$ ).
So the first clause of $R$ holds.
The second clause is trivially true for $x=w, d x=1 w$
since the hypothesis of the implication is false,
Since $w$ and $l s(1 w)$ are newly created the thind chuse of $R$ holds.
Both nil and inil always terminate in the nopenacopitipa.
Case 2: cons


Then $s l \leftrightarrow \mid s l$ and $w \leftrightarrow \mid w$.
$s l(z)=s 0(z)$ for $z \neq w$, and similarly for +sl .
So we need to show $\mathbf{R}$ only for $\mathrm{x}=\mathbf{w}, \mathrm{tx}=\mathrm{tw}$.
By the definition of cons, is $[$ pair $(\mathrm{s}(\mathrm{w}) \mathrm{s}$ 애 $(\mathrm{w}), 1=x 0$, and $s(w), r=y 0$.

The first clause of $R$ is triviality true.
Since $x 0 \leftrightarrow \downarrow \times 0$ and $y 0 \leftrightarrow \downarrow y 0$, the second chause of $R$ holds.

Both cons and tcons always terminate in the normit condition.

## Case 3: car

Let $50 \leftrightarrow \downarrow s 0$ and $x 0 \leftrightarrow \downarrow x 0$.
Case 3.: is $($ pair $)(s 0(x 0))$
Let $\operatorname{car}(s 0) \times x 0)=\langle s 1, w\rangle$ and $\operatorname{tear}\left(L_{0} 0\right)\langle x 0)=\langle\Delta s 1,4 w\rangle$.
Then $s t \leftrightarrow \mid s l$ and $w \leftrightarrow \mid w$.
By the definition of car, s1 $=50$ and $w=50(\times 0)$. 1 .
By the definition of $\$ car, $I s 1-450$, and $I w=1 s 0(1 s 0(1 \times 0))$. 1
Since $s 1=50$ and $1 \Delta 1=1 s 0$, R holds in sl, $|s|$ for $x, y=w$.

So $w \leftrightarrow I w$ for the prefix of $C$.
So $\mathbf{R}$ holds for sl, tsl.
Both car and tcar terminate in the normal condition for this case.
Case 3.2: is[null)(sO(x0))
Then since $R$ holds in $s 0$, is[null) $(1 s O(+s)(\langle x 0)))$.

Let $\operatorname{car}(\operatorname{si})(x 0)=s l$ and $\operatorname{tcar}(1 s 0) \times 2 \times 0)=$ tsl.
Then $s l \leftrightarrows$ Isl.
By the definition of car and Icar, sd e. 50 and $\mathrm{tsi}=-180$, so $R$ hotds.
Both car and lcar terminate in the no_car condition for this case.

## Case 4: cdr

Similar to Case 3, proof left to the reader.

## Case 5: rplaca

Let $50 \leftrightarrow \mathrm{I}_{5} 0, \mathrm{x} 0 \leftrightarrow \mathrm{Jx} 0$, and $\mathrm{y} 0 \leftrightarrow \mathrm{ly} 0$.
Case 5.1: is[pair $\langle\mathrm{s} 0(\mathrm{x} 0)$ )
From R, is\{pair) $(1 \mathrm{~s}(X) \mathrm{Js} 0(1 \times 0))$ ).
Let (sl, w) = rplaca(so)(x0, y0).
Let $\langle l s l, \mid w\rangle=\operatorname{rplaca}(\downarrow s 0)(\mid x 0,1 y 0)$.
Then $s l \leftrightarrow \mid s l$ and $w \leftrightarrow \downarrow w$.
By the definition of rplaca,
$s 1(z)=s 0(z)$ for $z \neq x 0=w$.
By the definition of Irplaca,

$\mathbf{R}$ holds in $\mathrm{sO}_{2} \perp \mathrm{~L} 0$, and from, the third clause of $\mathrm{R}_{3}$


So $R$ holds for $x=x 0$.
The first clause of $R$ halds for $x=x 0=w$ since - is (mull $(s)(w)$ ).
From the definition of rplaca, $w=x 0$.
From the definition of $\operatorname{trplaca}, 1 s(1 w)-10(1 \times 0)$,
and $1 \mathrm{sl}\left(I_{z}\right)=1 \mathrm{~s} 0\left(\mathrm{I}_{z}\right)$ for $I_{z} \neq \mathrm{I}_{\mathrm{w}}$.
So the third clause of $R$ in $s t$, dsi follows from $R$ in $50,1 s 0$.
From the definition of rplaca, $s(w)=\langle 1: y 0, r: s 0(x 0) . r\rangle$.
Suppose $\mathrm{x}=\mathrm{x} 0=\mathrm{w}$
Then from the third clause of $R$,

From the definition of $\operatorname{lrplaca,~is[pair}\}\left(L_{s}\left(\left(L_{s}(\lfloor w))\right)\right.\right.$ and

We have $\mathrm{y} 0 \leftrightarrow \mathrm{Ly} 0$, and since R holds in $\mathrm{s} 0, \mathrm{Ls}_{5} 0$,
$s 0(x 0) . r \leftrightarrow 150(1 s(1+x 0))$. r.
So the second clause of $\mathbf{R}$ holds in sl, tsl.
So R holds.
Both rplaca and لrplaca terminate in the normal condition for this case.
Case 5.2: is[null](so $\{\times 0$ ) )

Let rplaca $(\mathrm{s} 0) \times \mathrm{x} 0, y 0)=\mathrm{sl}$ and $\operatorname{Irplaca}(1 \mathrm{~s} 0)(\downarrow \times 0, \downarrow \mathrm{y})=$ Ist.
By the definitions of rplaca and Irplaca, $50=31$ and $150=151$, so $R$ holds.
Both rphea and Uplaca termiwate in the no_car tondition for this case.
Case 6: rplacd
Similar to Case 5, proof left to reader.
Case 7: eq
Let $50 \leftrightarrow 150, x 0 \leftrightarrow \downarrow \times 0$, and $\mathrm{y}^{0} \leftrightarrow \downarrow \mathrm{y} 0$.

By the definition of eq, $s 1=50$ and $b \equiv(x 0=y 0)$.
By the definition of leq, $\lambda_{s l}=t_{5} 0$ and $\left.t_{b} \equiv\left(t_{5} O \times 0\right)=t_{5} O(y 0)\right\rangle$.

So $b=\mathbf{l b}$, and $R$ holds.
Both eq and leq terminate in the normal condition.
So list and llist are behaviorally equivalent.

The mutable list example was chosen to illustrate several issues arising from the sharing of mutable data objects. Since we have made a strict distinction between the identity of a token and its state, there is no notational difficulty in stating that one object is a subcomponent of the states of several ether objects (i.e., that the first object is shared by the latter objects). Note the use of the correspondence relation $\&$ in the conclusion of the second clause of the simulation retation $R$, to inditate that the identities of the components of a non-null list must correspond in the two models.

The example illustrates a case where there may be many distinct representations for the same mutable object. Every time a rplaca or rplacd operation is performed on a list, a new representation object for that list is created in the implementation. Despite the multiple representations, the externally observable behavior of mutable lists is correctly realized in the implementation, so that the non-uniqueness of the representation used by the implementation is
not externally observable. Whenever the state of a list is modified by a rplaca or rplacd operation, the change is reflected in the states of all of the representations for the abstract list that was modified, and not just in the particular representation that is returned as the result. This is accomplished by introducing an extra level of indirection: the state of a list in the implementation model is a cell containing the abstract state of the list. In our notation, if $s \leftrightarrow \downarrow s$ are two corresponding states and if $x \leftrightarrow \downarrow x$ are two corresponding lists, then the abstract state $s(x)$ corresponds to the concrete state $\downarrow s(\downarrow s(\downarrow x))$, where $\downarrow s(\downarrow x)$ denotes the identity of the shared cell. The cell is shared by all of the representations of the same abstract list, and all of the relevant state information is contained in this cell, so that any state changes are automatically reflected in all "copies" of the list object. The eq operation computes the identity relation on abstract lists, rather than the identity relation of the implementation model, which is not externally observable. The identity relation on abstract lists is described by the third clause of the simulation relation $R$. Note that the implementation depends critically on the fact that the data state of a token representing a list (the identity of the shared cell) never changes, although the data state of the data state of the token (the contents of the cell) may change. It is easy to check that this property is maintained, since none of the dist operations applies a statelupdate operation directly to a token representing a list.

The interesting part of the proof is case 5.1, where the normal termination of the state changing rplaca operation is treated. Note the use of the third clause of the simulation relation $R$ to implicitly describe the set of representation objects affected by the operation. Implementation objects other than those passed as arguments can be affected by a rplaca operation, due to the shared mutable cell in the state of a list in the implementation model. In the argument to establish that the rplaca operation does not damage the simulation relation for
objects other than those passed as arguments, the relation given by the third clause of $\mathbf{R}$ is used to distinguish between the set of objects that is supposed to be affected by the operation from those objects that are not supposed to be affected. It is just as important to establish that all of the objects whose states are supposed to be affected by the operation reflect the change as it is to show that the objects that are not supposed to be affected retain their previous properties.

While it may be difficult to derive a description of the set of objects that is supposed to be affected by a given operation from an implementation of an arbitrary mutable data abstraction, it is important to make this set explicit, because errors stemming from hidden interactions due to unintended sharing relations are very difficult to track down. The designer should therefore pay explicit and careful attention to the characterization of the set of data objects that should be affected by an operation during the design of the implementation. The intended restrictions on the sharing relationships should be written down as part of the design process, for later reference and for possible use in proofs. This suggestion is analogous to the suggested practice of developing loops together with the associated loop invariants. The suggestion is ${ }^{3}$ motivated by the fact that the required information must be informally considered by the designer anyway, and that it is easier to formalize a familiar but informal notion than it is to derive the required properties from an unfamiliar implementation.

## 6. Conclusions

In this chapter we review the concepts central to this work, present a comparison of the algebraic and abstract model specifications, and suggest some directions for future research.

### 6.1 Central Concepts

We have been concerned with treating potentially shared mutable data. This orientation has lead us to adopt an object oriented viewpoint, and to define the correctness of an implementation of a data abstraction in terms of the behavioral equivalence of the implementation and the standard model. To prove the correctness of an implementation, we have found it necessary to replace the representation function introduced by Hoare [18] with the simulation relation. We have also found that a form of computation induction is an appropriate method for proving properties of mutable data abstractions.

### 6.1.1 Data Objects

In this work we have adopted an object oriented viewpoint, rather than the more conventional variable oriented view. This choice was motivated by our desire to treat shared mutable data. If there is no sharing of data, then a change in the state of a data object can affect at most one variable, and the change can be modeled as the assignment of a new immutable value to the affected variable. If data can be shared, then a change in the state of a mutable data object can affect arbitrarily many variables, so that the simplicity of the variable oriented viewpoint breaks down.

In our approach, states are associated with data objects as well as with variables. A
mutable data object is modeled as a featureless token, which serves to identify the object. The value of a variable is a data object (or token), The value of a variable is affected by assignment statements. The system state function maps each token into its current data state. For most mutable data abstractions all of the interesting properties of a mutable data object other than its identity are subject to change, and are represented by the data state associated with the object by the current system state function. The state of a data object of a given type can be affected by the primitive operations of the type.

By introducing an extra level of indirection in our model, we achieve localized descriptions of operations that modify potentially shared data. If twa variables share the same data object, then they denote the same token, and any change in the data state of that token will be reflected in both variables. After such a state transition, both variagbles retain their original values, since the identity of the shared data object is not changed but the properties of the shared object are different in the new state.

### 6.1.2 Behavioral Equivalence

The concept of behavioral equivalence of modeb is central to this work. Two modek are behaviorally equivatent if every computation results in the same termination condition in both models, and if any computation with a booken result yiets the same value in both models. This formal characterization of the extermally obseryable hethaviot of a model is intuitively satisfying, since it says that two models are behaviorally equivalent if they have the same externally obser vable properties. The characterization is also useful because it allows us to compare models with quite different internal structures. We have to examine only the names of termination conditions and boolean values to apply our definition of behavioral equivalence.

The representation of the objects of all other types is not explicitly mentioned, and can be different in the two models to be compared. System state functions are never explicitly compared, and it does not matter whether a model has a phylum of system states or not. It is quite possible for a state machine model (with system states) to be behaviorally equivalent to an exception algebra model (without system states).

An implementation of a data abstraction is correct if and only if it is behaviorally equivalent to the standard model of the abstraction. We feel that this definition of correctness with respect to an abstract model specification is the right one to use, because it reduces to the classical one (existence of a homomorphism) for the case where both the standard model and the implementation model are static (see theorems 4 and 7), and because it applies also to dynamic models, whereas the classical criterion does not.

### 6.1.3 Simulation Relations

We have developed a method based on simulation relations for proving the behavioral equivalence of two models. The method can be used to prove the correctness of an implementation of a data abstraction with respect to an abstract model specification. The method is applicable to all models satisfying the assumptions set down at the beginning of this work, but it is most useful in the case where bath models are dynamic. Simpler methods based on correspondence functions and homomorphisms are available for the cases where one or both models are static, as described in Chapter 5. Simulation relations and correspondence functions were introduced because it was found that homomorphisms do not suffice for dynamic models.

A simulation relation describes the relation that must hold between the representations and data states of corresponding objects in the implententation and standard models in order
for the externally observable behavior of the objects to be the same. To show that two models are behaviorally equivatent, a simulation rehation is explicitly constructed, and it is established that the simulation retation holds for all reachable states by induction over all computation sequences. To establish behavioral equivalence, the simulation relation must imply that corresponding operations on corresponding objects result in the same termination conditions and boolean values. The simulation retation must also be strong enough to establish all of the properties of the inputs that the operations depend on, so that the induction will go through.

Stmulation relations are defined in terms of the correspondence relation $\leftrightarrow$, which retates the identities of corresponding data objects in the two models. $\leftrightarrow$ is defined in terms of the comptatation sequence, by saying that the resulis of corresponding steps of the computation in the two models are related by $\hookrightarrow$. Since the tokens of a dpnamic model are anonymous, and since operations that create new data objects result in tokens unrelated to previously known tokens, the only generally applicable method for establishing the correspondence is to appeal to the bistory of the computation. A simulation relation has the same purpose as a homomorphism, but it cannot be defined as a function in the dynamic case because of the dependence on the hisory of the computation: In the static ase, a simulation relation would require that objects related by $\rightarrow$ are homomorphic images, but since there is no need to separate the identity of an object from its properties in the static case, the homomorphism can be used in. the proof directly, without intredueing the $\omega$ relation.

### 6.1.4 Proving Theorems about Data Abstractions

In the main body of this work we have concentrated on proving the correctness of an implementation of a data abstraction with respect to a standard model specification. This is only half of the process required to verify programs that use data abstractions. The other half of the process involves proving that the invocations of the operations of a data abstraction in a program written using the abstraction have the specified effect.

The intended behavior of a program is typically described by giving assertions expressing the relations that must hold between the data objects manipulated by the program at various points in its execution. For programs that use data abstractions, the assertions will be written in terms of the primitive operations of the abstraction. For dynamic abstractions, the system state must be explicitly included in the assertions, so that the operations can be treated as functions, and used without regard for the context in which they appear (i.e., there are no side effects in the assertion language).

The problem of showing that a program satisfies its assertions can be reduced to the problem of proving theorems about the data abstractions it uses, by using an axiomatic definition of the control constructs of the programming language to eliminate the program texts from the correctness requirements. The theorems derived from the annotated program texts, which must be proved in order to establish its correctness, are called verification conditions. The process of deriving the verification conditions from an annotated program text has been extensively treated in the literature on program verification for the case where the data abstractions used by the program are well understood domains such as the integers. The process is not significantly affected by the introduction of static user defined data abstractions.

The introduction of dynamic abstractions raises the problem of introducing symbolic names for the intermediate system states, which are implicit in the program text but which are required in the assertions. This process will require a flow amalysis of the program. Previous work on automatic verification of programs operating on mutable data [51, 32] has not explicitly introduced states into assertions, avoiding this issue. While we have not investigated the problem in detail, we foresee no essential difficulty in producing verification conditions for programs that use mutable data abstractions.

The problem of proving the verification conditions based on an abstract model specification presents no methodological problems, although just apout any interesting data domain has theorems which are hard to prove. It is sufficient to prove the interpretations of the verification conditions in the standard models of the data abstractions used by the program. since behavioral equivalence guarantees that all of the ground terms composed from the primitive operations of the abstraction will have the same truth values in poth the standard model and any behaviorally equivalent implementation model, Since quanuifiers can be restricted to range over only the computable objects of a data abstraction, behavioral equivalence implies that any assertion will have the same truth values in both models.

### 6.1.6 Computation Induction

In doing the proofs of correctness of implementation in Chapter 5, we have used a form of computation induction to establish that the simubtion rehation holds for all (reachable) objects and states of an abstraction. This technique is useful for proving properties of dynamic data abstractions, and performs the same function as the generator induction rule for static data abstractions. There are two essential differences between the two kinds of induction.

The generator induction rule requires us to show that all of the operations of a data abstraction preserve the property to be proved. To prove a property of the data abstraction $\boldsymbol{d}$ using the comptration induction rule, we must show that the operations of any mutable abstraction subordinate to $d$ presenve the property, in addition to the operations of $d$. This is necessary because the operations of the matable subordinte types can cause state transitions that can affect the truth of an assertion invoiving objects of typed fsee Chapter 5).

The generator induction rule requires us to show that the objects returned by each operation satisfy the property we are trying to prove. The cemputation thduction rule also requires us to show that all of the values resulting from ench operation satisfy the property we are trying to prove, including the new systen state function that is an implict result of each operation of a state machine. Since the system state function descifites the current states of all of the data objects in the system, we have to show that the property we are trying to prove holds in the new system state for all data objects, and wot fent for the data objects that were passed as arguments to the operation or that were returned as results. This is necessary because an operation can cause state changes in objecis that were hot passed as arguments, but which are renchable from the arguments:

### 6.2 Algebraic vs. Abstract Model Specifications

In this section we point out some of the retations between the abstract model and the algebraic specification techiniques, and present a critical comparison betwen the two techriques.

### 6.2.1 Relation of the Techniques

The algebraic and the abstract model techniques are bethooncerwed with specifying the behavior of a data abstraction, and hence both are dealing whth the same class of mathematical structures, although there ave slight technical differences in the way in which different researchers define the class. Thereare sevisal wall known resulte relating an algebrafic specification to the class of models satisfining the specification.

One of the main algebraic resuks relevant to the algotraic specifleation technique \{9\} is a uniform construction of a canomical model for any axiomatitation eonsisting of a set of equations, where the expressions on both sides of each equation are composed from the operations of the data abstraction. The model resuking from this construction is a quotient structure, whose elements are equivalence chasses of expressions, where two expressions are equivatent if one is derivable from the other from the axions: in finitely many steps. This theorem establishes a connection between the proof theory of an alyebakic specfication and an algebraic model for the specified absuaction. The theorem allows us to view an algebraic specification as a prescription for constructing a standard model for the datik abstraction that ts specified, so that an algebraic specification can be considered either as an axiomatization or as the definition of a standard model.

Another important algebraic result is that the canonical model constructed as described above is an initial algebra in the category of algebras satisfing the axions [9], which means that there is a homomorphism from the initial algebra to any other algebra in the category. In view of theorem 7, and the existence of the homomorphisms guaranteed by the initiality property, all of the elements of the category are behaviorally equivalent to the initial
algebra. In view of theorem 4. if the initial algebra is reduced, then there is a homomorphism from the initial algebra to every other algebra behaviorally equivalent to it, so that the whole category is an equivalence class with respect to behavioral equivalence. If we restrict ourselves to static abstractions and to axiomatizations that define a reduced canonical model, then the set of all models satisfying the axioms is the same as the set of all models behaviorally equivalent to the canonical model, and our definition of correctness agrees with those used in the axiomatic approaches $[37,10,9]$. For the case where the canonical model defined by the axioms is not reduced, there is a lack of agreement on the proper definition of the set of implementations consistent with an algebraic specification [12, 9, 22].

### 6.2.2 Critical Comparison

The criteria for evaluating specification techniques given in [31] are: (1) formality, (2) constructibility, (3) comprehensibility, (4) minimality, (5) range of applicability, and (6) extensibility.

Both the algebraic technique and the abstract model technique as developed in this work are sufficiently formal, since both techniques have been given mathematical definitions.

Both techniques result in minimal specifications. It has often been (incorrectly) said that abstract model specifications are not minimal, because the model may have irrelevant characteristics. As our definition of correctness illustrates, only those properties of a model that are externally observable in terms of the operations of the abstraction are relevant, and those properties must be defined by any complete specification. Neither abstract model specifications nor algebraic specifications constrain either the representation structure or the algorithms that may be used by an implementation, as long as the externally observable behavior of the
abstraction is realized.

From a less formal point of view, it could be argued that the abstract representation is not directly observable in terms of the operations available to the user of the abstraction, and that this introduces the burden of keeping track of which details are directly observable and which details are not. The axiomatic approach has advantages with respect to this criterion, since there is no explicit mention of the representation. It has been shown [52] that there are abstractions that cannot be axiomatized without introducing auxiliary functions. Since the auxiliary functions also compute values that are not directly observable in terms of the operations, axiomatic specifications can also have details that need not appear in an implementation.

Another argument that has been used to suggest that abstract model specifications are not minimal is that the abstract representation tends to suggest an implementation. This is possible, but concern with issues of time and space efficiency often requires that the representation used in an implementation differ significantiy from the representation used in the standard model, which is usually the simplest structure that will exhibit the desired behavior. The abstract representation is often defined in terms of mathematical structures not directly supported by the host programming language, so that in many cases it is not possible to use the specification structure in the implenientation.

At the time of this writing, the abstract model technique has a clear advantage with respect to range of applicability over the algebraic specification technique, since it treats shared mutable data while the algebraic technique does not. We expect this advantage to be a temporary one, which will disappear as further research extends axiomatic specifications to apply to this domain also.

We have found abstract model specifications significantly easier to construct and to understand than algebraic specifications. This is a subjective impression based on our own experience, and we urge the reader to try both techniques and to form his or her own opinion. We conjecture that part of the reason for our experience is that the set of data objects is explicitly described by an abstract model specification, while it is implicitly defined by the interaction of a potentially large number of axioms in the algebraic technique. The result is that the operations can often be understood and defined one at a time and based on fairly local considerations when using the abstract model technique, whereas the interactions between a number of operations must be considered in the algebraic approach, requiring a more global analysis.

We have found that abstract model specifications are significantly easier to modify than algebraic specifications, especially in the case where the meaning of one operation is changed but the meaning of the abstract representation is not changed, because only the operation that is changed need be considered. In an algebraic specification, every axiom that mentions the operation that was changed must be reexamined, and usually each operation is mentioned in more than one axiom. The effort of extending the specification of an abstraction by adding a new operation is roughly the same as that required to define an operation in the initial design, and again we have found that the process is easier using the abstract model technique.

An algebraic specification can also be viewed as the definition of an abstract model whose representation is the word algebra, containing all of the expression that can be constructed from the names of the primitive operations. For abstractions whose operations are relatively easy to define using this representation (i.e., syntax trees), the algebraic specifications
are relatively simple, while for other abstractions the operations may be quite awkward to define using this representation, and an abstract model using a representation algebra with a significantly different structure may be much simpler than the corresponding algebraic specification. From this point of view, the abstract model technique is easier to use simply because it offers a wider choice of representation structures to start from. By using the fixpoint construction to define a representation domain of syntax trees, it is always possible to define an abstract model with essentially the same structure as any given algebraic definition.

Another criterion for judging a specification technique is the relative difficulty of checking whether a given specification is well formed. If we are interested in using specifications in the design process, it is helpful for the process of constructing the specifications to point out inconsistencies in the design, or at kast to make them easier to find. We would like Ill formed specifications to be easy to recognize.

To check that an abstract model specification is well formed it is necessary to check that the operations are well defined functions, and that the operations preserve the constraints adopted when defining the model. For each operation, it is necessary to check that the results of the operation satisfy the invariant relation specified by the restrictions section of the specification. It is also necessary to check that each operation will yield equivalent results when applied to either of two data objects related by the equivalence relation defined by the identity section of the specification. These properties are fairly easy to check informally, and they are generally not too difficult to prove rigorously. It is also usually fairly straightforward to check that the operations are defined for all inputs, and result in unique values. It is necessary to show that each invocation of an operation that can raise an exception will terminate in the expected termination condition, and that each recursive definition and each iota expression (see

Chapter 4) is well founded Showing that a recursive function terminates is undecidable in the general case, but that seems to have little practical significance. In cases where something is wrong with the design, the designer will usually be unable to produce a function definition that even appears to be well formed.

In the algebraic approach, there is no analog to the data invariant, and the equivalence is ģuaranteed to be consistent with the operations by construction (of the canonical model). If an attempt is made to define an operation that attempts to produce different value for expressions representing equivalent abstract objects, then the result will be an inconsistent axiomatization, where the multiple values are redefined to be equivalent. In such a case the subordinate types of the canonical model often collapse into singleton sets. Incomplete definitions introduce extra data objects into the subordinate types, which are produced by expressions that cannot be reduced to bona fide elements of the subordinate types by the axiomatic definition. Rather than leading to an easily recognized failure, the algebraic technique will typically redefine the previously defined types in cases where the basic design is flawed.

Determining whether a given axiomatization is complete and consistent is generally acknowledged to be a difficult problem in modern mathematics, and there does not seem to be any straightforward procedure for checking the well formedness of an axiomatization. There are mechanical procedures for checking whether an axiomatization is complete and consistent that apply in restricted cases (the general problem is undecidable), but it is not clear whether these procedures can be used as practical aids in the design process.

An advantage of algebraic specifications is that fairly powerful automatic theorem provers for algebraically defined data abstractions have been developed. This advantage is
probably also temporary, pending the development of good domain specific theorem provers for the domatas used to construct standard model specifications. For the domain of static data abstractions, it is possible to define an abstract model using equational axioms, by introducing an auxiliary operation that maps an object of the representation algebra into the abstract object it represents (cf. Hoare's abstraction function, [88). Such an approach allows taking advantage of known properties of the modeling domain, and also of existing theorem provers for equational axiomatizations. It suffers from the disadvantage of not being immediately applicable to mextable data abstractions.

In our opinion ebstract model specifications are clearly superior to algebraic specifications for the purpose of designing programs. The algebraic specification tectrique has advantages for the purpose of proving the correctness of programs at the current time, since it has been more extensively developed, but we feel that a long term advantage has not been demonstrated.

### 6.3 Directions for Future Research

One interesting question that has been raised but not resolved by the current work is whether ar not abstract model specifications are better than axiomatic specifications with respect to program verification. Since the abstract representation of each data type must be considered when using abstract modet specifications, and need not be considered when using axiomatic specifications, a naive analysis would indicate that proofs with respect to abstract model specifications are more complicated than the corresponding proofs with respect to axiomatic specifications, based on the sheer volume of detait to be expected. However, in the proofs we have done (manually), we have found that known properties of the modeling domain can often
be carried over to the abstract domain, leading to short and simple arguments. This phenomenon may have an analog for mechanical theorem provers, since special purpose theorem provers designed for the particular modeling domains used in constructing abstract models may be more efficient and more powerful than a general purpose theorem prover that must work with arbitrary axiomatizations.

If proofs of correctness are to be used for certifying software, then it is necessary to develop mechanical proof checking procedures, because proofs developed manually are at least as susceptible to errors as programs written by people. While a completely automated theorem proving facility would be nice to have, it looks likely that in a practical system the theorem prover will need human guidance, perhaps in the form of an informal outline of a proof, which the mechanical procedure tries to augment until it either discovers a formal proof or an error.

Our experience with proofs in terms of abstract model specifications indicates that an intuitive understanding of the model derived from familiarity with the underlying modeling domain often acts as a valuable guide to discovering a successful proof strategy. For axiomatic specifications this intuition is often lacking, and the process of trying to construct a proof degenetates into fairly blind symbol manipulation and syntax directed searching more often than for abstract model specifications. If the theorem prover must rely on human guidance, then the ease of finding intuitive insights can be an important consideration. We also conjecture that the extra structure provided by the abstract model is useful in constructing heuristics to guide the search strategy of a completely automated theorem prover.

In order to settle these questions, special purpose theorem provers oriented to the modeling doniains used in abstract model specifications should be constructed and integrated into a program verification system.

Another question that is of interest is the extension of the framework developed here to incorporate nondeterminism and partial operations. Both of these extensions require a refinement of the idea of behavioral equivalence.

If the operations of a data abstraction can be nondeterministic, then a computation no longer has a unique value, but rather a set of possible values. Strict equivalence of the behavior of two models would require that the set of possible results of a computation be the same in both models. Since a more deterministic implementation of a nondeterministic operation is presumably correct if it always exhibits one of the possible behaviors for the standard model, an approximation relation that requires the set of possible results for the implementation to be a subset of the set of possible resuks for the standard model is a more appropriate metric for the correctness of an implementation, provided that the set of possible results is never empty.

Some abstractions have potentially useful operations that are inherently partial functions. One example is the domain of expressions for a Turing complete programming language, with an operation for evaluating expressions. In order to develop a model for such a structure, some sort of provision has to be made for cases in which the operations do not terminate. The impact of such an extension on the rest of the theory should be investigated.

## Appendix I - Assumptions and Restriations

## 1. Partial Operations

The operations that can be defined in a programming language are in general partial functions, since there may be circumstances under which they do not terminate. We will require the operations of a data abstraction to be total, because we feel that it is bad programming practice to design abstractions with primitive operations that may fail to terminate. Some recent work on specifying data abstractions with partial operations can be found in [27].

Many data abstractions have operations that make sense only for some proper subset of the input domain (ie. dividing by zero is not well defined). If an operation is invoked with arguments that are outside its natural domain of definition, the operation should terminate by raising an exception, to indicate that something unusual has happened. The reader should note that it is possible to transform a computable partial function into a computable total function that raises an exception only if the domain of definition of the partial function is a recursive set. An interpreter for any Turing-complete language has a domain of definition that is not recursive (otherwise the halting problem would be decidable), demonstrating that there are interesting functions that cannot be made to satisfy our restriction. Partial recursive procedures that compute such functions can of course be defined in terms of the primitive operations of a suitable data abstraction, but we do not allow them to be included as primitive operations of the abstraction.

## 2. Nondeterministic Operations

We would like to distinguish between partally perofied operations and nondeterministic operations. A partially specified operation is defined only for some proper subset of Its input type, and presumably the designer does not care what the operation does if it is presenfed with an input outside of that subset. We feel that it is bad design practise to produce specifications of this type, because of the possibility of undetected errors in the use of the abstraction. The only case in which we truly do not care what an operation does on a certain input is if we know that it will never be called with that input. A well designed data abstraction should raise an exception for all inputs for which no normal response is specified, so that attempts to use the operation outside of its domain of validity will not pass undetected.

Data abstractions with nondeterministic operations are potentially interesting, but are not treated in the main body of this work. An operation can be described by an input-output refation $\boldsymbol{R}$, which relates the inputs of an operation to the legal output values for those inputs. For a deterministic operation, such a relation is single valued, and is in fact an ordinary function. Some operations are most naturally described by relations that are not single valued: the programmer wants the operation to satisfy certain criteria (eg. the relation $R$ ), and does not care if there is a unique result, or which valid resuk is actually chosen, if there is more than one valid choice. We do not recommend introducing extra constraints with the sole purpose of restricting $R$ to the point where it becomes a function. Such constraints complicate the specification by introducing irrelevant details, and also may exclude some of the simplest and most efficient implementations, which would be perfectly acceptable without the artificial constraints.

A non functional input-output relation $R$ is consistent with a whole class of operations, some of which are deterministic, and some of which are not. The reader should note that it is quire possible to implement a data abstraction with nondeterministic operations on a deterministic marhine, because an abstract data object need not have a unique representation in the implementation. For example, consider the data abstraction consisting of the finite sets of natural numbers, together with the usual set theoretic operations, and a choose operation. The choose operation returns an element of a given set if the set is nonempty, and raises an exception otherwise. It is not specified which element of the set is to be chosen if there is more than one. Abstract sets are immutable, and two sets are equal if and only if they have the same elements. In an implementation, sets might be represented as linked lists, and the choose operation might return the first element in the list. However, since there are many different representations for the same set, with the elements stored in different orders, the choose operation appears to be nondeterministic when viewed as an operation on abstract sets.

We know of no work that has been done on specifying data abstractions with nondeterministic operations. Some work on specifying nondeterministic operations in terms of relations is reported in [34].

## 3. Concurrenoy

Concurrent access to data objects by parallel processes is an interesting subject that is beyond the scope of this Thesis. It is profitable to consider parallel processing in the context of data abstractions $[20,16,6,38,24]$ because processes need to be synchronized only if they operate on shared data. Even though a quite a bit of work has been done in this area, the issues involved in specifying the correctness of a data abstraction in the presence of concurrent
mutation of data objects are not yet well understood.

## 4. Exoeptions

Since there is no generally accepted model of exceptions and exception handling, we have chosen a point of view that simplifies the interface presented by an operation, and which helps to separate the externally visible behavior of an operation from the internal processes that produce that behavior.

We assume that an operation terminates whenever it raises an exception. Thus an operation may terminate in any one of a number of conditions, one of which is normal and the rest of which are exceptional. In general, the results of the operation in each condition will be different, and mist be specfied for all possible termination conditions in a complete description of the operation.

The alternative to our point of view is to allow an exception to cause some events, and then to continue performing the original operation at the point where it left off. This aternative is not attractive because the separation between the specifications of an operation [ B ] and the details of its implementation breaks down. Given a specification of an operation that describes the results of the operation for the normal termination condetion and gifies the conditions under which each exception occurs, and given a specification of an exception handler for each exception raised by the operation, we still do not have enough information to predict the behavior of the operation in the context of the specified exception handlers. It is necessary to analyze the implementation of the operation with respect to the specifications of the exception handlers in order to determine the effects of the operation. Since different invocations of the operation can occur in the contexts of different exception handiers, we cannot
treat an operation as a closed module if we adopt the resumption model of exception handling. Exceptions are discussed further in Chapter 2.

## 5. Own Dnta

We assume that the operations of a data abstraction are functional. This means that an operation must not have any internal state, so that the results of an operation depend only on the information contained in the data objects passed to the operation as arguments (which, 0 may include references to other objects). Data objects may themselves have states, so that we are not excluding the possibility that an operation may return different results if it is invoked with the same arguments at two different times. This restriction is meant to prohibit type managers (ie. SIMULA classes, CLU clusters, ALPHARD forms, etc.) from keeping mutable own data, which introduces a component of the state associated with the type as a whote, rather than with the individual data objects. This issue is discussed further in Section 3.2.

## Appendix II - Basio Type Definitions

The definitions of the natural numbers and the integers are imporiedidirectly from the underlying standard mathematics. The definition of the natural number abstraction is shown in Figure 24. As in the defintion of set in Chapter 4, the standard notations for natural numbers and integers are used in the definitions of the operations to refer to the standard operations of the underlying mathematical domains, while the same notations are introduced as abbreviations for the operations of the exception algebra, for use in the definitions of other modules. The only nonstandard feature of this definition of the natural

Figure 24. Natural Numbers
type nat as NN

| with | constant[n]: <br> zero: <br> successor: <br> plus: <br> times: <br> less: <br> equal: | $\begin{aligned} & \rightarrow \text { NN } \\ & \rightarrow \text { NN } \\ & N N \rightarrow N N \\ & N N \times N N \rightarrow N N \\ & N N \times N N \rightarrow N N \\ & N N \times N N \rightarrow \text { boolean } \\ & \text { NN } \times N N \rightarrow \text { bookan } \end{aligned}$ | as $\boldsymbol{n}$ <br> as 0 <br> as $\sigma(\arg \mathrm{I})$ <br> as arg $1+\arg 2$ <br> as arg $14 \arg 2$ <br> as arg $1<\arg 2$ <br> as arg $1=\arg 2$ |
| :---: | :---: | :---: | :---: |
| representation restrictions identity | natural num none natfequal | $\text { is } \mathbf{N}$ |  |
| operations | constant(n) $\mathbf{X}$ ) <br> zerol) $=0$ <br> successor(x) <br> plus $(x, y)=x$ <br> times $(x, y)=x$ <br> less $(x, y)=x$ |  |  |

end nat
numbers is the infinite parameterized family of constants. These operations are introduced so that we can use the familiar decimal notation for natural numbers in our specification language, rather than having to build up each number from zero using the successor function, which quickly gets cumbersome.

The definition of the integers is shown in Figure 25. Integers also have an infinite supply of constant operations. Note the conversion operations integer and $n n$, which serve to convert integers to natural numbers and vire versa. The guotient and remainder operations have exception conditions in the cases where the standard mathematical definitions are undefined. The quolient operation rounds down trrespective of the sign of its arguments, in agreement with the usual mathematical definition, and in contrast to the way division works in most programming languages (e.g., FORTRAN).

The astute reader will have noticed that we have omitted the definitions of the operations $>, \neq \leq$, and $\geq$, even though we have used them freely in the specification language. The astute reader will also be able to supply the standard definitions for these operations, and is advised to do so.

These types are intended for ase in the specification tanguage. The corresponding types for a programming language should probably be designed differently, to include limitations on the sizes of the numbers, exception conditions for cases in which those size limitations are exceeded, and additional operations for converting strings of decimal digits into numbers, and for printing out numbers.

Figure 25. Integers
type int as I

end int

## Appendix III - Proofs

An exception algebra differs from a heterogeneous algebra as defined in [1] by having a disjoint union structure for the ranges of the operations, where the disjoint union is indexed by termination conditions, and where the components of the disjoint union are cartesian products of the phyla. In a heterogeneous algebra, the range of each operation has to be sone phylum of the algebra. The definitions of basic algebraic concepts. such as subolgebras. congruence relations, quotient structures, and homomorphisms have to be adapted slightly to fit into our framework. The required extensions are concerned mostly with termination conditions. For example, a congruence relation is an equivalence celation that preserves all of the operations of an exception algebra, so that if corresponding arguments of an operation are related by the congruence, then the termination conditions of the two invocations must be identical, and corresponding return values must be related by the components of the congetuence relation for the appropriate phyla. As in [1], an equivalence rehtion on an exception algebra is defined to be an indexed set of equivalence relations, one for each phylum.

Theorem 2: Every equivalence class of static models with respect to the behavioral equivalemce relation contains a reduced model.

Proof: Let $E$ be an equivalence class of models with respect to behavioral equivalence, : and choose $M$ c $E$. This will always be possible. since equivalence classes are nonempty by definition.
Let $M^{\prime}$ be the subalgebra of $M$ containing only the reachable objects of the principal type, and with the same subordinate types as $M$.
$M^{\prime}$ is closed with respect to the operations of $M$, since it contains all reachable data objects.
$M^{\prime}$ is behaviorally equivalent to $M$
since the value of any closed computation $C$ in $M^{\prime}$ is the same as the value of $C$ in $M$.
Let $M^{\prime \prime}=M^{\prime} / \equiv$, where $\equiv$ is the external equivalence relation defined in Chapter 3.
$M^{"}$ is well defined because $\equiv$ is consistent with all of the operations by construction.
Then $M^{\prime \prime}$ is reduced and behaviorally equivalent to $M$.
Exery element of the principal type of $M^{n}$ is reachable,
because any such element is equal to $[x]$ for some $x$ in the principal type of $M$, and every such $x$ is reachable, by the construction of $M^{\prime}$.
Any two elements of the principal type of $M^{n}$ that are extornally equatadent most be identical, by the consinuction of $M^{\prime \prime}$ from $M$ '.
Hence $M^{n}$ is reduced.
$M^{\prime \prime}$ is behaviorafly equivalent to $M$ ' because it is a homomorphic image of $M^{\prime}$, under the natural homomorphism $h$ defined by $h(x)=[x]$ if $x \in\{$ and $A(x)=x$ otherwise. where $d$ is the priticipat type of $M$ :.
Since behavioral equivalence is transitive,
$M^{"}$ is betraviorally equivatem to $M$.
and the theorem is established.
End of Proof

Theorem 3: If two reduced models are behaviorally equiyalept, then thry are: iteonorptic.

Proof: Let M1 and M2 be reduced and behaviorally equivalent.
Define the isomorphism $f$ as follows.
For every closed computation $C$, let f(vahie( $C, M 1$ ) = value $(C, M 2$ ).
By Lemma I below, whenever value $(C, M I)$ z value $\left(C^{\prime}, M 1\right)$
them vatue $(C, M 2)=$ valuet $\left.C^{\prime}, M 2\right)$,
so that $f$ is single valued, and hence a function.
The inverse mapping is obtained by interchanging $M I$ and $M 2$ in the above definition. and it is also single valued, by the same argument.
So $f$ is $1: 1$.
The operations of the algebra are preserved by construction, so the isomorphism is established.
End of Proot

Lemma 1: Let $M 1$ and $M 2$ be behaviorally equivalent exception algebra models, ket $C$ and $C^{\prime}$ be closed computatons, and let vatue(C. MI) $=$ value(C, MI) Then value( $C, M 2$ ) is externally equivalent to value( $C^{\prime}, \mathbf{M 2}$ ).

Proof: let M1 and M12 be behaviorally equivatent exception algebras, let $C$ and $C^{\prime}$ be closed computations, let value $(C, M 1)=$ value $\left(C^{\prime}, M 1\right)$. and let $C O$ be an open computation.
Then value( $C 0$, value( $\left.\left(C^{\prime \prime}, M\right), M\right)=$ value $\left(C^{\prime \prime} M C 0, M\right)$.
for any exception algebra $M$.
where $C^{\prime \prime} \| C 0$ is the concatenation of the computations $C^{\prime \prime}$ and $C O[2 .$. length $(C O)]$,
and where the step indices of all of the argument specifications in CO
have been increased by length( $\left.C^{\prime \prime}\right)-1$.
then value( $C 0$, value( $C, M 2$ ), M2) =
value( $C \| C O, M 2)=$ by the definition of concatenation,
value $(C \| C O, M 1)=\quad$ since $M 1$ and $M 2$ are beha viorally equivalent value( $C 0$. value( $6, M I$, $M$ ) $=$ by the defitition of concitenation value $\left(C 0\right.$, value $\left.\left(C^{\prime}, M 1\right), M 1\right)=$ by assumption, value( $\left.C^{\prime} \| C O, M 1\right)=\quad$ by the definition of concatenation, value $\left(C^{\prime}| | C 0, M 2\right)=\quad$ since $M 1$ and $M 2$ are behaviorally equivalent. value(C0, value( $\left.C^{\prime}, M 2\right), M 2$ ) by the definition of concatenation.
So value( $(, M 2)$ is externally equivatent to value( $C^{\prime}, M 2$ ).
End of Proof

Theorem 4: If $M$ is behaviorally equivalent to $M^{r}$ and is reduced, then there is a homomorphism from a subalgebra of $M$ ' onto $M$.

Proof: Let $\mathcal{M}^{"}$ be the subalgebra of $\mathcal{M}^{\prime}$ containing only the reachable objects of the principal type of $M^{\prime}$. and with the same subordinate types as $M^{\prime}$.
The quotient of $M$ " with respect to the external equivalence relation is reduced, and behaviorally equivalent to $M^{\prime}$ by Theorem 2 ,
and by transitivity of behavioral equivalence, it is also behaviorally equivalent to $M$.
Then by Theorem 3, the quotient is isomorphic to $M$.
The composition of the natural homomorphism from $M^{n}$ to the quotient and the isomorphism guaranteed by Theorem 3 is a homomorphism from $M^{n}$ to $M$. so the theorem is established.
End of Proof

Theorem 5. Every chain of algebras with respect to c has a least upper bound.

Proof: Let $A_{i}: i$ ( $N$ be a chain of algebras with respect to $E$.
Then $A=\bigcup_{i} \in A_{i}$, where $A$ is defined as follows.


$A \cdot x=\underset{i}{U} \underset{\sim}{U} A_{i} \cdot x$,
where $x$ can be any one of the following components:
typenames, opnames, tenamen, argingth, argtype tc; fiength, ryper, or pt.
By Lemma 2 the operations and type detcription fingtions areivetidefinted.
$A_{i}$ ㄷ $A$ for all $i \in N$.
since $s_{j} \leq \mathrm{U}_{\mathrm{C}}^{\mathrm{U}} \mathrm{s}_{\mathrm{j}}$ for any jc M .
So $A$ is an upper bound for the chain $A_{i}$.
If $A_{i} \leq B$ for alli $\mathcal{N}$ then $A \subseteq B$,
since $s_{i} \subseteq S$ for all $i$ © $N$ implies $\underset{i}{U} \boldsymbol{N}_{i} \subseteq S$.
So $A$ is the least upper bound for the chaim $A_{i}$
End of Prebr

Lemma 2: If $f_{i}: i$ c $N$ is a chain of functions with respect to C , then $f=U \quad f_{i}$ is a well defined function.

Proof: We have to show that $f=\mathrm{U}_{\mathrm{C}} f_{i}$ is single valued.
Proof by contradiction.
Suppose $f$ is not single valued.
Then for some $x,(x, a) \in f$ and $(x, b)$ c $f$ where $a=b$.
Since $f=\underset{i}{ } \mathbf{U N}_{\boldsymbol{i}}$,
pick $n, m$ such that $(x, a)$ ( $f_{n}$ and $\langle x, b\rangle$ © $f_{m}$
Since $f_{i}$ is a chain, $f_{n} \subseteq f_{\max }(n, m)$ and $f_{m} \subseteq f_{\max }(n, m)$
So $\langle x, a\rangle$ © $f_{\max }(n, m)$ and $\langle x, b\rangle$ © $f_{\max }(n, m)$ where $a \neq b$
But $f_{i}$ is a single vabied finctiet for all i $N$, contradletion.

So $f$ must be single valued.
End of Proof

Note that we are tieating a function $f$ as the set of aH pains $\langle x, f(x))$ such that $x$ ( domain $(n)$.
Theorem 6: The tuple transformation is continuaus with reypect to $\underline{E}$

Proof: Let $A_{i}$ be a chain with respect to $ㄷ$.
Let 11 denote the least upper bound with respect to C .
$\left(\mathcal{U}_{i} \mathrm{UN}_{\mathrm{N}} A_{i}\right) \times S_{2} \times \ldots \times S_{n}={ }_{i} \mathbf{U}_{\mathrm{N}}\left(A_{i} \times S_{2} \times \ldots \times S_{n}\right.$
from the definition of union and cross product.
The definition of each opetation is a functional $F$ from the phyla to operations on the phyla, with the property that the value of an operation on any input depends only on the input values. and not on the phylum as a whole.
(The finite quantification in the definition of equal can be expanded
into an equivalent finite conjunction.)
So $F\left(U S_{i}\right)(x)=F\left(S_{j}\right)(x)$ for any $S_{j}$ such that $x$ © $S_{j}$
$F\left(S_{j}\right)(x)$ is undefined if $\neg x$ \& $S_{j}$
So $F\left(U S_{i}\right)(x)=U F\left(S_{j}\right)(x)$.
The definitions of the signature finctions atso have thispropety.
So the tuple tramsformation om algebrys is centimuens wher respect to C .
End of Proof

Theorem 7: Let $M 1$ and $M 2$ be complete exception, ingebre models with the same stgriature and

the same interpretations for the subordinatebypes, and hat homomphisen from MI to $M 2$, such that $h$ is the identity mapping on all of the subordinate types. Then MI and M2 are behaviorally equivalent.

Proof: For every finite closed computation $C$, we have to show that:
A. $C$ is feasible in $M 1$ if and only if $C$ is feasible in $M 2$.
B. value( $C, M 1)=$ value $(C, M 2$ ) whenever $C$ is feasible in $M 1$ and produces a boolean value.

Let $H(C)=($ feasible $(C, M 1) \equiv$ feasible $(C, M 2)$ ) \&
( length $(C) \geq I \&$ fcasiblef $C, M 1)) \Rightarrow$ (valaet $C$, Mi) $)=$ valoe $(C, M 2)$.
Assuming that $H\left(C^{\prime}\right)$ holds for all $C^{\prime}$ such that length $\left(C^{\prime}\right)<$ length $(C)$.
show that $H(C)$ holds.
Case I: length $(C)=0$
$H(C)$ is trivially true, since the antecedent of the fimplication is false.
A. holds since the empty computation is feasible in any model.
B. holds since there are no cemputntions of lingin 0 prodichg a booiean value.

Case 2: length $(C)>0$
Let length $(C)=n$ and let $C^{\prime}=C[1 . . n-1]$
Then $H\left(C^{\prime}\right)$ since length $\left(C^{\prime}\right)=n-1<$ kngth $\langle C$.
A. To show feasible(C, M1) if and only if feasible(C. M2)

Case 2.1: $C^{\prime \prime}$ is not feasible in MI.
Then by the induction hypothesis $H\left(C^{\prime}\right), C^{\prime}$ is not feasible in $M 2$.
Since $C^{\prime}$ is a prefix of $C, C$ is not feasitue in $M 1$ or $M 2$.
So A. holds for case 2.1 .
Case 2.2: $C^{\prime}$ is feasible in $M 1$.
Then by the induction hypathesis $C^{\prime}$ is feasible in $M 2$
Therefore the terpination cpmitions of the argmanis match the requirements: for every step of $C^{\prime}$ in both models.
$C$ is feasible in MI if and only if the termination conditions of the arguments of $C[n]$ match the requirements of step $\mathrm{C}[\mathrm{nl}$
Each argument $x_{y}$ is the waluror $C_{i}$ ts:
where length $\left(C_{i}\right) \geq 1$ and where $C_{i}$ is a proper prefix of $C$.

Then $\operatorname{te}\left(h\left(\operatorname{value}\left(C_{i}, M 1\right)\right)=\operatorname{tc}\left(\right.\right.$ value $\left.\left(C_{i}, M 2\right)\right)$, since homomorphisms preserve termination conditions.
Therefore the arguments will match the requirements for the interpretation of C in M2 whenever they will match for the interpretation of $C$ in $M 2$.
So A. is established for case 2.2.
B. Assume $C$ is feasible in $M 1$ and length $(C) \geq 1$.

Show $h$ (value( $C, M 1)$ ) $=$ value( $C, M 2$ ).
Each argument $x_{i}$ of the last operation of $C$ is the result of some prefix $C_{i}$ of $C$.
where $I \leq$ length $\left(C_{i}\right)<$ kength $(C)$.
By the induction hypothesis, $h$ (value( $\left.C_{i}, M 1\right)=$ value( $C_{i}$, M2).
Since $h$ is a homomorphism, $h$ preserves the operations of $M 1$ and $M 2$.
So $h$ (vahue( $C, M 1)=$ value( $C$, M2 $)$.
So $H(C)$ for all computations $C$.
If the principal type of $M 1$ is boolean then $M 1=M 2$.
since there is a unique standard model for the boolean domain, and otherwise boolean is a subordinate type.
In either case, $h_{\text {boolean }}$ is the identity mapping.
So if a computation results in a boolean value, it must result in the same beolean value in 'M1 and in $M 2$.
So M1 and M2 are behaviorally equivatem.
Then $H(C)$ holds for all finite computations $C$.
End of Proof

Theorem 8: Let $\bar{M} 1$ be a state machine model and let M2 be an exception algebra model with the same signature and the same interpretations for the subordinate types. Let $c$ be a correspondence function from $M 1$ to $M 2$, such that $c$ returns its second argument for all subordinate types. Then $M 1$ and $M 2$ are behaviorally equivalent.

Proof: For every finite closed computation C, we have to show that:
A. $C$ is feasible in $M 1$ if and only if $C$ is feasible in $M 2$
B. value $(C, M 1)=$ value $(C, M 2)$ whenever $C$ is feasible in $M 1$ and produces a boolean value.

Let state( $C, M$ ) denote the final state produced by the interpretation of the closed computation $C$ in the state machine model $M$.

Let $H(C)=($ feasible $(C, M 1) \equiv$ feasible $(C, M 2)$ ) \&
( length $(C) \geq 1 \&$ feasible $(C, M 1)) \Rightarrow d$ state $(C, M 1)$, value $(C, M 1))=$ value $(C, M 2)$.
Assuming that $H\left(C^{\prime}\right)$ holds for all $C^{\prime \prime}$ such that length $\left(C^{\top}\right)$ length $(C)$,
show that $H(C)$ holds.
Case I: length(C) $=0$
$H(C)$ is trivially true, since the antecedent of the implication is false.
A. holds since the empty computation is feasible in any model.
B. holds since there are no computations of length $\theta$ producing a boolean value.

Case 2: length $(C)>0$
Let length $(C)=n$ and let $C^{\prime}=C[1 . . n-1]$.
Then $H\left(C^{\prime}\right)$ since length $\left(C^{\prime}\right)=n-1<$ length $(C)$.
A. To show feasible(C, MI) if and only if feasiblel(C. M2)

Case 2.I: $\mathbf{C}^{\prime}$ is not feasible in MI .
Then by the induction hypothests $H\left(C^{\prime}\right)^{\prime} C^{\prime}$ is pon frastbitatn $M 2$
Since $C^{\prime}$ is a prefix of $C, C$ is not feasible in MIMTM2:
So A. holds for case 2.1 .
Case 2.2: $\mathbf{C}^{\prime}$ is feasible in MI.
Then by the induction hypothesis $C^{\prime}$ is feasible in $M 2$.
Therefore the termination condivions of the arymments-match the requitements for every step of $C^{\prime}$ ' in both models.
$C$ is feasible in $M 1$ if and only if the termination candtions to the arguments of $C[n]$ match the requirements of step $\mathrm{C}[\mathrm{n}]$
Each argument $x_{i}$ is the value of $C_{i t}$
where length $\left(C_{i}\right) \geq I$ and where $C_{i}$ is a prefix of $C$.
By the induction hypathesis (astatel $C_{i}$, Min, vilue( $C_{i}, M 1$ ) - valie ( $C_{i}$, ${ }^{2}$, 2 ).
Then te(dstate $\left(C_{i}, M 1\right)$, value $\left.\left(C_{i}, M 1\right)\right)=t c\left(v a l u e\left(C_{i}, M 2\right)\right.$ ),
since correspondence functions preserve termination conditiops.
Therefore the argoments wim mation the requitemente for the interpretation of $C$ in $M 2$
whenever they will match for the interpitetition of $C$ in $M 2$.
So A. is established for case $\mathbf{2 . 2}$.
B. Assume $C$ is feasible in $M I$ and length $\langle C) \geq 1$.

Show $c($ state $(C, M I)$, value( $C, M I)$ ) - value $(C$, , Mí).
Each argument $x_{i}$ of the last operation of $C$ is the result of some prefix $C_{i}$ of $C$, where $I \leq$ length $\left(C_{i}\right)<$ length $(C)$.


by the monotonicity property of correspondence functions.
Since $c$ is a correspondence function, $\boldsymbol{c}$ preserves the operations of $\mathbf{M 1}$ and $\mathbf{M z}$.
So $($ (state $(C, M 1)$, value( $C, M 1)$ ) $=$ value( $C, M 2$ ).
So $H(C)$ for all computations $C_{\text {. }}$
By the hypothesis of the theorem, 4 is the ideatity mapping an the bookem dormain.
So if a computation results in a boolean value.
it must result in the same boolean value in $M 1$ and in $M 2$.
So $M I$ and $M$ are behaviorally equivalent.
Then $H(C)$ holds for all finite computations $C$.
End of Proof

## Appendix IV - Ayntegx

The syntax of an abstract model specification is given below in an extended form of bnf. [X] means that $X$ is optional Large parentheses () are symbols of the meta language used for grouping terms. Small parentheses and square brackets " $\left.{ }^{(1, n}\right)^{\prime \prime}$ " $[$., and "] are terminal symbols denoting the respective characters themselves. $X^{d}$ means $X$ can be repeated zero or more times. $\mathrm{X}^{+}$is the same as $\mathrm{X} \mathrm{X}^{*}$ ( X may occur one or more times).

```
<specification>::= <module> | <type definition>
<module>:= module <type definition>* end module
<type definition>:= type <type name> [qarameter list>] [<abbrevfations]
    [<requires>]
    <signature>
    <rep spec>
    <ops>
    [<auxiliary signature>]
    [<definitions>]
    end <type name>
<parameter list>;: [ <parameter name> (, <parameter name> )}\mp@subsup{}{}{\mathrm{ d}}
<abbreviation>::= as <abbreviation body>
<requires>::= requires <parameter type> (, <parameter type>)*
<parameter types;:- <parameter names: <type names [suctethat epredicates]
<signature>:= with <function type>*
<auxiliary signature>::= internal <function type>*
<function type>::= <function name> : [<domain spec>] }->\mathrm{ [ <domain spec>] <condition spec>*
<domain spec>::= <type name> ( }x\mathrm{ <type name> )*
<condition spec>::= + < <exception name> : <domain spec> ])
```

<rep spec>::= <domain equation. [<restriation>] [<equivances] <domain equation>::= <domain name> = <domain expression>
<domain expression>:: <domain name> | <domain name> ${ }^{+}$]
I tupial [ <abeled expression list> ]]
[ uncent [ datieted exprestion hist> ] ]
| set [domain expression>]
| sequensefledomin texpresions]
<labeled expression list>:- \lltabeled expression> (, <tabeled expression> ) ${ }^{\boldsymbol{n}}$
<labeled expresston>:: \lltabel> : stomnitn expresion>
<restriction>::= restrictions none | restrictions <identifier> such that <predicate>
<equivalence>:- Identity <operition name>
<ops>::= operations <operation definition> ${ }^{+}$
<definitions>::= definition <operation definition> ${ }^{+}$
<operation definltion>:= <operation name> <argument Hist>- <operation body> [sipcals>; ]
<argument list>:: [ ( <identifier> ) ] ( <identifier>*)
<operation body>:= <identifier>, Isoperation name> sexpessyon Hy?
| identifier> : <predicate>
| if <bookean expression>
then coperation body>
else coperation body?
<expression list>:: () |( <operation body> (, <operation badys) )
<locals>::=' where ( <variable> = <operation body> $)^{+}$

The grammar shown above specifies ondy the context free pmot of the language.
There are a number of additional constraints that must be met for a well formed specification.
名
s.i.es

For example, the number of argement expressions tolan operatiov in an operation body must be the same as the number of type names in the domain spectinamendef the operation th the signature.
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