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Abstract 

This dissertation presents a collection of protocols for coordinating. transactions in a 
distributed information system. The system is modeled as a collectiOn of processes that 
communicate only .through message passing. Each process manages some portion of the data 
base, and several processes may cooperate in performing a single transaction. 

The thesis presents a model for computation in a distributed information system in 
which the sites and communication links may fail. The effects of such failures on the 
computation are described in the model. The thesis discusses implementation techniques that 
could be used to limit the effects of failures in a real system to those described in the model. 

A hierarchical protocol for coordinating transactions ts presented. The accesses to be 
performed during a tr1:nsaction are pre-analyzed to select the protocols needed to coordinate 
the processes that participate in the implementation of the transaction. This analysis can be 
used to guide the organization of the data base so as to minimize the amount of locking 
required in performing frequent or important transactions. An Important aspect of this 
mechanbm is that it allows transactions that cannot accurately be pre-analyzed · to be 
performed and correctly synchronized without severely degrading the performance of the 
system in performing more predictable transactions. 

A novel . approach to the problem of making updates at several different sites 
atomically is also discussed. This approach is based on the notion of a pol'lfX'lru, which is 
used to represent two or more possible values for a single data item. A polyvalue is created 
for an· item involved in an update that has been delayed due to a failure. By assigning a 
polyvalue to such an item, that item can be made accessible to subsequent transactions, rather 
than remaining locked until the update can be completed. A polyva1ue describes the possible 
values that may be correct for an item, depending on the outcome of transactions that have 
been. interru~ .. &y ,failure .. , ir~Ji ~ • ..-i~A1lellt of; :4· .. t.._nsactlen, (Mieth as 
the payment of money) can be determined without knowmg the exact values of the items in 
the data base. A polyvalue for an item that is accessed by such a transaction may be 
sufficient to determine such effects. By using polyvalues. we can guarantee that a data item 
will not be made inaccessible by any failure other than a failure of the site that holds the 
item. 



·•-

keywords: 



- 5 -

··coNTBlftS 

Acknowledgements ~ 2 
·······································•···•········••••••••••·•··••········••·•••••••••••·• 

Abs.tract ............................................................ , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ... . . . . . • . • . • . . . . . 3 

·Table of Content& ..................................................................... ,, •..............•......... 5 
~- . . 

Table of Figures ................................................................................................ 8 

1. Introduction e e e e e e I e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e_ e e e e e. I e '! e ·-~ e. ~ •t ~. e ·-~~tie e e. I e e I e e e e e e e e e •• I e. ·,~ •.f e. 9 

1 .. 1. Reasons· For DistribUtic::ll1 ....•........................................•..........•.......•....••.•..... 9 
1.2. The Concu.l'l'~CJ ~~ Problefn in a D,tstr~.A~ ,Sy~· ................ 12 
-1.3. Baste AsSumptiOns;'anct~aoats . ~-..... ~~: .............. ~-- :.~~ ::; ~: :~~·: ;~.; .. · ~~~~ .• ~: ~ •· .••..•.... : .. ~ ••..• ~ 141 
1.-f. Related Work ...... ~ ..................................................................................... 18 
l.5. Thesis Plan ·······················································~····~········~···,···············~··· 26 

· ... 

2. The Procesa Model ·o1 Dlatrtbllted C..putlns .•...•.... ~ ..• ~ •••...••......•.• ~ •..•...•.•.•••.• , 21 

2.1. 
2.2. 
2.3. 

The M oclel ...........•.............................••.... ~·· ~ .•• ·~··"' ..•.•..•. ~· ....... ~ ..•• -~~·,~ ••. ···: .. 
Atomic Tran11.c:ticJrl1 Revisited ...........• ~ .•........• .' .•...••••.. ~ ...•...•..•.•••.••.• " . .-••..• '~ ...... 
Summary ........................................................... ·~···· .................... ~ ............ . 

I. Atomic Broadcasting . ................................................................................ .. 55 

3.l. 
3.2. 
3.~. 
3:f. 
3.5. 
3.6~ 

3.7. 

Definitions ................................................................................................. 55 
An Illustration of. Atcxnk Broadcasting ........................................................ .' 58 

A Mec:hanlsm .for- Atomic Brm.dca.sting ······················11:••,•···········~ ... ··~····•••,•·.·····. 59 
Other Ordering Re.trtcttons on· 'lroadc:ut Meuagea ........................................ 65 
lmple"*1tatic:ll1 .........................•....•..•.•• , ..... 't ,.! ~· {., ·~ ......... -. !' ••••••••.••••••• _... • • • • • • • • .. • • • 68 
Evaluatiol1 ............................................ : ; .. ' ... •.•,••'!·····"· •••.••••••• ., ••.•.• _.' •• ·~ ....... ,,. . • . .80 

Sum.,.,ry .............. ·······························~··············~:"~·.,·~.·,~·~···························· 85 



4. ·····~················································· 

'4;J. Ana-~ 'OFT- . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81 
4.2. A~,~ ;te Transafl;li-,..~ ........................................ 94 
i.3.· CJaues Of T-raaaacttans ...•....... ·: ........ : .. :.: .............................••.... ~ ..•...••.•...... 99 
i.4. A Yieruchiatl;Sdl1• for Tramactian S~ .................................. l03 

4.5. ~-·~ ~ ···········•··•······•··••·•···•••·•••·•··•···••···••·•· .• 
fB. ·A ·A11Jt1ak!d :~'81 zllilll'M'.lilllllliw ················································~··················· .119 
f.7. Conc:lasiGns 1Rllil ., ........ ry .......... ' ...........................•.. ~ ................. ~ ... '......... 122 

5.1. 
5.2. 
5.3. 
5 . .f. 
·s.s. 
5.6. 

M Ol:ivation·. (T:he ·Tllallble with Locking) ......•.............•.•.••••..•.• ~.... .. • . . . . • • . • . • • • .. . '125 
The ·Pat.patue M1cll1•is• fer MoM1tttg •o..y Due te Lee* .......................... U2 
R~d f>H ... ~ ..... : .... ." ................................................... ~· .•• 
Use of Pdywlm II iD 11he Htean:htcilll l..eatHtg .Sdillne ..................... ~ .............. :K2 
Rest11ictift11lle-··eit 1d'~ ... : ....................... ~ .... .' ............................ ,'lfl 
~ ··-··· ................................................... ··············•'!'_ ......................... ········ l!IO 

Ill 

6J. T:he ,p,._ . ··-··.. .................... .. . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . .. . . . ... . . . . . . . . . . . . . . . . .. .. . . . . . 151 
6.2. A'fta·lysis el :lhe"T~ ................................................ : ..••.•.••••••....•. ~.. 155 
&.3. ·C.arpti•• ,......~ N7Mhalliln .........•.. , .......... ~~ ........... ~ ..... ~ ............. ~······· J6I 
,&.4., ~ry ..... ; .............................. -- .. · ... ~~-.. ~ ........... .-.•.. _ •.••. ~~~ .•. .' .•.. ~ ................. m 

7. -conclu•iotta anll Ann 'for '.Farther Rt!ll!lrcla . . . . . • . . • • • . •• • .... • • •• • • • • . • • • • • • .... •••.••••••••••••• I'll 

7.1. Summary of lllesis Work •. : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . • . . . . . . . . . . . . . . . . . . . . • . • • . . 173 
7 .2. Areas 'for Farther . ..._rch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . f75 
7.3. . s~ ........... , ....................................................... ·. · · · .. · · · · · · · · · · ··· · · · · · · · · · · · · · · · m 

References. 
····························································~··········!······························ 

171 

A. Pl1JllJfs ·of the ~ ......•... 111 • •••••••••••••••••••••••••••• ···········~~·····•·······• •••••••••••••• 182 

A.1. Forrna1ilattan :llf 1'IDlni1c 'BrGlldcaltmg ......................................................... . 
A.~ -p,_. d' A'awtc. .__Cli:illilillg' . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . • . . • • . . . . . • • . . • . .. . . . . . .....•...••. 
A.3. ~ -~ :S14lil1Jlli:lllC « ·~de:asl:s ............................ ~ •••••• ~ .• ·• 

112 
JM 
186 



- 7 -

B. An Analysis of the Propogation of Polyvalues ................................................ 190 

B.I. A Model for the Creation and Deletion of Polyvalues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. .. .. . 190 
B.2. Simulation of the Use of Polyvaues ............................................................. 195 

Biographical Note ........................................................................................... 197 



Figure 2.1 
figure 3.1 
Figure 3.2 
Figure 3.3 
Figure 3.-t 
Figure 3.5 
Figure 3.6 
Figure 4.1 
Figure -..2 
Figure 'i.3. 
Figure 4.f 
figure f.5 
Figure 5J 
Figure 5.2 
Table 6.1 
Figure 6.1 
Figure 6.2 
Figure 6.3 
Figure 6.4 

Figure 6.5 
Figure 6.6 
Table B.l 
Table B.2 

-8-

l'IGVRD 

The· :Execution· History of a Process . . . . . . . . . . . . . . . . . . . . . . . . • . . . . . . . •. . • . . . . . • . . • . . . . . 32 
. The AbbreYiatld ixecutton HittorJ of a Procaa • • . • • • • • . • • . • • . • • • . • • • . . . . . . • • • • • !56 

Nort,..Atmriic: ~ •• . ••. . . ..•.•.. .•••••• .•••••• ••••••••••••••••••••• •••• ••••• •• . 57 
Coordin•....- MoMie an.dcutt wtth If ..... , ............................. 61 . 
M '09'- a P'rocas- .................................... ~ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . n 
A P.,.._,. ~ Tc>polog'y ......•.•...••.•••••••••.••••• '! ••••••••••••••••• 81 
A L8fieal Topelagy for the Network of Flpre 3.5 ............................... 82 
A ~ Tra:nacEilll G11lph .. ·.. . . . . . . • . . . . . . • • . . . • . • .. . • . . . . • • • . • . . • • . . • . . . • • . . • • • • . • • M 
An Acttvfty Oraph for an Implementation of T ................................... 91 
A Joint Activity Craph . . . . . . . . . . . . . . . • . . . • . • . . . . . . . . . .. . .. . . . . . • • . • • • . • . . . . • • • . . • . . • • • • • 93 · 
A Transaction Using Delayed Locking .............................................. llf 
ConcarNncy Remic:ttons Due tv Hierarddcal S&n1c:Sure •••••••••••••••••••••••• 121 
A T~P~ Cclrwmit ~ . . . . . . . . . . . . . . . . . • . • • • • • • •• • • • • . • • . • • • • • • • • . • • • • • • . • • . • 131 
R~ ol Pmc:Hng TranlaCtions .................................................. -1"3 
Transacdans fGr Inventory c.oncrot ............................... ~................. IM 
TnutlKltml Graphs far Inventory Tranaaton1 ... ....... . . . ..... . . .. .. .... .. .. . 157 
A Jemt Tranaaton Graph of The lnvtntm'y Tl'IHUaCtionl • • • •• • • • • • • • • • • • . • 158 
An Activity Graph for a Stmple Data Bue Orpat1ation . . . . . . . . . . . • . . • . . . . . . 159 
An Activity Graph tor a more effident Orpftilation flf the Data ........... l6t 

A MGre c..,llCI Acti-vity Graph ............... ; ....... . ... . •• .......... .• . .. . . .. .. • 162 
An Activity Graph for a Redundant Data Bue Orpmzation . . . . . . • • . . . . . . . 167 
Typtcat PNttdkRH of the Number of Potyvalue an a Dl.callue ..•........• JM 
Results of the Simulation of Polyvalues ............................................. 196 



- 9 -

Chapter1 

IntrC>claotloii 

Recent developments in electronic technology have made practical the interconnection 

of a large number of computer systems to form what I wiU refer to u a distriutect 

il\forq1ation ustem. Each of the tocnp~ s~ ~":~'..as. .~hq are.. mpre frequently 

called) in the reMJlting sy~~ ~iniail:ll ~-P',l~-~ ~ .. .f~, •"-4JlJ, ,Plat 

inf0,rrnation. The sl~ ,that a.ke ~pa d,is~t~•t.~ JYltemJJM.J not ~.unclt:r the 

control of a single admtotstrative. a~.th,ortty. A distri.,._.~rJnformaJtpll ~seem allows a~y 

user of any of the jndividual sites contro11" ~ to t~. en.t11:,1 .,~y ~ tpfomiation 

managed by the· system, wftile tt _allows eacb Qf t-,e. 1n<1•v,tc1~ ~·· _,)'..,.. ~-- ~trol 
the use of the tools and Jl)fcwmation that it ho~s. 

~ ' ) 

There are several good reasons for choosing such an organization for an information 

sy~tem xather than plaQftg ~of the in~1 Ut'• .._..,... ._ -.utlllg facmty. 

I wiH di~"5S some of thele·nmonl- bt-8y. 

1.IJ Autonomy 

A very important reuon for choostnf a cliltributed orpntadon for .. an information 

system is the aut-.omy of:theindtvi4ual lites. A.,..,,,_.(DOij;vetra'JU,halhowrt &hat 

the ability to putWon -the authority and ~ fat; ..,..matian management. tn a 

distributed system tt..the mwt imp8rtant reuon.for DWIJ: b••ln••• conlldmag.Jdbtnbuted 
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mf01matiBR .,...,.. In a ,,....DllCI ,,_. adl 1ite a .. cantml over ttae tnfermatton that 

tt maups. .-d :CaB • •..,. ·paiaea .for ~ t1le a.-..mty of that tnformatton. 

As we J.hatl see. ..... ..,. lm impcMtant inlplicatioas for .the UIUmptioila that can be made 

about the GOClp8f&U. .r indWiclual lites ia the exec&Uicm of ,,.... .. operatioftl. and for 

the protecals that Qll ee :flllCI ·• amntinale such caperationl. 

1.1.2 llelialdlity 

A Hmftd reuon ·for dtltribution iS relilbltity. niett · .· ~ two ways 1n Which a 

distributed tnferma.n ·.,a.n can !he made atorti ·r.etiaW• ·ta.Mt a te11tra1 actlitJ. ~ way to 

or more er ·the iitil in a diSttibuted ·syatem. 1t.,..._. . illal•es dte availability of 

·informatton in a .,_ ·With , ....... sites. A ·~ fal1ltre does • make Nplicated 

information inauellifde. · ~. mactifying ~· .infonllation ii much more 

dtffJcuk~than ~ --~ .stfn!ed ~-··Whtie a grwt.dtal of'_NIDllCh 

has gone mto ;rfte dft llapmmt of pralllCOls to updMe J!9btllll ..., the pnDlem remains 

difficult, .and .ch • .,..._ ue lfl8.ltlf· 1ft .fhat··llhef rtipife ...... :GDlnmufticatlOn •ween 
attes, reducing :the-* 1Hl~.e ,af clistrilKttien. 

A ·second IOUfQ! .Of itncreued reliabttity, and ene ·whtdt I -a!lilttder to be much more 

important, ii the the failure of a single site or W11Mmmkidion . ..,. . ._.,.. MGl!lllarity make 

the entire system fail. whjle in a single, centraliied system, the failure of a single. component 

frequently interrupts an pracessing in progress. The individual sites in a distributed 

information system ··Wfl :9e ..alter and 11impter than • sings-. ·GC1Mputer system with 

seerage nd ip.-..stng,...... --.utva1eftt to lke ....i.r .ee.t'.fJflClhe ,~1 ·sttes. This 

simplicity :•DUkl ••W .._ the ates in a -distribatect·~ Ml !1lsa ~ than -the 

single mact.ine or a cerm.tiaecl .systam. Thus if• dtstr1•ura:t \.,_,..an beODRstnKted •as 
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to limit the effects of a failure at one site to the interruption of 'processing that· requires 

information at that site, the reliability of a distributed information system as Sel!n by any 

individual user will be substantially better than that of a single shared machine . 
. ' ; ·- ' . . ' . ~ . 

l;l.S Economics 

A third reason for distribution is an econom;c,ad,van~e th~t 111&kes _a grC!U~ of 
. : ' . ; ~ .. ' .. ' . . . .;.. ·- .. ~ ; - ,. . ·-. . . ·' . ' ,-

small computer systems less costly to manufacture than an ··1va1ent• sin,gle large machine. 
~- ~ ' '. ~.;_·-.. t''':'.?~t.1~·~:<· .·:'.·'~~·:·-»··: '.· .-,· -;":;, .. \, 

A single computer with a certain proceuillJ rate am,t -~ ~ty ~ s.ubstant~Uy mc>re 
. . . .r7, .. 

than a collection of smaller machines with the same aggregate processing rate and storage 

size. In addition to the computing hardware, communication and software development 
. ' ·' ' .~t} ·-~ ~ ~,:i:' 'I: ~~ ,t.>f';-, Cl' • ·:,.. ,· . ' 

contribute to th~ cost of a distributed information system. Frequently, the information to ·be 

, managed can be parti&ioned in such a way thU.IMlt·flf the•p..._.. ....-.s do not 

require inf~mation fl'Dlft more than one of the pudtions : r£adl, partition -can: be ...apted· to 

a smaitaxnputer aptem capable -of performmg dte ., ........ ....,.red for the tafafntaaon 

in that partition. The CIOlt of cormnunicalion1bet1n.m ;.._,It IUGh · .. system: . ..,ld. be 

mativelysmaU. If the utra cost ofdweloping _..,,.,.far_ •lfJil,dillltlttm :lnfolt11ation · . .,.aem 

can be .kept unall, • dist1.._ infermation.·sy-uriq•a lllll_la., •caltlYthaft·an 

equivalent central fadlity. 

1.1.4 FJexibiJity 

A fourth reason for distribution is flexibility. Changes in the amount of information 
·-

to be managed by the system can require increasing or decreuing the storage and processing 

capacity. In a central iJstem, this may require -~nt ~·~ire niachl~ wlth_.~e Of a 
" ~ " • < '" • ' + ·>~ .. •; • • ~ .;'." ',} '' •• , ,, ' --: • • ' ~ '; '. 

different C!IJ>aclty. In · the distribut«I system, .,..,: -.... can freqUentlJ be 



i!jl; 1se1.ri ·ij!Jl ij 
c r • . . I I ., 5 cl 

,1 Ji 
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·w f 
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1 ~ 1 . 1 } I ! . j tr l · ~ t'JJ 
1111 'It. 'i' 1 J~ I 1·J1• 1 
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The stored information consists of a set or indlVidua1 . OH. 11!!!!!, each of which 

represenu 5ome independently accessible piece of inrOnnatlon. FOrltacK' data ttern thm is a 

current value that is the information that thatJteln current,11 ~~s.l A d~ta 1211! state ls 

a mapping from the set of_ items that makes up_ t~ da.~. ~. t9. the ~ of v_a~lles, specifying 
' "· ' • • ~ • ,, • ; 4 - ' ' • 

the current value of each item in the data base. 

The high-level operations that are- to be perrorm«f' On ltOfed· infc>nnatton are knawn 

as transactions. A transaction can be viewed as:;1::runt.fion~l11g one':aa baie statt to 

another. Each transacitori is perfomied as a set :orprlfttwri opwatkits, tatlecl Mffe£ on 

individual data items. some lccesles to an ttem ·t:auw U.'°eutfewit ~-of tbat 'item to' be 

changed, and are known as updates. The set of Items whole values are changed: by tthe 

transaction are the output item• of the transaction.2 The ·new values produced by the 

· transaction for these items are known-··1W·dW'; .... •alua of the transaction. Each 

transaction computes iu output values based on the values of the Items in the data base state 
. ~ '"t t ·:.¢:'..' ---v 

that is the input to the transaction. The items· that are used by the tranDCtion in computing · 
~~ ,·"'~ x'd ~Cr _1; -- ... - ~.-. · 

the output values are refered to as input !1gy, and their va~ u supplied to the 
•, r~~, '"(t~·;·_·:.r~.-\ :·',·; ;, 

transactions are the input values of the transaction. 

The user of a dtmibuted tnfo~ Sftt81R viewe ath tra ... , .. u a simple, 

complete operation, such as .deposit llO Jn acauttt"---·llldt ' i'MhrtransactiOn ~ .... •. 

the effects· of previous transactions in the values that it ·obtains for tu input items. A 

problem arises when several transactions are performed concurrently. Each transaction may 

see the effects of :etw:OCMt'I an .. the'thared data-..:dllimcllr ID p11 11 ••die llluaion that a 

transaction is a slmpte.· . ...,.._ opetation,. the;traSacttans . ._. a......,_ In that each 

I. The term "version• has also been used for what I will refer to as a value 
[Reed78,Stearns76l 
2. This has also been refered to as the write set of the transaction [Bemstein77l 



transactica .. .._ d • - .t dae ..._ .r eadJ .._, .tnnslltUoft on ,tfle data items 

that jt aaoea-. The·M MlllE f1' 111811* ............... in a ..... ~hapter. 

The puMem at in•dng mat· transattions Whktt are nm concurrently are atomic is 

known as C911C11f!WSI i u t!!I Md is CD1Rmon te wit ·ciilbautet s,.m. aRd to -c:entr&lhed 

data base ,,._., ..._ ht11acdans an nm ~ al lnCrale die utilization of 

resoun:es. Whll .... a.a p.i deal d ~ •·• _....._,...,._ the parttcutar 

·chaACteriltia al a dil&IA1lftl .. ill.ftJIMattan ·sr-t' ~...-..,,...... ~ ~J 

control, aad .. ....,(/ff die .......... that ha'fA! ,....._ .. ,, •. ~ llD JOtYit dril prabJem 

in <mtraliial ._ tma -nn1om1Qt ~,._ -~ iar .a -.auald ·mram.tion 

system. 

Two w .. fM'*lena in naluating a mechattian to IDlft a complex problem are 

understandmg the pO d it.at .........._ Md knewlftC die • ....,... made about the 
':,' 

effects er f.aftliln!I. nm •*" ... forth my own pm Mid ••11"4*1••· 10 atlDw. the reader . . 

to evaluate more piecl111y die tWtlatlism prapaeed here. Thee a11111npttans and p1s ma-y 

not be ..-•pride flar • apfll1Cltiam.·""1 UMi1i•rethal· -.,_.~..,...,...for many 

ws of a diltributai ~SJIMIR u.dnctibet.a.._. 

1.S.l Implications ef Delay 

A datac•i•k d dliltdlluted iRfonaltdllt '•••·• thll·eammuniellli•n INtween 

lites ii ·--· IWe ........... relable ..., <•••",,.... ....... • ..... ,. 
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implication of this characteristic is that unnecessary inter-site ~tcatton 'lh6uldY IM 

minimized, even if this requires more computation or more storage at each incUvidual site.1 
• < ••• _,•. ·; 

A second ·implication of communk:attonide1ay ll"'iMtl •:awe ttte can, N&dily' obtaift, a 

view of the, global state of aU tranaattlOns tn P•'8'NA'.ltatie: .......... ~:,.._,n!ll110Je ... JI 

delayed in Cfi'nmuntcatlon and may btt eat.,,._ •·TJMrtfack, of::.fllbal ate tllferlnlWDn 

backup) are made-based°" global informatton·•kwud·•'Geln i;;d .. IHltlld-'itlfonnatien 

system. Thin, ideally. the protocoll used:f~ipit-nwtng 1m111r 11t1.ortt·llacllld· allew.,mch site 

·to bate its-actions on ttJ local state•_,; 

., 

. A third implication of delay is that_ any operation involving several sites may be 

delayed ·for. a long period of time before it ~~-·be'~~'. This means that the 

information should ,be organized such that frequent or important operations can be 

· accontpltShed -locally at some site. · Wtdleo hwtl .i:aot ;cUlcuia ct., task:, of .partitioning 

. information tn d«aU. I assume that the aperadGM 11 •·pll'forM!9d. eKhtbtt a. hip:..,.... or 
·· 18ta:lity of reference. Each operation requtrs-'J a, una11.....-..t .. total Jnfonlll&ton 

avatlabR• and ·the information can be: ·patdtDled • that; w.,i:r..·.-atMMfl· n9qulre 

information from two or more sites. 

This assumptten is necessary to make a Cllllrillutecl·Jl.,....,._·s,_ practical. It 

·Mems quite raJ,Oable for many appMattmt, ind9diag . ........-:tnf---··"*""' 
r~ ,.: . ·. : . 

I. I am not addressing the concept of a •muki-mlcroproceuor• distributed system consisting 
of a large numbe~ of small processing and storage elements linked with very high bandwidth · 
communication 



.... 
As noted above. the iftdtvidual sttes lft a distrtbVtt!d 1fttorrnatm system shOukl fall 

less often than a *'Cit·~.,..... . ., •'9i•'- ,. •• ..,,...~and storage 

capacity. If each * ,.._. ...,,.,_ tnlf tMie. --Ui .._.. Nf*tM "-*'rtta 4K the 

·failed tite, then a .......... ••int_.,, ........... ., _._ti "8 * llk-'Y to 

be affilmld by a. fatkn·tlf • tltalrlMMlll .. ,..._. .,..... -. a .-.Ill •·lh l dntra\lMd 

sptem. TtNs at a~ lt.}_.,,. Rlr pet'9M*ll.._lt11M ..._tlaltiw a ...... of 

aites dtat are~-. llMI Cttl ..,........ With aa-.. .. ..,..,tfMl•tttOill ._.t 

to that group. I f'lfer to mas pal as Urtlll ••?'H'We. 'f;M, M'*. J_,lrtlM upect .. of 

partial operablUty is to allow any tranattiOh that as enttNly IOCll te Oftf or the ••• to be 
. .. . , . . ' ;· ~ '. ; ' . '.· . ~ 

performed whenner that u-. i• opetlting and the .....- to petferm the ltanaactton can be 

communicated to that attt. 

Thu ts a wty ddM•tt form ot •hated rtttaWttty ~ ...- alltitVN wtth 

repltcatton. as drelcr..S ~- A.._. • at £A_..Ml l ...._. tht1 llte .pl .r ,.ntal 

operabtlity .... , __._.,.,.,,._tire .MIClt- of ""* •""6C1tkMa:: W.·IMI •,la•. dfat 

beth r..,.._ ot'daa W1CllM one • act -reptu111M .fit tlMI WMt·'at..-eml • flt 

naturally intO the t'Mehanwrt that l am proposing. 

Aft ~of partial .,..lfUlftly ii" tha& &ht ···llRltftCe,til t1M stae CJfl Another t6 

perform purely 1out ......,., ,,.,.. be nHftimtltd.: ,., ... .-.,...., .• *·'° rt08t•e 

external authorization to perfol'tft locll r~,._. ., "* tlliJllrl "J' 1'._.., In 

trhome16l sttould w avordfd. 
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A more important 1mpncat10n ot ·partial Opti-abtltt'y ls ··tl.at error detection and 

recovery are concurrent with U1e · executtOh ;. or · ti'ln._~; ~\Wa.tct ~rOr' rbvery 

. ~r:~tegies ~pq~ll78l w!}ich stpp p~~, n~ u,n~~·- .!}~"1 ·:•'1 ~l'.Or is ~iscovered 

and cause:the da~ b!l~ state~-~ ·ro.~leq ... ~r .. to_.~P~.~ff!flY.NtY,~i~te kn_C>Wn to be 

~istent.; do pot. actyeve t~e. gOlll of ~Ual'.~-;;,.,, ~ ~lng .eofltt~l'~ 
' 

durJng~erl"Qr ~very, a fite that en.co~.HlJer~ an.'~·~:.~"~~ ~i tll~t i~ ffl'1 not be 

a~Jr:e .flf recent ~~9pctions. For ~ample, a ~e ~.&,9'1»J,. ,,t .~, r~u~a~t ~-~J~~se 

may .~iKOver ~~t t~. values tha.t it h9kl~ .. are .. ~t ;~ ~}".~~~Ufe,, :t~, do ~ , ~ 

. _$1]1ra~Gfi~J .. tha~. ~'f:' ... perro~.pw.d -~-Qt~~~.,.." :T.~"(a~:-~"1. ~h~n...,,.m~st 

r~rd ;1.ny in!w;matjqfl."°t to a. st~ d~rinJ.~ .fa\~~~n~~·""'~~~t~~ t~ site .. ~~' be 

~rought up to date Q.11 r'f<>very. , :i. '"· ~-

1.5.3 Auto~omy 

As noted above, the autonomy of indi~~a.l Jites in a distributed information system 
" . ,,., ... ,., . . . 

is an important reason for choosing such a system over one with a central &hared facility. 

. One imptttation of autollomy Cdnlislent with the· tcilforpaitta1 ~blltj 11i that .tndlvldual 

sites should not be"·Cief*tdent on the .YstetH"~i a·itioie itf':'t*t11fef·$hould be-Capabti··vr 

performing local transactions when not in corimiinbtfbft 1wtth·"btftW sttei· ·'tffus 'Wle· ca.that 

assume that a site which is not in communication with any other sites ~s all proceulnJ. as 
~<' ~ .;. . H- ~-~.;_ :· ',-t! 

is done by .SDD-1 [Bemsteinm 

Another implication of aut,onomy is that each site controls the operations that can be 
, · ,._,:f ·, · ··,--: ·;::r,~,,i ·- :·. ~·,·'.!"-~-rt,~:·t:· ·;_ - -.r.~·'=-t'~' -~"'"·it· ... -~r, :. ~ ... : ~..-: 

performed ·°"· ~~e data items th~t it hold~ .. '!"hm !.., .l:lte •Y ·refuse, to perform ~ 
. ;.; . . . ~ ' . ~ ~ < . 1: . ~..,.. -· ~ • ., ' i ·;. 

operation,,i~t any. time. . One method .or dealing WI!,~, t)I~ ~billtf ls ·~ ~ire t~t each 

tran~ct!on obtain permission to ~omi al~ ~;its.~ -~tions befOJ!'. .•~y,._or !.h~ 
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operations ts carried -. Tilb C:atl subltantidy inmase .the c:CMt. · q1· performing some 

transactioM. by ......... dw llled ._, lodtiftg (Jee~ •i 

For many transactions, the admtnistratlve polidft of aft or 'the sates that must 

cooperate are known m advaftce and examtned lft ~ wll«her or not a site wlll 

cooperate tn per forming a pafdcu1ar tramactton. Vriyirlg th*t • traNactiOn win not 

encounter access R!ltrlctlaM ts limitar in principle to verifytnc that a traMaction preserves 

consistency conttratntl (t ... !Mt tt •1ways maps ane cansu.t 11ate tci anothet). I wtU assume 

that even though the sill'I are a.utenomoul, they wtff c:oopeaate lfi peaformtftg a large class of 

common transactions. Thus in many cues. the~· ii a hnlacdon to be run can be 

simply vertfied before It is run, and wiU not ifltertere wtdl ~· Dynamieally 

changing access restric:tions must be checked u a transaction is naa, and wdl ad4I to the COit 

of performing and s~ transactionJ. 

l.4 Related Work 

The· work of thts tbests coaantrates in two ...... aras:.;~ .contr01 An data 

base systems, and reliatllitJ. ~ I wUtd._ the. fm!T:•,,....ch in tbele f.NU 

separa~y first, and then relate tt to thtl thesis 

1.4.1 Concurmaey Control 

Several papen tknttein17,Gray'15,Gray77.steams76) dbculs the probiem af 

controffing the com:urrent aecudon of traftsaaienl lo that each .. a comisteltt version Of 

the data base. Gray et at. 1Graf'15:] give deflftitions tor feur dtft'eNnt ~eis of conststenc,. 

and discuss locltng ...... :to Hhieve each. Atmnic. t~ u 1. have defined them 

maintain the htghelt 1eYe1 of .canaUtency (level 3) defined ln dlat paper. Thtl is the level 
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that places the greatest constr~ints on concurrent executiOn of transactions.I The locking 
. ~"~'- '~ .• ~ ", _.- ... : ' t~ ' . 

strategies presented by Gray are efficient, in that they a11ow the data base· to be constructed 

so that a high degree of concurr.ency may be obtained with Itri~ b:tc.tng overhead. 

A secon~ paper by Gray-[Gray77l dJscu~s .a~ for .conam:en~y ~trol in a 

distributed system that makes use of the. ~ . ..,.. .. descrJbed in ;the first ~per. 

While this mechanilm performs transac~ f;Or~ly ,µn1pf ,lHghJy jfnproba~" faik.ares 

occur, it fails to meet two d the gQllls ._..._. •bo1'& , ... ~he. ·~int. airac.aY:. allows 

transactions to deadlock. ~iring some ~iwa-to ct.-~~ anct,~bor:t one- of. the 

tra~tions involved in a dea~ in ~dt,r;Je> •llow: ~,..-A to_,procee4- .. Qeac:llqck 

·detection requires a ~ieW of the g19bal,,_. of,~l~m.@..-..in prqgreu, vkf1141ing,~he 

condition of making decisions based on local information. 

The two-pha.Je commit protocol u1e4_by. Gr&J•nd otb•S.:ioW .. tflat a transaction is 

time, hQwever, one .or more of the sites inv~lved in a ttamactiorl fll&l .be obMgaied to hold 

onto locks . set by the transaction until the faiJ&fre a. ~«:avercd. pr.~Yeortni the ~ecution of 

transact'°'1J local to that site Ulat set locks whic~ c;qn~ wldi .u.ose set by ~he transaction 

suspended by the fai)lul!. ThJs viplates our.pal of partial ~~lity. · 

1. While the authors claim that forcing a11 transactions to see level 0 or level l consistency 
allows transactions.tobe comttUtted t9'9·htghtr ...... ~,....,may' mie•locktng 
overhead by allowing, many transactions to run. at. the lower t,v• of consJstency, they also 
point out that output values producecfbf a ·'tramittron ~'tlfi'Wfef'bt conitltencythat 
that .~nsaaUID- saw. These ~w-level. ~s~. v~.'.~F;',,I.~~ ~i •r1 tran~~on 
that reads them, so that transactions desiring a htgh lffet Gt conststency can never read 
values produced by.those ._..,ing a•lo"'41t lev_. ·nut low-.a -~ ~n"'C.Cipns 
would appear to have very limited use. 
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A ..ae, 'tly .1Jt ••..a ll:w,.._ Iltams'16] ·dilalW .a ·l'ftDdel for dtstri\Nted 

data 'ba• 91 ~ ._._ lW'llle.,attttto1t811 •"'°"I ... <and ech u.naactlon ts performed 

by a proteSS .:fh'at ,.,.._ WIMWI( lhe litJa.that -'hold ,the . ..._ ·ttm the tramaaion accnst11. 

Each 51te·tl ~NIJl'IRll»te"f8r·~ ttle·execution eftraftllttCiWl'at that stte. and the sites 

cownmuntuftet°"'J . ...._,,Mil/ml••'*'"""··• ,.,.. ...-. •••--•···•·~· 'Ttre 

tramacttw • "be iflt• u•il .aftd ;we ,tMt <Odter • .-.. .mum ,._w•n .prcicesses 

atternpttftg !ta B'lt!IS'\lftle9me *'9., ;padi1y try CIJ•'°'l;aMI ;....,... diem. The nm1111ty 

of nstantng .,._ 1tr•1.U1 .,_, ·ltm'•·cmatRllelf:l·ze: •-• .-....t· wf fifuta.at"I 1s 

· ·UftdmraMt, "- . ....,. --~ m ilill .'fllCMkl ., • .._ ..... i....,. .. &tmilllr:tJ, 'die 

pr«.ocOtstle•-··.,..,~,..,.tre·fl .... d.11••.m:t~t. 
Several ,..r~ ~17.tMaminer78.:Rothn..n:J ·dffalU the SDD·I database system 

tn Which the - . ., '~-~ jpiel10rmed , .. ._, ..... : .... .,. ,. determine 

the amount Uf~tttg1JM!ded. :r..cttons .aft·cti¥tdetl iftto ;dlmes'by the_.. .r ·IMlill that 

they rad and 'Wrtte, ·1ll'fd ~ tn ·fhe same a.a aft! p11r.1fRd·'ll!tlltlly ·with NtpeGt to 

each oeher. T~ ill ttm.tnt dlsrts ·en be ,...,.... ... .-11ent1y.· TM 1canfllcta 

·between the wa Uf ··hems 'tad and written 'by dtfratnt' ·dlsta ue uted ta select 

synchrontation ,.,._. to ·be uRtl to c:CJordtrtate concu'bw ~ from ·dfffelent 

classes. FTequentty,·traftlaetmns can be run concurrently wtth ·titde IJllChronbation overhead. 

T.he ,.,,raadt ..a '"' ·SDD·I of pre--.anatyzmg the •.let of ·•pected transactions to 

minimtz.e the ·•yndtaewt..-rt ·owthead for thle '1ftOlt ClllllRfnan '' • t1i&Ction1 Mll"5 to be wry 

promishlg .. Ttte ~pnd' that thb •hntque. worb, (i.e. that ali tta1.1 •. tions are atomic), 

'howewr, ;ts 'SO '.fang ;aG ·~ as to 'be unttMVtncfng. MaMng SDIH ·J'dlult 'th the 

·1!ftnt 'Of failures •lie 1app11art dtfficult. The ~· ··fl"'*'ttdll .,.._. ·freqUently 
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involve waiting for messages that may be delayed by failures. The techniques used to insure 

that delayed messages do not cause ncess1vi·de1ay'lti t~,p~tng Or tra~sactlons are 

'extremely complicated, and may reduce some of tht ~· d'~li syrlchronizatioil · ~h~ 

by requiring additional message ex~hang~. 

. . 
The reliability goal of SDD-1 ts afSQ someW'1~t. different ff911J t~t of this thesis. T.he 

goal in SDD-1 is to keep the system as a whole running, even lf this means that sites that are 

· separated from the network while involved in a transaction· that spans several sites must 

stop. Thus SDD-1 does not achieve our goal of plttilt ~brilty. 

1.4.2 Reliability 

The work in reliability is perhaps less developed than d1;t on ·concurrency control. 

An important paper by Johnson ~n.d Th~ ijo.'1&J..d.nb'5. ~i algorithm for 

updating redundantly stored dat1l s.uch that all a>plP ""'yqe JO the sa~Jinal vaa.. The 
' . • , j ; ' _-, ~' • • • 

paper uses the notion of ,a tinmtamp~ \Vhich e~preues. the .~I.I' in wtdch .~ ~l:H! . ' - ' . - . . . ',. . -. ~ 

performed, so that all copies converge .~ the sa~ firtal vaJue. ev~Jf. the upda•; are 

delayed; duplicated, or arrive out of order.. Timestamps ~ve,been ~ in ~ proqx:ols 

f~r reliable synchronization. ·This paper does oQt ~iSQJ~ ~~,(Jrpblentqf SJRParGAlq~ for 

cor:scurrent updates. 

Thomas frhomas76] proposed an extenskln or· the ideas in that paper to provide 

syrichr0ntzation.' An algorithm was developed to allow updates tO be perf0rmed as long as 

more than half of the sites were functioning. The algorithm is Q;mpliex, and se~nl flaws 

were found in the early versions. Another majOr probtem'wtth the Thomas algorithm' ts that 

it applies only to cases where the entire data base is ~ at ach lite. 
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Allberg and Day fAlllberg7&l have developed a ~ .anultl-copJ update algorithm 

with a somewhat d..,,_ approach. TheJ desipa~ • .~ .u tht prllnary, and in!Mst 

that all accesses occur thraugh the primary copy. The .«her .- serv~ only .as badc"1ps Jn 

case the primary fails. TMs strategy eliminates -. of~·. maj9f ~Y..,_ of rep'i(:attoA .of 

data, that of greater concurrency in access. The algorithm.does. however, seem applkable 

w~ere the only concern ts greater reliabi1tty, and not greater concurrency. 

A forthcoming paper by Lampson and Sturga (Lamplon'J&l pi'eaents a geMr&I 

discussion of perfO.ming atomic transactions in a dbtr~ ...,.._ The paf>8I' presents a 

method of storing and updating information in a Single machine, such that It is preterved 

and updated correcdy effn if aashes occur during updateL This llOrap technique ls useful 

for implementing an atomic update within one site. 

TM tasr part et that fllP'l" gtves an alprit1tm ter performing updates· at several 

dtff~ sites a~ A ~··prated IS ·lilil!d to dllil.._ the updated values to 

each site, sadr ttm·deJ ... IMlltof dw ~ •... ; ... ~., dclde to abOrt 

the update it mesaps anr sfiDJw in :arrtvtng. T..-e i. d~ ho_..er,. a um.· wtnclOw in whtth 

a site must wait rw - atrml ., .... e' from oCfler. anotMt *• and· cannot chJcide. 

whether or .- to1 afat: tkt ·update tr such a mtmgtt ti stew m artt•mg. This algorithm ts 

similar to the two-plwe commit protoml described by Gray (Gray77] and.tftat ..-1- by Reed 

fR.eed78l The Lampaon· and Sturp algorithm ~le.es ~ t~ ~ durinJ which a iite 

can not abandon a transadieR interrupted by a failure CMJite sma~ by insuring that aU of the 

computation done f)y the tratttaetion will be comp~ before atlJ lite is· .prevenled fr~ 
• . ,t' ',' • 

abandoning the transactien. This is. ~plished via extra, steps tn the prptocot ~nd extra 

message exchanges. Chapter 5 discusses commit p1 otocols .in much lf"IJ~. detail. 
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Reed [Reed78] is abo working in the area Of robust a,rlchronization mechanisms. He 

has developed a scheme in which each value assigned to an .·kim can be ~.r:.ea· as .. version 

· of that item, The scheme allows a transaction to @jp,a .• qf Ql,UtqaJly.U..sjstent values 
' ' . ' • ' -.;: . i ~ - ~ ' ·: . . '. ' ' .. 

for the items that it a(:Casp by choosin' the p~r. yersiol} .~~ :r1'iJ. ~e~ ls su~ 

to the same limitations as the Stwqs. •nd R~.nti ~~· lfl. t~'1 a, tran.,,~ion ·may 

need to be a~rted to aYoid deadlp.ck. ~hJs p~- is ~y~Jpy ,h~Y#~ all pf the Uf>4.ates 

performed by. a ~ransac;tion. (by .crea~g q~. ~~C1N>;-~· ~t,uq"'1, the ~nsa~-on 

has been cornpi.ed. 

This same · mechanism ·of conditional transaCtbts is used to solve the ' atOrnic 

distributed update problem. The mechanism is simple and convincing, but stdl leaves a time 

.. window.in. which a failqre can .. ca.µae delay iO P~MC ~~an.L 

·, ' "" 

1.4.5 Relationship of this Thesis to Previ0ta1 Work 

This thesis ......... ~ a model.for dbtribuHl't ~~~-~·~·~ the eff~ or 

failures on compNtaijQn. . The. model is si .. ,~ t~; ~s.. mQcl~,,of ~~Ut>n 

tHewitt76,Hewitt71].! The ~1 describes ~if>Cf~ bJ.,,al\,Uor~~-.~~ in 

which components can fail.~nd fallures .. affea ~.~~ ~.tt.iM~H ~~ 9f )he 
. . 

model. The thesis discusses implementation teehniques that can be used to insure that the 
- ' . ' ~ l'.\.. , . ' b~:.:._ .. ' -. - - . 

actual. effecu of failures conform to their eff~ aa described in the model. The techniques 

used buitd on the work Or Lampson and Sturgis Cl.am,~76) ~~ Gray [G~y77]. 

. While much r.-rch hu ~ dpne G\11 ·tlae R~ .pf,1'Jnch-.~Jn ~ge 

based models of :~ion,~'18.H,~l~~,;~h; of ~,,work has 

centered on qeveloping.prlmitlve synch~-.,--..-:i•ac~ve,fmlhl~.ex~lion. 
I . . . . - • - • 
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This , .......... ~ .,...., iJlldl ....... ~ atmtk ~...-of the reodel) to a 

mol'e .amplka&.t f'fll* Illa·~ tGmact.tans. 

Mast of;fhe ·...ni. ._ ·amtfd.d mncumna ttattli!Cliw 'has·1Jilin ·an mechmtsms that 

......... 'tran111rt' as to •nMzllL. _.. wne MldlatJM • ...-·~',Jllst•l'it ....._ad 
abort .:fide f!JJ die zmmr 2 • • nllllhte die i•._. lllllil ...., tlll! Mllen • p....a. 'the 

~- p• 1ltlilll iii .dlll .._ Jtua' 1 I a...as dl»llrct. "hlM ......... dDws :mere 

~---~ .... tdl1lllrt: nlid1a« spad .. ialillifa..:w, bf· ........... die 

actual .~.r.a .-.-.-.jta,,.... ar1Rllltlle..._.tDaveld't'i SWi widtmme 

conflict8'g :~ 1lllidl .-..dl&t re11mce. nus~ a:reid~ ,....._.,., locktng 
" " . .. -::;~ ·:, . 

T·he ... atmmut ..i 11111' ~ 19 dtil·1tieill iii tJaliJcl ·• centto1 d th!! 

,Gfder Jn '.wihidl JU I rme ........ ~ ffJI •tire~ .&1goraltm that .mRe 
> J : ·' . c ~· ~ ' • 

.efficient ued!theiiindld'Ut111MV1Ji~1t.ial :RlltWalbfu'u 1ndf ... to·intercelllleCt liles tit a 

dilttibuted .._..._ . .,.lflrllle_...; ··1'1e•ft•.-. lls ....,. ........ ._and an be 

~hs..., ............. .,, ..... afthe""'*;···~ in 

ctut1n.ua.d •llanil,.... :crtczllf9:·•11n ..... 'aWillt tWii ........... ....,Dtt Mid 

The ~ :lt-1 to Q'JOFdinate transactiafts mvotws u analysts of the access 

pattern of tramactiw that ii 'Jimillrr a> that ·used in SOD-I 1Beraatein'77l. tMlt .·more fine 
- .- ' ":{ J ~ •• 

grained m ht the auutd deri.-... .df ......... fif a 1AftW'J'iM from the inputs ·1:9 that 

tranactton 'ts ·1flld a 'Ille 11!1 dJlll, •k~1ha .._. ttie'. ....... ian-'M .......,uon that 

~very ·auffHJt df :a ••.:a. ·f 1 am 11R ..ery ,-.. ·• ii ...... 8l-'SBIK TMl'afta1pis 

:lhows-.10:-..ctmeM tt1mlU•••·~•·tttat··1.....-tc'.....,.tliM~ 

can be .pe1'f8mtel Widl ntiniMal·•utted due to the~· 
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The thesis includes a proof that it '..is impossible to solve the •atomic distributed 

.update• problemJo{.a.11 cases jn a way that·a~hiev,IJ ~~·:A'J.of P-*l'.tia.l ope"'~Utty.gtven the 
' . , ,. : . . ' .. 

semantics of the moci,el pres;ertted flere. . The proof ap~,~-,~rp.-u adv~ by. [G~y77l 

and CAkkoyunl~7pJ. to. th~ model of di#ril~uted ~g p~tld in tt'le tJtesis. . 

A novel approach' to the ~tomic distributed update problem ii presented. This 

appr0ach involves k~ing· several "cur~ent. va1tiel fbr' ·~ cftla 'items, and builds' oi1 the 

version naming synchronization schemes of Reed ~eed78] and 'steams et a1. CSteams76l 

TJltf . approach -~ . not . limited '9 the. particu"1. SJR(~.1~~-:·,~h~ discussed in this 

thesis, but is app,i(a,ble tQ ~'lY of the synchroni~on,.~~~~ above. 

To surlirnarize, I feel that the important eontributioris of tb;is thesis are: 

. , . .A mCJ4el fOf di¥fibU.te<l,cqmputinJ, ~ '1!1'tffir~~ ofJailures 
are well specified and implementation techntquea for meeting these 
spedf1Cationl '"' ' -' 

·A t'echftkple rot ·coordinating What I .refW lO' U' an ~atomic 
broad~g· that . can be implemented efficiently in the . kinds of 
comf.uter n~b ·carrentlJ 'ttl\!d to ~ 'lttfl in. d_tstrtbUted 
informatlon.syJtems . 

- ;. 1· . 

A technique for analyzing a set of transactions to ._,perfotmed to 
determine which ones can be performed without locking 

A mechanism fer looking data_ lleml''at' 1tvera1 sites tn order to 
perform a distributed atomic update without allowing a ~ilure to 

· delay actiesS to 1he rl6dtea data tndetirittety~ 1rhncli- cares · 
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t.5 theii• Plan 

cliipte~ t ·~~ rki fit~ iritia~ tit chittib'ulll ~Hi rtiit ts tlsM 
thtoogtitiut tki tfilill ttdtH~ tar tftijtteffithutlt i tfiitlitiiltil ifQni thit b@fii•ii as 

specified bf iHi ~fMh Hlilit tie a1aidd. t~ ptciiiit\ W;-liritt'ltif trali~olis ts 

formulated in tettns ' th ii hiOdfl. the chijtir ~·ltU•. tet,~t "'" i~ whk:h the order Of 

executtotl of tlinsltttml WI bi! mntri>~l!ci; artd ihm th.at .. 01i~. CIM. of ~- act11eves the 

goal 6t pirt.tii ~i&lltty. 

· tkli~t~~ ~ Siiitl• 1· &tm;>te ~c:fi*liiHm.tl ~r8blift · tflt ~am ti ~1itat1ng 
what I refer t6 ii Itri il~ ~it. Aii l~t ~l&&Mit a&lff~ili Si at·~til to 

a set or re<:etveri jtJtk thit the brl:iet-. iri which ant ~ ...... '*' tMI ~ n,;m several 
' : -· . . ~ 

such broadcasts ts ~iiattnt with the ordtt in whk:h the lstOidWti ate teceived by any 

other receiver. A il"'tf lriRkitUiitt t5· ~ ffl1i'till ft t;rlihMit · -rh1s mechanism 
• . f ........ 

rorms the bctsis ~r tit~ itth:Httii1iitiori meehanum rot ~ttirit ~. dtscu~ in 

Chapter +. tfup~tidOnl of ttus rilkunwn that taki.ACJNl ... Of tM 1,mhronlzattori 

~str&tnts 1.n~ l>y· tk~ ~iilC.tlon ~~~,ar~ d~. · f~ linp1emetttattons 

distribute the rrlebige* with very little ov«heid attriiiiilW ta tHi! 'Wnrorcement or 

synchrotiizatttift tOlffttiifitS. 

chapter 4 diKuases the problem or synchtonlling iraniictioni. A. technique tor 

analyzing a ~ or tH'·"iictidhs t~ d~~irie .wliitJ#Griltt~~ pn>t<>cdis are needed is 

discussed. tki~ IHityiii ts tiled tb skow that eoti"«t syhehrontlitiOh or an transactions 

cannot be acCOtrij:JUsketi with a prbtocol thit achieves the pl of' partial operabllity. Three 

different .dasses bf tt-inbctions ire distinguished, on the basis Of their actess patterns. A 

mechanism that builds dii the atomic broadcait triechahlsm or Chapter 3 ts f)resented to 

pertorm transa<:tlons. this mechanlsm can be tailored to mtnttntte the cost or synchroniilng 
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transactions that are expected to be performed frequently. The mechanism Is general, 

however, in that any transaction, expected or unexpected, will be correctly synchronized. 

Unexpected transactions have little impact on the efflcient operation of the synchronization 

mechanism for the expected transactions . . 
Chapter 5 considers the implications of the need for locking on the goals of partial 

operability ·and autonomy. These goals dictate that a ate that has set a Jock for some 

tranuctioi1 should be able to decide to abort that transaction if a failure interferes with the 

prompt completion of the transaction or if the transaction violates the atce$S policy of the 

site. I show that there is no pr~ocol that can be used to insure that no failure can prevent a 

functioning site from promptly completing or aborting a transaction requiring Jocking. 

As a solution to this problem, I propose a novel mechanllm that allows locked data 

items to be made available to other transactions before the completion or abortion of the .. 
locking transaction is decided. This. mechanism is appropriate for systems in which the 

ability to perform transactions in real time, without long delays waiting for Jocks to be 

reieased, is important. 

Chapter 6 presents· a comprehensive example showing how to apply the techniques of 

this thesis to a tJpical distributed information system. The example is an inventory ci>ntrol 

system described in a report on SDD-1 [Rernstein77l The technique.I of this thesis are used 

to develop a robust sync~ronization scheme for this example with little overhead due to the 

synchronization. 

Chapter 7 summarizes the new ideas in the thesis and discusses areas for future 

research. 
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Ohapter2 

The Prooess Model of_IHnrU.teaO..pa..... , 

discussing .•r,nchronizat,~ in a distributed_inf~~ system, ... The first sectioq p~~t,! the 
- ... . . . ~ " . .. ' . '. ~ ·~ ' . -f" ''1 ' - ··. . '. ' - ,, . ~·~ ,L , 

model which includes specifications of the effects of failures on computation expressed In the 

model. Implementation strat ... fOr ;ffmitt•· the 'ln1Plc:t ~ .._, tatlutes to the to the 
. . ' .. t . ,, ; . ' :· .. , .... . , .. 

failure effects specified in the model are discussed. The second section poses the problem of 
;·-·· 

performing" transactions (u described in Chafter I) a~: jp ~. ~k of the 

model. Various t~hniqu~. that '9'11d be u~ rm: .IJl!f~~·~·~r9 dilcuaed to show that 

only one of that! can be tiled by a "*"' tJwatLehtftes 'the pitlof'yJardataperability. 

ti ThtM*J·· 

Based on the assumptions and goals set forth in the previous chapter, I will now 
·~ 1 . -' •. : .r :·' -: '· • • ~ 

describe ~ model for computation in a distribu-1 information system. In order tO centralize 
• ·-:,_:o C' . i:,:"Y'I_. .J.~ ·< ~;")~.~- ;·t~ !'~·,· 't' • 

the description, this chapter pttsents all of the model, even though some of the concepts win 
r . . .. ' > , , ; ·:, .t - - :i _g::) / : - . • , , 

not be used until much later in the thesis. This model Includes two forms of communication: . . . . ,' ::'t ; ·: ~ < ;': • , : • ~ .. : ", t 

message pustng. and changes in state observable bJ later · mmputattona. Message passing 

may occur between sites or within one site. Communtca~ th,~~ ~~ changes, however, 

~curs ·only within a single site. 
, ~ > } 
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2.1.1 Def JnJtio•a: 

The bllk amit et tM ·mad!I ti a _...1 A: ....... an be .. Wewed u the unit 

within which comm.untcation through state changes can occur. A procesa consbtl of a l!Yl. 

state. a set of iUJ11 jaY,, and a set of p!JSIH !Ill. flllJfisf!lpt. The computation 

performed by a process tak.es place in a •its of ._. -.. A · procesa ltep maps an 

. input local state and a set of inpUt ,._,es into an .a.- k.cai. itate and· a Mt of output 

messages. £ach p ..... ltep .spdica,tton· ~ the ,... or a ,,_. ... bf attng: 

A aet $f • .,_ J*'tl fer $he step. .Qne .,..,._ p ,_.. ll, &he 
step from ea.ch port in this set 

~ru~~te as a functton of ~he. input ~I state and the 

A Sit Of ~ messages and their deadnition. ~ lath 'tile 
........... ..,...,.,. ·~ ~\- ~· U. 
turialom etf me .,_ local ataw lnd lhe ,....., ,..ftd. 

An lmporWU ·point to note ...... • .prcaa step is m.t it _,flU'" its t;M&tput 

messages and .outpVt toeat atate. Thus a single proces$ step can be used to perform 

computation on the locaj ttaite of the proceu and the ....... rDtved, rather than atmpty 
. . 

retrievtng tnformatlen fnlln tht local .state or stGrifti Inf~ tn the local -sta~ ln 

response to mnaages. TW. capability of a process. step to~ ..... ti used in the · 

implementation of l tranaact.ian, u Will be cltscussed in Chapter 4. 

I. The word process has been used to denote a number of ·lit specified concepts in ·the 
Hterature. My use of the •term process ts net ~ wAth the ••• usage of the ·term, 
however the reader ...... realize that the term has • .., tpedfk ......, in dna thesis. 
Other terms that '-•e belR Uled for very -..r concepta are Afllllr &lewMt'l61 and message 
hamHer {Reed18l 
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Conceptually, each process resides at one site, its home site. The home site of a ' 

process is the locati~ et tM procea -. .. of a.,.....,. ,J.:•j ...... 'tt• also is responsible for 

carrying out process steps. The fact that each process ls implemented at a single site wlll be 

used in determining the effects of failures 011 the execution of process steps ln this model. 

Each of the process step~ of a pn>t~ is .atomic with respect to the other steps of that 

process. The output local state of one process step becomes the input local state of the next 

step in the sequence. The execution hittor7 of a process consists of the sequence of steps 

that have been performed by that process.·· For each procels fJ, there is an ordering <fl on 

t.he steps of p, such that 11 <p '2 if 11 preceded '2 in the execution history of 1'· 

.. 
The set of messages that a process has received in each of its process steps and the 

~ 

initial local state of the process form a complete description of its execution history. From 
: t·' ~ .! ;" 

the messages received at each step and the process step specifica~s, one can deduce the 
. ; 

messages that are produced and the changes made to the proCas state. The input messages 
~ -"' '. . ' ...-, . ~... ~ • ?'. ,, '> 

· to each step ·can be represented by a set I of [message.port] pain descnbing the messages 

· receiv«l and the ports at which they were received. 

Figure 2.1 shows· an example of an execution history. The figure shows a list 
.. 

describing the input messages to the process steps of P. The first process step of P is 

represented by the bottom entry in the list, with ~bsequent process steps higher in the list. 
. -.·•' ' 

This list inay be thought of as a log that records the messages received by P. ·When a 
i ~·- ! 

process receives messages.at a single port only, the executi0n history can be represented by a 

list of messages received, as each step receives a single meuap at that port 
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~ ............... , .......... . 

process _,.a that...-. s......,, for eadl pan.._ a a *'lie pRIClll Chat.lllClek'e 

the me11ages Miit 10 .that pDILI The ladt Gf • ......,.. ol ,.. « 1lcat ttate betwem 
t ·, ~, •, ' ., i' 

The ,~of a pNKl!U . ...., . ._. (11 .. t. lttd ••••••• tfJJf ~· ..._ 

each process at one i.-e -. and no maring. of,,_ ltate) claa~ :die ·~ that. a 

~ must aWMt. Mt as Bflemeabtlion. ltl pndioe any imp1H alltadaa dtat blhaYes as 
~ , . ·: ·" 

may be executed <aKl9i1mdy • .... as the beha'riar 11de·S:--asthatpmdumd11J 

sequentia1 aecutim. 
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One can view the execution of ~ process as being pertoJ med by an '·trrterpteter that 

carries out the execution of all of the proceues in a ·~ ,'l'!a .. 1~....- maintains a 

local s~ for ~ch p.rocas and a set of ~u for el.Ch input -~ One cycle of thu 
• • •. ' '.i ' ' •• •• ' - -c . .,~ ' - :·. · .. ' • '· 

in•~preter S8kccs a prcxeq, step specification. of ~p~ ~Jiec!s a messqe. from -.ch of 
, _i .. ,. - •• • ,_,_ . - .r - . .- , 

the iaput port$ for that atep, a11d carries out. the ~- 11:ep •. Th~ .. interpreter deletes· the · 
, ' ' .· '":' ~. ':. -~- • . ,,- . ,~ •· • _. .,.; 1 • . • • •• . , :- ; 

receiv~ mesf1.14!;' fl'Oll>, ~ $eU Of~· for the. in.,.t .~ ~~~~:~1 ~~of the 

proc~ .and adds any output messages P~.uced to. t~.,~/~f .. ~~·. ~ .. ~~~.·~he 
appropriate ports. 

The isiterpreta~ c;an be diJU'ibueed .,~, AO,~~ ,,!f",~h ~roceu). trause the 

only tnteractiol\ ·¥ween step• of one ~ ~ •. of 8"' -~ ~ ... the '.'*'Cflng 
-~ ' • , • < -- ' ~ •,~ ' \ '• ~ • ,. J 

of OUtp\lt ~ges prod"* by p~· ~ r~, ~, °' ~ ~.J>~ . Thu 
. . . . . .· " ~-- ,_. . ~ -

tnceraaton .~ easily _be_ ucampUlhed ~t·. ~ ~ i.w.n the ~bttlbuted 
~ • < ' , • • I ·. • ""<;< ; .' 

interpreters. 

2.1.2 Elfect1 of Failures in the Model 
••• o{•"} 

The process step specifications cornp~ly speclflcy any computation taking place ln 

the abJence of failures of the underlying mechan~ tht.t Carrtli 'out' th8' ·pJoc:m steps. . Thu 

.section ·dbcuua. the kinds.or failures th~t can aitaie tn a daatfabatett'~ aylQlfl·~ 

their effect on the exeQJtion of process step$ and on mtuage pu1trtl ~· ;procmses ·Two 

~tenatons 'of the process model to include a apeclfk:adOn "' the effec:tl or failures on 

eolflputatton are pl'eleftted. 
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Two different kind• of fatluM can oa:ur ill a ... ..., mta•ttoR •Jawn: • 
failures. and ~U. faalunl. A ;site·t&tkareta bit rO .... ...., Ucl ·c. a.Ule 

proceamc at ttlat • • • ... , • ., ..... .-~· .._., .... e.>-. eo •• ., 
·damaged. 

·.damaged, or .ltHNCl·to·dw W... ·l'ldpilnt. iBJ ,....,.1•ftJiii''-•• .. can beulld 

to hide the .. ottalU .... .-.... ~'..·. ' 

An. error d.....,. cede. ar chtcksum,. cu " uMd co -.. m11..,. dial hav•• "-'9 

dam&pct or delvered to die 'Wnlillc _,,._ W1a11'a•·q1hlMI•..._111 .-" erren1 

the prcllbaOiltJ "' ................................ .,.,, ,:<fe ......., ..... "' 

.. ~ .......... , .. fl.cli ... ,.,. ............. ,11'61 ..... 'f;tltf· .... ..., 
. ' : -~.. . . . ·:· - . ' . - ' ' . . ' ,,,_ ' - ~ ..,, 

the usumptioR ................. - ... ,,. • ..,, ................ the 

artntrarily ._., • ,...._., ,..,....,. fll aa _..,..., .,,. . 

. The tnOJt ..., . .,,_ 4Jf,,i lite ;~. *:\.fl'*«.~ at that lite is 
- . ' ~ : ,; ~ ,, '" .· . . ' . 

~ .................... ., ~ ·~•'lt~ .......... at die~ of .. 
' "- ~ ........ , c - < h -- • ' • 

,failure ·oar btJ•t. It a• INIMn ~· oa:ur..,....., ... of a,.......,. tt.t 
' '. . .'.' i ,~- . < •• ' '. • ': • •• 

I. No matter what Wn4 · .fll ...,.,. ._., ClOde ii Uted, ...._ 11 a ·dlatlCI. t"-1 a 
communication failwe wll CMne a •111p tot. .......... ,, ID11iR •••r••••.rr«t 
to the errer d•••• •••*•••••• •--••••¥ .. fftf ·•* _,,... m11•p. 
2. M•r t.eftUDUatoc:ien ,,.-. •MbJt ••• .,..._ ..._ ·• wNdl ·a ......,. is 

duplicated. la d11t1 .... JlJl-M:atioa ................. ., to ........... to 
guuamee that al ..... .- ..._. ielaM5, p111J' If dllllndllg w .twice, or to 
guarantee dtat _. ••111 ...... :at 1Wt--. _. ._ - .me1A .. •r tie a.. I 
have cholen tihe latt« ,......._ In the Mid ..-... I •• f'llCll the C!Qlaaipt al Rllbult 
tequeneed ~winch :Mdeltt.e.efftctafll ..... fll ... Wndl.9'falurel. 
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step might be ten partially completed, wtth the local state of' the process corresponding to 

neither· the input state nor the output state of that step.· Tht~·can·· be prevented by using· a 

- robust storage management technique for stOrlng a. tocal Slate at ·a ~- Such a 

. technique allows a group er updates to be made a~fty to iriibiritattan storecf at on~- stte, 

~uctt that tf a failure occurs etttierall or none of the'ijpd.- t*~· place.' .The atormc; srable 

storage mechanism of Lampson and Sturgis [Lampson76] ts such a technique. A description 

of all of the updates to be performed, known as an intention• Hit. ls formed and written to 

permanent storage in a sinile operation before any of the updates are carried out A failure 

OCGUriftg bffore the intentions list ts generaMd or- Olle •*Mf'•dt: die wrlCLtng- out of the 

_ intentions list causes none of the updata to be perMrmed. OllW'the 1MenttOlls 11st·ttat>een 

written, 11owever, the error recoftrY mechanilm-' <aft.' Ult 'tt ·et m~ lhat all-; of ttie ·updates 

spetifled •m be macle, nen If the site malting'" tfie:·upolll-taftl •IW haYll'ig partially 

completed them. The write-ahead.Jog prot:oco1 of'· Gtaf {Grlfm'lllsO· pmkles the ame 

capability· for mak-1ng a m1kction of updates acamteatlf; a,y· ·Wittttig out •, dt!lcrtpt1on or the 

updates to be, made to a· log tape lieftw' any of the UfMlates are MNe. 

Each process step can be implemented as an atomic update ~ stable storage. This 

implementation insures that a site failure leaves the local state of a process executing a 

process state -either at Ute Input state tb that -step di'•lhe;eucputiitate of that -,, and not 

some· intermediate state or mixture of the two. 

2.1.2.2 Tw_o Ways to Include Failure Effects in the Prec:eu M~I 

By using the low tevel implementatton tedmtques dbcu.-cf aboYe-,·one can censtratn 

the way in whlch fat1ures affect execution of procmes. ··By ... ,tfrig"the deftnltions Of the 

process model to Include speclflcatlons ·of the effects. Gr tat...:· we Can Pfochace. a mOdef that 

describes computations In a •rear distributed tnMI "*tfoli system In which · site"· and 
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commu~~ tulanl Gt'I occur. The choice of the ~tkm of t9- .a'ecta of faUurea 

shou~ be made sou• redum ta. effects or actual,....,. on t'--~~also to• aure 

that. an HnptementaUan of pnaasa in whicb the tffats ol .....,., ~ Umited eo the 

,tpecificatiOll$ .~ be obcaiMd- I COl1lids two dfff#tnt. faiklre apedflcaUona, .... ~ U.•J 

. ta implement and . one that is. harder io ~ butJimb ·di& .. eer.sa of failures more 

severely. 

2.1.2.2.1 Simple Proceaa 

UUnc basicaU, the ....,..,_described at.eve, one can .·build aa implllmeaf.ation of 

~ in which the elf• al a lite or c.wnmunk,atton, failln ase limitld tv at or clelaped 

meuaga.. ·Thtl a.._ by llUng·error ,___, •0:to,4-a. mmm.ntauon.errors ucl 

dilcard ~ "- ueaerrar. ucl stGrmg u.e local,,.. er~.,_.. in.atomic_.. 

storap. Some Gre,.. ·be taken m the ~ of a:,,__. step •.insure that no 

possible failure c:ausa ,..., .. to be apparently. d~ '·~ CHliltl ..,. . put. al a 

process step to be repeMW;l. If a Pf9Ci8S1 step i• ..--. afteF,beinc partially canplllted. 

then it may send oat the ame message tWice (once before being restarted and once after), or 

may inodify its local state as if tt had received the same mmap twtc9. 

These undesirable effects can be avoided by perfeiMlltg a procm lttp in three 

stages. First, delete any record of the input meuaps k> the step 10 that a * failure 

cx:curing at this point would cause them to be lost.· Then, perform the process step and 

update the local state of the process to reflect its completion. Finally, distribute the output 

messag~s of the process step to their dest,inatiQR,poru. ~lite C.ilui:e.occuring .before the local 

state of the prQCeU is .updated can rault in the.~ _, nat., &leing performe4,· or an 

apparent loss of au of the input meuaga to that .,,. .A tailunt after .this .·po$nt may cause 

output messages of the step to be last No failure c:auaes the local stat.e of a proc:eas to be 
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modified as if a process step were performed twice, or causes the me.ages prOduced by a 

process step to appear to be dupUcated. 

A less likely result of a site failure is· thar the' lnformatlOn stored at a site in 

permanent stable· storage is damaged. This can be detected, With high ~rObability, through 

the use of error detecting cOdes. As with communtcittans ~~;however, It ts Impossible 

to detect all such errors. The local state of a praicbs can' be' reptttated within one lite to 

decrease the probability that a fatlure wiff deitroy all copies. · A ptcass .. :is lmpJemented 

as an atomic update to aH of the topies of the process stite. Allf~fot the local state of a 

process that survives a site failure can thus be used tO ~ tM; tu"'*'t tocarsti\e of the 

prc;»cess. 

To summarl~. the effects of a site failure can be Hniited to lost messages (through a 

process step that was aborted after receiving' mess&ga)~ or' detaj or prOc:esses at that. site. 

This ts achieved by using atomic stable storage to ·tepreserit''the loc&I sblte of p~ 

replicating 1oca1· states, 'using error an error detecting· taae' ·to ·etetect damage to a·· 1oc&1 state, 

and .indefinitely sllspendlng any process for which no- vaRCl · 10ca1 state can be found. 

Limiting the effects of failures to lost ~~ ,or t,tei.~ exqtion can easily be 
' ' - ; . .,. ' : ,, ~-, ,, ', ' 

achieved without excessive communication or pl'OQ!SSl"I, CO!~l!'8-,d. ~any appl•~UOPs 
- . - ~ ' . ·.- ,. . ~ .. 

require a higher degree of reliability. In the next section, I discuss a different 

Implementation of processes that gives a greater degree or reliability with greater overhead. 
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2.1.2.2.2 ................... ... 

T~ effects of failures on simple processes are weH IPectfled, but lfil undesirable for 

most appticatiGM. For ..._, ~ guaranteed delivery .. of aU masaps. sent by a 
~" .. · ' . '., ; 

process to a pcwt. is d11inl:*. Tim ii a ~ d~ ~ • • ..,_... ~.delaJ 

. of tile delivery or •J. ~ ... .., by a -~•tn,J•~ ~-ba ~_..s. 

In onMr' to duilJ . .-.1 . ..-. bf~ ...,.._l ~~a~~ I 

refer to as ...... , QR 0. cWhety Gf .. ...., ~ ... , 1-.~~~...., _..., $8l'lt 

from-.,.._;~~ porttt are .-Ml at• m .... ...-..... ilf,.,,.. ~ .-_. 

. by f!~ . Rabust -.im:tac ...... ill _,itiGR ·t14at no•·-· fDIJt. 

. For each part fl define: the ordering <q GR the messages received at port q co ·a;e the 

eocat orda: ifl which ..._ •111ps. wete .rectivtd. '~ ~-~ , ;tm ordering <fl ·OR 

the praceu stepa of t desiaibes a:M ~ of ouurJ'enco. _a(_ Jhw . .,._ _W}ta- I man by 
- -· ') . . . '· 

robust and sequenced ~ ... very is that for ~ ~- ' d* ICflCll. me1,.g• to port 

q~ .the order ~ iA wMdt. t• ~ sent bJ; a~, ...... at., .is~' die ...,__ ~ the 

erder in which the _,.. that. pnJduced. l'-1f mmaps, ~ ~(· .,,_ ~1' . T~ ....... J}Ot 

only that the mesaac- ar.a reatved at tt in the same order in which they were produced, ht 

aim that ttte-r.. art: net &apt .. tM ~ er message tecit • .r.. tecePttUn of nieuage m 

sent by fJ to-.~ an1.J ocCW- after' reception of aay'mes.ap m~ r«·Wftidt rr{ </Im. 

Robust sequenced processes can ~ implemented _b,y ~- t,\te executian ot· 

process steps from the actual communication of messages from one site to another. Thb Qft 

be dOM by ma:mtammg a l!!C!I! database for each process. The process databue for a 

p~ /1 contains tM localsiate of fl, an ineat !R!!!lp.111!! tor each input.port to fJ, and 

an output M!S!!p' I!!!!! for each port to which ~ has sent a message. Each output 

message quem contain& a liSt of messages and a trap.smU Hgtlf!C! pvml!er (TSN). The 
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input message queue for a port ·q contains a ltst ·ofel\wuaga .... a set or Melye seauenc;e 

· numiJer! (RSNs,, one for each process that ftas lli!ftf'a':~m·aw1gt"te 1f A.p1oc:ess ~ is 

stored Using. atoalic'stUte ltOl'&ge. se that a lite fliitufe. ditMf~· does· not cause a 

process database to be left in some intermediate state. 

A pl'0(8SI tt.ep or fl can now be imptemefttetl . ., ·an •llemfC"' ttpcbte to the f>i*ess 

database of. p. which renDWlthe nwuages;l'ledffd(iJy·llM··llepnfram thetnput metsage 

queues. changes the .local ttate of p, and appends ..,. ...... ,..Cid~ey-tflat step tO~the 

output message:.-eues. (II~ ii no qut0e•for ..___..ldert port,•a .,...ene 11· tteawd). 

:r';. .., 

Messages can be transfered from an output message queue of a process I' for a 
·t . 

destination port q to the input message queue for q with a robust communication protocol 

using the sequence numbers RSN and TSN. Brlefly.~eaca'•'pe1UH .,-........,~ Und 

the first message in any non~pty output queue. attaching the TSN of that queue to the 
• ,._ •. ' "1: .< ~~ ' . ) ~-

message sent. When the site holding port q recetva a rnesap sent from /J, it verit:Aes that 
,.... :,; 

. . . 
the sequ"1ce number attached to that message b equal to the RSN of q for fl, and ~f so 

~ ... _-;' .~-~-?.> ,-.~: '";~·,,,.-_. 

updates the process database of the process associated with port q to add the message 

received to the end of the 91put quen fat''• nd to inci••t die .·RSN of port q for fl· 

Whether or .ll(»C the·aequencz number· of .,....._.,ramWd lf\oornict.'-the nmivtftf·llte 

sends.,~n. acU.ewledgemenl tQ; the aiteJJOld'8f.I' ·concainillf•th• 1'SN fll :q, for fl.· This 

ac;knowledgemenL infon,»s the Jeflder of the Mdlt · reeeridy , nanect· :·meaap. ~ . The 

.. (14now:kdgement either .acknowledgea: r~,of a ....,. •· itlfomas· the· sender . that 
. . 

retransmis.sion of some message may be required. When t11e·sne hotdrng fl receives SU(h an 

~cknowledgtJMrlt, it verif• ~t the~~·ia,1ta.1aclrmwledglMl!nt ii the same 

as th' TSN of the~ qu~e for, q tn tbe~~••.oLJfu~d.~f to. d .... Ute. 
, , r • 

first message in that queue and Increments the TSN. 
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l wftl - lit ......... how tile ................ < ... ..,···• ..... two 

ProcaMI ,.. .... Cl,__._. wMh:wll ..... ;T'- lt--hM C19111p1 ..... Will 

be dtscut11dat l•plt-~l•). WMn•.v•fWRIMMll.Dlllldtf»MIRU ........... . 

Thia tmptementataon, of pnxeua guarantees cle1ivery ot Mter..,....... messages in 

sequence. The.,.. of.dll,~ tt·dle Gtn •nn .. ..-•h~1• ••ll>s•.ed, and the 

sterap requtnd r. .._ •u •• ••• ..t '••••• •••• · Thtt .- 11 ...-It ff' ach 

p~ C8flffrl0: .. -E~,.., t.w prGCllila., a6 If Ml I 91¢ jft1tM ......... ~ .... 

pRJmptly ..................... ,...,... ..... ,.,,.. .. , ...................... :·pn:1111 

converses directly widl .,.....ely few other proces•, IHll the COit of roblUI: cemmuntcatton 

is small 

A number of model's hava been proposed for dtltributed c:amputi:ng. I feel that the 
T . , ~- f': ~ :· ;'~ :"· ·; ~ , : , . : , 

model described above best rlf1tccs the goals and ......-. fll the kind GI dtstribtm!d 
- • • ">: 

information tyStem discusted in Chapter 1. 

OM,..... • ......_.._ ha b11n prQ\IGUalM .tMtlbolW'OORtpllllrlg tt flW d9ject 

model (Li1luw'7...._,. lfi .-...,_.._.., 11ttwsr11•J£r• "fl I Mttc11a, .,,_.~~ 
for each ·cype et *JIClf . ._: *"a· at:oe~...-•• 'lfith'.:'d_,,,._..,,_, . ..,,,,,,,; ad 

tlivid1 r.t ...... ..,... wtftlk;ca1f .• Ullilt0i~·-·4;rttat1.,,..: 1W ...... 

-~-~--·-·i8f ..... llotrw'r·MJ_. . .., .... rifi1r·ftiW''1t.,... 

I; Affy sitettm·.do5w wtllt tor cl..- . .,,_. te\11'r#'tftptit • ~ rM-. ~can 
refuse to execute a procw1 step fer a precess with ,....~ -.r ~. -. .. ~--reruse 
• ~ .... "dt~ •··•1•..w~••· P.rf'Wittt i •1iiiJtJ ::._ .... ,.,._ ·~ ·ao. 
however, iftCr8clUce· tM' pmibifky· or detcllcd ,if.~.~ ....... :~~-
processes. 
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describing the operations that can be perforfned on Objects of the new type and a 

representation for objectS or the new type. c.on1putitiorl ar petfc:n1l.led as &equences of 

op~rations on tfte sets or Objects. 

While the object model is a very n,atural ~Jor ~~J, 1~~ ~v,~ prot>lelm ai:_tse 
, . - . . 

in the application of the object model t __ o ~tstrib~ ~,UR~: The mostr-•f,~1 Qf. these 
. - -

·_ problems is that it is unclear what the appropriate semantics for accessing remotely managed 

objects 'ShOuld 1>4!. Manfsuggesttons have b~n made, tndUCltng'treaurai;alf •J«t references 
. ... - . ,. - - ,/ -; ~:· .:-~·£:'. .. _;#~!'.., .J ;, . \' .,.~,. 0' .. 

unlformty, _whether· local or reil'K>te, treating r'efeterica -fO 'feinate Objectl 'specially and 

maintaining a· local coPY ot the rentote Objed;'al1~ ~id1IOWmg ~ere.Ka to remote ob~ 

a'.nd instead' using ,.,..re oriented . eommuriicitl6h ~ bit\.een . 'sit& c The first of these 

suggestions ts ·dim(Uk to tmptement, wh11e thl MWJ vilite1W. -~.1 ·amplicity or the 

. object model. 
•t.•-· 

The uniform object model (in which a user computation does not distinguish 

between references to toeal and to· remote :;~.}eds( ts' dlfncult to' tmpltmH!nt reliably. 

Operations tltat involve . Objects at diff~t n'5·' ~~. fatt ; ih '-~dlfterent ways (due to-· the 

poistbility of communication failures) than operattons .on otijetts aH at one site. Hiding the 

different failure modes from the user fs ·aiffkuk or '~ble, f'orctng the, :user tO deal ~tth 

the problem Of determining what the outcome Of a 'lequence of operations on objects will be 

If failures interfere with their normal completion. 

Several similar semantic mqdels b,ued.. Or..-~~-ha°'•-·'-" delr ..... for 
' • ~ ' > .... • • • 

distributed computing. These include Actors CHewitt'Ml the l'-c&lculus CHalatead'141,-" 

data flow CDennis75l These models in their pure form all describe computation such that 

the only communication between primitive computation events ls through explicit message 

passing. 



- i2-

The' ,_,,. .... ,,.._a tllliferm way GI~--..~ ~I acttftty 

as a pwp ef 1!1.9 ..tt: MM·~ the·.....,..,.,,'!!. a nw1,ap bJ. an: Adtlr .. OM 

problem widt 0. Acllrt ..... ti dtat exactly whkh Acaln·lft.~~ ..,..._.. tllelr 

efft!cts directly ratlW dlmt .... ., memc• to ot1'er Aclorl • ldrieve titer ·eftects. Is left 

anspeCtftel n... " i. .. ,...,.. •annt to ....... d. Mairs ~ .. dWre ts .... ,., 

anotfler lnef .c4 ~·......,.,any fimf that you.....,_ 
hie· effects_..---.. kdllt the- IWOCNt Widt ... . ...-.flt a Sf&·~ Act« dntt 

muembers. OtW of flW ••••pt.._ .it._._. Mtt.-1 ,...._. *" MHll.P on,..._. 
This primitift ~CM be uMd ,.. ~.~at. Whfd'\otl;M pRICt!lftng, to 

be·applied .to SOMe',..... tt R« k~*" d..-.~ ltd9),.,._ •. .-fulaJe e.ent. 

such u scurtng a cRt& i1IM tor~~.·~.-. ffl!o.,.S&O ....- ev.- Jn 
, •• ~. , ' .': - ' < .. ..... ' - -. ' • '· • ' ' - < - •• 

which two or mc>Fe· mempli .,_. klgk:alf •receav.s• (by ...., cell to store .....->. as,Jhe 

Actors mocief does ROt allow a Acfor· ro ra:etve tw or Min m11..- kt a ...... event. 

The ,,.,.cak:Dlut: .il simililr in principle to the act8(1,,.._ It. ~er. prov~ a . " -~. :'. . ~ 

mechanism for ~: prifnitiVe functiOns E1* ~.w ~·-by ...,..,~&Rg. 
;_ - .. , . --. . . . . . ' .. 

Cells are uMEl in' t• IMdel u wd. for llOr1ftg ....._ r. ..., use. In ~~. a 
. ' i .. •·· : . iV . 

mechanism called. a. ltl!lt it· ifttl'Gduc:ed· to ~tcte· _, wa1 tor ~. ,-w .~. ~ ,tQ .be 

received in one evem. Wltile dW token ~ ii,~ ~ ~n t.IJinl .. a 
. - . ·' - ' -. . .. . ~ . . ' . 

cell.· it is stilt rather hud. re understand. .M«e0Yer, the. ~A~ a 4lstributecl 

system ba'Sed ow the ~· ...... difftallt (and in fact the pr«ecull ptaented for one 

such itrlJdil'l•ntaticlt ·~ 1n 'letf' mrnpf.17; ·~liftoff·•· ............. celta and 

tokens. 
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Data now schemas have frequently been used as a tool for delcribing repetitive 

processing. such as computing a Fourier -transform. A data'flow scbema provides a nat6ra1 

mechanism for events in which two o~ more medaga are rtitVed. untltc:e t~'e' above rriadels. 

Unfortunately, computations in which the p~11g to be _!lJ>el~Jo ~, me1sage depend; 
·'-- -<' '. 

highly on the contents of the message are hard to <Jeicrtbe _in, da.fa)~~~· Recursion and 
+ ~ '. \ l . ' .. 0 

iteration are somewhat _difficult to express natura~ly, and ~~~!~_;a~d to the difficulty of 

implementaUon. A data now description of compu~lJ.?" ,w~ ~-· ~ _!Jf i'!_f~jon ts stored 

for later (unknown) use, such as a data manag~t _st~· ts awkward. 

- The proceu mOdel previously described ts an attempt to brlrig tttpther ~::of the 

good· features of the models described above, without tbe :d~t4'ga. -Thi: two different 

forms of communication provided in the process model reprlsetlt · ~ profiettles of 

communication in a distrib~ted system better than either ·ablervati9'1 qf state changes or 

message passing alone. It. is easy. to specify the effects of a failure In _a system based on 
. . ·~ . . ' .. .:· ,! ,.. -· • ·- ., ' '- l 

processes, and to build an implemen~tion of ,processes th!t_ ~ the specifications. 
. - . ·_. . < - ~ . ~ ~ . .~ ~ " ; . . . . . 

Distinguishing between iJltra-process and inter-p~ com~91~tion encourages the user to 
: . . . ~, . -, _; ~ ' . -, . ~ ' 

plan his application carefully so as to minimize u_~necessal,'J ~nl~tlon between si~es • 
. ,~ ~ : . . . 

and to plan for site or communica~ions failures. 

' . 
. The process model also captures the concept of aut0n0my .. All stored data is 

represented by the locat states. Of the processes. No ptocess can' 'be '-coerced• tnto performing 

some function for ·any other process. AH aa:eSS'to storect'tniittli.tlORIS rriedtated by some 

process that can Implement its_own access control policy. This ,allows the probler:n of access 
. . . '• ' ' ' ' - ' . :.·•:, ~·,) . . 

control to be largely ignored in the ~el. as _,ach process ~n pro,~ide !~-own. ~cam control 
' •. •. , ; ·, . " ' : ' - . l "\ l ... : ' • ~ 

policy. At the same time, the process step specifications of a e,~ ~lfy the acam. control 

policy of that process by stating what the process does in ~se to the messages that it 
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·receives. 1Phtfl • itUM tt111f*1•at"1 ''l'Gmll! ._...._,, •n ,._mfne.·u.e. ,prmess ·step 

1f*iftcatlW ..-:fPS-• p.rMtlfl'J 'tef"YkllJ ,~t 11e ..... :• ..... :•nd. can. In :'*'W .-
- ' ' 

determtne•hdher':orttM•_.,~·w1u:":~~m:1* ~,_dall. 

11itio :tri1tennn !tn fthe '$p..-- "ITRJClel ;15, the 1n0t• •that wme \:ptOc.stng activities ·can· 

be .peft'Dlttft!tl :it~ f:by-w:sstte. ~tthaugh '•Ch'..,.,..._ 1hlls ;an .,.11 :Spld~tton Of Its 

operation, •tn.-.·ftflll~'1"dt:~pteee1•wffl~be···~·rrr.n tmltttir plea!I. I ·wltl not 

specify 'lihat \'flmle fpMa :wre, •• '.the :tmptinM!nMttd. ,lif '.• .,,.... 'mUtd :i.e :balld bn ·a 

message 'J>Ul°'I ..-.. 1·a ·l.'On~I pnpmmtW,g r ....... or ·die •;.Ct· model, 

4~diqg .en ·Wh&UtJ1*81Hld 'iJllOSt a.vtntlnt. WI .. \--~ :howeV••atte·need not 

deal -With 'the ...... fPrlti"'* Of.:. dtatrib.U• .~,·~ ·• .... ,;pr- ii 

nec:uteei·JOWly Ct 'Olie til'e. 

The me:chariilm :llllld cto spedfy a q>l'8Ce1Sing ·\tYlftt ·~th&t ..... tty rntWI . ......,_ 

from two'°":~ •:ltJlll!tes ~(mdlttfjle :pm'ti) •aMns 'mudt .•~ '*""'' ,an 'the if>~ mctli4!1 

than the rneehamsms '.u.iftg ·cffts ror •t:dkens. As eY.nes· fin .'lfittWh ·tw'C>·or ·.~ 1rMua.ps ·•re 

·received wre .cOmman ~tn :many.:wp;tkattons 'and·~ ibeiconattualtl frern ::d1e ,primtttws •in the 

Actor~ or :p..atcdturmuCWts.~there·•seems•to'be 'hONdth'not to aneltftl~ this~ftr1JIOl'atht spe:ciild 

·cue tn the ~I. 11~ "M thts capabfli_, :tdendftes :tt.r'·h :~ :or·ihe' system 
the cases Whftettwo rrwe..,_· . .-re ·~DJI ·-..avecl-by.what JI, ~·--~p~·illllp. This 

. . . .· ·' . ··. . 

mak;es it simpler to'~ •n <efftctent,and ·~ ·~ :thp Jf *1e multlptt 

Teceive were~tediUllQg tlOIM;~garal'~ 

'TM assadatton ·ot ·sewral independently named ports 'With ·bne preicms is a very 
. ' 

useful future of the :process 1l1MN1. It can be used to group severa1 ·l~ent. processing 

activities 1hat Wilh 10 comMUnkale Vta a Shaf"ed data ..... in a slfttle ;.p~. '&Jch 

processing acttvrttes can 'ibe tmptemented ~s md~t prOciaa ·.seep apitffkatkml Of the 
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same process, each of which receives its input meisagel thriM.agh a diff~t set of input ports. 

This uae of proceases ts ;~i~ilar to a monitqr [l:loa ... 7i,l or a ~ltl~I ~ion. 

A second, more important feature of pc>ru ts 
1th~t they provide a way to classify the 

' . . ·, ..._, . .. .. ~ .t'~; _«'' ·~ ;:·._, ·.'·,, ~:--:··-~ -

messages sent to a process &lfor1 messages are received. · One application :or 'this capability 

would be a process with ieveral queues of pending Melsage th&t are setvited With: sbme 

priority algorithm, not necessarily in the· order ·in· wh~l. ·Ofe ·~es·. arttved. Ports also . 

allow a process to temporarily ignore one ctass of ~-~re exctaang1hg ~es with 

oth~r processes to complete some processing· at.'fivtty. 'Wi; .ueeot"portl _. ... .,. dananltratec:l 

by the locking itra~ discussed in. Chapt~r -t. 

The differences between my model ~hd the other's are·a ref'lectlon of dltferent goals . 

. My model Is an attempt to. provide a way to tlpreji ajtpUcitlcJn•' for a' dl~fbuted 

information ·sy~ clearly, such tftat the ett~'-d' fithire:J~iPl'weU Specified~ OtMi'S have· 

been· more conterned· wtth ft>rlnattty and ·mtntmblttaii ~~pr;~e corKepts.· 
,-.. · 

. ~~ . -
This section examines the problem of pmOrming trandcttons atomically as expressed 

in the framework of the process model. We show ~ the itmP1e definitions of transactim11 

given in Chapter 1 can be stated in terms of ·th~ pr0ceu model and show how to expreu the 
• • • ~ f : ,. ; ~· • I ·, 

property that transactions are performed atomically u constraints on the order of execution 
> ,: ,;'<:J ~~ ·. 

of process steps. Several mechanisms that could be used to control thil order of execution to 

acf:lieve atomic transactions are discussed. 
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2.2.l Expreui"I T.......-. ht the Proeea M~ 

Recall that a transaction ls a set of accesses to stored data Items. 'the deflnttiOns or a 

data management system given in ,the previous, c.,.,., .-=-n ~. miapped ~to the process 

model. by using several pnaues (at least ~ for ~·.site>. whktt , I .refer to .. as sll1I. 

manlier•. Each eta~ manager maintaim pne of ti.- data ._..,~ ~ts of tts local 

process state. The process steps of a data manager perform )he A«a* . to· the data items 

held by that ~nN'f. ·.If a data item ls replicatld. 1'~tlt.~ ~ hl•inc caplea. then 

several data manager p~ mailttain cqpJes of. t1- i(em. 

A transaction in the process model consists Of a set of process steps of the data 

manager processes whkh topther carry out the~··~. tio.prrfoayt tht!. tranaactton. 

Each data manager may perform. several steps in catrJU.C out a Ji"{le transaction. If 

communication between managers ii r•lred. t0. ,~onn a ~~}hen ~he. output 

messages of.~ of the proc:aSG steps thal.P'fform that ~ •. w,1t1. b,e ulf!d, as tnput 

messages in some of. the other process steps perfOnning the same tranaactlon. 

In addition to the data manager pr~. Which Implement accesses to data items. 

. there are tranyctkm pf!S!H! •. which perform the function of tr:anslating rrom a high level 

description of the transaction to a set of messages to be sent to the data managers. These 
' 

messages direct the data managers to perform the necessary accesses to carry out the 

transactions. A more detailed description of the function of the data managers aftd 
. . 

transaction processes ii gjven in Chapter 4. which dtscuues mechanisms for performing 

transactions. 



- 47 -

-, 2.2.2 Performing Tranuctions Atomically 

Intuitively, a ~ction is atomic if~r. aJI or: ~-:o.f1 •t1 ,effects are \littble to 

other transactions. Ther,,are i'!o ways in which one trusactlMa~IQ.llJ-,~Ye tbe effects of 

other tran.sactions: mes,sag~~ sent by. ~· Df one ~ ·tha~ are. ~v~ by _,,, of 

.,anotl)er tr;.l~ti.on, arn:1 tb,. modiflq.t~s~.of loca\ ~'. ~ ~t ~~:by .ieps of 

one transaction and later observed by steps of another tranaction. ., 

The -,first method of ob•v.a~ •. di_rec:t ......, ~It 'i~\11~ -~r._ This ts 

.becaus.e a transaction ~--~.CO(l>plete. ¥1·ndefJ~,p~ing ac;d~tJ ""~c:lqips ,not~ general 

comnipn_tqce qir~!J with. other tranar.UonL T~ ex~ttaa.tq, t~t, ~'tis-. that -~ &f.,f, ~ho 

_. SQbmits -~ transac~,(~J sendir\I. • ~ge~~A~-4~.aJnf9~ ay$tem)_,~y 

](.gqw of other_ tr~tions by havillg r~ived:, ~' r~Lf~. ,otte.r: ir&n.Uons. 

,,Controlling _ seque1"4ting ~ tran.sactiQIU SO; t~. ti. ord.,; M" CJ,a~ion' • ~iV«i Jr.am 

e~licit ~ge· ppsing .is consi-..U wt;h their order u ·~ed. fJ10Pl. ~vauons of 

modifications to -local state is relatively simple. For the moment, I wilJ.~a-~--of 

atomic transactions that ignores this ~hod of observing ordering. Chapter 3 dtscusses .this 

problem further: 

The second ~rce of communi~tiop ~ween. t~p~if.¥1$, ,the ~J!process states, ts 
•' . \ ' . . - ' '." ". . . -. 

much more important in most applications. Recalt'.tftat ;tor·~-~· proctss' I' there is an 

orderin~ relationship <p that defines the relative order of ~n:ence of. p~. steps of p. 

These local ordering relationships can be used. to define an. ordering of the uansa~ion~ as 
. '. t '. ' ' .' ) ~ ., ~· ~ : ·, .. 

follows: 

Transaction T 1 < T 2 iff there is a process p and process steps 11 and 
'2 of I> such Jhat s1 is a partofT1.-aricf'! tsa partorT2 arid •1 <p 
52· . . 
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Thus two tramacticlftl •re .,.... if both camatr· _,. of ~~ ,~ p~ This qrdertnc 
"~ - . . - - - -- -"~ \! . : , :... ~ H 

is a reflection of which tranaactionl may ha'le .dktCllJ oblerftd efftdl of which other 

traftlaCUOlll. A Utal'iM<tloft T1 can alSO -..'- tlMt'.,,,.. et MtW ~ T1 indirectly 

tr there It ... tra.-..W Tt .... that•T1 <Ts~ WtM Otder _.,,... stepf of 

,... pnxea fi> anct T• c Tj ..._.,or the __.,at·~;_,.;_,,...,., ..... proeea f· 

· lndiffel etaervadaft t11t oal 1Mcia tM·~wi: .... ftiitt-, d ...... -on: thl;ttlUes 

that that transaction saw. 

The caftdttton ••t .. r..,. tor • ttansadidit w .. dNAK IS'that either all or none 

of fts effKtl bf l't!f1ldlid ttt tint· difl' -vaW'-. f)f"zalttif ~t" "tt a gtdup ,;or 

. trantactiOllS ts peifbrfnld · ~. tM'n ttte''~ 'di' ttkaie ;~ 1rttoiHtbtiana 

·ma.w eo-tt.. vsltift c:1h11t1 ..,..,.i~-~-.,..~> an tht·am.:u 

if tftte ttansattlons Wltte petf'•lfiill!furia11y .M ..w·'leliu~ ;WltH·1tach ~ . .,.., 

entirety cem,1etec1 wror. the tmtr tramtttton' M' -~ •41**· Ji tiip.tft.iif-1'1tw req.i1...._t 

can be. exprened u a ccMdttlon -en rhl < ·~Iii ihliluldnf W'dM * encudaft '!of' 

Transaction t is atomic with respect to a let of transactions., _T if 
there is no MNfU1RCe of tramactions ti* .. ., t8 in T such that t1 < t1.1 
for I ~ i < n. and t8 < t < t1. Equivalently. a Mt at tran•ctions is 

•tohftc tt th* ttlttlltfv* ctM.."''" cl'di'f\t"~en"*. ~;:'Ii i''-'paruat 
ord«r on that set en- ,tr"Jan•ctiops. 

In order to insute that a ut Of transactions ts pertornled Morri1cally, we must insure 
;,. . ,. ,• . ~.,,., - ?~:i.··.:.'"- . ··"~ . ;."-:,°": - . ~ -.~.:..·,:: • . 

that the < ordering resulting 6om any concurrent ex'ecutiOh of thOae tltnsactions· 'ts" cycle rree. 
_;-,,,, .i .·i ~ 

One way to insure this is by choosing the assignment of data iteml to data managers such 

I.· Throughout thjt t~ 1. wiU· Ute the su~ ' tf.· dMgate. a reflexive transitive 
closure (i.e. x <0 x for any .x). 
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that for each transaction there is a single data manager that can perform that transaction. 

Thus each transadton n .-n°by only one data:mat1apr •• •• qdo. iRcthe.< Cll'dering can 

·arise. 

This approach can be rejected because the aulgnment of data items to managers ls 
. ',·,·ii; .• d . ' ' ' . . . 

not solely under control of the system designer. The autonomy of individual sites dictates 
"' c·~:(. ;,; s:,,,:_: -<~'I ~· ,, ;~: ,. V • ~ ~ 

that certain items must be managed by processes at certain sites. Some transactions may "eed 

to access data items from several different sites. Because each process must be exeeuted . at 

·one. site~ thmt; il·no ·Wl.J • ha.Ye Aftlidata.ea-..r,,.._..;f!!"'opllJ ~.~·at several 

sites.1 

Perhaps a more serious objecti~ to this proposal is that ;u· ~kes the addition of new 
: • ) ' :. ' •• < • I.•' f ,f '! • - , • "'" °" r :. '. ;, •", i ' . ' 

tranlactions, which a~ess items in patterns .ti.it were .... palnn.d. ·a·~·lt or '1mp0Wb1e. 
• ; : ' 1'::<-.. - -~~- ;,:::. .., . '·-. -~ f ~- r ::. . I> ,·.>:., ,j·~~ :,,•d:. ';· ' .\,-·:~ •, 

Adding a new transaction may require complete redesign .at tW system sou .to allo* ,,ew 

transaction to be performed by a single process. 

We therefore must ~how how to coordinate transactiarls that· invOtve process steps 
' . . . . . . . I . . • . .. ·'c•. ' '. . • .· , 

from. several different processes This can be accomptished by cantrol1ing the order In which 

th~ data managers. ~orm the process *1>s ~h~h 'Per(~~ ~~ ·ot'U.U.aaatons. The 
__ _ c -·) - ;. ; -. • • , ~ • • r::.-. .~ 1. ·.' -r:: c ~- ~ fi. , .. __ · __ ·· 

next section discusses four primitive mechantsms that CXMald be uaed in coordinating the 

process steps of the data managers. 

• ~ t .• 

J:' 

I. ~ecaH tbiat tl;le specification of the effects of fai~res on ~e execution of a process waa 
greatly simpllfiect by the fact that each process w micUted it'~·--~ ···Therefore, ... not 
wish to abandon this assumption. 
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U.1 PrimitlYe s, .............. Medaaal6m1 l11 the Proceu Medel 
>. 

There are ...,.1 IMChantams antlabll tn the-,,..._. .,.... dlal . ...ad be .... to 

coristraln the order in which processing operattons are perfltmed by procm1a. T·hese 

mechanisms could be ·tnec1 to conatruct a solution to the prab1em ef ,.termini uansacciGln1 
., 

atomkal1y, In much the same way u mechanilma auch u 11111.,.... D>ljbcralt] or 
. . . 

Monitors CHoare1tl are lnquendJ used to ~ ....... • Olhti- .,..dtranuauon 
problems. 

To achieve the gal ·ftf partial eperabftitf, · tt.e· .,....._, ...... ··scbelne for 

transactions must allow a transaction tha:t is purely local to one data manager to be 

performed whenever a ,.....at to perform that transaccton is lllK to the data manager. Thul 

synchronization mechanbml that do not atlow such vanrictiGnt tD tie pertonned prumptly 

should be avoided. The pat or partial operability Wlft thul .w u a guide in •lettine 

synchronlzatton tldmtques for transadions. 

One synchron~zttion technique that has alracty been introduced ts the sequencing of 

messages sent between proceoe$ Sequencing consist$ of guaranteeing that messages sent 

from one proces to a. port are received at that port in the ame order in whtch they were. 

produced by the process. M we shall see in the nexi chapter, robust and ~ masage 

communication is suffic14!nt to provide proper s~tzatton of many llincls of transactions. 

Sequencing alone does not compromise the goal of partial operability. The only case 

in which the constraint of sequencing prevents a message sent from a process /' to a port q 

from being promptly received and acted upon is the case in that there ii a previous· message 

from p to q that has not yet been received at q. Using the implementation of robust 

sequenced processeS deicribed eariter in this chapter, this sltuatloh 'as "1ltklf ~ied 
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A second technique that could be usecf' to,., corttto1 the order Of' execution of 

transactions is one that I calt'expilcft:l!itlch!1. :£xp&Cie~ constsrrt»f postpont\'lg the 

reception of' some class ot·~ge by • process utltii sorne"otfier;~ hb been r«efm. 

Chapter 4 wf11 discusl fod.tng in gteatefdetai1'.WS1rilf'~ j<'Mlr;tt*riiSm tor npffett 

locking into the process model. 

7 ' 

A synchronization scheme using explicit locking does nOt achieve the goal of partial 

operability. Using explicit locking, a data manager C:OUld postpone the reception of' a request 

~to perform some local tranSaction until that•~aa 1manafer '*it ret:felftd''.otfter messages. 

EKpllctt locking could·callse the locit transactWin·tblM dellyed tndeftrittely., 

Seq~encing and expt,tcit locking ~h ~,~ -~~ ord~ , °! ~~~~s~ng_ ~~~~,' by 

controlling the order in which messages are received by proceues. Another approach to the 

control of the order or executton or·prc:JctUfng operationi fl· t'o mntro1 #hii'fiadtM 11 taken by 

a process on recetvthg a mesage. The foUDWtng1iewo•l)llchroltt1atbt-techniqUel use this 

approach. 

One way in w~ich ·a. process can_ ~e !he p~tng .-~ti~, requ~ by a 
- .: .. \ . ,_·,. - •' , .. 

The stored message can be retrieved and acted on in a ~-- process p~ step. One could 
• • l • ' • 

call th.is tectintque 19yl[relhJ1. 

Ustng squirreling,• tranaaCtton local to one datt'lhanagercan be' delayed lndeflnttely 

becau~ the .request to perform that transaction can)~;iquttnled' away l~ttely by that 
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Anoe~ mechaAi$m,~ can be,..-. to~~-tbe,;i.P....,illl ~by•· 

message is.to t.,ve a pr~:-l ... va a...,... ~dw~~kJ ..... J9t act• 

-~ tbe maup tD ....... ,...._. t:t.t •w ,..~ .._: .·~ t -.. thc..,,_..e. or 

pus it on apJfl. pm .... ._ to Ure,~ ~li;::J;1•1 ~·~ • ~ to *' 
nY. pusi~. Buel pwAns also does not achteve the Pll:• ~ .. '°'tlttJ. • a 

request to perform a tmuactlDn could be deferred lndefltUlelf '1 beiftc pa...S from process 

to pfoc:ess. ' 't 

Both butk pauing and. Jqlliri:elittg are what, .• ~ ;b,e· called J111Hsll · 18'1sl1C 

(because request,.,.....,, m not.-~ paiMp~., •·""·~, ~••nc.:..ts 

postponed). Implicit locking is characterized by the fact that ewe or more proc:.esa steps ·or the 

data manager recetvifti a • are .... to Pftform'tiae'~anc·,......... by.· meuap. 

When ~-or ."-• proceu_ J&tp of a .._\I.-~ ""~ .-• .. Uled .to carry qut a 

tran~ihe . .,...111.,_rt._,;~Js.• .... ed.. lf•qr~~ateps,earry . . ·. 

out accesses for a transaction, th4!ll other transac:ttms that aa::ea the iteml · ac:ceutd AD thole . ' . ' 

steps may have to be excluded from occurring between the two *PL If a failure delays the 

' second step .. of a cta'ta'manapr'pert~;"~ frir a~ theft tran~s ~· 

. to that data manager that mult 'be~ may ~· arldennitely ~yecf. If only °'"' ,,.... 
• • . . •• ' !. .• Ji! i. • ';.," "" ' ,· . ··• '. "· . : . • ~. j .. 

step (of' two or moret of a data manager peri'oimi au nus. tOr the ~maction. then some 

condition mult be prefffttinC those acceues from being pa fGliW' 'by. th4i. ·n.:st ;Step ot 'the 

data ma~.- The .......-~ iq ~:be ~ ·1er -~ m.•!--~ ...,.,_ it will 

perform the !l«GleS for the.~~· That &1rq..,1 ~- !fe ca,:lapd. ~_,, 

dela ytng the transactton. 
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To summarize, the sequencing mechahiun Is tke drliy ~e or the techniques for 

controlling concurrency in the prOtess model thafld.\ives· (M'~*i'6r pattiafoperabillty: · in 

~hapter 3, we will denlO,Rstrate .a mec;~anj&r!J t~~J~~ ...... ~m' ~9 ,provk.J:.• qmtrol for 
' . ',. - • . ~: , ' ,. . - ' ' ! t ''• ' •. - ~ • ' . ·., . ' • 

many proces.~9:1g operat~ons. 1.P CJ"~pter 4 l :d~st~Jh~1~ct.~ ·~-~~~.- iP,H',W~~t 

. for coordinat~~ or all, ~lble tran~,, a~. _sh~.· ~~"J'~'~'f'~ ~9 '.~._.cb .~~ 
.'' ~- -~· " ' r<' ·~··",; '• +~ "'' ", -, 

. process steps of some process ~re used to perform ~ ~g..~, #!,~~- . 
• •• , • "' • • ~. ; • ' ."': "'~ • ' '·'"-. ~ - '· > i • : i' 

2.5 Summary 

This chapter presents a semantic model for a distributed information iystern in which 

the effects of failures are well specified. The model combines features of Actors, Data Flow, 

and the Object Model. The model makes a strong distinction betw.n two forms of 

· communication: inter-process messages, and intra-process communication through shared 

Two different classes of failures in a distributed information system were discuued: 

site failures and . communication failures. We showed two ways in whkh the process model 

could be extended in. order to include a specification of how camputation ls affected by such 

failures. One extension (simple processes) wu easy to lmplelrient. but allowed failures to 

have relatively severe effects. A second extension (robust sequencecl processes) limits the 

visible effects of failures, but requires more overhead in its implementation. The remainder 

of this thesis will make use or robust sequmced procma in developing algorithms for 

. performing transactions. 

The problem of performing transactions atomtcaUy is translated into the terminology 

of this model, and a plan for an implementation of a distributed information system based 



·M-

on the ~I •.given. A amcHttan for deltnnltURg w~ or• a~·~ atomic ii 

exprmed in. tertM el SM ••oar ~ .... of ta. .... 

Finally. rechntques ror controlling the Order of execution o(procm steps Were 

ditculled~ one or t11ete .... .._ (tecpitndng> wa1 ~-'lo•~ wtth °"' go&1 or 
partial. operabtftty.. 0th«··~ .~ a Sflure ·to dilly ·..:. ~ al. a local 



from the ~ ~ • fA For a {>,._ thM ,..,,.. -••· •* one port oaty. the 

executioD· tNltorJ can '- ...,...... u. • lilt Q( ntellll" .r«elvecl. u shown in Ftgur4! ~I. 
'' 

~his represmtatian can lM vieWtd at a tag. recofdtnf each ...... r«el•ed lty ~ u it il 

'received. The mast nmltly received messap la the u_... W1eorJ Is at the ~ Qf the list. . 

I define a ..... WWI' to be I - el ........ destination ports. A 

broadcast mesaage B can be...,...... by a Mt of pain. ..._,iJ., ~-·~ IUCih that m1 u 
;..., ';:., ·:. ~ :· 

a message,. and ~. ts the _.. ol the pert (&l'ld proceu) co wlUclt "'t ti Mnt TM individual 
f • ~' \ • -. q: ~ ,: ~ "~ . ' 

messages that make up a bnllckasl are·rtf«ftd lO u the amRllBlf of the tm.dqs&. The 

order in whkh a group of recei•ktc proceuet receive a group .f'-.~' ~es can be 

derived from the order in which the componel.ts .., ,.._ ...... are received by the 
" "t ~ ·. 1 ·• 

individual proceua. The ordtr of two breadcut meulff' 'It ancl ~ 14 de(1ncid u •1 < 1li 
if B1 contains a ......- "'I lent to a proct11 '9 and '2· --a ....... "'2 &Ito MAJ to 11-

and "'t <; ~ na...._; .. ~ ............... \*'1lltilltrtt£•,c ord«'inl 
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Chapter a 
Atomlo.Broadeaatlnc. 

Many transactions performed by a distribu.~ information sy~ c2n be decomposed 
" ' :t ·.(r. !:~,.£::.. (:·;· ·i:;/.'l'.:: .. •·, 

into independent component operations, each of which is performed at one site and does not 
·'·"': ~"'-·:i. ~;" ~·~~(~, ·, ··~'.i .> . 

depend on any other site. In the model of the previous ch.-, each component of such a 
~ .. ·~; ) :.·~~·;.•« .. :· .~·. "~'. ~'.I· .. ; .::-f·· ; ..... • -·~·.· 

transaction is performed by a single process step.. AH of the messages that form the inputs to 
• . . ·,.< ' ' ; ~ • • 

these. process steps can be constructed in advance, before, any step la ~ormec:l· The 
~~~- -~~ 

ordering of such a tra~sactlon relative to other ~ctiona is ~trolled by the order . tn 
• ~ ~ . '-' I, :: ~ .. . 

which these messages are received. 
' . •, 

In this chapter. I· introduce a mechan•:t. ""'"''MwWllllill· which dittrlbutes 

a set of messages to a set of destination ports so that ffiey are ncerviclalOmiciUy wltK.telpkt 

to 'other such sets. If an atomic braadcast 11.~...s to dtstrtbUte the input messages for a 

transaction with ~ ~ th•t::tM•Clilll ··~ ..-.11y. Atomic 

broadcasting is a simpler problem than that of coordinating arb•ry trans&ctions. 

I.I Definltion1 

For convenience, I assume that all messages and all ports are uniquely identified. 

Many processes receive messages at a sing~ port only. For such processes, I wl11 use one 

identifier such as fJ to refer both to _a procinl and the port at which that process receives 

messages. Recall that for each process p there is an ordering <p on the rnaaga sent to fl 

that reflects the order in which those messages are}·ecetved. Each meuage m is included in 

the order <p when it is received by p. The ordering <p for a process can be determined 
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on transactions. Similarly, a broadcast message M ii atomic with respect to some Ht of 

broadcast messages if the < ordering on those-~_._ ~fre111~ .. , 

Figure 3.2 illustrates the reception of three broadcast messages· that were not atomic. 

Bi indudes two component messages m1,x for'·t amf mi,v;.'J0r Y. Slmfla~~. 'j2 ancf-A3 
,. · _,_ "'. . ..,· .· _,.-\ ._,··. . . &,;:it:~:~;SZ~'~ :·:- Hj• __ _,_·: ·;.~-~-·. ,·, ., 

contain components for X arid Z, and for Y and Z ·respectively.· In tllis example, )l receives a 
- -~ . . . . ~~,-'.l, .. ·-;~·-:i·. ' .,, - ~~, . :-:.:.~ '• 

'component of B1 befc>re one from B2' Y receives a C:Omponerit or~- before one f'rom B2' and 

Z receiv~ a component of B2 before B3. Th~ ~ordering reladonships constitute a cycie . 
. '1 

A second way in which t~.b~st~~;--~;A.4'1"CIC;L tq_be orclered is 

. if the •der of one ~e wu one q( the ~*"l'fJ .Qf t~~- J~-1~ ~ [ ,.,m 
ignore this kind of ~ing, rda~hip, ::.A ~~ ~-~--~,~,Q.t. an a~lc 
broadcast descril;acd .~e to include su~h rela~ips. 

81 .• t<m1.x.x>.<•1~v-:Y>> 
82 • l<m2,x.X>.<mu.Z>J 
a, • r<m1;y.'f>~<lns.z.Z>J 

9!.X 
-~1.X 

Plgure8.2 
.... - ..,., 

Non·A.tomlo Broadoaatlntr 

· •1.Y 
•s.v 

ntr.z 
. •u-, _, .:.. .. 
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U 4• Ulattrat,toa of Atomic Broldcuta. 
. . ~ ' ' ' .. 

The independence of' the prac:eu stepno be coanlmatect m'ln atomtc broadcast (the 

steps that receive the. messages. that make up the broac1cut . .....ae> ,_Ms coordination of . ~.. . : . . ~ - " .. ~ . ' •· ( ~ 

atomic broadcasu simpler than coo~~at;on of mare leneral ~. A sa,mple ~1 wor:ld 
"' - . ' ._ ' . ;~ • ·' - . ,., • ' • .·, . I " 

analogy may help to Hlustr,ate thil point. ~er an offt~e"m.•kb •H:~n~ :is 

through interoffice memaa. Sen~inJ some ~~t RQtice, .~ •\' ·"--"~ .-.i a ch&".'Je 

in working procedures. ii an instance of an atomtc l>roaci~" .l"be ~ shoukl be stllt 
· .. · ... . it' 7 . · .-, _ -- ~ --: · ,· " ""'< ':· . 

atomically, so that employees working on and communkating about the ame project receive 

the nottce· at the lame poW' m·theft' work. ".fttb t:a· :w :at.t..mpllslied· ~efy easily 

through the ofhce mad .,._.. At one frWant,1 al or the ~ tre ....... tntO the maH 

system and tate their.,.. In the .... of mail ~'ici.,. aetilred to arid'·,_.. by the 

employees. After that, each employee WtU ftltd th ftadcd;itt die . .,.,,. (retauY-e tO odMr 

mail) in his list of rneuaga It does not matter that some emplofee on vacation may not see 
·. ~· . f 

the memo for a month or more. u he will eventuaHy .. it in the proper ,.......a relative to 

other mail. 

Compare this situation with that of a group project, which: ........ ·•. joiOt dilmSJien 
f.' / 

by a group of emptoyea To comp~ IUCh a project atomt• ·. ty ..,_ .. ~· w .... wwk 

in prQgress effectively requires that eac;h group member let utde a Clll1ain time for the 

discussion. Scheduling the meeting is a much more diffitult p~~- than placing a notice 

in each empl9fees in baJket. A Maind, .._e serious prol>illn.b *1Jf thJ meeting has to be 

suspended for some reaton, the members of the group can not wart~· any other project that 

may conflict with the group effort. u the effects of such wor1t wiU . .not be known to other 

members of the group. 
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This·· analogy ·is ·crude, but· gt'ies a feeftttg ·or tM dlft'erenCes thvol\led. The 
\ 

·distribution ofthe memo as an atomic acrts eaq,..tieaRHe theti~ttif'dM'sttillrits on when 

the recipients actuaUy rad' the ·memo. ·it lS Rff'ftdent to :p11ee 'lftil riiDo tn the tori't!ct 

In this .section, I present a mechanism for coordinating atomic broadca$ting that uses 
• - ; > , • ·.: :·- .-. :~ ·:;· .. '~ -~_··- ,--.~·, __ ~"". ]·, ,,. • .:,) • ~ -: ~--~~--J 

robust sequenced c0min0nicati0n betWeen processes t0 dutilbUt.t tlie Con\poneftt' meslages or a 

. broadcast me~ge t6 "thetr d~ination ports.. rlie duuo1f qjii~\)rikeilel that f rer4f ·ib~ u 

menace forwarder1 tO distribute these messages. Eacft. ~te~f~tder receives "*iages 

at a single lnf>ut port A ~e fornrder has a singW p~"'~ SJlecl~~ ~hkh i&n 
be desert~ by a runctlon){M> ·• {cm.11n. ~,,.~-~···~~~ea' to''a set ot output 

messages arid destination. ports for those messages. 

The ~essages received .. 9r .~t by • .~ .~rd.: .. each, cpntatn a. ~ ~ 
~ ', ·:,. ' •, ' .. ,. : - - ..... ' • . .- '¥, .. 

component messag'5 .and destination ports. The components of each such message .~~r;_ffl,,.. a 

·subset of the messages that comprise some atomic broadcast. Each process step of a message 

forwarder r~elves some inp~t message abd parttdcinl"thl ~eiau~;61 tfi•t ~· among 

the output messages that it produces. F4* •CJ.'-sUttt"step~':;'-i:~tput' ~ges togeth~ 

contain exactly the same set or cOfnponen'U '* the rnput:'~· ti;" tbat'ttep. ' , .. 

The pr~~f~Atoll)ic; brQf,<kutiQJ:orp'·~~ d ·~-;~Jf' ,~~ sy~. 
. .. . 

(message fQrward~.~ proces~ ... ap~ ~~ ~~•.itl;~~hJ., ~ch p~ 

p has a unique parent fin the hierarchy. I will also describe this relat~hjp ,by M,.J..._1 ~hat 

p is a child off I say that p and q are relatln1 tf either fl ts the parent off ~ f is the 

parent of p. In the hierarchy used for this protocol, each proc:as f that ls the parent of' some 



the root ol the hlerar~. •114 .ii an an'-"'9F of .all_., ~111, The-~ ,,._..,. 

anci data "-nager~, renn .fhe •veJ of. dt4 bierarchy.. . .A.py -~J. of. -. .. ,fqr.wardera 

can be used ·to perform atomk broadcasting. As we shaft.-.,...,., the~ . ...,Uzatlon or 

the hierarchy determines the number of messages that mutt be Mnt to diltribute each 

broadcast, and should be macte with , some ~"PW"?~, Ill ,,d91 •petted communlcatiOn 

patterns. 

In order to send an a~ic broadcast, •. p~ f~~ a._. sin~ ~le 

~taining a. set of contpQnents. each of whkh spectfltts a ~ to be . sent and a 
' . . . ' •" ·r , ' 

de.ctnation port. Th~s single maaaae is sent .to. a~y ,.....,e1 ~~ .that ~. ~tx,we ~II or 

. the destinations in ~~ hierarchy. Recaft that each stet!-~;~;~ ftJl'warder partitions the 

components of the message ~ved. among the outpuf me111111 prodUC-!·,, ~h """'f• . 

forwarder sends output messages only to its cht~ren in the ,..~hy~ qn r~tvillJ a 

message, a message forwarder partitions the components of that ~ such that each 

component. is. ~t to the chtfd· that is above the dfsttnjlian porf or that Component in the 

hierarchy. 

Figure 3.:J illustrates the operation of this protocol_ in distributing tl_le ~'?ree bradcast 

messages shown in Figure 3.2. The processes •r• organ~ .in a "'~~el .hiera.rchy, where . - . . . . . . ; . . . 

f is the parent of processes Y and z. and r, the r~ ••_the parent."/ and X. Figure ,3.3 a 

shows the orderings for all proceues after s 1 and 82 have been received by rand B3 has 

been received by f. Figure S.3 b'sht>ws an tn•mecUate stat' .tit tki d&stnbtitlon of messages 

to x, Y, and z. Fipre 3J·c shows the ftnal state when al c&tt.,..Wlm otalfthree &toadc0ts 

have been received. t; 
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Figure 3.3b 
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A brief •rptMllt for die COl1"CtnlS1 of the~ ii rtven here. A more detatled 
• , -l 

and ~- ft:Jrmal pNGf .,,.,.. tft an appendix to ~hll theb. AnJ. two ~.messages 
f · . • :::- . .,. ~ < . " . ,: . " ~ . . ~::~ •i : : ·--· ;: J ~ '' . ~ < ~' . ~ 

B1 and ~ are initially ••meed by one message message forwarder, the hipest message 

forwarder receiving meuages connected with both .......... - ._ .. the nwge ·stram 

between any two proceua ii aequenad, the order of tWo bnilidQlia .......... by a message . . 

forwarder is preserved u the messages connedell wtth ~· tnadcatta travel down the 
, . 

hierarchy toward their destinations. Thia sequencing ..... t~ n0 pair of broadcasts t1_1 
,.,,,.. _.. ....... . 

the < ordering can form a cycle. (i.e. there• no·~ ,_;·wtdch 'Bi < ~ and ~ < B1). 

The proof that _..p:. larger cycles can arise ts subltantialJ .. more complicated. The 

proof of the rnessap. ,...tter protocol given in the appendix -.Vers cycles of all llza. 

This proof URS the prop.des of the hierarchy to show that. no cycles can be achieVed 

without a violatiGn of sequencmg bltween a proceu ancl itl ,.....c in ttiw· hierarchy. 

There are several desirable properties of thil p1 acocot that are no& obviOUa. One is 

that each pr«ess executes a lingte process step for ach braadcast. This medlanbm does not 

use lock1ng as deflned tn Chapter 2. :Tbt. IOlutlon insures that all ~ inclUdiDS the 

mes.age fbrwarders, receive the ~:.l!l'l'lttlt:diltributing a braadcut rnem,apttDftiically •. 

.. . . ,.~ transaction 5ynchroftizati0n mechantsm dGalbed tn the next chapter makes use or this 

property. 

A.nother point to note is that the protocol works for struaures of message forwarders 

other than hierarchtu. I will use t~ term txMlnatBtlet Mwp for the logical 

organization of processes med in the protocol. A syndmmllatlon netWOrk. ta simply a 

directed graph that describes the parent - child relationShtpl among processet The proof ot 

the message f'orwarder prOCDcof given in the appendix depends on the synchronlZatlon 
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network only in that tt requires that there be at most' oM'path in the synthronlzatfon 

network between any two processes. This property is..of course, s.a~is,fled by a hierarchy. 
' . ; ' : .. ·,:. )~ .11: ' • 

A· second requirement that must be imposed on the synchronitatton network used in 

the distribution of a broadcast B is that the destlriations of the components Qf B must have a 

common ancestor in .the synchrooi,~tion n~work. If th1' ~ not..tl)c;~~· there w0uld be 

no way. to distribute Busing the protocol, beeause th~'is~·n~{ptoces. t6 which B can be sent 

i"itially. If we are designi11g a synchroni~tion ~~ ~~ble .~ coordinating any 
•. . • • '. ' ;,·; ' · .. • . ··~ ' 'i' • . . ' ·, 

broadcast message involvi~g a group of pro_cesses. .tlJen w_e must m~~ that all of those 
• ; . : ' • ~" .~ ,'-'. '! . ' ~ ~ . 

processes have a single common ancestor. This requl~~ ta_ken. to.Jether w1ta, the 
~ ~: .. ' '\_; - . ' 

requirement that there be .at most one path bet~ ·prooesaes tn~ t~~ !'~work,, ~11s that 
, . . , ' . ' '~ ~· . ' '-,. . !lt'•' . ' ·,_ : .. 

such a synchronization network must be a hierarchy. If, however, the set of broadcast 

. m~ges (or at least their destinations) is knowti, and a 1jndn'oi1fiatton networl ts being 

designed specificalty tO uistribute those- messagei, theft it Is :paatble tha( a nOri-hlemchical 

·network .could be used. This ls illustrated by the' mmpte lfi~ 6. 

· S.4 Other Ordering Restrictions on Bi'eadcut Melaaga. 

The above protocol insures that each process recejvir;tt;'-, gmaPPften.t of a broadcast 

receives that comPOIJent in th~,, s,ame order relative to. tl)q,w,. 9f ·:~er br,ca~~-ts. ThUJ a 

broadcast is a.tomic as viewed _by the receivers'. ~ecal~~~ve,:. t~at, there 1:1.~"Qthet.~y.jn 

· which the processes may ~~ve ord.ertng among,b,~4Plts. .J.11 that t~'" sender of one 

broadcast may have been a recipient of oth~t~CfltS. 

In general, each process step that produces a broadcast may have received some 

knowledge about other broadcasts. This potential knowledge can be dacrlbed by the 1hould 

follow relationship among messages described below. Each message m sent by a process fl in 
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a proten step • !lwllJI f9- a memge m• receind by fJ "~er: 

a) There ls a message m" received by fJ in process step 1 or in a .atep 
that pnaded a. and m' and m• are ~ of the same 
broadcalt 

OR 

b) Th«e ts ·a message ·m" received by , tn':st:ep t er In a ap U.a:t 
preceded a. and "'" Jhould f*w m'. · 

. ,,. . , . 

This relationship describes ordering constraints among .....,.. that mwt be enforced ln 

order to ·prevent the system from behaving anomafaustJ if the. a:Wrect. lnterpretatiOft of a 

~ge m sent by a procm ' to a· process 9 depends on f ha•tnc ...c.ived ·.masapa 

containing information that was derived from braadcUtl-nmv•s'by , wore ; lent. m. 

For. example. if lQltlkl in one atomic brcaclc:al& . ..- •Y ~ to,. bit depos..S at 

the bank and checb dra,;.. on '"Y acmum to paJ ,..II"'*-#""'"' M 4~ to me 

if when· one of those~ was .-t .. my bank •·-•Ud. tt>•rtlYIMI .~the d~tt. 

This kind of behavior does not violate the definittoft of an atomic broadcast given above. 

In this example. there are two separate aatons: my diJtri~ ot.thm'.cMlpolit and payments. 

and my creditor's sending of the check·to the bank to be cash«I. Each of these cauld be sent 

in a separate atomic broadcast, however they cannot be part tit tM 1a;ne· ~ broadcast. as 

the· debtor's actton is not · lnown until the check ts rdved. Natlttng in the · deMitton of 

at0mic broadcasting prevents these ttlO broac:teut tni1saps ~·· ........ ·~ in the 

apparent1y anomalous order, bec&use the. causa.1·~1p ...., .. the·r.o effflts tflat 
~ • ,.-}-~_·} #' 

produced these broadcast messages is not r«ognttld. 
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Unfortunately, the protocol describe<{ above allows such anomalous sequencing to 

occur. Consider the hierarchy shown in Figqre 3.3 • A ~e, "l-,~.~ .t~ ,botb X and Y · 

must be initially sent to the ~ge forw~rder r. It ~ ~ble f91; X to rec;e,tve ltl 

compo0en,t, and constrUc:t and .send a meqage to Y, •nd h'ye:t.J, "-'w, message recei~ed by 

Y, before the component of m 5'flt to Y is rqlved at Y • 

. A simple extension of the message fonbrdlng system · de'Krlb«i abO\te 'provides 

correct sequendng. Each bfoadcast B must ihlttariy be' sent t0' 1& 'mesSage ~~I In the 

hierarchy that is an ancestor of the sender of"ll u WeU·bi'ia'-;i1rrift~pftM:e ... 'daodatect 

with the destination ports of B. 

Notice that if a component of some broad~ ' has ~ ~lved a~; any .port. then 

any component of B_that is destined for a pl'QCeSS JI and hu f19t yet beief1 received by fl must 
. , . , ,~ . _ ,,t r , , •. , ._.,.,r , ~ - .. , . , , 

_be awaiting recepU«:Jn at the input port}o some p~- t~~11~s. an ·~~ of f'· __ TJle 

extended protocol prevents anomalous_ leCJ~,by i~ri~ ,!~a~,J ~- B en~rs the 
~ ' - - ( •; 

hierarchy abow all of the ~~.that ~ ~~~ f,~low. _.,The 5'~J ~.messages 

between the message forwarders then insures that any message that B sh°':'ld f~llow wUI be 

received at its ultimate destination before B. A more detailed proof' appean In the appendix. 

, ~ ; 

This solution to anomalous sequencing is, very. stmp~ (~gh the, p~ that ~his 
'. . . :' . '".~ .•.. , . \-,: ~·.:' ' , 

solution works is somewhat compl~ted), and -.U'T. ~~.. Th~~ I wm only 

~sider the implementation of the ~re conlPlete ,19,iut;on. 
- - --·.- -, ,· , ··;' .. , '!" .:·" ~ ,. ' 



In this sectaon. 1 wil present two simple. i~t ot the synchrontzat&On 

protocols descdbed abaft, one usmc point~ COMmu~. and one taking 

advantage of ~ techao1ogy that tnakes diltrlbutlOn of one muiap ·tt; 'sevetal 

receivers · relatively inapentiw. there ate maay ~· that c:oold ·be uMd to 

impr~e thae ~ I present~-~ tD .. shcJW .that Mb a _.,.._. could 

easily be ·~ and dat I hawe not ~ ... , -~-~- by malt.,. 
unreuona._ ~--die ~ct,,....,a~ . . . _' ' . - , ',: -' ~- - ' ' ' , 

In chapter two I prelmled . a simp1I! ~ ot rGbust sequenced 

communication.· This ~ aft be ~ t0 ··~· ~ forwarders. 

Robust. seciuenced ~tion insures that me1alps lent ·ft.om ~ ~e f0rwarder ·to · 

some port arrl"e ift the ~ in whith they '-ere;~ Md ate~ IOst. In addition 

to proper aquendftg. we mrut show how the -~ Gt meragt: tOnranter~ can be 

maintained. 

A serious problem a the protocol dacrtbed above for message forwarden is that 

each pr~ that sends a broadcast message must knn the 'IOcadon, in the hierarchy, of 

each of the deStinauans of the ~ ot that b~st. ThU inOwredge is neCes.ary to 

select a message ~rder that Js. above ~Ji of the ~·· A. second prrlbleln is. that 

each process may send message to a large number of ports. Thu u expeostve usang the 
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implementation of processes described tn Chapter z becaUMf message queues must be . 

maintained ft>r each ·such port. 

, I solve these problems by changing the pr0toc01 'for dlStributing the components of a 

broadcast slightly so that each proeess ~ only ~ntab{'-'tth its ·parent and children 

in the hierarchy. This is accOnlplished by changing the 'ptocess •step spedf'icati0n ot a 

message forwarder so that if all of the compOMl.b.,Or a ~e r~ved;by a ·message 

forwarder are bound for descendants ot that rnes9ap forwarder. the ~ge is partitioned 

a,mong the children of the mesq.ge .f~r.~arcler as ~?.f~ ~f., ~~,r.Jhe dettjr;tatiqn of some 

component is 11ot a .destendant of the ~e.f~~. tht,.~e ., ..-t, i~~.JO the 

_parent of the me5$ale forwarder. 

To· send a broadcast usil"!g this modified· protocol. a process formulates a message 

containing a list of the component ~es .. Clf theJu·~4cqi. '~ .. c:l~,,~~·~ge to its 

parent in the hierarchy. This rnemge riS4!J ~ the .. hterarc,t.J µnttl .~t is, above,. ••t of the. 
. ", . ' .: " : .. )' : -

. <Jestination ports of the components Qf th~ brqadCfJf J ... ~ti as jts .~~). . ~.ben the 

message reaches a ~ge forwarder tl:tat is above aH.Qf .t~ d~~~Si lJ,is di~i.,'-ltect as 

. b~fore. Each process comm.unicates dir~J.,. onlJ wi~h '"': ~iate 11'11h~rs .. in . the 

hierarchy. thus the number of message ~u~es .. l)eed" .. to ~tn~if1 robqst sequen~ 

communication is small. 

We can now consider how the necessary informataon··•botjt the hlerarch1 could be 

maintained. Each meSlage forwarder f must"lnow whia.·:p·t&etsd ite below· each of its 

children ln the hterarch'y. Th'is knowled~ toutd be'butl: into ead{~ forwatdet. ot be 

built into the structure of process names. It the Ute Or tM'hlerarchy exdieda the usefulness of 
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incUviduat pnx:e-. hown«. we fMlst expect that ~ w,t~ b!I! crealed. ·cie11ted. or even 

mewed in the hierardlf. Md .that these changes mutt be~-· tQ ·-~ ~ ~ers. 

In showing how to add a process, I will usu~ a ........ for generating unique 

process. names, and Will Mt ~. -~ JOIYe the p~ that .. • PloceaJ ~ •4ded ~ the 
• ' • :· • • ' • • c ~. '. • • " 

hierarchy may already be part .of it. I also a~ Chat. tt. i.1 p11,$11J1e to·~ from a 
• ,_ ; • • ~j ,· ~ • ' • 

port name which process receives-~ at that porJ_ Ttata ~-1,~1 the .....,. 

forwarders to determiM .the _deltimation iW""" of a ~ r,.,. ~ ...... /Jtlrl. 

To add a ptoeess fJ to the hierarchy, some ~ forwarder f is selected to be the 

parent of f'· Process "fJ lnt'brlns for th1s choke bf sending 1 •t•ei for a&.ption• inessap. 

This message establishes the message queues and sequence ~s for "sencllnf messages 

from /1 tof. Message forwarder /Qft reply to I'~ lpy ~or.rejecttN thtl niquest. 

If the request· is accepted, the mechanism for ..,..... IMlll.pl from/ tO /1 .is 

established with·. the sending or the reply, and ;, catl ·begin to · itnd lttd receive acai1ftic 

broadcast messages. Message forwarder f sends a·~ le» ks f*rent whidt ls pfOfaiated · 

up the hierarchy ittforming an, processs that are now i.ncestors fk· , or the prnence or ,,. 
Before any meuage can be sent to /j. the sender must bf mtonnld cl the extstenC:e of fl. Any 

message that cou1d irtfOrin a process of tfie ptesence 'Of'' .ftmst ~have been ~t by /I or 

should follow (as defined in the previous sectiOn) some message sent by I'· The messages 

that inform the me~ge forwarder1 of the presence 9(./' •Jf' a,,,_p.pr~e any message $ent 

by /1 (and therefore any masa1e that should foJIQw ., ~ .<b11':> at the ·~r• of 
" ," • ' ' •• < ' ~ • • ~ • 

p, because of the ~ing .. Thus any messa~e. for~er 'PCO\IP*~ a tne$$age with a 

component sent to /' is guaranteed to know w.,_her, or not ,, if one of' Its defQ!.nd•"ts. 
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Special care must be taken when =the request· · for adoption is re)!cted. 

Communication failures can cause either the reqUest'fi)radOf)tjon or°the reply to ttiflt request 

to be lost We must be sure that loss of messages cannot cause " and I toJ>~ confused 

such that one thinks that the request was successful whj)e t~.9ther does not., Such C0'1fustpn 
" ' - l • ,. . . c, ' .. _,~ . 

is particularly likely if .the request is re-:t~1J'1'i~ by ,, ~f /.does ~~· r~d e,~ptly. 

This problem is similar to that of initiating a ~~Ctft. .in ,a. ~munlcatjon protOC(JI~ su~h. 
. . - :.- . , , 

as TCP [Cerf7-t] or DSP [Reed76l The solu~ion that ~,~m ulia,J ls.~l"'1~r.to th~t of DSP .. 

When a message·forwarder reje(ts a request for adoptiiln, it may be' doing so because 

It· has insufncient resourees to establish communtcitton Wfth ii :neW child. If this is the' case, 
we do not wish to burden the message forwarder wltb ~~ ta;sk of remem,~~g that It hu 

' . ' ,: . ' - ; _•_.: .' 

rejected a request. Therefore, we must ke,ep in m~d. .t.hlJ i_f a,~ge forward~r,/ Is sent a 
. . . '' ., i ~ "" , - ' - . 

request for adoption several times (because the sender of the ~ .. re-tran~itted the 
• ) -· • ~ •• • - ' p - • • 

request when/ did not reply prompt,y.with an~~~~· then/may fir~,reJect the n!q~est 

and subsequently accept it. (Once a request has been accepted, however, the message 

forwarder can know to' accept arty subsequent re-transntiutons 'of that ·request). This means 

that a process that has sent a request may not negotiate with another potential parent if it 

receives. a rejection or no prompt reply. If th' original .......- ~· a re-traNmission of the 

original request) were later accepted, this coukl allOw qne, p~ ·~have two parents In the 

hierarchy. Thus we require that if a process receives a re~ (ot no reply at all), It must 

either keep trying (....cransmittlng. Its request) until it ii ·••peed~ or ch'oose a new unique 

name and attempt to establish communication with another parent. 

This approach may result in a message forwarder "1~l a ·pr.oce-. ;.that no longer 

exists (because that process has chosen a different name), but this does not cause a problem. 

No messages wiif ever be sent to or from such an abaiidoned process. An· abandoned process 
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will be detected aad delltd from the hierarchy ~.Ji,he ..... INCh ... tUt detetel 

proceuea that ii d.elc:riblJci in the followinl, ~ 

A ptocess can remove itself from the hierarchy by ..Rctmc a meuage to its parent 

notifying tts parent ot iti intention to leave the hier&rehy. ·· When a ·....t.ge forwafder 

reQ!fv·e'l suth·a request, or a ·message forwarder~··~....._ that.one or tts child 

proceues no longer exiltl then that mHsage rorwanlef can recWm ~ .n ... ,. queues for 

that process and mrorm··the ianc:escors·~ the menage ferwanllr'Ol·the dtaappwance or the 

process. Once a praczu Ml left the Jtieran;hJ • .it, .. ~ a .... ....- in..., to re-join 
• ' ' f ~ • ... ' • • -. - ' ' 

A process 1' can be. moved from one location lit the hieraidty to another location in 

the hierarchy in a l1!l'iea of smaU steps ~ the. term lhoWn irl';F.,. 3.f. Each such step 

changes ~ parent ot ; f~ f to g. where J is the puent 0t I· iii b' the parent of/. aoth 

cates are essentially limilar, so I will only deacrlbe the r.;.Aer. 5 

I) /J .... a ·IDIMll• toJ (the ·~ .. ...- .fl~ft> ............ 
movaAIAt, and atopa tending meuages to f. 

··~· -

2) f receives this r~ and performs an atomic modification of its 
state with t'* ~ dmlgd:. A ·~·-·diiill'tsfiut~tt'tlte -1 

of the output ~ ~ '• t'~~··"~. '.;V .. ~··.f!i:11H'···'~-~ messap ..... tor .,. Md /• , .. Of tw ••tt.f • .. dtaftled .. 
reflect ;~s ·~ 

3) ; r«ei¥es die ....- tor deae frla/. d1'Jlll·~·,._ -.tr..-. 
of .messages for f. /I now sends a. request fer adoptiml to f· 

<I) g receives the requat from t estabtiahes a .- for p. and 

accepts . fl's reqUest . for adoption_: ( !K!" .. u~~~ 1 ~. !~~"'~ the 
tdetarc1ty111J·~ fl · · · ··· ·· ·· · · · ·· · · · ' · 
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Figure 3.4 

Moving a Process 
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messagu sent from f to , aft4 f· No ~""'Irr.de•. !'fithe mo¥e' ,_. be propagated beyald I 

and f· NcJce- also that die tra~er 1hould be ~Wld in adnnce to prevent f from 

refUsing the ,...._. for adoprion. 

In many commu11katian architectur~ tt is no more ...,., to send a message to a set 

of recewers than . to · a siftgllt destination. A l!roadC!ft ..,,.rt. such as a ring network 

[farber72) or an Ethernet CMetca1fe'16) has this p1openy. 11J d4les communkatlon through 

shared memory on a single site. Our scheme for atomic bl'WJlkasting can be modified to 

take ad vantage of thil ability to distribute component mes..,. of a broadcast to several 

receivers. 

In the absence of errors. a broadcast network acts tik.e a message forwarder. Each 

site presents its messages to the network. The network receiva one message at a time, and 

distributes tut message to the intended receivers. M .... llftt through. the network. :u~ 

totally ordered, jmt as messages sent through a forwarder. 

To send an atomic broadcast message to a: set of receiven ~;.the same· network, all or 
.. , ~ 

the CO(nponent messages of that broa~st are packaged iRtO a' single; message for the 

network. If the pack.et size of the network is too small to hold all of thl~ the contents of each 

component message can be pre-distributed to its intended receiver. The sender piclr.s a 

unique identifier for the broadcast and attaches it to each component message, sending the 

component messages singly or in groups to the intended receiven. When such a component 

message ts received, it is saved by the receiver and not placed in the stream of intom!ng 

messages. When all components have been distributed, the sender sends a message 

containing the unique identifier to a11 receivers using the broadcast capability of the 

·' 
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communication network. The unique identifier is used by the receivers to identify th~ 

component message that was pre-distributed and insert that'~ge into Its stram of 

incoming messages. The broadcast networks designed thus fir ·a11 have a ·packet size large 

enough to accomodate such a unique identifier. 

If very large ~ssages are sent, it would seem. thai we.~.i:~tn~ AlbtJining any ~eflt 

from the availability of the broadcast mechanbm over tl'I~ ,pqjnt-tc>-.pqint ,1ehe,me ~~ 
..... - ,, . . .. . ,. . 

above. Note, however, that if we were to use the point-to-point scheme for coorcUnatlng 
. . 

atomic broadcasts am0ng the processes executing on sites connected ·by a broadcast network, 

. then in general each component of a broadcast message would' have to be tranwt~ over 

the network twice, once to reach the common ancestor'Gt the recipients. and once to reach its 
' ,e, • 

desttnation. The protocols of this section transmit each cOmponent ot a broadcast message 

exactly once.1 thus saving extra message transmissions. 

If the network and sites .were completely JJU~ includn,g all c:ompQnents of an 

atomic broadcast in a single message would be , su~ tQ_, diltrlbute the component 

messages atomicall,y. Unfortunately si~ failures C»f si"'11e ~-qi_ buffering can caUM.-. $Ate 

to miss a message from the network.. To solve this ~lean, ~e -~. ~ a mechanism that 

uniquely order1 the broadcast messages, even if failures .~r ~~qi the. transmisston of a 

broadcast. Such a mechanism would aQo.w each site to .~IM>W .the Clft\..- in which Jocoming 

broadcast messages should be processed by that site, even If failures ~ some of the 

transmissions to the site to be lost or to arrive out of sequence. A mechanism must also be 

provided to allow a site that has missed a message to obtain a copfor'that message. 

I. This excludes re-transmissions necessitated by errors. 



- 76 -

This can be accomplished by appointing· ane st.te as the coordinator of the 

broadcasting. The coordinator has .. the responsibility. for arbitrating the broadcast ~ges 
t 't: . . ' 

on the network, and does so by assigning a sequence number to ea,ch. To send an atomic 
' . 

. . 
·broadcast. a site assigns a unique identifier. to th&t broadcast a~ ,~num,ts the ~ts 

. " :' - . . . . 

of that broadcast in one or more transmissions an the broadcast network. Each transmillion 

is identified with the untqtae identtraer, so·· that the ......... can· tttntlfy the tranamiulons 

that are used to diStrtbute an ttomtc broadcast 

.These transmissions are seen by every node on the b~1t.network, inelu~inl both 
• • • ,. ~ ' • d \. ' " • • '· • 

the recipients and the coa,cttnator site. Each . reciJ»ient ~~es ~. ltl:»r• .its ~t of 

the b_roadcast from the transmb,sions used to ~lstr~te !hat ~t. Thi.5:. }tc)red 

component is not yet induded. tn the input metsag• ~ of ~ ~vtng process at that 
. . , - : t • ' •. • ' ~ 

site. The coordinator receives and stores aH of the~· Wh~ ~·~°*°"has 
• • ,- • ~ , • < 

received all of the components of an atomic broadcast, the coardinator assigns a sequence 

number . to . that broad-=- and transmitS· • meriaV to' at • c:aftwntng tha MJquence 

number, the name of the sending· site. and ·the" ld\Cffng sllft tintqtae fd~ for the 

br0adcast. This ~ informs al ·receaven ~ c:oftlpcJMle'fll"ittat brlilllc:Ut or the ·proper 

sequence tn which that broadcast ts to be mclUded Widl ~ti :tron·t' Other broadcasts. 

The mmage from the coordinator also serves· d an ~t ·.to the ienhr· of· the 

broadcast that the broadcast hu been distfibuted' .... ttte iender~ca:n ·dtlete 1t·rrom tts output 

message. qUetR!S. 

It ts relatively simple to se.e that this sc~ wotY. if no errors ~, as it is 

essentially the same as the scheme tot diltributing large brm.dcasts tn the absence Of errors 

described above, with the exception that the coordinator diltributa the single message that 

demands all receivers to include the broadcast in their input message queues, rather· than 
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having the sender of the broadcast do this. To see how thb tehefne abO wc>rks in the event 

· that messages are lost on die br0ad~stnetwott, leu1s aM-tstdef·tfle polsib1e1err0rs. ' 

One error that can occur is that one of the transmisllons used to distr_ibute. the 

components of the broadcast is not received by one or more sites. If it is the coordinator that 

misses one of these transmissions, then the -ciOordtnater wlft newr de6!Ct the broadcast as 

being complete. and wilt.·not send the sequence numblt·~. Aner·a sutt&bfe·dmeout 

interval; the sender of the brmdcast can detect tttai-....iRg • •mtu· (becauM!. lt ddel not 

·receive the mmage-1rom the mordinator) and t'&ll' rett'dllTrit t1iel ~•ts. Ally 'lite that 

received the comeonents correctly the first nrne· can·~· lrid°dtscard-·the tetrallimtsslOn 

because of the unique identifier assigned by the. sencUn.g '*te. 
' i .. ~·."' 

lf one of the receivers tans to receive a· ~ tammy~ but no other errtirs 

o::cur, then eventually the coordinator wtn tranlmlt tt.e·-tequeld:n~mblr ·ror the ·t)rc:Jradc:ast. 

The recetver'wtlt dtsc:Over that it has nOt stored the cornponerlt;lOt theibroadcast ideh'dfted 

in the message sent 6fthe coordinator, ancr:tan reiqUM fe"u•mtmmWflW that componerit'by 

the coOrdinator. Thus the coordinator also aetl as a l*tUp b-;~intng copies ot lost 

messages. ··,;" i·',' 

Another error that can occur is that the the message Jent by t~~ coorcU~tor maY be 
• • • ' !- • , ' ~ - ;, • ~ ' " ' 

missed by one or more sites. If the sender of the broadcast does not ~Jhls ~1e, it will 
. -~ ' .. " ' .' : 

begin a needless retransmission, which again ~n be discovered .and dt~rded_ by the 
. . . . '• '· . 

receivers. The coordinator can retransmit its ~4!, to actnow,"1~ th• dl~i~ution of the 
. -t~.: • ' l • . 

broadcast· to the sending site. 
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If c>M of the recetnrs misses the coordtnator's.messap,,th.ts~etar•be lmme~Ha..ay 

detected. The receiver .wm-. ttw it ts Giil qt....,,.,_ tt.- reoet•es a.-...,. f,;em 

the coordinator. That receiver can then request retrammllslOR Of the messaps that It has 

missed from the cooi'dinator. 

TJ:ae prococol .,.bed above for _..._ b~l,tiog UJ&ftg a broetkast 

. communication net•tt Is. relatively'""'"·_.. .,.....J1Ct1af,the Mt•.0.M ito •nn 
oceur. and .woru correttlJ itjmtraps ,_,,toat,oi: ~ tly ihl ...,k. T1*e are 

several points about dtJa,~ .tbat .. lntffl be dariflld; War.,•-~,.,_, C.- .,._..,_ 

a practkal impl!lmenta~of: •tamk.\'~ 

The coordinatOt site tmUt f'iCord atf Of tftt fiillCfast ~ and must 1t.P each 

broadcast .until jt ltnfllQ .t.Mt tbft ~cast .his.,,,_ ~eel bj ,•l .. ~tf'. Ill ofder to 
. . ' ' . ~ - .. ' .~ . -.• ~ . - ~· ~ ' . ' . ' . . . . 

avold.1-ving .to save br~StJ. f~P,.-. 1Af.e ca.a •vc.1~.~ ~ptlJ~ Mn4~•: messa1e 

centainJng the sequence miftiMr of. tbt most . tecijl;lt .. ~ ~'·*'; ,.,,_ ~~· rec:el~ 
: .correCtJy. The .. ~ter .c;a,n.·;UJe .t.hese ~ tQ;~""*' ,\t~J.s~ .. to d ... a 

sav~d btoadcast ,.,_,~ ~ wi.en a stte. il _,t .()f ~,~ad; *"'"hbe ~i~~ 

about one of the saved broadcasts. ·yhe message sent by the caordinator must Id~ 1'htch 
' ' 

of the sites are receivers of the broadcast. This tnf'ormatk)n can be det«mtned from 

examining the ~ts or t~' tifoaa'~lt. arid'mn ~,~ ~· t~e meUage'"by using a 

bit vector with one bit ri>r el'crl site indtcating ifielfiei' 0r i,J ti1{1ffe: ii a ~vet at the 

broadcast. The bit VedOr iS usid tiy a receiving Die'."' 'Oidir '.~. cWermlM ~ftetlier or net 
that s'te shoo'fd have ~ri-ect a·~ ~ .t'ite brtildC:i.'"}~li ift tUm tefts tt.e•· 'site 

whether or not ft missed the transmission of the component· by ·tfi ~~:··· 
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. . •}.. :T :~ .. ·• ._,' 

Each site must keep track of the most recent sequence number sent by the coordinator 

,that has ~- ~ aoo correctly proasltli .,,_,:die: site.n~ fn ·a CJPD'I appliatlon of this 

protocol. it might be· the ~se that each site •·a Ntei"'"~in n1aliffly cfew of the:· atomic 

~brQadC3.$t$o'.. If ~h*J.-·~ the; ~se. it ffltf, be '*•llf:CO filter the,...,.ps sent by die· sender 

.· al)d by,tJie ~lnator kl the r«eivt!r'4.netw.1t~.4ft Ql'der to&fflid,itltemlpting the 

. r:eceive,r._ lUl~ecea,sarilJ~ J'his could IM done »Y~---~Bf!i:J .~. in a sbe's .netWOrk 

._ if1lerface..1";hich qmtaiq~tlte·""I~ nu°'"': of tbf Nat J'JQftt~C&Rthat that site bu 
" 
correctly processed. When a mes.sage from the coordinator is .., by the .-W~ interfa£ef it 

examines the message to determine whether or not the sequence number in that message is 
-.: -; .•. • . ~· • . ' • ··. I ••. , f•f,;" ~" ._;; "._;/. c,._~f"" . ..,,-· ... 

one greater than that in the register in the network interface. If this ls so. and if the ~ge 
~-; ~: ·,' . :; .,,·-~'-..:: ·. .. > . :? :: '1: ~l .. ~ :·~ ".; ., ' iJ:• ~-·...,:,-~ -~-: ·•. :: ' •. • .· 

does not destribe a broadcast in which the site ts a receiver. then the register ii incremented, 

•· and the recei~i"' site as not interrupted. ii .~-~e. r~ .. ,~ .. ~•nator d0es noc: meet 
, ,,, ~~~ _ :· ;· .. -~ · t-.'\ ·• _:·rH ;.·:::f.~ -·,~.:~llffLi~-r~":~; i, -~· .,. ''.~, 

these conditions, then it is ref>oned to the receiving site, which either detects that the 
' - ; . 

sequence ·number indicates that the receiving site ls out of date. or that the message pertains 
., ~ ,.. . .··::~'n . ~ ·-.:. : ;· _.: 

to the receiving. site. ·1r the message pertains to the rDtvlng 11te, then the .receiving site 
"-· ~{ ~ ~ -~··· _ , ._ , '· ': ,~ .::. _ .. ;._ L(. ·t~ .. .:.·';;''·HJ-~~,_: . ,., , 

incorporates the broadcast described by the rneuap into its Input message queue (in stable 
.. ,- ·'. -. ,·, ,· :; -"=n:.t·· ,/t - .. _,: .:r . '.d ~-.~·') -f. ,· ·: 

storage), ·and then uf>dates the sequence number tn its netWOrk interface.• Otherwise, the 

recei~ei- ~uestl' retransmilsion of the missed' ~)iJ~ ''the ~lnator. 

l. N0tice that ·1r a second· message Cofues 'in before~ inesSaP received by a site has been 
. jn~QrpP~,Aj;ae,,~,~ in .fl.Ms,~ ...,_ Qf~,~N\tifl'WJ:be _. ctl:date. 
· This cau·.a no problem. as the site detects that it has mUlld the second message and 
, immediate~obcatnJ iL: The 1e .. ena .nu.....,:ca-1betap""'1...._1llae ··m1H11P has 

been recorded in the input me1sage queue. as a failure of the-• may cause the menage that 
tias been received but not yet recorded In the queue to be lost. 
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I.I.I U1e of BroNn•t Network• anti Point-to-Point C.m1m1aleatlon Togeths 
' ., ·'·,;;-·~ ·" ·-- ·'.~_, .-,•~ ·1 ~(; . ~-' 

The Khelftes ,,.... pnwidiftf sym:......._ fll __.. b....acam . ...mr· a broadc:ast 

network can be med HI oanjundtan wtth·•thf ......... ,,,,..._. '*': poiht to pOlnt 

communication in a netiNlk wtth a n..,... «·chtfattftt ,..,._..~uo1f1Mctta: To 

do so molt efflcieftdy, al of dle·p1aci111ies:"""""'"at.lilla ""*'tf'iLtMiiiclalt ~rk. 

IN>ukl .be made dUldnn or.a *111 .... ,_ ............ ~:·~·ttte·--.orE Other 

brsdcast networkl and .,_ are tlnt.t throlllft'••r•·p.ft!IHMhlWf npallfb*I' 'gate\nys 

: > ' 

To see how this is done, consider the physical commu11tcation . topc]'°JY ~ in 
- . ~ . : .; " ;,' -, , . ' -~ . - ~ J " ~ / ' - '. ~ .. 

Figure 3.5. The physical configuration is three broadcast sub"8tWorka. wi~h lites F a~ G 
;, "-, .:L , '.' ~ . ,' , . ~;,· ·', .~ :''. • - ' .. .-~ ~ _ .. :__:, i' 

acting u ga~ways ~ween Nltl and Nn2, and between Nlt2 and NltJ respectively .. One 
.'<' ~,"i:-.t:·.-::'.~~· ~:.'-.!-~ --~- ., 

possible efficient hierarchy for this network ts shown in Figure 16. Thia figure Is a skete,ton 
• ':,;"' > -~· ' • ~ "?" ,~· ~ 

hierarchy showing Qfle message fOrwa.rder for each site. The processes at a lite woukl be 
.. « . ' ~-, -,; ~· "' . .. -.--~!: ij- -~; ;--,z .--:~:.-- :._ ·-- ':d'!J:·'.. . ·_ 

descendants of the single· menage forwarder shown for that ~ Consider a broadcast 
. . . . '.":j . ' ~. . : . .' . •. 

message sent by a process at si~ I to procesaes at sites D, E, H, and / .. Site 0 would use the 
• ~ ' • t , "• •' ; < , ~n.: •. ' •7 ' ,' • .;·; • • t ,' ~ :• i : : > : ' ,•;;_ • i !_"' • ; 

broadcast network N tt2 to distribute components to sites D, E, and F This rnesaqe 
. ·. _-,;_-:·.,;;~--'--·~·-- ~ .. _ ·---.~~ '_;_~t-- - - .·· 

forwarders at D and I. would rot.ite their components to the pr0per destination processes 
; ~{~: . . ,:°':·y;·_~·,_·;··~:/'';: _,,... , ,:,· 

The message forwarder at F would use N 11J to distribute the meaages for H and /. 

I.& EYaluation 

The algorithm desert~ here for ~rdi~!-,t~~ of,~~ •~ic.Jroad~st ~'' ~1y one of 

many that ·coufd have been Used fOr thb pur~. The dt!siratJil,'J·ot'~j{ afprtth'm as 
' "' • ;n{,~ ··: ;:•; .~·; ,.'.~- .., t_• ~ ' 

oppe.ed to the othtts depends mainly on the; atmtt .• , .. ,wlttd tM htetatch., ·Of ...... 
: ·~ - . ' 

'4 
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Figure 3.5 

A Physical Communication Topology 



., 
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"··' 

forwarders reflects tht tog•cal and physical communk:atlQn path• tn the diarJbuttd 

information ,ystem. 

I have alrqdf trgued that many applications for • distributed information system 

exhibit a strongly hierarc:hical organization. This is a reflection of h-.rchtcal management 

policies. If the ilierarclly of message forwarden is chosen so tha.t processes that need to 

communicate fntqU!Cltly are nearly always children of the same rneuage forwarder, ·the 
. . 

message forwarder 5911Al1 involYes little extra message paaa,. beJCIRd direct communication 

between pr(JCesses. 
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This is particularly true if the physical communlcatiOn network Is also hierarchical. 

If the physical communication network is hierarchlcat' (d:Juntirig · brOaclcast networks as a 

single node in that hierarchy); then the atomlc'bfoadeutlng ·tneetianlsrn described here is as 

reliable as any other communication mechanlsm. ·Each Message follows the shortest path in 

the hierarchy between its source and destination: Two ttan~ions take place for each link. 

in the hierarchy that a message traverses (one carrying the message and one carrying an 

acknowledgement). This is the minimum nu~r of ~ n~.ed to deliver a message 
. . . ' ,. ·. . 

r.eUably, and the synchronization adds no extra ~es. 

If, however, the physical communication :netWOrt iS stfangly non-hierarchical, with 

many alternate paths between any twO ·sites, lmpOslng a lagkal ·fiwrarchy may cause 

communication between some sites to be very Uienldlnt, wltere a'dtred: link between th~ 
sites exists. This prOblem can be alleviated tO IOMe extent 1>y lending the contents or all 

large messages ·over the shortest possible route, and sending a . meiage ·· header thtCJ:Ugh the 

hierarchy to .desigl)ate when the pre-distribut~ messitg8 c:on•ts -re. to,~ tnduded in the 

incoming message stream of the . receiver, as '!~ ~· for bpd~ networks with small 

packet sizes. This technique reduces the ~~·~~ ~verfod Au. ~.tfle biQrchy. but 

does not reduce the vulnerability of the hierarchyc to failures. If mu,ch wmmunication is 

local, however, this vulnerability ~y not be a problem. 

The message forwarder scheme has sevenl advantages over other synchronization 

mechanisms .for distributed systems that could ~ u*i to ceordlnate · atc>mlc broadcasting. 

One advantage is its simplicity. The message for~~~ protocols °'" all be described by 

simple statements. Eac~ step ts determini~ic, and the .only,~rc;e of. non-detenntn•sm ts the 

order in which two inessages sent to the same process are rec:et"'1. 
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· The inatJiljtJ of two precems. to dererm'8e relilMy '!'~ • .,..not .... fMIDll: sent 

between them wu ncat'ffcl cton not cause a. ,..-1aa an die m.,.p ~ ICllmle. 

UUft& the pnmmta dacrlbed abcwe. we a m111sp '- """' ~·die.~ .. ,.,,_. daat 

that menace muld have:-.. r~ and -- - ..... ,.,., -- ..,.., .... wtch .tbat 

auumption.. Once a masap has baa sent. it ts~.~··Ufllil • pts 

through. 

participate: in the camplltian of a ~ Ota· thelnadcalt. ;;.e.·.p hat been ctellmed 

to a~ rorwudn. it wtlt ~IJ." d$vaecl rn,aa ..,..,._.,~II the smc:ter 

crashes. The sender al a broackut. carmat, howu•'1.iRllW. :"'-' .. .dl&t '-*'cast wlll be 
~ ·' ,•. ' " ... ' . 

delivered. as that depends• die n:.ua&tiliey ef die --.snp ~ -4 _.YN porta,. 

and an.the order in which -••ces are~ bJ.~~~l'he bim:daltl ltomw 

sender are. however" deltftnd in ta. same order in·"'*"~· were.IBlt. 

A third disrinctive- feature is that the ord8 lit wflic:h a tmacrcast a received relative 

to other cenfttcting· b~ it nat deteltnined In GM MddOft. ·n. dedtal ii dbtributed 

among the'-.,. farward'en ....... h wfric& die ........ o1·-.a.. ~ p.a. eadt of 

. which per.farms same arb~ lrt a lcheme ustt1f. ·~ • a1itbaa between 

concurrent messages, ona a timestamp has belR allipled' ID a ..... its ordc Nlative co 

other messages has been nm. P~in( this~ ltJJli•ll•illJ.it atnang the 

message forwarders provides pater flexibility that• .. ~.-~· c~ 

Even after some of tfte component missaps of a ~ ftave been. rec:etved by 

their destination ports,. a1tter· mesaages from the same ~ may sdl ~ held by the 

message forwarders, aml tlus odm non~ ·~ .'ftwt later may . .,_ received 

earlier. This ftutbtity is important if the communation network c:onnectmg por1I 
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partitions, in that broadcasts local to one or the other of the ~rtittorls ·can continue to· take 
7_( -t~?.:.·J.>,~ U ,c~j~; ·· 

place, even if there are messages from more "global" broadcast$ that have not y~ been 

delivered .. The extended pr~I ancl. the ·i~~ ~tMWHSd·;~v.e gQf.,_..tee that 

this nexit)ility dou not allow messag-. to arrive out of·.md.er· 4n; t~, ap1 ~ .~. ~YmJ, a 

messag(' R wiU have recetv~ any message u..t .the ~p( Jl: GQQJd . .._~,.been.aw,.,~e, of 

befor •. receivin' B. 

The message forwarder scheme takes advantage of '"IOCaitty or· reference• in 

communication · niore effectively than many other synchronization schemes that could be 

applied to atomic broadcasting. Some schemes, such as those using timestamps, require 

periodic communication among all of the sites. Such a scheme would be expensive for a 

distributed information system in which most operations involve only one or a few sites. 

Sending an atomic broadcast using message forwarders, i.n contrast, requires . only the 

participation of the sender and receivers, and possibly a few additional sites holding message 

forwarders. 

One point that remains to be explored is to determine exactly what kinds of 

operations can be performed using an atomic broadcast. This question will be an1wered In 

the next chapter. 

S.7 Summary 

This chapter has discussed one simple synchronization problem in a distributed 

information system: that of sending a set of messages to a set of destinations "atomically". A 

mechanism was ·developed to provide the proper synchronlzatlon by using message 

forwarders to distribute atomic broadcasts to their receivers. The mechanism was extended 
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to prevent anomalous behaviour if correct interpretation al one meuap deplnds on prior 

reception of Jame message. 

Two lmptemenmtton strategies ·for meuap tiWafden were ptaented. One 

implementation that WU iftdependent fl the plipbl ~· ~k. ~llftg rObult 

· sequfl'leed procesm wai develaped. The prCJtal01i-.. p.a111li tcr be '&ddtct, dilatW4~ or 

moved within the hierarchy of message forwarclen. A more effidlnt ~ th&t 

takes advantage of a bl'Gldcut communication network wu.allo ~· .. 
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Chapter4 

A.tomle Transactions ln·ta• 'P~'ll~il 

In this chapter, the problem of performing transactions atomlcalfy in a distributed 
. ,· !: . ,., ' 

information system described by the process model of' Chapter 2 ·is considered in greater 
. .' . . ·.'' ;:.~·~, ~: .. ,.. ~.<~ 

detail. A method is presented for describing the data flow that a transaction causes among 

the items that it accesses. The difficulty of. coordinating traniactions to be performed 

atomically is shown to be dependent on the interaction or their data"-ftow descriptions . 

. A synchronization scheme consistent with the goals set forth In the first chapter is 

developed. This scheme makes use of the hlitartnical~aniSm for atomic broadcasting 

described ln Chapter 3. The mechanism ls simple, efflcient, and frequently avoids locking.· 

4.1 Analysis of Transactions 

The techniques needed for synchronizing a set of concurrent transactions are 

.dependent on the data flow among data items caused by perfanning the tramactienL The 

set of input items to each transaction and the w., in which those inputs are ref1ected ln the 

updates made by that transaction affect the way ln wt,ich transactions interact. I wi11 use an 

abstraction which I refer to as a transaction UUJ!:· to describe the data flow between items 

caused by performing a particular transaction. 

A transaction graph is a directed graph In which the nodes are the data .items in the 

data base. These arcs show how the qutpqt items of • tra11sactiQl'I are der~ved from the 

input items to that transaction. The transaction graph tOr a parttd.a1ar transaction T 



con~ins directed arcs potndng at each ttem that is updated by T. For ac:h such item t. 

there is an arc ruan• fl'Qm ead\ item J such that the NW ~ c••tn &o t by T depends an 

the value of j seen by T. 

Figure 4.1 shows the transaction graph for a aimple banking transaction. This 

transaction modifies the values or three items, x, y. z. The tran•cdon could represent a 
. . ;:-' ~ .-~ 

bank's action on cashing a l!IO check for a customer, where x ••nnts 'the amount or cash 
• I' ;. ' 

disbursed by the bank, y represents the account bala~ and 1 ............ ~he ~s 

•overdraft protection• loan aa:ount• 

Plpre4.1 

A. Bl~ple T~......Uoa~.-..pa 

The Traa .. otlon T: 

Set x • x-!1&,· 
If y < 50 then do; 

Setz-i+y-50: 
Sety•O; 
end; 

else Set y • y-50; 

l. In this simple example,: we assume that the overdraft proreczton ls unlkntted · aftd ignore 
any other bookkeeping that must tH: dol;ae bJ a •,_1~ ...,.._..,..... 
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The transaction graph depicts the way in which the outf>uts of the transaction are 

computed". The arc from y to z in the transaction graph oft n!nects the #~ct that: the value 

for y must be obtained bl/011 the value produCed . by T for i ean be deterinlned. Such arcs 

describe constratnu on any implementation of a transaction it{~t the access to an item that 

is the source of some arc must be performed bl/or1 the &C'Ce$S to the I.tern that is the 

destination of that arc.I 

In the process model of a distributed information system, a transaction is carried out 

as a set of process steps. A transaction graph can bf ti..a to cOriifrUct a stmtlar abstraction, 

which I refer to as an actiVitJ' traph, describing 'the data f10w aMOftg the pf'Oci!ss iteps that 

implement a transaction. Two points cause ari'atttvity fl'aph tor a ltansaction .to dlffer from 

its transaction graph:. 

I) Several of the items attessed by-~ t~ns,~*°'1 m&J . l?e taekl by a 
single data manager, allowing. all of the aCteiies to those items to be 
performed in a single prpce$1 step. 

2) Some data items may be replicated, with copies held by several 
sites. TltiS mell!IS that one auess 1n the trafttmlan graph may be 
performed by several process steps in the. activitY.:·graph. 

The nodes of an activity graph a.re the processes that· participa- tn pertormtng the 

transaction. For each arc from an itennc to an item y li1't'he"tttripctlon' ·rraph for T, the 

activity graph contains one arc pointing to each manager diat hOlds ·a c6py of y from some 

manager holding a copy of x. Arcs connecting ~ Proc:el:' to itself are not shown. If an item x 
,. ' '. ~ ? .- _. -

which .*' the source of some arc in the activity gr.p. of, T is. replica~, then we have a 

choice or which copy of x. to use in c0mputing t"',.°"q>ut of 1' d~e11t on x. This choke 

I. Note that if a transaction graph contains a cycle, this means that some item In the cycle 
must be accessed at feast twice tn any ~· 
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ts reflected by the arc tn the activity graph of T cennctmg SON ,,_... holding a copy of x 

to the process that holds an item whose new value ~s ·on x.. . If tra~IOl)s are run 

atomically, then all copies of a replkated item. seen by a ~na~ tt,v~ O'' same value, and 
. ' . ._. •' '-, .- . ·-· 

thus the ch9ice of whic~ .pne to use will not -~.the output ~lues prod,.ad by the 

transaction. 

Figure -t.2 shows the activity graph for an implementatmn of the ttanaction depleted 

in Figure <t.I, in which each of the iteml Js replicated: •t. t•~ p( ~ th,., d,_ managers. 

The graph. indicates several dedlioll$ mJdt about the .. ~~ T. Mt hold• copies 

of items x and y. The new value$ produced for U.- ..._ clep.nd only Ofl their previous 

value$, so a decision ~ be$ made so that M J ~tp ~.~new y~ fOl'. ltl cop ... of 

t.hese items from their previous values at M 1. Similarly, M 2 is to use the old values of the 

copies of y and l. that it holds to compute their new values. M. J• however, holds a copy of l., 

but no copy of y from which to c:Omp~te the n.Wvt~ 9f· i A·~ hls been made that 
\ ' ··- , -·. - . . 

M J is to obtain this information from the copy of y held· by M z. 
.. , 

Notice that in this example, aH three ........... ....,. ia Che computation of the 

outputs of the transaction. "rhts results in~ duplb'tton or'~ as, for example, both 

M 1 and MJ ~ new v~ for x. We could '"'va ~ tM cemputation of the 

outputs of the tr.ansaction in,,·~ of ~ tbree. ~.and: ,4~.,._, the raQb 10. tbe 

other managers. which would have lead to a racltta"71"ft'.-ent ac:ttvi,ty'.g...,h. 

The model of a transaction used tn this thes&'. in whk:h various parts of a 

transaction are performed in parallel. is different 'from the,~ used by many other 

researchers in which the accesses required to carry out a trafisaction tat. place in some well 

defined sequence. Allowing for parallel execution of various parts of a transaction not only 

allows the transaction to be c0mpleted falW:.· 8ut -Mio,.....,..._,.._, task. of.lJl"hl1lftl..-. 
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because the synchronization mechanism can choose the order ln which two parts of a 

transaction that are logically independent (sueh ~·th~-~~ by M1 and M 2 in thb 

example) are performed. 

The arcs in an activity graph represent constraints on the order in which the process 
- ~ "'· : •• ~ - : • " .: • ' .. - : < 

steps used to perform a transaction can occur. Some step of a process that ls the source of 

one of these arcs must be completed before some seep 'rA .the p~ th~t ·.s the destination of 

that .arc. Recall thU, pec:form.&Pg a tr..-.uan -~~ ~;,~ to 0Jll4'1" transactions 

also constrains the .qrqer in which pr~,:ftbp• -.CW· J• ;~~lty. P!· .. ~i~tlng a 

gro\lp ~of tr~sactions tcl,be perf~ atcMD~Ji.~'·~:thf inter"aCtlQn~ their 

activity graphs. 

For a groop or' transactions, we can conatnlct a J2il1 actiYitJ craeh. which is a 

merger of the activity graphs of the individual transactions. The joint activity graph 
. . 

contains an ~re betw~ l1'Q9~ wheney~d1',~Y~:....,m.ot ~. ~qion in the 

Pica~.u 

A.,a,Aotlvl.•7.Graphl'•~ .. i..i•••tatl••o&~T. 

A.algnment of It.ma to llanas•r• 

Mi:x,y 

--------------- --- ---------------------
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group contains such an arc. Each arc is labeled with the names of the tranactions that 

contribute that arc. Figure i.3 shows an example of such a graph for three simple 

1ransactions. 

Each of the three transactions is responsible for one al the three ~res in their joint 
. ~ ; 

activity · graph. This is because each transaction tranaien inr.mation for an ltem held by 

one.manager to an .item held by some other manager .. 

Activity graph• and jOtnt activity graphs can be Yltwtd' u finer gratned versions of 

the ~L·U graphs ·used' to describe ti'ansactidis tn St)l)i.l[JNrniil""711 · ne· analysis of . . 

rransacttons tn SD0-1 does ·not· uannne tfit ktvatlOft· 'tit ~ ·frGm tnputs, but instead 

assumes that. each output of a transaction may depend on any of the inputs. In raet. each 

output ~ay depend ~only a small sublet of the valua read• •.fact t~t ii repreiented in 

activity graphs. 

Activtty graphs provide a stmpfe way of desa1btnj the way Ill whk:h input values 

seen by a transaction affect the output values produced. The ara In an activity graph also 

describe ordering relatiomhlps among the procm ... that earry out a transaction tn that 

the process "St•· ai tM ...,. fl..., arc·MUSt ~-.Meet W.•'a.e pNcelS step that ts 

the destination of that arc. 

' 
The next Section of this chapter examines the impact of the .,patterns of accases of a 

group of transactions, as described by their joint activity graph. on the synchronization 

techniques that must be used to coordinate those transactionl. 
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Figure 4.3 

A Joint Activity Graph 

Transactions: 

Tr Set B .. B +A 

T !f Set C .. C + A 

Assignment of Items to Managers: 
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4.2 A Si•ple Approada to Trauactlon l7acltroaiutioa 

In the previous chapt.r, I preaenttid a ...... mllithanbm to distribute a set or 

messages to a set of receivers as an atomic broadcast. This mechanism could be used to 

distribute a set of input messages to the process Step& of a transaction. In this section, I 

explore the applkability of the atomic broadcast mechaniam to the problem of performing 

transactions atomically. I. show that that mechanilm can be med only when the joint activity 

graph of the group of transactions to be performed dell not con&abl a qcle. 

The simple synchronization scheme developed for atomk .broadcasting cannot be 

used directly to coordinate a transaction that has an lactivlty graph containing an arc 

connecting two processes. Thb b because there is no way to~ such a tramaction in a 

set of independent mesaateJ to be delivered ta: ··the data ......- as an atomic broadcast. 

The process step at the source of an arc must be comp1eaed before • message descrlb*"I the, 

access to be performed by the process step at the destinatian flf that ~ ~ be formulated. 

One might expect that the atomic broadcut protocol cauld ~ laDdified somehow in 

order in to synchronize a group of transactiens using ~··ot messages between 

processes to control the order of process step&. If the joint actlYltJ graph of the transactions 

does not contain a cycle of arcs, then this can be d-. as will be shcJWll· Irr ·Ute tollowtng 

section. If, however, the joint activity graph of the set o( crUaiacaons to be performed 

contains a cycle, any protocol for coordinating the tranAllltiolll l'Mllt uae some form or 

locking, as will be shown subsequently. 
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4.2.1 Synchronization of Transaction Croups WlthOUt C,tla 

First I will show how to coordinate a gr~p of, t~~~lons w,hqse pint actlvitJ graph 

contains no cycles'. The approach I will use is to mc>difJ the., rn,essqe forwarder ~heme of 
' ,: • ' • : < - '~, • • •• : - ' ' 

the last chapter to. allow a process to act both as a ~J9r, ''"'rder· a1'l4 a ~ata manager. 

Such a process receives a message and produ~ a grou,.P .,r 'M~l!I~ fq(. I~, c;Nl(.tr.en. ln. the 
• : •• >, ' - ' •• ~ ' ' ' , • • • 

hierarchy in each process step. The messages produced need not be a simple partitioning of 

the message recel¥«l1 but can depend on the IOC&t'state·or~tfiifhtelviHgtprocess. 

One can perform the transaction deptcted'·in··ragute'~.~ fOr':mn;pte, by making 

process M 2 the parent of. both M 1 and M1 trMhe ftla-ltthy. :ne'trarisactton could 'tr.en be 

performed by send-ing a message desctibing the traftlacftan kt ;M2 using· the atomic 

broadcast prococot described in Chapter 3. n1s:~tp~ ~gh the 'hierarchy 

until it reacbes Ml- When this message n teaiiWd'IW,Z. ·t11at cflta manager pf.ilfbjrifs :the 

specified updates to its copies .of y and z. In the same process step, M 2 fontards the porUOn 

of the request relevant to M 1, and sends a messag~,.to. M1 descri~i,l'tJ t~~-~~ to be 
. .' ..... ~ ' . - ' . 

performed on x and z for M J· M 2 includes the current value of y in the message sent to 
. ~! . 

Including same of the data managers as tMssage torwardett· in the hierarchy allows · 

some of the process steps of a transaction to be pettotmecttlMtOtf ~ Input Mellages sent to 

other steps are constructed, while. retaining the hierarchical structure of rnessace sending. 
; ~ r: . ~ . ·' . . 

Recall that the message forwarder protocol of Chapter 3 insures that all of the processes; 
' 1-'" . ~ ' ( ' -. 

message forwarders and data managers alike, see a broadcast as atomic. The request to 

perform a transaction in this scheme is treated like an atomic broadcast, and thus ts seen as 
'.:'-'' : . :;( : ' 

atomic by the data managers. 
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A group of transactions can be performed ~ ·with the lllCldifled meuap 

forwarder scheme wheMver a hierarchy of message forwarders and data managers can be 

constructed so that the arcs in the Joi~ activity graph always nm tram a process to one of its 

descendants. This can be dune whenever the joint activity graph mntabls no cycles. In a 

later section, I show how usigmnent of data items to data mMapn can be Cholen ao u to 

"iminate cycles from the joint activity graph of any n/lfdl4 Jr-p or tranactions. 

If there is a qc1e in the joint activity grap d a croup of ._actions. then there is 

no way to construct a bierarchr 10 that a procnt that is,lihe,_,. of seme•~ .. always.an 

ancestor of the des&ination procm of that arc. T-. the .... .,, ~ p~ cannot 

be used. The following paras...- pve an argumaRt so .,._.,..dldm lhat awr protec:OI 

that correctly QK>rdinaces a group ·of tramactioll wMle jaiM acrtWty pipit _.. .... a cycle 

must use locking. 

Consider first a group of two transactions that. form a cycle, such as T 1 and T 2 in 

Figure 4.3. The execution of a transaction consists of a set of~ steps. The arcs in the 

joint activity graph indicate that T 1 must be performed by a let of proceu steps in which a 

.Procesa itep of MI prec:ede& a pr:otea step of M 2. Simt...,, 61'1 pllllfeHo&ng Ttt a ptocess step 

of M 2 must precede a proceu step ef Mt 

To perform the two transactions atomically, either both steps performing T 1 must 

precede both steps for T 2, or vice versa. To perform the trantaetions without locking. recall 

from chapter two that at most one process step of each data manager can be used for ~ch 

transaction, and that the sequenceing of messages between processes is the only restriction 

that can prevent a message that has been sent from being received · promptly. We must 
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therefore prevent, somehow, the situation that the process step of T 1 at M 1 and the process 

step of T 2 and M 2 are both completed before either ~nsaction is compt«ect. This can be 

shown td be impossible by demonstrating that this undesirable situation can ·be forced ·to 

occur tn an execution of any protocol for the synchrontzatiOft of T 1 and 'T 2 that does not use 

some form of locking. 

Consider the slate of the system during tbe. ,execution .. of T1 in which M 1 ls 

performing its process step of T 1. If T.t w.ere; begun at .~ point.. the sync;brPnl_zation 

protocol must prevent the execution of the process step of M 2 related to T 2 from. preceding 

. that which accomplishes the completion of T 1. Without using locking to control the order in 

which messages are received, the only way to 'control the order· in which M 2 receives the 

messages pertaining to' the two transactions 5o that the undesirabh! order IS avoided ls to 

have both messages sent by M 1, and use sequencing of fneaages between M 1 and M 2 to 

force the messages to be r~tved in the correct order. 

Thus to force the ex~tion of the process step o.f' Mz t~at ~letes 1' 1 to precede· 

that that begins T 2, both of these process steps must be triggered by messages sent from M 1• 

This means that the execution of T 2 must include two proC:ess steps of M 1, one that precedes 

the step of M 2 and one that follows that step. Using two stepi o of one pi-ocess to perform 

one transaction is a form of locking, therefore it is impossible to coordinate the cycle of two 

transactions without locking. 

This argument can be extended to cycles of any size by demonstrating that unlesa 

locking of some form is used, then it must be possible to reach a state in the execution of the 

system in which each transaction has completed a proceu step In one of the· processes In the 

cycle. making it impossible to complete the execution of the tranaactionl atomically. We are 

le~ with the conclusion that some other mechanism must be needed in order to synchronize a 
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cycle of tranactions. The locking mecbanism uaed in thts dlata ii explicit .lacking. Thu 
>'\ . ' .. 

locking mechanism conshts, of delaying the reception ot a ...,..,.. ~ti .,.ne other meuaie 
- ~ -

from soww otltn /"«•ss is received. I Locking is to be avoic:h!d wtJer"9r .....,._, ~use. a 
' - ' ~-- .. - - ~ 

failure of the sender of the expected messap •. or of·ttte ~network, may delay 

processing of messages from other sources. This violala aur pl al.~ operability, as 

now a group of functioning sites cannot necessarily carry out a transaction purely local to 

thoR st• because OR ot tlw processes ll'm>t¥ed lit ttaetfaaatct*t~ ,.., blt lbcbd, waiting 

for a message ft-om ..,. cdler· *· This pr«M!m wtl w ......, .. DI< peaw dad In 

Chapter!>. 

The particular mechntsm. that I wiU .u~. for ~Big itt the ~ model is to place 

a pre-r,muisite on the. process step ~~~,.of '- p~ . .-,.. A pre--rt!qUbite .~ a 
', . , ,' ~- .· . ~ -. 

predicate that '""y include variables in the local state of ~ ~ A .process step Is not 

performed unless the pre-requisite for th't step ts sa~ .,.,:fta~.• I.....,..., an an 
process steps that receives messages from one of the input ports al a pracesa, one can Inhibit 

the reteptton of messages at It.at pmt und1 some condlUon ii - ..... 

With this locking mechanism, we ca~ now ~. ttte qn~ l.Jl1c.taronl..uoR . ~ " .,; - ~], - " ·, . . 

mechanism in the previous ~ toc:oqrdinate ~J .~ ,,r ~-

I. Note that ift sequenciRg, it i1 pouible that. the~pNa•illl of e; M11•p II ....... ht 
only until a message sent from the same sending process ii received. 
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4.S Classes -of Transaction• 

On the basis of the activity graph of ,a tra111action, we can group tra~sacti_ons into 

three classes. These classes reflect the difficulty of correctly aync;hrontling th( tranaac:tiona,· in 
' < • • ''" ~·- ' ~ • ' '" , 0 f' : 

terms of the mechanisms needed. 

4.S.1 Transactions with Independent Componaat• 

The simplest class is that of transactiol1s whose ~lviij graf,ha ~tain no arcs~ I 

refer to· these tran5actions as tranl.cti0n1 wlt'h l ........ luCOMponent1. A transaction 

with an activity graph with no arcs can be performed atOlntc:iuyludftg onty 1equenclng by 

ustr1g the hierarchical prot~I descri~ in the p~~ ...,. SQch. a ~psaction places 

no con~ts on the orc~,nization of fhe h~'l!~JJY· ;u ~la~\~,rc;~f can,~,¥-'· The 

hierarchy can be chosere to optimize locality of re(~ """""~,.~~ for introduci'1S .the 

need for lockjng in these transactions. 

An example of sach a transaction would be · t tranllcdOn which adds M interest to 

an of the savings accotJnta in~ bank. The' new ••lut Of~ acCount ;depends 0nly on lta 

· previous value. No ·matter hOw the account& are dlStiibfated a~g.l''data manager proc:eSses. 

each manager can compute the new balanca otthe ktou11t1' tfiat it, 110tda solelJ from tfletr 

previous balances.I 

It is instructive to see just how large this class of transactions is. All •query 

transactions·, which do not perform any updates to the data base, fan into this class. A 

query transaction can ,always be perfor~ by, .,d~.-~'~ ~ ~ "9'1• to the d,.c& 

I. In this simple ..,..1e, I _have: ~tely: ~- _._, ~ tttai ,auch a 
transaction may be required to perform in an actual banking aystem. such as accurnulattne a 
total of the accounts or of the interest pakl. 
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managers as an atomic broadcast in order to obtain a conatstent •snapshot" of the data base.1 

Such requests can be sent as an atomic broadcast. using the mechanism of Chapter 3, In 

order to obtain a snapshot that reflects either air or· .none of the effects of any other 

transaction. The sender of the requests can then gather the repltea and use them to satisfy 

the query.2 

A second class of transactions that always have lndeptndent Components are 

transactions that only make updates to the databas,. If ~~ new va.... that a transaction 
! ~.: 

gives to items are CQmP~ly independent of the previGqs ~ of the. data base, sucf1 a 

transaction has independent components. 

A third class of transactions that alnys ·have Independent Components are 

transactions in a fully redundant data base; 'sueh as t'hat ~- tn' (Rothnte71;rhomas76l 

Many of the protocols that have been developed tor synchranlzatiOri of' transactions tn a 

distributed data base work only for the fully redundant case. This pOtnt suggests that 

synchronization of transactions ln a fully redundant~ dt~ base ., be ~ ftUUT· than 

synchronization in a da~ base in which each ~ ~· on'7 • "rtial subset of all of the 

data items. In fact, the fully redundant case is easier, ~UJe, iaff, of the transactions in a 

fully redundant data base have indeptndent ~pooents, al~J;ng s7nchroniza.tion to be 
... ,-. - -

accomplished without locking. 

I. If the data needed to satisfy a query cann~ be accurately predicted in ~dvance, this may 
be a very large .Set: of ~- An exampte of''soCh a ~-'Id be •ten me the va1ue of 
the record that this record points at.• 
2. Alternatively, the requests can ask the managers to male copies of the data items 

invof\'ed lft the query. aml the coptea can be preeeum:to attlff th! ....,.. ·tn any efficient 
manner. ,-
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ActuaUy, a fully redundant data base violates the ass\lmption made about locality of 

referenc.e, as all transactions that update the data ~ involve .-n -o!,.the_.1ites.. All auch 

transactions must be sequenced by the rOQt node Ofaf!J h~hy uMd for the hterarchical 

synchronization scheme.1 A much more interesting-~ .is_ that of a daJa base that is not 

.completely redundant, but still has the property that. ~fl_.~ tile :iMUt items to a transactlon 

exist on any site that holds an item updated by that ~osaa~, ~II tranActiQl'IJ ln such a 

. system have independent components, and may also ~h.~_it ~~.¢' ~erence. 

4.3.2 Transactions With Predictable Data Flow 

A: second class of transactions based on activity graphs ii those with activity graphs 

with well defined arcs. I call this the class of transactions with predictable U!!. ·fl!!!!.. Some 
. . 

. . . 1. . ~j > .". , : • 

of the process ·steps that perform such a transactioft must be completed before the input 
. . - .\; ·; - . 

messages to other steps can be produced. A ttansactioft fri thls class cannot be performed 

atomically using the atomic broadcast scheme in every· hterarchy, but instead requires that 

each process· that is the source of some arc in its attivftt graph be an ancestor of the process 

that is at the destination of that arc. 

An example of such a transaction would be the simple check cashing transaction 

depicted in Figures ·U and 4.2. Any implementauon. of thll uaniaction requires that an 

access· to the item y precede the access that updates the value of z. 

I .. Note, however, that query transactions can always be implemented u being local to one 
1ite and run efficiently without locking. 

--------------
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4.1.1 Unpredictaltle TrattNCticm1 

A th1rd ctass of traftsacttons, partialty dlstinpilhed fWMTt the semnd. ts thole tor 

Which it is tmpasstbte to precfk:t whidt teems wlft 'be Mx:el1ed ~· how und1 IOrne Ot the 

acceues are performed. If we were to construct an· actfvtty gfaph 'tor a trans&ction whose 

at:eelS pattern ts ~ unpredtttable, that graph - tnduleoO.n arc :Mt:.-eln eaCh pair 

or managers. Such a transaman would cawe a pt many cyc1ls tn when included in . a 

Joint activity rrat*. eV«I though the '"""""""' that .Clt arc ts u.I in any partkalar 

tnvocatton of the transaction would be small~ Thi1 ..-. .·JhJt such tranlacttans need 
•• ~: '. c > 

special consideration ao that they do not add to the coat of performing more predtc:table 

transactions. 

An example of such a transaction wou1d be a tranaaction foffow'81g a linked list of 

records, performing some processing on each entry in the list. For such a ~-ct~, It ts 
" \ . 

tmpouible to predict which retords will .be accessed before thJ transactton Is run. The 

transaction could potentially access. any record tn .the fHe ~intng the llnted ltaC, and 

might transfer information from any of those recerds to atti OJhet ~-
~ ' . •, 7 : 

It should first be. noted that unpredictability ~ in dtgrees. Frequendy, 0ne can 

limit the set Of items that a transaction could atcess; for ~·mpie to . the rea>J11s . in a 

particular file. Even relatively crude bounds . can redU(e .the number of arcs In a 

transaction's activity graph to the point where it could reasonably be treated as predictable. 

The assignment of data items to managers can greatly affect the impact of unpredictable 

transactions. If all of the items that could be targets for acceuea of such a transaction are 

under the control of a single manager, the unpredictability dtsappean. Thus if 

•unpredictable" transactions are frequent, the choice of the uitgnment of data items to 

managers should be made with this in mind. 
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The three classeJ of transattions discUIMd aba'fe aM"a catepitzatton~or transattions 

according to the difficulty of performing them ..,. .... .,.. -':f 'am assumlnf; ·ahd this 

assumption appears to be consistent with current pracdce, that. the most frequent transactions 
. - ..-! • ' ~ ! 

· will . be those of the first two classes. I~ fact, in many current applications of dist~lbuted 
r~ 1 ~ - : .;.·:..:~:~~ : : ~- ·. ·_, ,.~ ~f :~; ; i- .... _ • '·-""' > ~ 

information systems queries are much more frequent than u~ta, making. the .. transactions 
-. . - ,' ,i ... . . "" , ~~r· ".-..-:·~'. :·! .,"··. ·.· ..._ 

with independent components the most frequent. With this uaumptlOrl In mind, I h~ve 
>: :~:- - .· .... -~(~ f·:; ,_ ' . ~ 

designed a mechanism to provide correct synchronization for an three classes of transactions 
"· :'.' :' . - <"1: ... -, -

that is substantially more efficient and robust for tranlaCdonl In the first two c~ This 
. ~~- :- -

' . 

mechanism is the subject of the next section. 

4.4 A Hierarchical Scheme for Tnnactioll Synchronization 

, ' 
~- ~ -; :- ~ ---

In this ~tion, I. p~t a medlanlsm.:f,.:~~ qf "'"sactions In a 

distributed information system that makes ex9al~e ~:if,~.~--~~ above and In 

Chapter 3. The mechanism is described in terms of ..u1c:dana .:JI' the patterns of message 
• •• '."! ' 

passing that can ~r duriflg the execu&ten ef a~ .lftt*'fMM 'llClion, I COl'lllder 
' •. 

the implementation questions in greater detail. 

. _: 

The ~hanism that I will use for synchronidng transactions ii an extension of the 
. ' . .. -· 

~ssage forwarder mectlanism desertbed in chaptef 3. The procesm are organized In a 

hierarchy ·including both data managers. which hold - and message forwarders, which 
.- ;.~ ~ ~ . 

merely relay messages. Some of the .. data ma~gers'·~J aCi .. ·~ f~rders as.well 

Each process in this hierarchy n0w hu tWo types ot pOfcs.:& fi:ll1. m Port, ancfsome l!!9. 
'! .; ·/' . /. :-:·., 

door ports. ·The trcint door ports are used for receivang requests pertaining to new 

transactions, while the back door ports provide a mechant1m daa~ allows a process to receive 
.·; ·.·. ,, -' 

additional ·messages pertaining to the current transaction WUAouf enabling reception of' 
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requests from new transact.iolJI. This Jneehanin, 111.._ With the use al prt!*requtsttes an 

prGCe$S stepa. will be used for loc.Ung. 

A transaction can be initiated by any process by forrnulatn;ag a message describing 

the acceues to be performed. This message invokes a set of procesl steps that together 
. . 

perform the intended transaction. Some of these process seeps are invoked b' ~es 

received at the front door of some process. while ~hm are tnYOked by back door message . 

reception. Messages sent to the front door of' some procm mutt follow a ~lar protocol_ to 

that used in atomic broadcuting: 

Messages sent to the front door may only be sent to the relatives (in 
the hierarchy) of' the sender. · 

A process receiving a message from one of its chtldren through the 
fr:ont door may either send the ~e-~ k?.~ &ortf ~oor of its 

· parent; WllfMNt· modtf)ing · itl ·tal aw. 0r ··1r ·-, petorm any 
erocmtng desifed '!' t1!e .... 1R4,,....'.m~~i,..,~. 
rront dodts ti Its chtfdreri. · · · 

A process receiving a message from its parent thrauJh the front 
door·NJ·fllrform the'.Clmnm prw.sangan&t~--·•1•.- tbthe 
front door ports of Its children. 

Messages sent to the front d_oor follow the dJrect roure in the hte12rchy betw._. the 
l::•. ' , . • . 

process that initiates a transaction and the d!lta ,.,.~~~t-~orm tbe.~J'l~ion. _ 'J;he 
• ..~ ; ; -''"" ' f ~ 

same argument that was used to prove that the hterarchy of ~ for.warden correctly 

synchronizes atomic broadcasts can be used to show ~h•t the tranactirJnJ are atomic as 
·--: -, • • ? :~ • 

ordered by front door message receptions. Not an. ~naacttoo• C\.,.t~- rrfb.rrnecl entirely 
~ ' ' ' ' : ,.. ' ' . . . . -. . 

with front door message receptions, however._ ~ back ~ message is 1~jr,ed whenever the 
' ~~'"'. ' 

process step to be performed by one pr.oc.ea depends on data beld• .,, ~other pnxeSl that 
, -- .: i_ ' ,' , . ' ' ' - -;-- ' - > 

• 
is not one of its ancestors. In ~-to prevent the atepa in~ed .bJ ~ door meuaps from 

-_.:_;,,. ... . . ),, . . . . 
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introducing ordering relationlhips that would 'fMkt tnn1adiorls non-atomic, several 

restrictions must be applied to back door messages: 
" . . ;' 

Any proceas involved in .a transaction may lllld· a' message to the 
back door port of any ot.., {t.~,~!~-l~}~t, 9'-naction~ 

. _,, ' ~ .•.. , .., - '. ;t ' · .• 

The ~ of a message ac .&IMJ ~-'-',cf a p~ i,f.l, 
conjunction with IOlne transaction mull be preceded·· by the 
r~.r~.-.••..-~._...,.,._. tn1a•pn •·dae.fmnt 
door of that process. 

These rtStrtctioDI taken tag._, tnsufe, t\l_at d <it~~~-~ PJOC11f ~· te a · 

partlcUitr ...,. .. are ~ve Md ChaJc:lM~'-~• If"~' lfGC'll'•· .W• to a 

. transaction. ti inv._. ~. ta.. fJ'G# decal!. ,."TiwJ> ,.,,,~~ff,,.,.11Mta1M:"u· 

observed through all message reception• ii the same u that -.Ved only through the 

reception of ma.ages at the front door ports, and u.Ji .-.~ -~ are ~nled 

•tc>mlcally. 

The resulalona on back door messages req111re: ad-~ ... f»1anning before a baC:k d0or 
meslage can tie Mt.t A process .nUst It"" to-~'a_b&clt~' ....... ~ni&n a transaction 
so that it wm not receive any·meu&ges from other bi~~ ..... the bilck cit.or 

message. Thua· the' ma.age sent to the front 'doOr of a p~' that wi1i subtequmtiy be 181t 

. a· bact door memge must conta1n "a 19.l'nllwt. w111t1i c...W11.ai ·p~ to .ltop recetvtng 

· rileuages at lti front dc>or until the expedla 1*k do0r ..... , ll rceivetl. The next ..:tk.. 
describes how the IMIAlel are constructed and rout.-i tD achieve this effiCt. 
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Thil sectten d-- several details related to the lmp~tlan Or the hierarchical 

locking scheme. !int. I .,,._,how d)e ......... ,..._p All the ilnplelnlntation of a. 
•.• ....- 1; - - -

transaction are cOnmuc.cal· hm the description. ii the. traMacu.. ··Thia b the. responsibility 

of the transaction· ~ dioalh the lnftvkkaaf data manaprs'itidlc alsO. M!nd messages as 
• • • . 1 

messages llftt to the '**- cklCll' ports to conform to the nde described . ln the previoUs 

section. AR ~- .......... ii.-... to~Jrhtcll< ... ~--CUI· be sent to a 

large number or pt0ce11tt fililouf actmlly ddvering the_ .... in . ffiost cases. This 

implementation mak• it pracctcal to run unprecUctablt tranactionl Uli• thil mechanism. 

· FtnaMy, t dtta1• •·p1111•wet:e1100a1t11·ttwh~d·pi•11111 •·•nu hilftrchy should 

be c:hoseft so ..... mnf'or• ....,. to tM ph;**f' .............. ~. to' rWfllct 

"ka:ltty or retenee• t1tdieftnalcti0n1 •be"*'· ancfto ~ fOCkillr. · 
:: . 

4.5.1 ConltnlCtitll the ....... 

We ·must now show how a transaction process can perform Its function of translating 
. ' 

from a . high level description of a transaction .. to be pformed tnto a.~· that will 
- :. : • ; ' _' • : ;:.. • • ~ < ' , • 

eventually cau.e the desired tratuaction to be pert'~ in ~•nee '!lth the 
- • , ·'.-1 .. __ • ·- _-. - . ;. ·$ ,,. .. _.~ : ,,. . :, 1 .. 

_synchroniza.tion rules ~RM.d above. I wUI _first corJJ;:t..- .. ~ elm ,of,,~-~· with 

predictable data now. for which it ii ~le for th4r ~~~ &o. know ~--.of 

accesses· to be performed (or at least the maaaier e~•" thai ~te.m.,~ ~)in - .. ·- '' •·,·,. -· .· . '--·· .- "' 

advance. Later, I Will show. how the scheme ~ be~ to,~ •tth 

unpredtaabte flow. 
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For a transaction with predictable data flow, the, transaetton process can know in 

advance what accesses are to be perfor~ and thus, Cdutd 'Mmulate a mutllp to ·be 

distributed to the managers describing those accesses. Two steps must be carried out in 

·formulating the set of~ First, the ....- •;c:f*for..i mu.tt .,_derived from the 

high level description of the transaction •. and theft t~JC,t of ""*H~·~.~ .distributed to the 

managers .·must be constructed. The. first of these tub is ~~ ,~,r the transaction 

process. 

The second task requira k11owledge of the Wer&'*f q, ~U u .knowledge of the 

transaction. We could require each transaction p~ to have tbb ~rn>wW1•~ allowing it to 

formulate the set of messag~ described below, howev~ it ...,... more natural to delegate this 
,· ' ' .... 

·task to a process m the hierarchy that Is above an Of ttW dllta · man.-. that are to 

participate in the transaction. 

The transactiOl'I process formulates a description of the transaction that describes the 

accesses to be performed. This descrlpti0n may be atmilar to' a tranaactiQn graph for the 
; 

·transaction. The . transaction process then sends a message containing thil description to its 

parent· iR the hierarchy. 

. Each process receiving such a description of a transac:tiOn to be performed examioes 

the deseriptiQn to determine whether or not all of the data items accessed by the transaction 

are h_eld by data managers that are below the receiving proceu in the hierarchy. If not, the 

description is forwarded intact to.dte parent of - recetver. 'If ... af,:the data managers that 

are to participate in the transaction are below.'the. naiYlnf ,,.,_... tn che bten.i'dty, the 

receiving process hu tM knowledge to generate the me1 tpS 11111!SSafJ ID' pea form the 

transaction. The receiving process formulates a cMlcrtption of,the transaction in a set of 
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GJMplH8• ... c1 JAi 1n1lllMM& I& 

Eada manager is given .a description of the ac:ces.s that it. ts to 
,..... 11111 ..,. •• I!· . .., .. • ., '..... .. ta 

.... " ....... - ·~. ~ ~ •. ,.9 the tran,"0 ..... ~ ~. and 
ttte·phall•m....,adllct.-.~· .. ·· '.· ·· · · , 

Eada .....-- dlat ii a. nilC8w bad. dear .......... , in· acldtttan 
gtven a 1Dc:k requat, wltidl clelaihll the ~ ttl Che . ...,..... 
•tacit dam' mmr:ps. 

£a.dil.-.g• -. ... ,...._ -.m, .... mn• pr'-u··tl"n a 
~ of what •naps are .~ .. 1' .... ~ .~ ~ 
~ ... ,,,,, ., .... ···''· 

Each ........ tMt - pnxtuce tr.put for Its ...... In the 
hlervchJ ... 1Ml 11f • UC ja ......... llR1 ...... M ...... , 
deta ... ·oldie ... te t.e procltad. 

':~ -~-~ t . 

received through tu flOllt dmr oontatniag ampmMlftt • .,... eo w diltrttMdlld. Each such 

A ·prGO!ll M natYmc a me1tage through it1 front dmr pan...-... be ••r 1e 

~.- l ~. 

message forwarder alpc:idam d Chapter 3 and datdbuCld to the dUl.tnn of M. If the 

. .,,,, .... 

Theac:tiantna.depmdl•whellasarmt"n.a11,1101•·11f,......._..~tMd 

for M llJMMns:a lack,.._ •. Utt._..., .thllt # pafl m .es ..... ._.,ta·tpldfled.(it 

. · ta .guuuateed to haft •Mm1nt ..., • .....,. · • dlt· -.. ·~p•••blr· IWltfill the Glher' 

c:OntpaR9t&I ur die PTFr p • . ...,...data..._ ••tsrn•i•i•,~••••~ and 

distril>uta the componata of the memge to ita chtklren KGOrdtng to the at.amk 



broadcasting protocol. Any back door meuapam be-.t,by M are allo sent by the' ..._ 

process step. 

If the ·"*5age CORtaiM a lock request for M~. then:M,•..nnot. JMrform aH Qf its 

accesses unti.I it receives additional inft>rmatiCJ&i 5-,ef thaaamm-to,be-:.performedtbJ ·M 

depend on r«etving additional infonnatlon ·."-1 lonll ~ pNCtU M distributes the 

components of tbe ·menage to' ta: ahffdl'lft,.....,.,'......,,.. ....,..: *" the :mrnpoamts. to 

include values .of data ttelM held by M). ..t;.'aenda any a.ct. . .,.. ......- that -are 

.requested. M then ltopl recet.ving meuaga at itl:.fmtt daar/;until nemssary back door 

mess&g• are received When M ncei'Ya all.If the-~- dear ...,..,.. .... ted wtib the 

transaction that.llttt the lock requat. it catt,,....,.,, .... ; ••••' ...._ and ,.....ble 

message reception thnmgh the frent door. 

Some. can muac be taken with back door ·.mm ... , r.o aYOkl · .canfutlon.· The back 

door ~· of several concurrent tranaceions far. • ...., . ...-..mar beeome .tnaermtngilld, 

cauli.,g a back ·.doOr meaap to arrive at a pl'OClll:befme; the ••-.~ lock: reqJ... 
The simplest soludon to thil protdem ·is ta we :•'isepaialle bllck c:IOor pert-;for euh 

ttansac:ttGn. The tranactton pn:icaa.· .mltlattftg a_........,., cholll • idehtlft. fer·· •ch 

transaction. This tc:lenttfiw can be- combined- wtch ;& ,,._..a•tna to: fertrf a un ... back · 

door port for each transaction and each process involved in that tramactton. A process that 
~--l ~ ~ 

has received a lock request can . then enable masage ~ anly through the back door 

for the particular transaction being performed. 

: i I 

I 

. i 

i . 
j 

II i 
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Two problem& must be overcome in applying this mechanism to tranactions with 

unpredJctable now. Each prec.es that mu1d receive·• baa dca' mu11p in performing a 

transactiait mut be- rmt· a lad. ,..._.. Beaule the • at-.. 11•apn involv.t irt a 

tranaaction cannot be pmttctied. atil 1a11e ol the .._... hu. baft· performed. all 

potenttat puthlfl ... , .................. ~be mmt llDllt: "• ••• 'Thta ..... the 

acc:ews thllt· ..... lilill' psc..t: 8 ...... ••·,.,..._.lly . ..otng·,m•llPI to 1he 

bacll ctaor of me- appstp .... _,..., when! the Mam • t. piillttlMICI ts k.newn. The· 

companent NqtL•-•• ......... .., ,... ... _.,. •. ..-.-_..back door 

nmsaps. depnMlellt m't ........ Chat d'te ........ Wdt.and tW tna...tlml it NCliYes in 

the back door messaga. Any tramaction can w petftn Med' tit thtl·way. 

The second pnltk:n carw ill determining when a Clatisaatcm· has beelt mmpleted. so 

that th• data .......... .-t: tack 111 .. Utl c:aft ftlH•tthw llllcb ......... let al a«elMI 

to be performed: is llClti ..... in ad.._• pl'.8Clllldlat ha ... Id •·lock-·..,...C ckies not 

know .when it hasN 1ureda8°eftlw·meuagamn....S wlththena11ntan lhat·tt will ever 

receive and ttma When lit r.._ tb .a. Each· Ma1aag.•r ·masr :,...... locked until' tt has 

received .alt of the' ,,..._.thet pertain to the+trallllCtm thllt .m dw· todl . ...-. · 

A simple solution to the problem of determining when an unpredictable. transaction 

has been completed ii to have some process monitor the prograa of that transaction. When 
I 

the transaction has been completed, the monitoring process can send out back door messages 

to all of the recipients of locks to release the tocks. This strategy may sound very inefficient. 

however the next section discusaes the problem of distributing the lacll requests. and 

desert.bes an efficient implementation of locking for unpreclk.table transactions based on the 

approach al this section. 
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The progress of an unpredictable transaction Ii' mihttbred by having each process 

that finishes some portion of the ttansactiaft report to'• mGnitlOr p~ ·Atty process can act 

as the monitor ,for a transa~on. mwe.tt CIOlnlMlftkatieli. wtlf ,.-..,., be 'mlnimiZed if the 

highest process in . the hterarchr '.involved: in pertonrttnr the·. ttanatllin pert'OI ms . the 

monitoring function. · 

Each message (front door and baclt·doar) sent tn ~ a transaction carries a 

comtletien weipt. A proceu· lnitiating a· ~•Illa.., alllgftl c:otftpletlon weights 

to the messages that JI ·sends so that dtele· wetpts "'"' · r11J· -.e. · Each proam step 

redistributes the campletia wetg~ of dte·me119•tlllt;'~lfJ~•··a1MifiC:tfte· meuages 

produced by that step. No message ls ever assigned a completion weight of zero, and every 
, ' ;o' ' J-~<:' ~ - ; -. : ~' '"::. ~-; " . 

message sent by each proceis is given some ~letl~ ~eight1 ·If a step produces no output 

messages for .other .~ involved in ·~ tra ... ._,.*~·iMteacl . .produces an output 

message for .the moniW- containing the· entlre..,.,..lo1uvetpeincetve0 at dlai ttep. Thus 

cqmpletien weights are gn.duaUy returned co• ~~-- ptocell as the'.~artbu1 

·process steps.of the transaotan are completed. >The~ js'.done:wben·the·mmpledon 

we4gbts in ·the ,....,. Hitt to the mon~ann toGl'l&2 ·. ···, 

l. An optimization of this scheme would be tO fK:OJniie tht! ~al case of a a message 
contatnfng "Only :fod:' reqmts. Ia pertorinnrg 'arnrnpledktd)tr dlftMctl0n, many or the lock · 

requests that are ~t ~~,be .C011'1P1-e1Y. unn~,..·~;·~ ~1~ d~ye~· .befQfe the 
transaction is eornpteteet.. We tan speed ':IP the ·Fecognitton ot the completion ·.of the 
transaction by &$Sigt1m&.-"1 fna41p..,~~-~ a.,.....•~wetght·of 
zero. If the ~s in that message are necessary, solne other message with a non•zero 
COl1)pletion weight ._Bli;be forCld to •it uhlit.,,. s11..,.~a~nattYed. ·The next 
section describes a scheme in which the number of messages that must be sent to perform an 

· unpredictable transaction can be substantially reduced by postponing or eliminating delivery 
of unnecessary lock requests. · 
2. · The arithmetic on completion weights must be done carefully so as to avoid loosing or 

gaining completion weight due to round off error. One could maintain completion weights 
as rational numbers rather th.an a.s floating point solution sou to avoid round off error. 
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through the hierarchy, being forwarded onfy when •pushed• by subsequent messag~ or the 

completion of the U-.Mction setting the lock. 

This can be accomplished b7~ ~ljghtly med~IJ the implementation of the processes 

in the hierarchy. Recall that each such process maintains a queue of messages to be 

delivered to each. of its relatives in the hierarchy. The implementation described in Chapter 

2 attempted to forward message from each of these queues whenever they were non-empty. 

One could instead construct the implementation .IO that messages are forwarded from _a 

queue only when the queue contains a message whkh_ 11 not,purely a -lock request. 

Consider the hierarchy and transaction depk,ted In ~re -t.-t. The transaction uses 

the values of data stored at M 1 to update data at "-'· M ,.s only ~ipatlon is to take the 

value produced by M 1 and uae it in .an upda• This tramaction would be imp~ted by 

sending a· message containing components for both MI and M ,. When this request reaches 

M "" these components are separated. The component for M 1 travels quickly down the 

hierarchy to its destinati0n. TM ~t fot M j. ~~ contains only the lock request. 

and will not be sent from M4 to M6 until pushed by.acldltianal requests. Thus it is likely_ 
. . . . .·) . ~-· 

that while M 1 is computtng the value to be sent-ti. M ,. dte lock request will be hel<l up 
j 

awaiting. delivery to.M6. This allows M' to continue to partidpate in ·transactions local to 

the right hand half of the hierarchy while T is being performed at M 1· 

This example raises another problem that must be IOlved: that of insuring that the 

lock request for a tra~saction does arrive eventually, and arrives .before the back door 

messages of the transaction. This problem is partially solved by using a uniqUe port for 

receiving back door messages related to each transaction, u once the back. door message 

arrives, it will watt at its unique port until the corresponding lock request arrives. It would 



.... .......... .......... ...... , •. , ........... . 
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be desirable if the lock request could be delivered prompdy once the transaction · has 

produced a message for the back door port. This earr be attttffM tn one «'two ways. 

The implementation of a process could notice when a message is waiting at the back 

d~r port and. send a ftC1ue1t up the h~rarchy to fotward•anf lock requ.a. Thts strategy 

would be effective, but may requires addhiona1 :Me8ap _.thf~ ; If ·the comrnunlc:a&ton 

network topo1ogy··clolely corresponds to dte IJRChraniatm: hilmctky~ • __. stirategy may 

be more effective. 

., 

If the communication network topology closely parallels the topology of the hierarchy, 

then any message, including the back door meuages, must esaentially flow along the area ln 

the hierarchy :to r•ch tts dlstinatiOR. We· can tak• adv.nap~ef:;thtl ·fact to pr0vide for 

prompt forwarding ot loc~ requests when apprepriaf1L·, .·F.adl. prwss · thU·'is not .a tear node 

in the hierarchy now· has a third type or pgrt, a :.,. tl!rspt port. Each .such process ts 

·always ready to receive messages at tts pass dnup:part,'.ad.,,...them on: to'Ofle· of Its 

relatives in the tderarchy. Thi pass through port11.ptoftdil1•..chanUm te..m·back door 

meaaps from· one pAIGlll to another. tn the··......,y tt.....p •tstentng proce1• Each 

such message is klentiflecl with its ulttmate~uct.-·tot'tbepu·thraugh port'Of 

the parent or the sender. When a p~ ......... ,..,.... at its pus through pelt lt 

passes it on either to the pass through port ·of·- of lts:r.ftltlni •· if the ultimate 

destination is a relative of the receiving process, to the ultimate destination port. 
. . ~ 

The pass throurh perts provide a lMcftanlSIJI to a118w each proaib· ln the path of a 

back door· message to notice· its ,progress. A pflClted _,. match ·a: tick tequest ·With back door 

messages that it t• -also fotwardjng by the ... port :1D or die desaliaftOrt back door pOrt. 

When a process has a 'back cleor message- to be forwaMed te'~ orb relattfes, tt check&' Its 

queue of front door menages to be f~ •• same ·re1attve for a cornspondlnJ lock 
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requat .. If ......... -

"'"-_. ,., .. _. ••.-• _. ,._ ..... •uwr 11.&,_._.. dul&.111••• • ~ 
promptly ,.,.. .............. ..., .• lack ,.... 

One paillt 81 CA!Ulllll lhadcl w Mted. If &M.llck ...... .....-.Id tft a 1ne1 .. e 

that has ... ,.,..., ...... , ......... .-.. 011tp4, ., ..... ;tJif;•21,IUllCl .... &he 

batk dmlt IMll .......... ,...,..ind ....... .,.i.,,,. ... ,11 ........ ,.... 

to which the- IDdt ,. .... W .,._ llnt may haft alnady,...... tt. so• ii II ...... to 

modtf)' it. Thu& each,,.... ....... track of ............... fWWarded but not 
: ~, 

yet adnowledp:L 

Jn the· .aaMplltaf fipre f.-t, when· Mt hu . ..a .... c:wpudn(. ehe Ya1ue thM it 

Jlll1ds to M, •. tt ..- it ••black dw m1111p l:hil 1111 .. 1 ,.,...... ..... ~y 

<f~h rt.,.. ttnwp ,_.., Mzancl 111,,. w._ M-1 .......- ea.forwanl dda llllSal• 

~ M6• itnodGa the Cllll Hf •dJnt fodt ~ k ............ '.._;._ m1•ip Wilh"the 

the ~ -·· ii ,.,.. .. - •• rtfied ····~- ,..,, ..... , ... Riie ... the 

. t~ it. GI 1 f lilUJ;. •II Lf aacii Ntlllt. a-. Mt •W1'ftll'*I;.. If_,,..,..«. 

M' '"'* f911Uil:ad; re ra16*1 ... ..._.. mt1sagn ta .,..,... out:tM~~. it would 

remain lacked unttl•....,ih•ups were reaiftd. 

Pass through pons also provide a mechanism to optimize the execution of 

tmpredictabtr tr......., la an ~ tranladten• 1-Csea.l·_..Y .PJOCitlllS may be 

.sent lock ~· w.j; ............. ancl not ..--- ................ "" &raflsacUon· 

UsiRg the sch8M fw ferwardtng lock r..,..... ~ ...._,_aat-:of, ~-requetta will 

not be defiv«ed .mil tile . ......,. bu ban completed,·* wtaawait forwardinc. ac, . ..,_ 

level of the~ IHerarchJ. Titus white an unprtMtabfe cransactiell ._, ---~>a pea&,..., 
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locks, few Will actuany be receiv«I. When the ttansactton i~ cempleted; hoflever, tock release 

messages ·wm be:sent CJIOt·ror aN of' the parttctpants m the ~; :l«a.- these are sent 

out as bade. door mesllges, the prOcesse& forwatdtrig'ltle'kd reliue·meisaps:-WHI attempt to 

combine them with the lod'· reqUesu sttft awattlng 'torwl'diltg. -'-Whei'I' a 1oCk requeit is 

combined with a lock release, it ts known that the loCk ts~ and bOth messages l2n 

be discarded: 

-. Uslftg this knp1ementation, it is flHty that mOst ltiCk requests wt1I be retained at a 

· high level iii the hteran.t.r. .. Moat;ofthe·unrieeimlty·fkk 1r .. INlts-l1 be'~nteled at a high 

'h!ftf;·wfore nMlth eff'oft'has been eKpellded In 11i1tvermf Mn-t0·thetr ·cleltlnationL ·This 

\ lmplemefttatton makes it practical to run tranactiarlt tttat m vli'J: ~ Md must lock a 

· ·18.rge number of rnaMprs but ln r.ct perform very:feW'atd•er If, .s'....,.... throughout 

,, '' tbls thesis, ·rn0st: Cf the ~~ involve niln.gen wtth .. ~ ;fjareftt at r'1oW· lmt ot 

· the- titetarchy,· tften··nmniftg a ·transactton·mar'h m1U1y~ulll*9111ry-1ocls tnterferel very 

little with the execution or molt or the traftsaaianl, as the ltw.*i>eqUestl tbat are .... ;needed 

never reach the level in the hierarchy at which they would l...,81'.W with the ,nore frequent 
' ; ; ' ,.- '. ' . ~' , .. ; . . 

transactions. 

4.5.4. Chooalng the Hierarchy 

. · Seve!!111 con•idmtl(111_s st.ou~ guide. the·~ of ~ SJDCJlronlza,tion hierarchy for a 
' . ' ... . '' .. '""' ··-- ' . 

distributed i~forrpa~ system. Tt.e hi.,archJ _1~~ ~ .... t~ PJ~I of locality of 
- , ' . ~ fi • -, ~ : · • • ~ , _ · . , l_ I , . 

reference in ·the exp«ted transactions. There are frequently natural boundaries of the 

, appltdtfon, IU(h as the focal and regional ofikes of' lh OfpftizatlOft Ud11g a distributed 

information. systetta for inventory contr01, which cait guide this choice. 
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A~~<·:-... ;•,,..Jlf:,,~-w~.11\;~~­
T• h~·~1·-"*""··• ~,~~-~.,.,.i .... ~r; ... Ttats 

... allowa nMlt: ........ #ti#f# ._.......,. .,t,.-~~ AA:_.. «#·-~-~~of 
',-' ": 

~ ...... ...-.. ....... -11 ... "'~-.... _ ....... _ ................... '..... .....~, ... 
, ,_ ..... ~!,~' , .,.,..,.~ •,•,.,,,~'e~~~--~'.SV9bifN!.,,fi'4tf'm,..,,,ffil1t,4kmn:; 

. ! . . 

In many cam. the tapology of the communicatton network clmely paraiiels the 

patt.rns or ~1 _9(,i;tlr._. TJ,u ii~-• ..-..-.-Jw,JM ~)that must. 

commu~.,_ ;"""'*- qbJ!* ~·<MA•lt•tlr• ~* ~JfMnll, .. • . ....,.. 

bJ'oa4q.M. •11-~ ~ ..... ~ .,..,..-. .• ~-·i· Ne ,~,qed 

·~a ~-iftll'.•··Wt•*·APN!fif.•·:f~ltf•T,,1/A ~'~·~' 
.......... .._._. ~ • .,._. ~-·.W;~---·~k,'1-The 

pattel'Qfof ~·-·~····~~ .... ~ .. -~~-~~ N!~· 
comm-~ ~·*·• .•• r~._.,.?br.P' "*1.f!flMM'M~{tf ··?'*..,! to 

reiamble tb.f ...... ~ Of:·•..-x·~#JJ1~~ .. 1,,~ :_ , ·, 

A third f•a.t 1" Ute dlOid! ~ tl,t hJ~rchJ ·Is the ti~ and. ~bihty. incllvtdU..1 

lites. Given IOml! ............ -.uons rot the apecttd uwacuons. one ·~n estbnate 

the volU,...e .~~Of the ,..p traffic through ~-· 1 t~~~~ . ...,.a 
in evalua,tmg whethtr OJ' .not • parddltar orpniiatiGG li suttable, by tnlW'ing that each lib! 

has suffidem ~Ciy iti- ·wwte the miii*Ciict '.·'ttedi~·· tli1Ri:;. :a~;-~·· :+y.;y, important 

transactions ., 'mit ~ -"1 tile 'afii~ ti a tli 'that' ~'lial.ti\'fO ,W(\ii\.eiliBli. -
.:.,<'" 

Another r~ ~ be ~kl~ is J~~ ~~'-' ~ ~vWd ,~~"f· .. ~~·~ is 

undesirable both ~(Jae it ltt~ .t~ •wmt>er qj' .. ~1 fAt~. ~:•,,,_. ~t (t• lock 

request messages), and viOlates the goals of autonomy and partial operability. A process that 

has receiv~ a lock request ii dependent on other prGcmel to camplete the transaction and 
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release ·the lock before it can continue procesilng od\ef;'transaeti6ns. In the next Chapter, I 

wm present a meehanism that provides a solutiOri''tci'thb prcibliril. ~UO.ing a process that 

has recet~ecl a lock request to contlnue processtng ottNff. ~~I '~ore the oiJtcome of 

· the"'.tran5ac:tfon M!ndtng the lock ts known~ It Is stdl ~~. ~ftr.. t0 ·reduce kdtng, 

and to chdose the ''tireratchy so· that ttequent ~n\ittlOb.~ 80 ·not' ·requtre totlc.trag,· ·and 

proce!Ses ·mtnagtng treqdentty usect .satl are wrety·1otktlcf. ·· 

This solution ts of cou~se only One of many 'that mi.ail be ·useef fbr the problefn of 

controlHng ·'transactions. There are ~veral •tion• ~th&t ~ .. · c:Orrect Syncbi'Ohtzation 

. with simpler priJtoc01s. ' Jn this section, I di~J'i>tW1y' ~ df t~ 'akerhativel' and tbe 

· t~sons tor tu r~Jection. 

Considerable complexity is introduced Into t.be sch~ ~J Jlte. '~~jtJ. . to begin a 
• • . • • • - ~ . ' - ~ J ' ~ • . 

transaction at any level of the hierarchy. If we had required all transactions to begin with a 

request senf to the root ot t~ hierarchy, it' Would be ... , to lti:k a: 1arge pOttton of the 

. hierarchy in order to perfQl"l'n some trlrtsactJon,' nil' cOd1d &I d'one;J roUoWst 

When a p~ receiv~ a. ~e. it perfOl'J1¥ wba•~. •g,i• ts reqµired of lU.lf, 
. - ··,• '. ·.- ··.-. . . - ; -. -· ·' '• . ' . 

and ·passes ,C>OrJ.he tonJponents of ~hat ~ tqJf:I .~~~, u bef(Q'J. Jf the Procell 

reqY,ire.$ input f~''°"'· of its chil,dren to cp'll2~ kl ~·,~ or if one of the 

requests forwarded cannot be completed solely baaed on the information in that n:qu~, the 

process sets a lock and stops receiving new messages until it can complete its requested action 

and distribute all of the necessary information to each of its children. Each process makes a 

local decision about locking and there ls no dlfficuky detecting when a transactloi1 has been 

completed. 
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:~fJ!ii'.l.t.~ b:~1!'JJ",#.''" ..;H '1':~hF®" :: ]i, u~m "'~!i?<:5:~· N''f-rf '3iltlfi~"! ~)k bntt li:'.Jl £ ~~L &~S)tY\({ 
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Figure 4.15· 

.<Joneurar-07 :S...tl'latlonttD-. .. :Blel'M?tldoalatraotare 

;:..~ 

. ; 

; . 



.1 

·If'· 
•. , ~,., ••.IJ•'M'f . Scva'~·--···-- ,..,.. ... ~i .............. u.nber or 

transactions can be performed wttftaut JQcting. The h.,.mtJ can be arranged 10. that the . . . 

transact-I ex~ to a., ,. •r·1Wi" Mt"l'-tre ........ WlthOut lacki"lt the 

problem of (l,a~IQc~ ~ ~ "" ......... - ,..~ .... , 1;••• ....... proba.n· 

· desml>td ·~ t.,. next ch!~· "9 -. ,,. · 

A ~ potQt ta '"'t 4'ff~· ta ~ -.. ittt• .~ Th.e ~ are set ln 

messages·dt.srt.,.,. m *" ~ ~ ,~If"' Wk.- bJ a .tranactton. T1 
. . . ~~ -

pr~es a '9ct. .,c ~J •~-'ft •llflfq,~ ... T • ..,,,__._of Tt and 

. · T1 will be •aM ~ ~-~~ ~41ock. 

Anot~ pofflt '™ ••mf'f'_, ~, f*'""t$'w ......... ...,~~. r~clJ the 
• . ' . , . '..-.• "' • ·: ·~f ': ' f., 

setting of loc~• ~"- bt -~ ·~,.a.w Chf .~ __ ,..,.., iA ....... ~ '°" .1o41d. Ttte 

sett""" presetlted 4oe,t.tb .. "Y ~'"".,....... •••• ._. .... * ~-- or• 
·· transactton's:~,,- ~JI fft:r~IP'""""~""··~i· I. ,. · 

Ttae hl~~' ,:~ fW ptrfWmt"I ~ ~'-' tN pl of partial 

operabiUty co ~ ~~.- W!~t ~! ~ ~ .,.. fllf f"'"'med aa IQng as all of 

the p~ amt~ IQtk• t~ It.~."'*' ... •• $hf,.._.., that·mu• 

communiqte in peffotm'" ~.,. tra~ are~ w'"" thb .. not completely 

achieve the g~l. a1 it ~ ,_~ .. Jltat ~ Pf'OC"lel Wt'1 " prl\lf!'_.. r,.. perforsnlllJ some . 

transacti°" ~use of '"' \lftfl1Mabi"'1 of ~ ,..._ • "9t ...-.hf, the hieqrchJ can 

be tailored to JM.~jf Chi• ctr~ un•""1· 

.. ;;;."' 
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Locking introduces the possibility that a process will be prevented from performing 

local operations. because a failure has delayed the transactio(I setting a lock. In the next 

chapter, I pr~t a mechanism to deal specifically with this problem. 

This chapter introduced a method for analyzing the patterns of the accesses 

performed by a transactions, namely transaction graphs and activity graphs. Using these 

transaction graphs, we demonstrated that sequencing of meuages between processes ls not 

itself sufficient to provide synchronization for· some sets of concurrent transaction$. Three 

classes of transactions were discussed. Many of the transactions that we expect to be 

performed in information system fall Into either the class of transactions with independent 

components, or the class of transactions with predictable data flow. (The transactions in the 

example system discussed in chapter 6 are nearly all in the first class.) These are the simplest 

transactions to synchronize. 

A mechanism was presented to coordinate concurrent transactions using the atomic 

broadcasting ·mechanism developed in Chapter 3. This mechanism correctly synchronizes 

transactions of all three classes, but works most efficiently (in terms of the number or 

messages needed) on transactions in the first two classes. The mechanism can be optimized 

to perform those transactions that are known to be important at the time of the design or the 

system. 

The implementation of this mechanism was considered to show how the messages are 

generated from a description of the transaction, and how the processes are Implemented. 

T_his implementation demonstrated techniques to reduce the amount of overhead caused by 

transactions requiring locking. Finally, the important properties of this solution were 

summarized. 
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Ohaptd15 ·. ·· 

Pel,-v.&ues: A lletlh&lll8nr:fe ._,. ...... A......, vpaa.._ 'to 

In thi~ chapter, I consider the implieatiOns ot using locking on the problem ·of 

· ·achieving the goal of partial operab11ity. First,'l?s~ that·noi system that·u~'1oc1tlng can 

achieve this goal. _A mecftariWD iS presltlied · th .. i Solves dilf~~~. by. allowing a process 

. that is participating in 'i transaction and hu si''a '-.16if to. inst&ri the resUka of that 

transaction conditlanally, so that it can release th''10Cl'''-ahd mntlriue proCesstng other 

transactions before knowing ~hether or.'1ot_the;~~~-~ !he ~k '!ill be completed. 

5.1 Motivatio.n (The Troulile: wit1l.Loctcti.'1) 

In the ,prevlOU$ chapter" it _was d~)~ . .tame .. ~ of ~ Al n~ry 

for synchronJztng ce~p. group1 of -tranaa~ ·:~11~ ~l~,.qmpfQRllses the 

goal of partial operabUity, aJ a .site t~t ~s ~v-4 a.. la.ck ~ ~ ~' .tran11:ctton1 

connttting with,}.hat lock until the locking t~ll .• ~ . .-. ~~. On_t!! cou~ ln,ta.gine a 

solution to this problem in which a site that has ~~ed • -~ f001c;I .i-nc;ton. f~t. ~k. •. 

aborting the transaction setting that lock. This ~st be done in such a way that if a lock. is 

abandoned, an of the sites. partitlpatltag In the tranmitUon. 1'hkb set that Jed wift decide to 

abort that transaction . 

. To achieve the goal of partial e>perab~li~. each slte .. rn'f.st be ab1' to d~ide w"-~er . 

or not to complete the transaction without consulting other sites. In this chapter, I refer to 

the decision of whether· or not a transaction has ·been completed as the outcome of the 
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In order to achieve the goal of partiaLoperaiNU.,.., the .,,,..,.... must. ·.not exclude 

transactions local to prcqp. X.: or to Y ~~, failure· ,Of ..• x or of Y or Gf,,the 

commu11Qii~.~w~Jr., ~~I them "'-Y•:._..wtr. de.1tJ4flJflMl,..,1111t betweep..the 

two indefinitely. Tbis means that •ch proceas ,.,.. at,artft ... -' •:.-.\to .d-. wi.ber 

Of'. nO! to abort the.t~~·inprogrm.wi.t~, ..... --•,. ..... ~ PJIOCeSSU •. 

. - . ' .J 
A protocol of message exchanges between X and Y that decides the outcome of a 

;"'r. . " ··• .., 

-transactiori can be Viewed as series of process steps in eaeh process. Each of these steps iS 

triggered by a meuage.that may_ be delayed ~-JOJ--lhM ,•fter-each ttep. each process 

.must be prepared to d«jde whether or nc:\U•._,., ~·.-. thtt.dec...,. must· be 

,based onl7on _the inforrnatJon !hat-that.proceaa . ..-w., "'8•1111-·ihe·,_... ~&he 
information gained ~ meaages, recet.v~: wldle ,.,r ..... .,.,~ .,,..,.. rh8"ith proceues 

must make the same~ ~~y point i~,the ....,._ 

'·' • < • ~:· ' - • • '. 

If a failure delays messages after the first step of the protQc:ol is performed in each of 

the processes, at least one of the procesaa mptt1~ ~ ~-tffW~~ Th'- ts ,true 

because. the transaction being performed requires locking, and a transaction requiring 

locking cannot be j,errormed with a single p..-' *P tn each :pfocm. Th~ore." after each 

prOc:ess has perfOrmed one step of the protocof at. 8-st one Of the procma must have 

insuffldent Information to complete the traniaction, and thus mult' decide to abort. 
.1, 

If the exec1,.1tion of the pl"Qtocol is .not dela7ed. by a J~,a step ;must ,be rea~hed 
. . . ' '· ·-·· . 

after which one process would decide to CO(nplete ~ tr.tnsactton ~f th,e next ~, lff the 

protocol were delayed by a failure. Let the first step of either process after which that 

process decides to complete be known as the commit l!l!l of the transaction and assume 

that it is a step of proces5 X. After the commit point. X would decide to complete the 

transaction if a failure delayed the completion of the protocol. 



-·-
Now mnatll• tM ...,.. •• , .... ..., ,. .. y· If • ... ..,. were tD prevent 

communicattoft ......... .., ........ , ..... ,...... .. ,........,... CillHWdt'pelM .... ftOt a 

step or v. y··a.,,. • ..... ·1y •••--or•~_,..., ,,....liilM,Mlll•'thlt1•me 
dectsioft beftire U.flDMll• ,.._as after. Thk it,.,..-.• _.._......_ u tt· IMISt e1ther 

decide to comptlC• ..,..... .......... poif1C. v..,..... tfie',1ii1...-·t1Mt dMh:ommlt pOlftt 

was the first step after which either process decided to ~ or Y mutt decide to abort 
,' c -~ --~::<-. '· 

after th~· cQmmit potm, resulting in an ineonatatent dedlton. 

Thil. arpmMt app._ to any wamber ot" f!*lilit11 , .. , ....... te perforltt ·some 

transactton recpdrtng .............. •wt·tMttffft'la ... , a;.·~e'ttlt .... or partial 

~ wMle" pttftMminl awaatllll ,.1Hnf·lk11Mg.; ™;~ ......... Gh the 

property er the'p••• medlt tnt die 111linldtaf .,...~.er,. ••rttnc' I ·procil!IS . ..,., are 

limited to one procm, and that the ......... of'lM'dd•lli .. n"CIF·t pt«ttt trMP bf· any 

other proceu may be delayed tndeflftttely. 

There are wnral approaches. that can ~ used ~. ~ •. t~ probability. that: a 
' ' ! ' I . ?\• !-. ·:. f": . , . 

failure during the execution of a transaction rept$rinl locklnf wtH cause indeflntte delay. . . , 

These approaches provide omy a partial solution ~ t~,.~llln of achieving .. the. pl of 

partial operabthty bec:au.e a t'atlUre or combination of failures during the execution of a 

transactk>n can came tndeliftb delay Or ttansacttda ''that ·.,. ~tetety JOcal to a 

functioning "-· or cause th tnmactton co be pit totmied ~· 
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5.1.2.1 Accepting Inconsistency 

One possible- "&Ofution that has nof -~ .;e~•tly used ti- to ·accept a sma11 

· probability tha:t a transaction reqt.1lring lodtlng WHl'ftbc:·-bef jilWbe»Wd **'ttcMfJ' if a' tanure 

occun ·at the wrongtim1t~ This approath ii·nat(wppa*Pfllte nw:~a ippltcatlons, u~. 

tnconststent ·mutts rrilt"oecur. If the conseqde&'of n.t ~IJelti··atile' ·• pePf6rin _tlllM 

ttansactt0n prehptly ire -Worse than 'ttre>~ea ii t'..,...nlnilMtOll'mer,' (ls :wo.1c1 

be the case for a tran~tttbn controntng· thf =tamstng of-alt i~ittwft -tf nMJ M destrale 

to u5e a protacol In which a. failut't:at'tftt ~g·ttme cauW·t',...sac:ttOncto' be patttdy 

perfotmed, or may cau• the transattiCJn to be incorf'dy seqai..C:etf WM.\~ ttan•c."fiOfis. 

This kind of' strategy has been u.i tn'imap~'syttii~ .. lll'whtc:1t·thedata baWftas 

a great deal« red~-=t that·atlOWs\anf~tel .wnte•ift ihcGti~ 'itate. To-:my 

Jc.riowledge, there' ate· no dtltributed data ~ -~· thtit u• ·dlls appreach. 

5.1.2.2 Avoiding Locking 

Another '°pproach ·ts .to use synchronl~pon p~ th~t mi~ize t... need . for 
'' - ~ • •' . . - " I' ' • ' ' ; ~ • ; 

locking. Th_e pr~~ts p~~ tri Ch~ i or. thJs ~.._. -~ -~ .¥~ by _the SDD-1 
~ • ~ • • , ? · c • • '<- ~ , - ' I i, ' I ~ ·;> • ' • : _, . ' " • ' , 

distributed_ d~ta t>~. system[~~eip77.J are two !!'~ .. ~ ~ ·~~4='1~ ~n C"-pter ~~ I 
'' • ' • .., .. - < ., • ·- " • <". • .. 

examined the problem of organizing the data base so u to re;luce the amount of locking 

required, LOckiilg cannot ~'avotd~ en~ ~:-OnMl'I ihe~data b&WtS' dplicated so 

'.·that each site has a complete 'copf. SUch ~ IHiriMi!s lodt~~ 1Nt makel an 

transactions that update thedata'bUe reqt)tre the pa~titifrW'A1t-ot0thellta. elinunating 

transactions that are aocat to one site. 

---~ - -----------~----------------------
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The appn-.ch ·IWt fr..,.ar.t•k~hto IQc~ in .. • ~-•J• I&. C. mlnlmtze 
' . 

the time .. ••-val. d~,.-Wh~h. ~:~thaw ·~ ~ ~,, Pitt .. "ftk1~ tt¥1 
,,· ...... 

apprcach " .·&M. ,.._ ,... ... , .-'.~· ,,... .. Ira ·'.-Giv;J«;!•m , J;a~. ~.~ 

.,participa,¥11 ia a •n..-,pea ~.l~>P~• ~,,.. .• l\J~~ ~~ .. -~ aet 

·. Mct .. ttM..s&tc,~~ ~of. dlt~•WJ4YhJll ~-.,.w~ ~C':lite 

· flas compleetd.the ~·'elaied CPth,c .-.~, ... ·-~ . .,...ry 

. 4Q -.ke ~· up:a,~.,....ttd.1.~J U., Jr&~iQJ:l ,wM~JPIM~,.,.,.°""" .stta. but 

.. doe., not yet ~w.~ ~ If t. flt~ •1• ,-~If!~-•PJt•,.r.·•-~ 

_.·.the.a~"'" ~e . .-JC.1 •• ~ ·~·~Jr&n~· Mlcl,~,~JflJcCV,"'~IJ -~~~ faft 

"'*own.to ~•lw *RI""' ~;~~·:1&1'""'"~1~ .. "~q tfle 

wait phaae,, .. vm:,.•, ••;~ .~~J!,~~R \·"*"lf.,ifm~~i~-.'9·_,., pf 

.the transaction. 

Figure ft.I gives a finite state machine descrtpctan of the actton or one or the sites In 

. this protocot f1ie'npre ,,..j 'tour 'tite' i.f""ihe Vecuuit rbt~tifi{'itti. · '11.e allowed 

transttions ·are -.~ 'bJ ih. -~~ · eacti of •1'1ttr-il --~~we ·ii.t · ffi~'•••le r«ilvld <co 

begin this tr.nsluoft, and 1the ~-t ift'matbll'ilir~\.l~ftjitc tjp..·•' ' ' . 
~··. ;,- ' 

,IQ. the lock atate_ • 1tce :waitl {or.,.,..,,., ~l'l'PC<l~~:W1:0l'fr!~: """-~~7 to 

. complete its:POf"°" of tb~~~'!llctiln ~ .. ~inft;~ .-.~""' f~: t .. ittq)l.)at:~._t 

\~lee ... t«l bJ.,,ftte. ~ ~· t~;~:te ... ~,.a~,,..,~C,,~-:J~t,~lt 

phase and sends an .cknowledpment message incli~.,PU,l ~ ' a ·~·~·~ tfle 
reception of messages by a llte in the lock phue. that lite can abort the tranaction by 

sending an abort message and entering the abort state. clitearcHng any computation done by 
. . . 

the transaction. In either the abort or the done ata, the lite u ready to accept new 
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transactiORs. .The acknowledgement and abort me111gttseat"J;dte .-.,ue·accwnulatat<by 

a coordinator for the transaction until either all sites ..., .......... 1,acUlowJedp..or any 

site has sent an abOrt. The coordinator then generates done or abort messages for all of the 

participants. 
.d,i. -•. 

The motiva!ion .~ thil p~ ~,~ -. .. -~-~- ..-• ,elur~g its 

lock. phase computing the results of the transactJon is likely to be longer than the time spent 

during the wait phase. This is not necessarily true, u ont:'.•i~J 'tale m~h 1~er ~han 

'. . 

• !!.. t: 

Timeout Smd Abort Receive Done 



d32-

the-otMn•• .............. ., ............................ , ... the 

Walt plta.•fw·• ""',. ....... . 

Lampson and Sturgis [Lamp1Gft76] present anOther commit protoc:ol that tnc~eJ an 
. ;_,,• 

extra round of meuap exchanges to avoid this problem. In their~ no ate enter• its 

wait phase untd att of tfM ~of thet~ -~ ......... ultt sites. 

The motivation behind preventing a transaction from holding on to a lock. 

indefinitely la to be able to nm other transadtoN that need to Mall the data that hu been 

locked Without indeftnke dtlayt. freqUent1j, tM NIUICI produced by a tranadion depend 

only toosety on the tnput'~teeft tf~~")lrdw .... tD be produced by• 

transacuon holding a ~ are known but the outcome ol the trantactien ii uncertain, there 

are two possible •• ·Of current vatua tor the updated ...... One could UJtihele two tets of 

values to determinelW --~~to-~~"~_, ....... wftether or not . , . ''· .. . -- . ); . --;,..,_ \ .. - ,.., 

that transactton depeftdt on whkfl of the possible • of valua la _...., A'-J transaction 

that does not depeftd an whkh • of values are ulld can be run u.mg tit'* - "'"'' the 

outcome of the traNaction with the ·tock Is dedcled. The poly¥alue ICheme '8Krtbed ln the 
"" . 

next section is a generaftzatton of tltil idea. 

5.2 The Polyvaltte Medtaaitm for A•qidillJ Deley Due to Locklnc 

This section prelllltl a mechanism that ht matty c:aMS IOIY• the p~ of insuring 
. . 

that no transacrton is delayed ktdeftnttely due to a lodt llt by _... .... 1 trana.ctlOn. 



- 133 -

5.2.1 The·Polyvalue Conaept 

If a two-phase commit protocol is used to perform a transaction, a site that has 
• ,!., ... . . . 

reached the wait phase knows output values of the transaction. If those values could 
..... · L~· ... 

somehow be conditionally installed, such that a transaction _accessing one of the updated 
,.,:·' 

items would see both values, then the locks on the updated items could be relea~. This can 
-"": \.-->:' 

be accomplished by installing what I refer to as a eOtyvalu for each updated item. A 

polyvalue is a bookkeeping tool for. keeping track of several; ~t~I current values ror an 

item, d~pending on the outcome of currently pending transactions. 

. A polyvalue is a set of pairs, <V,c>, where v is a value and c is a condition, which is . 
. .. -

a predicate on a set of identifiers for transactions. The pair <V,c> in a polyvalue for some 

item I specifies that I has value v whenever c is true when c ts evaluated in a model where 
"'j - . : ~ : • 

transaction identifier T is trut if T has been conlf>leted·. ,_ T.he conditions In a single 

polyvalue must be disjoint (no assignment of truth to th~ transaction identtrlers makes two 
:,-:.; ; -::-, . 

conditions in the same polyvalue true) and complete (for any uatgnment of truth values, one 

condition is true). 

Ea,ch transactton. is assigned a untque uensaqiorl · JiJlf9ltlfler. When a site that has 

r.eached the wait phate for a particular transacuen T a---.~·qutck1y <Whether T 

wilt be completed or aborted, that site instails polyvatu.s.forattotche llelM;that T ts trying 

to update. The polyvalue inStalled for an item I has two pairl,:,<Y',J'>i,G&M· ~,..,r>, where v 

was the value of I before the execution of T, and v' is the value produced by T. This . . 
... t • ' ~· ·' .t-( 

pc)lyvalue describes the possible values that could be the current value of' I, depending on 
- ,.,. '. ;·.~ :r-.. - .,_ ! . , 

the eventual outcome T. 
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;a.fine• n•eian.atlh~,a-...fiecl,m1duw-.a. a..·tlllllUhlal;patu 

are·apanded.·· ,._,...,..._.;.._""ad....,.,.,...,, • ._, • .,..._. . .., .,.,... .. af .patn. 

. . ... . - - . 

redundantfllKn••·.·HlhU d. ~;pails·.<¥1.Ct•·and ·C~, .... ,,, ... ·¥!tare ....,.. ,.,, 
_;·' ,_ •'' ·- -. - ~ 

t.fte ~le·ipair·4~~· 11"._lllld~t,palru.-arile,IMClluie:lt·u·fWllble that 1eVeral 
. ;:, . ; . ~ i : ' . 'i" '< • 

different posstbleeutmmaof the pendiitg tranaactiona.cauld-•pradt.am the·same value for an 
: : ~ _, .~. t' ~ ~·, .- . ·, ' . ; • -: 

item. Ftnally, the andut..:duhed tD ·ach pair .is ......,.... .and any .pair ·«P for whtch 
' 

This simplification .pmadure red.uces the· polfvalue comtructtid ta one in which· each 
. . . -l- • ; ;-:;:.· ' / ?1 ·-· : '· . ' r,_· _, ' ' 

pafr has a ·sinpe ,.,._and :the .ftUIRber .of pairs is minimbed, A i,..,._lue with a stng~ 
~~t~L ; 1-~.·~ :...-:~:,~·~··~~ .. '>°t•. ' 

patr <V~>, must b&ve ·• ·mndttton .c which is _,tcally lnif. and ii ~6shable from a 
' . 

'.'_-;~·;. ,!. . ,;,_ J !;:~: ;- :' ~-. "i- • -' :!'" ··-: ~ ?~-~- ~ 

simple value. Thus .the ;pl'lllGldure for constructing. polyfttuea ,,_ the results of. a pending 

" tranactiOn can be delcrilHd wi~· t;..ting the cua wtaere the .W or old niues of the 

~·-!f'IJ 
1 rt•1\f ... HA!Jled 1'•111.··adl•fL~ ..... ••lll&lr1tlte? ... l•rpat •4ue 

~ ~Ullder..,•:!f111¥ilale•...._,.11f;pt ndi ...... ,, • ._,,dB11e4cCnt11·:ta SJ .... 
. . 

d~ ofapalytla.aa«*n&.· 

'.' ~ -·:::·
1 

:. : t :~ ~f)l-~ ~ : : ·, ~ . ' ::·~ .:/·, .~-; ·~ ··~ . 

are read and outputs are ~· Each ;polytranacttan T cauiltl of a Jet or aleernative 
·~ ·--;;-rr~·:; :; --·~, .· ::: 

tranactions Teo .9Ch RI ;which .:performs the ...- traftll.ction • ,a cllffeent .. let values for 

inpu.t items. Each ,akemative transaction T, is tagpd with a c:enditiDn c. which ts derived 
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from the conditions .on the i,qput values read by ~c- .. ,,Ea,c~ .. ~~cUoD begtr;as with a 

s~ngle alternative tran~ctjqn Ttrtu• which ~ins .. j~ •• ~ itfJ'S:; ~n .. peaferl'Q~ "he 
tran~ct~~n. When a" ~l.ternat•ye tra.ont;tjQn Tc,IJ~.~Jr,.m.~~ ,c~~t value,,.. a 

pQlyvalue· y • { <v .•• c1>}, Tc is partiUpg~. i~y~- f!f .. ~ \~tl'f:" ~~ ,{T cl\£al."•h 

of which has the same historl.~ Tc anc;l __ eat,~ .of. W,fl~Y~: CMte _value v.1 f""' v. u,wd 

acquires the corresponding condition 'i• in addition to the previous condition, c, on Tc- If 

cAc1 is lagically fals1, then T cAc· can be abandoned, and not computed.I 
I . 

Thus. th~ number of alternative· tramatttoftl· g..-r·1s ~ potytnnsaction T is run. 

~ach or these attemattve: ~dlOn'I nlns up to the· flaft·~ ~,e; each runs · tmttf •the 

outputs have been computed and distributed to all of the ~p!'Of>riate sites). Each site 
. J":,: !· : ,; ,~ . i ' ·-.,,. !;" ,,,,, • ··' -i .""; 

receiving outputs of T constructs a polyvalue for each item I to be updated. This po1yvalue 
. , , .4 . ir , .-:. ,.: · ·· · 

contail'ls the pairs <V ,c> where v is the value produced by Tc for I. . 

If all alternative transactions of T produce outputs for some item I, then this set .of 

pairs will be complete ~6d di~~i~t 2 If, h~we¥ei, t~ &re ~: ~kem~Uv~ of ·f ~hkh do 
, ... ·_ : ._ ·-:-~._ " . -- -r_.ft~f~•>t.1_~-~- "";: ·-;.J;;~'L .... - ··". 
not produce a value· for I, then the conditions Of the. alternatives whiCh do produce values 

for I . win not be complete. This can ·happen if ttte :d~~~ .. df ~,.het~er. or;nOt. 'f. updates I 
- . . -~ ,f' ... ~~--'' . '~~ ._ -:- >" ' ., ". - •' ., .. ·. 

depends on the input values seen by r. 'UrKter ~"' outcfciiril (If. pet1ding tr&niacttons for 

which T wilf nOt produce a new value· for 'f.'1 ~oUld; ~ri its previous ~a1ue .. Thefef0re, if 

the conditions on :the. alternatives or T which prOcl~' ~ 1 ~' ~~lue for I do 'not form· a 

1. ·As· will be shown~· outpdts produced by I 'akeYrt&u1t 'trahsacUOn. with a· condition that is 

logtca\ly f"'~' will nivcr ~ uted. . " , . :. , ~·: . . 
. 2. .· r·begins With ... smgle akernattve with ainditton tnu. At. the corDputatlon phase of T 
prograses..alctrnativ~,oJ' .r ·are ~· .,.._... tlle1 ......... LGlliithe palfvalues 
that they access. Because the condidons on the paArLot._... RlcUvktual polyvalue are 
complete and disjoint. the conditions on the alternatives ol T ~ ·iat any point complete and 
disjOint. -.. .,, ~ . ; .. 
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complmt •·.,..... '*"' .t,-rt...,. ts•..._...._ v-11 •p..-. .,_,_ fA t. aftd c• Ii tlte 

'lagbt OR ·et Mt f!6 .. ..,.._et die.., ....... artf .. .,,_ att ~ ot a 

potYb·&ft.atwt pr..as • tllttttJed atcwt. stMt1ll a cowtdlmWllCldoft ·fin.r. tnWfete ·.nth 

the wait pha'ie •• ,., .... be prodUced f'romtile·~ •• ~··.lftd !he 

~ ... ma. .. _..._,..,.._.,.,, tfie ~· 

5.2.1· A Shnple Ex..,te 

Let vs c:orutder a Simple. ewnple mMIY.lftl lhfW .... ;at .dtM,e .._ and three 

transactiana en thole .ilea. 1.ttA. ILand C be.the._...,.. JIL,die,~ be: 

; , ~· 

T1 •If A ~*>thin (A• A~ IOO; I• 8 • IOO} 

T2 •IF I~ IOO &Mn (I• I· JOO; C • C + IOO} ... 

T1•tfl>IOU...8•l.05.I 

Now assume that berort the tratuaCtiOns are run, eacltihlm h• ~-- I(/·:·. It a tatltlte QiCCytl 
' t . . • ' ~ ' 

during the· watt phase of T 1 preventmg the Sitt holdtag ,I ,..._ Jeamtnf the OQtcorne ot TI• 
• ~ , ' 'l - • ' • 

then that stw gtves 8 a potyvalue of {<'IJ14T 1>, <IOO,....,f1>}. Jt T~~~'"°" ""'~ Jt will be run 

as a potytransaction, because of the potyvakle of B. T z. 'f.Ollld.,p~ netr vtkleJ for: l and 

C of {<IOO,T 1» <O, -.T 1>} and 200. If a fatlure OCClin durlN . ~ fttt. ph~ Of Ta ag~ll'I 
~ ~. ·-. \_ 

preventing the stte .hoktinf 8 from learning the·~ of T:a-.then:.~~ ...... 1tflpltten. I 

receives a polyvalue of {<O.-rT 1AT 2>, <JOO,(T 1AT 2)V(--aT J"-tfz)>. 400,1" .fA-.T _z>). New* if 

T J is run, it is perf~ as Jb.ree altematt~e tfallt&Ct~ ... t:wt "~f!t that, aitemallve 

transactions produce updated values fof 8, while the a~v• _JW , . ..,.,,. iATz dott •hot, 
;, ; " - ', -\ ·: , .. 

became the input vatue for a rad by that ~· t~ 11 tel Mill~ Tfttn ttt• 
.>' 

I. One could alternatively atways add this pair, and rety on tht timplificatton pr«tdUft to 
discover that -c' is logically fals* when the other COM'ltdaM are mMplete. 
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polyvatue assigned to B by T J after stmpllflcatton ls {<cO,-,T 11\T 2>• 

<105,(T 11\T 2)V(-,T 1/\-,T 2»• <210,Tf'\-tT 2>}. 

~t 

This example shows the mechania of manipulating polyvalues. to perform 
. ~- ' "" ~ ~.-. ' 

transactions, even after the occurrence of improbable failures. From this example, It ls hard 
. . . . '·•. . .');.i' . ' - ' . . '.''·· . 

to see what has been gained, as one cannot determine~ ln,spectlon what the values in the 
' - • .. .,-:, ...... :'( <} 

data base are, or what transactions have been completed. 

T.he answer ls that in many cases, a polytransaction will produce •eimple OUtput 

. values. This is true of many query transactions, which attempt to determine whether or not 

the value of some item fa11$Jl;'li, cerc.,in rang'- ~P ~--~•query about an item can be 

answered without knowing the exact value of that item. A polyvalue can provide all of the 
"· • '·'I • y-' ·, ' 

information necessary to answer common queries. Consider, for example the test made by T 2 
. ' - - ; ; :'·'. j} ~-, - ' ~- ~ 

on .8. The decision made by this test ls the same when applied to both components of the 

polyvalue for 8. 

Another area where polyvalues are useful is that of:tratmctiaRs that have na1 wotld 

effects,' such as authorizing transfers of money, or allocating a real world resource, ltke a seat 
'-', . -

on.an airplane. For such transactions, it is frequently more i~nt to k~ what the real 
"C)i < '(; :i 

world effect is than to know what the e.ventual values in the data base are. If such a 

transaction is run on an input set containing polyvalua, then the real world effect can be 
I 

accurately determined when all alternatives produce the same effect. In many applications, 

important real world effects can be determined Without knowing the exact values in the 
':: -~ . ·. ,-,~ -~ . _; -

database. 
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<A.tlider. fof ••1111lev;a, .... ...,.< ldtict. II to Withdraw· ._. ,fn:n a ••iftCI 
account fw which the ma•· ....... ·ts repr111,..i>y• a;,...,_.· The\jDtJIOllaftt effect 

that the transac:UDn mmt clldde quickly u whether • not the CUltGmer ta to r.:etve the cash 
• ~ T • ~ 

from the withdrawal Computtng exactly the new balance in the ac:caunt need not occur 
' • \ _. ; ,- : · r 1 ·; ~ · ·, · , ' · " - ' · · 

rapidly. The transfer of Alnds depends only loosely on the balance In the account tn that tt 
. ,,. -

need only be determined that that balance ii. under al p111ible Outcomes of pending 
• • ,, <", f: . ·.,> . ( 

transactions, greater than the amount withdrawn. Thul in m. CUii the wtdtdrawal can be 

,. 
U lteectN'f OI Pewdlftf Tmlld._. 

The mechanism described above imta11s polyvaluel for the results of a tranl&Cdon T 
. . . - .. - : - . . ·:·r-y;·. ·:·.· . ·:~ ', . ;.,:.- ' ' . ;'. -· . 

delayed in the wail phue by a temporary failure. When that r.tture. ts recoverecl, tt,e wait 
' ~; - ' ~- ~:-~ ;-,- - '.t ~f; :.. -

phase of T can be campleted, detennining whether T II to be mmpleted or aborted. Thus 

the value of the tranaactioft identifier for T .,,....... tat conditicms · tn the pain of 

A site learning of the comp1etion or abortion of •. tranlactiOn T can reduce lta 
;;; '.t ., ' ·; 

polyvalues . by re-evaluating any condition that depends on the. outcome of T, substituting 
'',:'·-f·>.t 

either !!:!U, or f!JJ11. tor T d9pendtng on whether T wu mittpfeed or aborted. Thu 
' ,'.-· 

subltitution 1impliftes cmditiom that involved T, aad upon *"l*fleatiOn, same of thae 
I . · ' '>·. • -~· .~ ~ f ~ ·; "''. ~ ~ "-_, . r : - , • ·· ' . 

c0nditions may became lcJgJcaly /.tu. That ltnowledp of the ...,.._ or abortion of 
< , ,, ~ 

pending transactiont can be uied to reduce the number of pa11ible valua which a polyvalue · 

represents. EventuaUy, if ~he outcome of aft pending tranactiolu ii known, each polyvalue 

will have only one pair With a cond1tion that is not logically ftllu, ancl thus can be reduced 
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to a simple value. Some mechanism must be pnmded, ~. &o prepagate the knowledge 

of the outcome of a transactton T to sites holding poty•ldei Wldnwn:IWon,..inv.ol•tng T. 

Such a mechanism must insure that all sites that ho~ a polyvalue with a condition 

dependent on a transaction T will eventually learn of the outcome of T. We .•lso desire that 

knowledge of T be deleted when it is no longer necessary (i.e. when no condition involves T). 

The record of the completion or abortion of a pending transaCtion ts similar to a commit 

record [R~78] for that transaction. Unlike a commit ~. ho~~~r, knowledge of the 

outcome of a transaction may still be needed even after aH of the output values of the 
- ~ -: " .. 

transaction have been installed. Any polyvalue could pormttally refer to any pending 

transaction. 

One could have each site maintain a table of outcomes of pending transactions, and 
_, ~:~,t 1,~ '; ~ 

use a system-wide garbage collection strategy to delete .. trtes that are no longer relevant. 
·. 

While this scheme would work, it would be ineffict..t in the case that dependence on the 
,_ ... .j. -. . 

outcome of pending transactions does not in general spread very far. Most sites do not need 

to know the outcome of most pending transactions. 

Another possible mechanism is to give a site that crates a polyvalue for a pendtng 

transaction the responsibility of maintaining a record. of the outcome of that transaction until 
. ~ . -, 

such a record is no longer necessary. When a site.wishes to reduce a polyva1ue, it must ask 
.. ' -~ .. 

- '. . 

all of the sites that are responsible for maintaining a record of the outcome of the 
• • ';" $.-p • ' .. -~~(; • ) ' _. 

transactions appearing in that polyvalue of thc>se outcomes. To do so. informatiOn must be 

passed along· with the polyvalue to determine .the relevant sites to ask. This scheme is 

similar to that used with possibilities by Reed CReed78l 



-,..., -
-n..e;ue .. _.. ............. ~ ............ "' •• , ... ,.,.,...... 

tr.an•.-... a. 1 1l 1 I ........... ,.......1rl•1ntm..._ ,ta1elf4Cllnlaithe 

outcome .r ............... ·- ;laqpr ,naded,, :and - -. :Df •"• eollelltion 

mar :be 1MeelWJ. A 'HI- :;prliblem G ~ 16e111 m1qr :_.t JD iinCJldm about the ·fllltCDme 

of a 'tramacllimt :aar _..:a ...... ,. :!he~ .,,...._ as 6e mquiritlg 

message may ibe 91mt··imm;y Cimes.:(enle ifor eeh .......... .,..;;&o•!he ~):before the 

outcome :flf <the 1rantaesian :a :detemtined. The ·.ICMrne :dm:1 ICrlll ...... .wmrw .·these 

problems ·by :d~ 1lle cR!lplll'drility .far ·matntaini· .·the ·Glltmlne Of a pending 

transaction among 1dre-rt'hat '.llaw ~,.dependent• •t:ouimme. 
. . 

Each '* ;maillCaliftl,. :;bitJle, 1dtned ;to here u lite ·;pelyvalue ..... !lilting ;the :itemS 

that· it holds :that <e~ly ihave ;petJv•lues. This :bible ii ·uted ,., :lec:ate a11 ,af the 1polyvalues 

. that can ;,be reduaed »Whm •1he •lite ff!lei\ra ,a ~e ·indkattll:g ·ttre ·autmme af aome 

pending tranactiBR. .A ·semnd Ubte 1maintained .at ach lite, ·known u the ~ion 1table, 

keeps track. of ?the .,.a of·~ ,Of~ ctraftlllctlenl. Each entry of the 

transaccion ;table .·CDlltatfa :• <ti:amaction 1identtfier, :tts tllUtalme, ·~· aborted, or 

pending), and a iltst Of 'sites•_... ·this :lite ihu:,sent infem.attan ..,..dmt _.. the :eutmme 

of chat •.tfa1U8£tien. 

To maift'8ffl ·rttl ;1ra11sactian .table, a site muat 4l1&lke ,an :...-y . for :each transaction 

identifier :that appears ;tn ,a ;condhion .:ef a ;potrvalue at the :ttme .that that ,pd\y¥&1ue is 

insta&Jeci.1 W.hen :• "site .lltlldl ,a :~ .~tainirtg a tfJOtf¥&1ue to :tame ·ether •he, it must 

1. No attion '*' required if :the :site already has a table entry for that'transaction. 

·• 
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record the name of the site to which the polyvalue.was-11at tn the tranuctiontable··entr:y for 

each transaction identifier that appears tn a CGn@ialJ· •dJat,;-JOIYvalue. 

The information in the transaction tables In the various sites ts used to control the . . 

distribution of knowledge of transaction outcomes. Each site that receives a commit or an 

.abort message for a transaction that it previ0usly knew u pencUn'g can update Its table entry 

for that transaction, and reduce any polyvalµes t~atC,l~de;d ... 91" Jhat transaction. A site is 

responsible for informing all of the sites that are _liJtec'j Jn its t ...... FCJon table entr,y for the 
. . ' ' . ' " ~ . ' .. 

transaction of the outcome. This list was '°"9st~ecl to lnflud~ al' ~· the fiteJ th~t _ were 

giv~ ·information depend"1t on the out~ of the era._~. ~,ad tll~ore ~y itokl 
. . - - . ' ... ~ - ' : ' . ~ .· . . ~ . . . ' -

polyvalues depende11t 0n that outconie. . Once ~ of·'"- ~- ..._~• ~ informect. the '-ble 
• • "" f • :. . '" . 'i 

entry for the·transaction can be deleted. 

With this scheme, knowledg' ~ a pendtns '~naa~ .P~tes ona, .. to those sites 

which have receivecl polyvalues depeodent oo .. Jhe Qlltcpme d' that ~- If. a great 
. . . . . u- ; . -.• ·' . . ~' • ' . ' : . . . 

d~I of tQITlpqtation: has beeJ1 ba$«1 on t~ °""" ,Qf a_pena.__ tran.-atP,n. ''1"'1. J~_fa,rrntng 

all ·Of th~ appropriate sites of the ou~ of ~at ~ ·.~J,. require many measage 

exc:hanges.1 . If the outputs of a peodi~g tran-.ctioft are J10t ~~ver, only th,e.,,sites that 

hold those outputs need be informfd of the outcome or the trans&~ 

'f : i ~ ' . . ' . 

Figure 5.2 shows how this scheme works in the- example described above. Let T 1 

and T 2 be the two transactions described earlier on items A, B, and C. Assuine that these 

items are held by. sites A, B, and C respectively. The nP~ showi the values of these Items 

I. In fact, if the polyvalues depending on a pending transaction_ are used frequently, a site 
ma:y have t0 be infonMd otth• outcome of thafttansac:tiott Wtnt'ffmes. 'tf is possible for a 
site to receive a polyvalue dependent on the.OU~ of at~~ ~.~t site h~ ~ 
informed of the outcome of that· transaction and had forgotten that outcome. A lite does not 
need to remember transaction outcomeJ indefinitely. 
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and the rablll!s fll pencllftt cnn ..... tn·:thtllB Ml ...... ....,lletMatltftral ..,_ . 

initially: after T1 is1111,_dal,aftetTt•...,.,llee;'tMt Ti w·w•atRlllU.,Cdn¥li•: and 

after T2 is eventually .aborted. 

The dlscuuton of potyvalues thas far has beelt· at a relatlvtlJ hlth livet ·so .as to be 

· applicable to any dbtrlW sysrern tn which lockirig ·~' ~ Maf .. ft ...... ed. 

The .. polyvatue · nw:ct•ilnl described above· could ej•1f ;be lftlil,oftted Info irMdr .w· the 

dtitrtbuted update afcortdHn* dw appear m··tft,t~ 'iLM now Ciarwdlr hOW to 

appfy thele ideas spe:fllcdy to tM distrtbuttd lociiri'g·''.CMillf ~ th the .prntau1 
chapter. 

Retall rhat m·ttw· tocttng sCheme of tM prmous chapter, any process producing 

outputs to a ~ depeldtng m mputs 4*11Mct fWwA lfl'itMr ,,.._ wWCli is ·ft« one 

or· its anc:eston · rn rtt. 1tteraYtt.y ·ts aenc 1 IOti ., 'ilfli*p> The fOd.· Nijue. tt*Mge 

causes the ~to reftne ·to rtaive ally new rrieaalil ,....., co~~· uritn 
the transaCtloft taujnf .lhe b:k ts · c0ntpkted: · Ttw ptld1ili lhvetwd in lhe cran*ttlon 

exchange. messages until each locked prOcat has Mlfft'diiit; bi....._ . .., ptldu'ce ltl .odtpUu 

and release its lock. Jn order to apply the ~. ~ ~- ~~.lock.Jn& sttategy must 
• . • ' ' ' ,.- • "':; ~: ! / •, • • 

be moc;Ufied so that each locked process goes t~h ,!"·.,...,., a.··~ phase In 

which the process could abandon iB lock and came the ~ .. to be abotted, and a ~lt 
-. ._ * • . l • ·:., ' .. - ,,·, ' ' 

phase in which the fad. cannot be ahndened, but dw ualpat ...._ v. known. 

I will first ~ the c;ase o£ a ~ tra~, ~ the•· af ,.,.._ 

making updates iS ~ of tlw dar. .valUes ,.. .. l>J the ~~ •. Th• ~ion 
; ~,,., • < n ' j < • • ' < 
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Beoovery of Peacllntr Tran-otlon• 

·A 

JOO 

Transaotlon Tabl-: 

(empty) 

A 

{ <0,T 1>, <100, -.T 1>l 

Transaotlon Tables: ·-· .. -· 

{ <O,t J>. <IOO, ..:.r i>} 

Transaotlon··T'a•:a..: 

T 1.penc1ing,U 

. •'.f .. .\ 

B a 
.. 

JOO 100 

(empty) 

After TI is Suspended 

B a 
. 100 

'.W . ~ . ·c 
-~ ~~...-: ··,;.:;~r ~- : 

·{<O,-.T i"T2>• c'JJ.X),T 1/\-.T a>• {<IOO,-.T 2>, <200,T 2>1 
. . ..iootr1'1\rfM"""°1"'*"'fi'I .,,, • 1 .,(, . ... .. . ; . . . 

T 1.penc1tng,{C} 
r2.-. .... 0,;n 

. . . ~ ' 

. T 2.penc1tng,{{ 



0 

(empty) 

0 

Tranaaotloa Taw .. :. 

' '1 

B 

iclGO.T~; ·<200. -.T z>} 

T 1.done.(C} 

After C hu t.n nadftell ot T 1 
And -t2 has beet......._ 

• ., '> • • • " 

(~) 

c 

a 
IOO 

.. · 
.,· •" - :.}'. 

updates kniows when it can C0R9iliell! chote ........ Md the llt al ... c i11l1 rnu.tng updatlll 

ii known tn advance. 

For each trwactten, -. process terftS che 'f'utlccleft Gf trMnsthn ptnlinlt![. 

The traftsaction ~ hat the ~bility .far dcel ...... -- ~ of the prvceues 

involved in the tra~ lla• ~ the_wattpha~ To ..... !he.-~•_.. 
.. ~ •' '~ ,,.- •• _ < ·, ~,;' ~...:~, ;.-··,,·~4 ., . t.: 

must be sent so eacb Gt tM fllll1••""·11t'81fftlll••!.,...._ ta ·a_,.. atGmtc br.clcast. 

The protocol of Chaprer t - be llighdf madiled ro .- ...,,..... •. .,_.,.,.,n 
an update a tad ,.., .. tM111p., l«d that ... pNblC'd of CMppfll ~; .... tock requests 

·. ' ; - ; ! ' ~ '. 'I ' '•''. ~ 

only to thole maaagers that cannaJ u jp•"'-- tnltttadion ill w ,...... ... The extra 
. .. 



~- --~~~·--·- ~. --;---;-~---. ~. ~--- - - --~--- -~-- --·-

transaction if the completion of the transaatO... '11 delayed, and thus ~nnot allow any 

manager participating in the transaction to complete lb portion of ttle transaction before the 

q~~ ,to COIN»w.te is made •. 

. ta ch process performing an ~ate thus recetv~' ~'lock ~- aloOg with any other 

··~ -·. -···~··. ~-" ~\· i:;:. •. -_, ·.- ~~~-- ~-· -~ ,. _ _ .: ~,\;!>< · ~J ;..;:u,·n ;~ .. ~· ',--•:·-;_·;- : · .. 
perform ita update, it sends a ready• message to the coordinator. (For any process whose 

~-~-: .,j~~."~.1"'.: - • - ! .. _-·,,.,, ~ :' .:i.:.:.~: ".\·~ :1 ... ··i .. ; :. . . - .. \ .. . 

update ·can be mad~ without inputS from ot':"n' processes, this happens immediately). Before 

sending the ·l'fr&~J· •,P~ .~.det~}R ':~·-~·~ ~~J pcdlpC ..,ct cause the 

'r~nsa,"ti<!'J' to be~~···~ ~tng~ •reff.J~ .. ~~'~'':'1tAFl i;ts ~:Pt.se 

. ~n~t,~~:~•~M,dqo i,~ ~· When ~!I ~. ~~.P~J~ ~ i~·'·. ~ ......... ••• 
answered ·readf, the cOord.inator decides to complete the tranlaCtion and!~ ·~· 

·messages· to the back door ports of the processes which recmved locks. Upon receipt of the 
• :-.. -.-· ,· ,. ,,... .. .• ·- . -~,:·: ,... ' . . '· .i ·--.~· . ·.·~. - . : ;~·i ·-·_"·. . ·' 
. •axnpke• rriessage, a prOcesi completes its Update' ana· en&bla nception of new requests. If 

' tbo muct{ufue ell .. 'wore tlte. a:Grdin.tb.. reaitvea'·,.~;· ~psi trom a11 toCked 
'pti>cebes,' the coc>rdinator ·fan af>Ort n~;- update 'i,{1encung; "aboif' ~iap. to all. 1'he 

• •rea&r. ;.reomp~e~ and •al>oft• mt!ssages mulfin;b; )den~ 'Wtdi a uritqtJe lclentlner :for 

·the· t~hsacllon (p~bly asstgned ··by the ·Ji~ -,~~ 'k.ataated' 'the ~ctaOn). 

Each process in this protocol goes through t~ .~ ,, ~ eJme. bef«e ~I 

the ready message, and a wait phase after sending that ,....... After having sent a •reac:1y• 
, . · '·., ~~*-·, {~; -~,_ ..... ·-.r-:H':.. ··-:· ._.-·,_•·-; ~·~· ,~ .i"-'. ~ .... ' ~;;,.·· .. " '. 

rriessqe, a process ·knows the new vatues that some. items 111 &ta ~I state wtU take on u a 
1. ... ~ ~ --· .. ~-:;:. .. ··~ · '...: ~ ._.:~:_.:.~#}'.:-::;«--~ -.~.._ts~ .. ,; _ '"···:· - · · 
result of completing the updlte. The proceu can, instead of waitini for a •complete• or 

.'t;t-·~ : . -.,'·-"_.· . .'·<"· . ·:~--~.1. . ." ,·'" . -· . ' "-"..:ij(. '• .;-·..:. ·'' ;>..to·· . ,·.' ' ' .. • 
.·· '"'abOrt• rnemge; decide to install pOiyt>atUeS for thel!I bma. tlch data manager process actl 

. ' . ~ ~':"··,·~-':'·-· .. .. '• . •· .... _;_~·-- ~t.·: ~- ,,; .. :.l<:"~, --~~' .. ~ .,, ~,, .. ~. :• .,~ 
like a site in the polyvalue scheme described in the ftnt part of thil chapter. Messaga sent 
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from one process to.anattttr ~--··.~ ~ ~ ~·~ r.,,..,,d~~ items can 
> • - .. ~ ... ,_-. J 

contain polyvalues as well 

Two problems must be overcome in extendiftC thil ICh.w tO •l'bttftry tr&ftsacdcins. 

first, the coordinator must be .tbleio know when the trana ..... CUI be cernpa,ted, u the set 
• i ·.' -··,, .. ~:·' >~,'.- qf \~_-..:i~,p~,;··:~·:_-· :~~·· ··-; f~'-~~.~:A 

of pnqsses mak~.·~ .ts not It~"" av-,~,;~~.~ that~"'-~~-
• ' : • • ~ '-· ,·,. •• # ·..; .- ,.,~ • \ ~ ' - > 1 ' - - .... : 

in the tranq.ction INI•.~ at,1e ao ~;~~ it,~~r~t·t ~~~·~,~:'~at 

wll ,..,ve u a.pare "di-·~~ a.~ it ~·""1~f!.~.~ ~ ~ 

The ftnt of .fhele ,. .... was disaissied tif 1~:'4:w 'die, COmp1ettGh tieaght 

·mechafttsm WU iMfiilibid·flr'tta·aohMan .. 1iit·~~ Can a\kt:att al 1the 
. tta ... ttiGrt ........ -~ tAt. diial.t'*'e''wi.eft al~ ~.-~~if~~tdi~'f.as 

We can madlf _tM ilOmJa1etion.,~~.~t ~·.l'?.'~~ .. ~:?',~~,J.-be 
~rformed with~ .. ~~.,~:.~~~~· of,M,.~ ~ ~~~h 

prepares a set or.outeut .~1ues to be ~"4 ,... .~nt,~7~J~~t ~(!he 
coordina~r ~ "l/'1111 }l ala __ , fllt$~~ .~•· ~~ J1rt1"1#1~, s 'J'"', ~~~.,(hus 

receives ~es CORta..._ ·~ .we4f~ •~-"~·~,._ ~>~i~'~;;·~~ to 

be. installed. ·wt.en die conpletien wei(ht ~ ffl)he,~i~t,c?f •. , ~~. ~· .the 

coordinator Stmds out ledc.-.reteue messaces as before. Thell lock"ftleale messages are 
' \ :·-

In this protocol, eadt man._-« can at ~ll7 ~ ~- ">.. •~!'~ its,~ ~nd 
' ' , '·"· , .·. -:;i-/ ·-· - - ' 

continue processing other tranaacttons .. To do so •. ~ ,fM~ ·~ ~~l updates that the 
, · i . '.·,'; ,. -,.,J ;~-- , . .:- : , .- I j , ·} 

tranaction .has made .as .prllyvatues, amt si~ ~· ~1 ·~~~ine:s-~ .. "~, ~t 
transact'°'1 <except for die 1eck release or aboft measages fn>m .~ ~ftlaq&on ~HJ8i'91') . 

. ,. ' .. ' ' 7· :"· t/ .,. , '~ "i ! ".) ",•.'. ~ ,- ·, "-· - • ;;:. . <.i, 



- H7-

This action may or may not cause a transaction to abort, depinding on whether or not that 

transa,ctio.p.:~equir~·;furthe, participatjpn by tbe.,,~·,:•~~ .. ~-.,~.a it. If the · 

rp~n~pr -~~~d(Nliog,. the tran~Oll _is ~ot need~,, to,,-~ ... ~ tra ... c:tion, tpen 

eventually," ~he ~ion •~l&~t r•urn'4 ,MJ . .tl!~t~ 1'W:··"1'll t;o 1, .aswmtP( no .. - .. ' . - . ' - - . . ~. ·. . .. ... . . . . . . 

other. man~r. _d~~- .~9 _abort If, ho~'"·· t~; .,.. .. "' ~~- .t~ ,~on,, Jhe 

tr;an~ction ll)Ult ~W:t,r'm .~49ition~.I f~;:~ ~~~ tran•qton .. (e~~.r by 

~'JilJg ,more. ~RP~,or_;~ing. __ update$._ __ ~.,~-~-~.l.l\,jif!1t:~IA ~use the 

:. ;portion _of the tr~on dependent;,pn ~-1"~,JMftapr ~- nc>t .. ~ comp~ . 

. Ev~tua!'y,.tfl~;~d;in~ will d~d~ to abort~·~-

· Thls scheme allows the polyvalue mechanism to be applied to the execution or 
··~ .• .- ·~· .. , •• _ . _ lo' , .• : ... ··r~i;-:-~ ;" .··-: ::"",.--.:"._ i . :' . • .,:_ . 

uncertain transattl0ns. 'In this seheme, each update made by'the transaction goes thl'OU'gh 

two phases, a lock phase before it is computed, and a wait phue after it hu been a,mputec1, 
.~nd the.mallMe~,hQ"1~g the updated ital\ h1s rep>}.""tQ.~ ~J' •. _, 

i:,A~other 'poinf that should be noted abObt 'the ule ;Or pOlj~akies in the locking 

seh~ of-Ch~pter ~.is that the protocols that ~1~ lbOrtal>le'~IOc\tnc described aboft may 

requir~ that'more tOck r~uesu &e sent· thari' the smiple ptotocols Oi th&pter 4 .. N0te. 
·. -.~· .. '.- ~ ; ~ . ,,,_ :,.,,-'.{.f"-o ', - . '. '!:' ,d;..,- """i" -~-' ": • •' . • ' :f i 

however, that any transaction that does not 'requtre loCklftC ·with/ the llmple ·prOtoC:Ols still 

d• not,~uire .~ing, we are only lncreaatQf t~ . ....,..... 1c(,~ "'1t .• f'or. tranacttons 

that_ ~)ready nsquire b,:k.tng., 
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'-'·~ t¥ .. ~-! ~·,,.. '• 
The polJY•lu• ._.._.:ts ex~• m .... ,..,, .... col'tmm.' a· gre.t. deal more 

space than do . .....,. .... .._ arid;.,, pOttt ........ -nlllt ~~rj0gfiit Cfti14' more 

camputattan. The .... anatystalit'tfle pOlytili#'~ ......... of the protOcol 

reported tn an ~ te tfti t,.._ .. _.,. d\it . .., 'Acf'iM"'ixpiitia.··"\J~· or 

pOtyvatues tn i. dQtr..._. ~\~'*' - .... "1Wha¥ikf~·C:ontrat be 

necesary, any •i• CJi1 pm•• ,,.,...Uoif'litpdl.~11-fnGi~-·pi~~ as . . 

results of~ plftdiftt ........... ..,._. ••.• tfiW.ftw'du~' or the 

tranaactiOn, or by .refUNftc to ,..,.. •• .._ ~~ -ldi0-·i•Mi t~d 
. wattmc u.n~I ~t f&" ~ tt.f P'Jv,,~. ~""··~ .. ., ~~ 't ,t~ +•xpense or 
~poutbty d•laf~ ~ t~~~ .that.~~11~~~,"'9· ~[1~'J!~·~~LP~.~~°" 
r:•yvalues. 

In a sy$tam wtJ-. rtat ttfww-r.,.... reijlilftti*., 11:1'i~' tb'expect that 

. ~he set .. ~. tra,,~~~·~-· llfat •-·~J:~rf,or~., 111,1:~1.~ 'rtf~,:~~c~lts at the 

.·, proper· u.,. w•H ~ ~,..w11~1 ,~lt. b .er~Jy , .... ,.,~ ,~ .·~~1 .;~~~,, u 

:pqlytr~nsac:t~ • &Mt,~{~~ .. ~.~"' .n~, r~lllc?'J~.~;~~ ~~~ ,~~~ in 

Consider a SJ$ttfft eontrotlmg .me· ~nutittittnf' oi'rattiit ...... '. fihkh' ..... 

computers are used to Q>ntrol the manufaauring and ar•l~tly PldW '..at:; the 

components that they monitor and control. Several differcint. kiMI of tranadiGnl act on the 

data base. Thent are data entry tranMCttons that are run pertodlcally to enter data about 

the operation being controHed into the database. There are Ulo monitoring tranaactions 

which are run periodically to determine whether or not the da•se values indicate any 

potentially dangerous g)lldttions requiring immediate corrective action. The monitoring 



transactions are structured so that many examme',ontrva\m lbcal to sorne·aaie-•tn Ol'der to 

insure that a communication failure cannot interf'We Wtth monioting. . -

In addition to these two kinds of transactions, there are control transactions that 
,··:;" 

direct the completion of specific manufacturing tasks. There are also transactions that 

·:.;tmplernenf:~'·dedliOns tochatife the ~ prdc•"t;y·modltytng items 

reptesent&ns f*2"MlterS tO the .contl'Gil and';tRIOrii•llFllilg-~ and traR .. cttdM'~t 

.;•ffoW t~ state:'df' ltM manufatUriltg ,_...<!te lte'• ........ ~ fteifMi'lftar~ ttaMkttens 

- needCO;lMt-perfonned in Mt ttfM·tniordetto prn.tr1t 1fduNl••-~IC6hlponeMl-of 

-_ the manufacturtftf-·fM'OlllSor·.,..,•an tfte;'.GlflN'~·._,~,a tm•fdtMls 

situation. These monitoring transactions examine the values produced bJ the daa entry 

transactions and the parameters of the process to detect ~lems.- Any normal aet of 
; : : 

parameters and data inputs will not trigger conective action. 
;.~ l:'.: ;,· ~ _·:· ~· ~ .... . : . . .. ~' ~lo>. 

In arder:tD·iwsuh!-th•dae-manltodn( U.nnllltlonl l'I• .._,tanat-ttme; poly\falues 

-shou~ibe·~ for--any d• ---1that map.t• ftld9Ji19"1Mlllltmlt• franactaenl; --l'IThe 

- -control ~of dtemanitonllltramactions;lhoUllttJt •ii'•n•••tat6ema:va1uedthe 

.idata-aems descrlitamttm proceu. .u tong •~tMle-~lMla:.,._IJiorma1eperattcn.1 ·~ 

-- 'lfai'lsacti>nS whteh .dine&·- spedflc -.utauurtng -.U1_. • 'trumGtklns lt.....,....tblg 

administrative decisions may Involve updates to data items at .. leftllllt• _.,.and thus .--y 

req~ire locking. The locking performed for such tran~s .,..Id allow the creation ot 
~ ~ ~ ~~,:--; 'L-~ ~'" ;'~r:,:. '../,~fl~;~':-"'') " t f ".. ""' 

-polyvalues for their outptits if some failure prevenu the tocks from being quickly releasd. 
'. 

Tran.sactions representing administrative control Qf the manufacturing process or 

c;ontrol of specific f\lnctions may be deemed less important, and may not be executed as 

polytransactlons if necessary. Any process holding Items ac:ceued by 'the monitoring 
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cr.~a.. hewev•j MUil a. f~,t~;~~.ler:,1~ ~tp ~~bat 

·the monttormc tnnsa~ar~·~· . 

. . 
. 5.1 s. ••• ,, 

This ,....,_ htet .... ·~ l4I a :._..illl: el dM •41t1111tb•du•8*·.-· 

· .problem. ll was:...._, .. ~auat., 11lllaig.._ -..-. •. 1.rlfiu!ll• .,._.. ...-1. 
toc:enac-ruct ._.,,.....·.1Qtclr ... • ..... •••11n•~····•;z't)T ........ d.,., 

.acceu to,fMllpldaMd"..._ llWldJn..,.at •1"-•11-.-. , .._.\:...,..,were 

.tiitculMCI to~·•Wlid the:,...,IH•ted ••c,..,._ """. u1ft,•~••••.-~ 
.; - ~. 

The remainder Of the chapter presented a ~ reflled co u. a polyvalue, whtch 
.<~, ~ _·-~ 1"tC .. ~ _:~· !": :: '· w _, -~ " ~ :-· ·; -~ . . ;. ~ 

may provide a practieaf IOfution to thts problem In ·m.ny wa Polyvaluel allow an update 

to be parformtd: ~,.·...,*t; ~-·· ....... ~-4u-.Spd•Od · 'falues are 

presented to .... ,_.,,...,..._loft&'.~in n~W••A•t.,sta1'heN'W ,...«important 

effecu Of tramactif.n dlplnd tNy laoilfly en the aect ._.... .... ,,..,. th9'clata laue, the 

·po1yvalue scheme allows 'thele irnpmamt".,,_ •~h ·d111fllliMlt:_....,; na when :the 

uaa values of ttermdn die .dag but ;are ulldllt rilt due . .,: uarnicUiU'thatrhave Merl 

started but not yet dompleted. 

~ 1 '' ; -;: ; ' ' > 1, < ' • ~ 

This chapter preMnted some simple examples of the mechanics Or mantpul&ttng 
. '; - -~ .--· ' . . ~- ~ ' 

polyvalues and discussed a possible application of polyvalues iri a process control system. 
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Chapter& 

,~ . ., A.pplloatioa of tbe T~luliq1a•,,..1.a.,Dewlp·at:a:Dl••lbut.d 

Information S7stem 

. Th~ ~~ fCM4r chaptFs of thls thei~ ,h•y; ~-C~a-;~ of an overall . ~ - ' . ,,., - -·. ; . ' .'· . ; - ' . .. } •,; ._ ... ,_,,, :'. "'-': .-

approach tO thi"prdblii.n ofhlbult syndliohbal'f*t :ift't 1~~mMion system. In 
·~ 1§,~·:·.: ···:.·, 

this chapter, I present an example of a distributed information syst.em and show how the 
. ·· ~- L. -_:, t > .- : ~-.: ~ ·:.: _:. ··_~t "·::~.?-~-

techniquo·Atld Lhavede111d1pecl can be applied C.!111riJe .,~..,... .. scheme that 

sat~sfies the goals set forth In Chapter I. 

d.istribut«t~tn~ronJU:ilon schemes. 

~ _ . . ·' - , ·~·· ··,.-~1 ·.:- ' :~~,r, 

Thls soluUoh II compared with thole using other 

·' 

The chosen example is an inventory control system for a chain of supermarkets. The 

,l"'!ob~.iJ -~~.,_.. ~.--.1e 11~ ~~....m .. TIM:"-~:*'~ _,.keep 

· tr•ck of .the~-. or var;tou~ pf,Qd~::~~.Mf-...... fflltlNf' ~na..~ ""·hand, ·on 

. '· .~,r• or.,Pt Qan'" ~- tllch indivi4'1al'.~k~~-~ ~ . .th•t•PRIJ '".,-l.,rs. 
, ·The supplJ~~INl of the supermat~et1Js .hien.i·~•·-"&louPt .CJ(.~-'~· by 

local distributera. groups of local distrlbuters suppUecl:~Jc~dMtrt~ ..... IO fol1h. 

The following sections describe the data and the tranaactionl to be performed .. 

--------· - ---~--- -

• 
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items describing each product. Thae are: 

QJl•nttJy on Hllffl (QPH> - The quantity of that product stored at 
that location. · 

QJJanuty on Onler (Q.00) - The •rnoull ~- .tha Drftd*' ,tha~, haJ, ..... 
been ons.r• r... "" dUtrllMI• 1ar stu1rn~~-aw~~l!iet ' 
been defiv,,... 

Q,µan~ity ifJ Jtwippro1 <'¥N·1'!°'7TIJR-..unt of the product that has 
been shtpped f""'1 the dueributer for this localtGn • ..,.t has i'tat yet 
bttln Qltvm4. 

· The ciita ttet"IU pett•ttuftl to ea.th of 1fM 1*ric111tt1·1rt' 111•11•••f'e••tlMI •111 Updated . 

(i.e. there i• no •lftl'1e trafitattt.Wr that ..._,,.,,.itAIHi ~lftl°lo-"fWo ·or more 
· preductt), •·1 tYilt .,.,... •If mt .,.'.~mftittf:-.11-~ ,~ fttti' a;'-tYf*a• 

· wpe•martet· ,., .. #td a _, .. .,.101D •1frlNfttpNI._ . .,. .. lnil•••-t • rltiese 

items exttt rot etctt Of thele ~ucu. ' · · · · .. ·1 · , ·, ':: .: • .• i 

The five ""1ls are tmintajned for each location, market or warehouse. To 

distinguish betw_. it""5 describing different location• that are used by the same 

transaction. I will a.~ sub"riptl, s~ch as Q.OHo to desipate · the level of the distribution 

hierarchy to which an icem P'ftalns. Level 0 designates the IOcal markets. while increulng 
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subsaipll destpate more global dtstribucers.-· l'lrit ·11 a1fftci1ntro di_,.,.... the items 

bec:auee ach tnlfttadtDR atc:eNes itemtpllUlnillf W·al Mlllt --~ a-"..atto1t~· .. its 

supplier. 

G.t.! The Traftladto111 · 
:. ,. 

, 

T~e-~[ansactions in this s'st~ serve~ to ~,.~l'u~ldeff~.~c~,~}!'e 

unload'ing of a truck. to the data base, and to_~~ ~'MiJ ~ ~!t~~ a~;1~h.~1d 
be:performed to keep supplies of all products available. For .ch product there are faur 

different k.mds or'ttmuac:ttona: 'f'.!l!t!f. W!i'ftGtMFsMiiJJltiM1hdlt'#f·'" 

Point of ~le tran,i:acttons (P transa~~) ~~~~'8.1..-lt'1 ~}·~"4:~ ~a 
_custome~',: pu~hue:.- _. '~i ~naa~s take ~"'-)"~~~ :~~;~A-; C:Wt:J , ~or, t~ ;-loc!~ 
correspondtni to supen,nark.ets, and not on thole for ~ dlltrt~ for I: . typical 

r - • : o' ·:·'. • •• ;· ~t~L ~ .' .. ···.;.~ :~.< .,_ -~H.y:: ... ;r< ).~');.:)'.!<{ ·r·~l"'!~--..~~ .... ., 

su~rmarket, there a~a~t ~ P tra~~:~~~ .·, ,. :· .. ~ 

. Re-ofder tranSactiofts (0 transaetions) geMfate"new orderi for merchandise which 

hat· been depleted. An 0 transactiql\ ex....allhe Q.(>H. Q.00, RQ.T, and DQPH for 

some location and ,.,..,.__. IWJW .._,....~ •. ,,;:W...,....., ..... approximately 20oo () 

,Jran.sactions are performed per d•J~.~lne whkh pradudl must be~- __ _ 

Shipping transactions (S transacttoiU1'rtifea ~·by a distributer t0 ftU an order. 

A .shipping tra~ ....... fbi:Q.OH:of; .... dts•t .... and the QJS and Q.00. of ane 
of its customers in order to d~• ,~-,.ch~~~~ ~ship to that customer. The S 

transaction updates the~H ofth~,distr~~Mcl·.M~fi>o ~the cuatonw to reflect the 

shipping decision. S transactions are ptftetrftecf•t ti*'~ abmlt IS per day per loca~. 
-r;·; '. .. ~~~:! 



-IM-

._..,.,. .,._.,.,. Ol ~ l'eOIRl ••inl·efillrllr• CQOdl •a 
. ' 

JoctUon. --h. • ••r°*"'*' "'9 ••• •••lHcl·•~-.L....._Ja ,_.,QJS 
and Q..00. Abaut' 15 R trM...._.. take ptace ror each *' ach day. 

These tra"-ecions are summarized In Table 6.1. In the papltlr.~• i,I ~ .......... of 

this example, the authors were unconcerned with the details ol how ~ ~ derives 

lts outplts from its inpUt valua I t.ave therefore ..... a0me •ec1.tc:;ied .......... in deriving 
') 

Note in _particular -~.the .,...ing,,~_..,_~tned. to ~&- u a . . . ' ) . ' . 

parameter the amount or the product naived, and to use that unaunt to update the items 
• ,_ : . ' •• -. 

11 l ~" ··: ··' !~!"~~ ...• ·,;~;::;'Li . -/ -~ '.."".' 

.Q.00, QJS, and QPH. An R transactton always hU i~ cmnpanents. because the 
. ;S.: ' • : • . ~ •, .... • ; <{{ :-o .'· .. • ' ' ' 
~ew value of each ot the items upda&ld depend• onty on Ill prevaa.as value and on the 

parameter' (t Another pOmble interpr«ation waulcf be to ..... -~··value QIS' to ~ 
. ' 

the amount received, thus makiftg the new v.t.Na ·.;; Q.00 ~;(@H ~ on ~ I 

Transa~on 

p 

0 

I 

R· 

'l'.W. 8.& ' i 

T......u.n.t..l•"*"'•r1G•tMl 

QPJ\ :• QQHr<<U 

<lPOt ~· QtQ.Of!lt. 9.00i· -~ ll't,T .. ·, 

Qf&i· ,. SJ(QJSf. ~<l<'HJ.t> 
Qf>fl1+1.:•f.S•QJ§t;c~jr.~'\ .. ) .. · 

-Q.QI\ ~ Q.01-At~'l> 
Q.001 :• Q.OOr(Q) 
QJSf :• QJSr(Q) . 

Frequency 

25,000 

2,800 

15 

15 
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believe that my interpretation more closely r~. wh~ ,~~~.Jn •,real inventory 

control system. u the parameter Q.rep....,tl U.:~-~UJ ~·· ~J:nay 11ot 

correspond to QJS for variety ef·reaSCJN., 

Having a complet,e ciescriptjop of the.~-~ and:. the,~ ~-b.l)~rformed, 

we can now pracad to a.qalya the ,,_....,.u~·~~ de¥~~'1:~ta.,_. -t.~ S. 

6.t Aaalfli• of t9'eT,......_ 

.. ·- ~ . . 

In this section, I present transaction graphs for the transactions to be performed . by 

the invwntory control sy--. These are. analy• :ta.i:._.,,. tbe· ...wa,. tn.'•htch the 

transactions interact wJeh e8l:la other. T"'1il:.....,. ls;..-:te .......,..Ale.~ 11111chd 

to perterm the. tranactianl using se,,_I di~•--. ttl-:tMdatJ • ( ... of 

which itelns alt held at ach«<site). T-M·--..Clf-.. .... 11.f .... ~ fpr.·each of 

these organilalions ii dilallaed •. · .finally... I d--~· •·°''~ iQ .Jhls cli.ICr~ 

informauon 1J5'em. 

&.2.1 Transaction Grapha for thia Application 

The transaction graphs for typical transactions from these four classes are shown in 
~' ~ -~-,-. .-' . .• ;~)' '!'~ > ••• 

Figure 6.1. The P transactions are the simplest. as each P ·ti&nactton accesses and updates a 
' 

single data item. P transactions will have independent components in any organization of 

the data base. 

The .R tranaactionl are JOmeWha& more ~·a thtf: .... ~ ..,.. ,three 

different items.· As noted in the prev-.:---. .... ., ... , ... ~ vaW.4'.~of·~ 

items depends only on its previous. value. Therer..*' ~--· 1,.,a. of an R 

transaction does not contain arcs interconnecting the three updated items. 
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The 0 tra,...,._ ..... ......, . ._ .... (qf.M>;1tift.W llaitiOd)'ldt •• 

·bas«f on RVerat·..,_.. As . ..._.-. fll•tt8!.W•IM•;..,.ftl' a;·9' . .....,.... 

has arcs contleCttnJ (tOH, RQ1. DQ.OH, ind ~-~1 
· 

1 

• 

1'tW S tl'WMCful11 arw tttemolt'~ f*ffl ~ tipdat9tMittems (QJS 

for some JOc:Mten mt (l('H'llt ...... ,. ..... ~ ... ;pMjJ8t ........... cDf'AIN!nt 

items. The tran1acdlllft gnpM ,.. ...,.. nnaallfts .._ ......, cyc11s ot arcs. c:annecUnc 

QJS, Q.OH, and Q.00 ID badl··41'and ~.: ._.._illdtcate dlat I tnnDdiOnt are 

likely to require 1GctMc ta uty GrpAtlllt&on of the data bw. 
• •· " · I ' ~ : • .-7 

The reur k""" •>tt1asati0nt Clllinf .. plMa;&t .,.......leftll. Gf .ttte.~.htlllrarehkal 

orpntratm « ...... ..._ -~· 1!Ml-~ra;11·11111iY&Jyt ..... •U.. .wa.ieh 

shOwl a Jl*M t•1u1• . ..,.. ,. tM a..tblll1·~•ti• ,.._, • ...._ ...., el die 

hte:'-f'chJ. n.,.._. .. , ...... ..,.. tfmr•••rr•••t:t•U•tdtlltn111M&t•·P9'h• 
m die ... -, ...,.,.. . ..,.,,,..111 ... id,~-·..,.·F . .,t•a. 
To diltinpWi Mtwlll die traMKdclas taking ·pllce ac dttfel• ...._,.,~dW:,.._.illl9n 

hierarchy, each trantlCdalt .....,._ ti gtffft a ....,lpt • lndiate Che leffl that that 
. '" ',.' ,--1 ·--~ '1 • 

. . 
The tmeracttons amung the cransacttont sugesc that tM pnx.aamg to be performed 

' . -~;:·:~- ·.h-.i • ••• ~ ,• '1"~ .- .i l ., 

exhibits a high depw of locality of refentM:e. It the tw are 11..,.S so that aft of the 
J " ·' • • >~ ~. ,:··~·.:+·: .. -i',Z., --~ '. -:~ ~--·;~.}t ~ ' 

items pertaining to a stngle facatian are m.tntaifted by a 1inf1e 1Mnager, the only 

transaaiOm that require the pirttctpaUan of more thin one wpr are she S cnmacttorts. 

These-·~ •••tint .CIM>tf-~ldllMI ef:itl,••1111••'• r*r·--.h CheJ 

problbl'yr..,..._a ~,....._.,"difpMH l .. ,:tMcnll'..,_._..:c•pllterd 

than Ike llWJritfl' ...... .........,, · 
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·Ptpra:#-1 

: T~&TapMf#~,.l'ftWlllWathl*., 

8,.la··P Transaotlou .8.1bB~IUI 

8.1o 0 Tran•aotlonll . ,~· 
8.1 •. 8 TD11aotlo-

~. ··./ ... ~~J... ' 
• ~J ... > 



• f58 -.......... 
• J.a.t r..,.,~ _,.,.__..._.,,....JI!,.. tn• ......... •-

In this .seaion. I COMider several different·vaY:· 1n.:t•tdch ttM ~ ltema c:ould be 
• { . :' ·, . {' ' . ·.l 

assigned to data managers. Each of thele'.orpltizad"*)Af• diilt'""f ii dilCUaed to 

show bow· the four types al trwactiW would lie'~ tn adtM-~. The 

actual dtoice f1I tmplll ·..c.- would be bUed on the cleaind Intl ot availllnlltJ for the 
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data· items u well as the cost of performing 1die tranaca:tona;and !lie .proc:eulng and storage 

capacities ,r tlnultes,...-.ang die data manag• promns. --

- . 
A simple organization for this data base would be to usip all of the items 

:.. > .. :'- - ·'- ,·-· ,: : - ... ';i-:~~- ·:{"' "\~".:,!,..:~ ~ --~,; .. Jt.:' 

pertaining to one site to one data manager proceu which executes at that site.; A joint 
-1; ·>- _:,_.-·.~{ · , :~·" ~~-~T: ~:::{,, -, -~-· :.. - ~£ 

activity graph of the four transactions as performed in such an organization II depicted in 

fig-¥re-6.3. Thi gaphlMwt~thatiluhts..orplilacton. .__., tJpe·•tnwdioU'.requirtng 

·communication betw_, data managers .... dtl.-a>t~mlkL"'.Mi af!-tlle ether~• 

~-"-be: perfa,med by,w -of the manapn....._,._.- ••die.._ mv•.a tn ,an, of 

; U.e•other ~an.underCOllCt'Ol;efa ...... ......, ......... .:· ;. 

Mo 

Q..OHo 
Q..000 
RQ.To 
DQ.OHo 
QJSo 

111 
'.~ ~ .. ., ~~ 

. Q.<?Hln 
"Q.O(>j. 
RQ.T1 
DQ.OH1 
QJS1 

119 
t~~ ~.}-··:~v:.-· 

···;, ~! 
RQ.T2 
DQ..OH2 
·QJS2 



·•-
In thit arplllHiliEO. - .··&I 1 •dllltt ..... 1°.....,. no ta• ...... 

synchnntzatian at .. ... the ..., 1., tratHI ill• ..... fH ..... lfei>tuilldt ?WldJ .. , 

synchr0nUattan ....,Ir. al tt. ._manager ·prcK••• (bccame·al the qcle inYGIYed in each 
• ·' !_·', ~ "· :·•,.:.t·::·:·~> '~;·!~,.i,~C~< 

While:dlllt·S·-•9' ell I 1 • ilfli ••••111t.tMllillI11111f1:tlt'a.f ... . 

S ••• ,.._a r#Rtt•I&· ....... _... ..... "'*- ...,., ... ,,.. .. ..,....,.n;:S 

......................... - .... ttlle;•H l ,.,, ..... ftl :lleri: .M-,:~ 

can be med. ta reduce ttats •all•11Mur, ~- -.rUPilllllt;111111ksi....,:-pt17wll••tfas 

wilt be di!allm ia a • .aian). er running the S .,.... cd•• Id a dlM when there is 

little othe1" activity. such • after the SIOIW ha·Ye dated.. W. can avatd lhe nec:astty of 

·t ~ 
The ua tNm-M1 • M,, wt, .a. Mz to M 1 rw1c fre8' dll' MC11*J .ro update the 

QIS'--ar•l1t .... ._.G.i ... ~fWi.;i;W'~ii4'=~-·,1,.can. 

aYGld this .... .twy. by-··· the MIM· QJ5t ,,_. -~ Mi ID ........ M1.,_ A 

joint actt···· .. h ....................... ii~. -~6.t. 
~,> .-· ij '.;;:; f"'~ ·~ /, 

In ttm ~ et dw cm..,,apih alt lralUaataltS'.,.,,.. fer the S transa.cUons 

are again comp1etely Jral~·~f..Che; ~ .:Ffl'I'~ ... ~'. ~~"~ are performed by 
.. _ ,-' 

two of the mwpn _. ~- cemmuakati-.. Umtitt die prevluus orpntatien, 
' 1 '· ' ( 

however, this communlDtm 11. w w&y,. audt that if a w..rdiy ol manapn ts challn such· 

that Mp.1 ii a~ ad....._ a(~:tttm the I~;~ lMr petfornwd widieut 

locking. 

. . 
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, . . I . . . - ,; ;~ , . -~\._ . .. i • 

An Aotlvlty Graph for a more effiolelit Or.anlsatlon of tne 
Data ·;• . ·· ·· .... 

: ~ .. 

. I 

Assl.rnnaent of Items to Ilana.era: 
Mo: •1 Ma 

Q.OHo Q.OH1 Q.OH2 
Q.OOo Q.001' Q.002 
RQ.To ' ~9..Tt RQ.T2 
DQ.OHo 'DQ.oH1 DQ.OH2 

QJ$o ·- QJS1 

-: ~ 

Figure 6.-t shows the joint activity- ,graph for 3 locations in the hierarchy of' 
,t l 

distributers and supermarkets. In ~•.rear:..P.,1ation, there would be aeveral_supenm.rkets for 

each· local distributer, and several .local dtib-ibuter'L This makes the joint activity graph 

somewhat more complicated, as shown by Figure 6.5. 

· · Figure 6.5 shows the joint activity graph for this orJanization or the data, for ·a 

sys_tem in which there are four supermarkets (Thus tour M 0 fll!lnagers) being supplied by 

two local distrib..-rs. Each manager and each transaction ts.11,leled iw&h two subscripts. the 

first indicating the level _in the distribution hierarchy and the _aeCond ~eating the location 

at that level to whicb the manager or transaction pertalll... 'J".1'e graph il hlerarchlcal, with 

an ~re. from each ~ to its parent. Notice, howe•f • ~ us¥tg ~ '19reStt hierarchy 

in Figure 6.5 as the synchronization network would not allow tt. tran-.ct1on1 to be 
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performed Without lrxling,. Each ..... -~ for the Mo manacen> must obtain 
' 

information from~·~, in"~; ~Y to~ "·~~~;i .!fe:t~ ~ in 
- •• , • - - -·· .. ·• °'-ii 

Figure &b were rev...ld. dM!D the tramactians could be pertorm.S wtdaout locking t;y aMg 

the hieraTCbJ in the' jaint activity graph as a synchrontzatiGn network. I Will refer t:o an 

. activity graph of the fonlt fllf Figtn &.5 as • lll!Wd th g S.t. '°' dbrillpllh it from a 
•; - ··~-· --. . - • . <----· .. ~~,,· ~---.' . f ~~-;_ -~-< . . 

hierarchical graph in which there ii ·an ·~ rumunc hil,t .... .......,. to each of .its 

children. 

, .. ,., 

l!,ljrare 8J5 

A More C...plete A.otlvlt,. G.aph · 



Given this organiiation .of the data base, we .mutt ·lhoile • synthrmlizatioa netWOrk 

that allows the tQnsaction1 to be performed wtth-tl•~JGf;Olapter t_;, ,Whtie the four 

classes of tran':lctions clescribefl here-do.,not U.velve uy ·tranlad:lOnl that'•~ a lafge 

numb,r of items, presumably in a real inventory control system .tMte: wmdcl be otlter 

transactions much less frequent than those in the four classes which perform functions such 
"._ ~ . :_.,: _; ·- ,. \ -·.· . . (.·'.:···f .:-~ ·~ ' 

as changing the parameters DQ.OH and RQ.T, or allowing··· user to obtain a 5"•pshot of 

the quantities of some item in . the various locatt~~ 111 order to provide the ablltty to 
:·-.·~·~c·.·' " . .;..,·i? <.- "··~·,t • ,,,, 

synchronize an' possible transaction on the data, t~ ~nlzation of data managers must be 

. hierarchical. 

Any hierarchy of data managers that is consistent 1'Mh . &he lftwrtecl; ·hierarchy 

defined by the arcs in the joint activity graph must be some linear ordering of the nodes. 
#'1'-'' / .. ·,·~·~ .• "' \ :~· . .; ·• 

The conditions that M 2 0 be a descendant of all· managers. and that SOJM process be an . . . 
~ . : - :· ~: • : . ., :.-"-· ?-~ ... ~··. ,·' 

ancestor of an managers, and that there can be only one path . between any pair of managers 
• -j .. "' • , ' .. ·. 1J,"~ ·,.-;· ~}~ .. 't(.!': - . ~ " 

force a · linear ordering. This is not a very desirable orpnization for synchronizing the 

transacti6'is,' because the message sent from some manag~ M~-~ M1.~ 'in performt~g an S 
;;: ,/_ '}::.,.}f~:~ '~ ;·. ~,, > ' 

transaction may have to be routed through many other managers that do not otherwise 
. . ' 

partlctpate · In that ~ransaction. This makes S transactions expensive and vulnerable to 
.. ~ t ' •,- , ' t• ', ~~- ,' • ·''. ·~';~_' ~· ·- - ... 

failures, however a failure occuring during an S tranDctlon daes not unnecessarily de1aJ 

other· transactions, because there is no locking. 

Another alternative is to abandon the ability to pefr~. any arbitrary transaction 

and restrict the synchrm,iAU@A ~ to;;~:Mt •::r.r;::; ..... jl.,ibtd above. If 

_we. are only ilJt11rested ·in perfwming .ONne .fQ1¥1.ira~ .. ~:4he QRly. aKJJM:WI~ 

~ng ~n_agm -~ .1' neeclerJ is tNt: ""°-i~ t..-.t •• 1a~Wtf.,.,..h Of, ... r..ar 

transaction classes. A non-hierarchical synchronization network could be used· to coordinate 
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dlle·,trat•t•Jt•• ................ " ........ ., ...... jdfe ftlllldrementl 

fiDra·•tdlHUiilall•,UllllUllt llllltll•O. .... S,i.'IWla.._-. ........ ,_, .... 
...-119), anl ptHlllt dd6e 'R•UUMJ •Ulfltdl• .... ~ .... •i'Giflf •-\Wit .... ....... 

._.._._d a. 

'Thm the dm man11pn ··mold • ·ta,p::atty ....... ill u in\WteCl hierarchy. Aft 
' -i::-o • I - ' 

of the ·tran..._ ... ,.. ........... WMftcl, u:w.re. •Wlw •lyw data manager. 
• - ': .~, ~ ~,. I . , .- . -· . • ;". , .. - . 

. To .perfeHn n :S muc1i•-. •·ilMmp ·WGUlll 'bf ant:• ehe .......- ~, ......... the item 
- " ',.; .. ~ " r . - ' ,. ' •:' . -~ w··. , ,. ·: . '; , ' 

Q.OOi. · T.ttil :ma..-__. 1..-.m the value er*'.._ and .nd it to the,...,.... ~l+I 
which ·hOldl ~.J nd<tlSt ntts ,........,. _..a...,..._._. te ...... the 

........ ~--lid ... 

Thil erg~ 1'f' the nm1agen. ii dearly mmt ~in .terms of the alMU!'t Gr 

locking and the ·'IMIWilMr tff 1'1empa tent, \lat tm acrtfiGed th1'4lbt1tty to ·~ ether 
. '-~ "~ . ., ~- ~c · ,_,.-~,fr; ; ---, • "··.r;~~ 

kinds .of ·tratllaCtiW. 0. wadd ¥'.....,., Mt WM1t :tD d&DIH U 81;pftiatial of data 
! • . ~ /' ~ . ' 

ma~ tn ·whtdt !ft a 1ma pos6'! 18 sync:hraltiBe any . ..._,., tranJaCtiGn. as ttril may 
< • \ - ·,,,; ~(' • - - ~ " • 

make ·it very 1'ifftadt to implena• new Ir.tads of~ SUI. tn a lialation. tn whkh 
: ' . ro • • •, • i ·~ · 

the. tt'UISKtians .. aftd ·Che data •. .,._ ate ,_........., ftud, mch u .• ............ rock« 

guidance system, ct.-a.g the ·~1 erpmatton of the data·~ withaut cemiderlng 
_, ,-, ! ' ? , . ' . '~' • ' .,, . 

U.I Replicated Orpnlutioal of the Data Bate 

n.• . .., .............. ., • ._ ..... ._.._. .,...,._¥e•···~·t'aflr or ·nm 

.data ~ hi dfil -.SIUtt I ·llllnlkter ·~ tn ~ ..... ·fl 11te' dllM lefrts are 

Rf>ltcated. ....., ....... _.. We dab'ld··· .... M ,,..... •rilJtM&iia ·<JM~ ttlit a 
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transaction will be delayed due to a site being tna~J,t·w· tn ·order' t0 ettrn1nate locking 

.. · by making more of the traftlaCtiCins have fnl~ent mnipaW81U:" 

One could, by replication, make all of the transactions have Independent components. 

This effect CGUkt ~ achieved by making 111..e:idfi.t 'w ...... a' ftt&tWger holds· a copy of 

tome item I. it also holk copiel·ot alJ of t•._,ifUleded·"f'the,tl'Mllldilns that update I 

in order to ~ke that update. For :eachittem f. held "bJ'' .....-;1aat~-mailapr mint a1so 

hold copies ol. alHterMfrom whicharcs'tn-dMrjOtnt·t~'lftph polnt:at··t· Thus, in 

effect; .eHb· ~Mldlftg & capy of I mlOtltMll~~..t· alt;_... dtd•:a..-iftnl'ed ·t0 f'. by 

.,._ chain of arcs,>ill tbe joint trailsacdon fl'l.Pk• Thl\jalftt• ...... Wiin ·-~ 13ph fir·Pigate'6.2. 

indicate that a site. holding a copy of the items Q.OH1 or Q.001 MUft~also·hW eoptel Ofthe 

items Q..OHJ, Q.OOJ, _RQ.TJ, ~H~ and.~sJ}or ·~J ~ a.,,~u,se"or the chain of arcs 
.· :, 

linking these items to Q.OH1 and Q.001. This presents~ a,wkward problem, as it mef.nl 
• • : • > • • :- ... ~ •• ·;.'":-C.~l ~ .. ·). ''"'.'~ :-:. ·,_ .. ;") ~:t-J~' ' ·t' .. ~;~ . : ' 

that in order to make all transactions have indeptn,dent ~ta, a U.RJle, llte must hold 
' . • ~ ' ' . . ·'. i: t t· .; • ' < ~ ·,.: ~\1 :~· . ., .... ' ' f\.-' t. .' 

copies of all of the items and therefore must partidpate· in . all of the tfa!lsactlonL It 
• ·~· ·: ,., .. ,_ .. ·-·' ~ :-~. · .. · i'; ':. . < 

therefore does·not·seem practical to avoid locking through this appraach. 
' J.. ' ' ~ ·. .• '·""t ~: " :-: .· .. ; 

Thts particular applkatton appears to haft'iiftM Ml!d tor'repftcatton to tricrease' the . 

a valtabWty or· data items. "1''- transaatens· that ·•M'ftlOlt' crWldd·:tc) pfifoftti quttklf are the 

P transactloni and-the-·&~: WMfe-• cdlill ~te tfte1'Q.0Ho lteml~1ii Driier to 

increase the availability of these items, there seems to be little point in doing so. ~use. ~he 
,f!!'5,;;;1;:~··ev·· :·· ~' ttti ~ ·. · ~-

P transactions are by far the most frequent, replk:attng the Q.OHo ttema would add greatly to 

the amount of ·C011nnuntc:ado11r ·and •pOlsibly· thtua.-.t.d compulMlotr·r~•lired. A more 

, appropriate. approach might»:•,·• make die ·1Mes:w1t1ett 'hOld·'fhe: '0>Ho items highly 

.. reliable~ Another approac:tt:lhat could be u•jta •-* seffr&I sitil to hold the' data ttema 

pertaining to each supermarket. partitioning the items so that ror each product, there ii one 



-·-
site that hallts all of .. die ... _,...__._.._.f'IJDd•IL :'~ npprnlh· may: ... 1he 

individual .. eaw· 1111.1111 ....... ~,-.-..JIJI•~• ..... • 1••••mc2d 

itena for a..,......_. 

It. would -. .........,, be ..,__-..o tran--.<beaw..t pro111ptly, to 

inlure ~bat suppUa ., _,..... 11m1t1t ••• nu -.• .._;._..,.1t111·0 tra::szsdklst1o:tas 

vu~blt •tatlulw.•,,__...,_...,. ... ;,-ae.:.._-.$aCI nak&.y•dle O·UMUlttihl. 

Q..001 .,_ so thit M1 &ftd Mt+l ~h haw copies Or-'.~ ....._ Flpn I.I '~I a joint 
" ·: ~ '· · (ii . , ~ : · ·. ~~ ·, , G, '. 

activity 1raph for thU orpniladan. In thta orpniatian, M1 and M1•1 ach have copies-of 

the itenn-·pertaming to onhn .. ;rtam ~~ '1~~~~~::..::'ti.11 orpni~~ dcm. not . 

provide any· reliability advantap over the first ·orpntlatian cmtlidered in performing the 

four~~ Half•tlle-~,--.-QQQ ... __.., .. ~.._., •• a11ow the 

buman·~~--~-flll-~ -.;..--#ilte-.•..._.._.._ ...... of 

, orders more······"" if a failpa ~,;__..., ........ ; ........ 
: 'J 

&.t.4 The Ute of Polyvauea 
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Plarure8.8 

An Aettvlt7 Gnph for a Be.t·andalit J>Ma• Bue Orpnlsatlon 

Asslenment of Items ~,'4~~"n: 
Mo: Mt .. - . . .. • . . Ma -

Q..OHo 
Q..OOo 
ll.Q.To 
DQ..OHo 
Q.JSo 

Q..OH1 
<;l601 ·· 

. ~Q.!1. 
DQ..OH1 
QJSi ' 
QJSo 
Q..OOo 

Q..OH2 
·t.too2 
.RQ.~2 
DQ..OH2 

~52 
QJS1 
Q..OOo 

· base is rare, it is possible that a failure during one of the S transac:Uons could delay access to 

the items ·...s by those trafllacttons. Thtl could in tum delaf ·tftMr traftlacdoM. 

By using the polyvalue mechanism described in Chapter 5, we can avoid this delay. 
'.-.' ' '-r 

Two factors suggest that the polyvalue mechanism would be eff«tive in eliminating 

unnecessary delay of transactions local to one site by failures of..., Itta fin&.-rnaRJ of the 

transactions depend only loosely on the actual data base values. The 0 transactions, for 

example, make a decision of whether or not to order that d.-m only loosely on the items 
I ... 

. - ;: ' ~ .,. 

read. Second, very few of the transactiOllS require locktnc. thus the probability that a 
~ • > t \. ' ~' ...• 

·.~ ~ ~ ' 

transaction requiring locking will be interrupted by a failure is small 
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Nattce also that mast or the •••--..,Id not prepapte polyvalua that have 

.,_, .... uad .. ; ...... , ne• ............ r •• rai···-.,...,_ 
information among ...,,. in die data base. wldte the Gd-. two tJPll of tranactlcm may 

propagate a polyva._. to at most ...,. new item. Tltil _...... if • potyva~ ta 

introduced, it -wm not._ unc:ettatntJ m be .......-·tta!Jucff tWt .- base. 

Whether or not the potrlaJue mechanbm should be used for this application 

depends on the aciuar am or tlllptementiftg polyValulS ·(a ..,._,'or-the extra checking that 
~ .~" 

must be performed in the caune of performing a truuactian to handle the pouibtltty of 

polyvalue inputs), and the concer• for reliable apera~ .. :ra. cost of implementing 

polyvalues ·ls not likely to be high, btlt-dle blnefttl are Wtety i~ ~n. as so little laclting ts 
i ~ ; 

performed in dtil imp1llnenbltion u eo make It UllliUty *" ~ polyvalue Will ever be 

produced. 

U Colllparilon widt Other Medtanit811 

Several· other mechaailms could be ustd· for ,.... ... l)lllCblJJNation of: ·the 

transactions in this example. This section briefly compares _. of the other mechanism& 

that have appeared tn the literature with the solution described above. 

Ai this example is derived from one used for the SDD-1 system for synchronization 

of distributed data bases, .it aeems natural to begin any c:om,.n.-. with SDD-1. This 

discussion presumes that the reader ts baskafty familiar with the SDD-1 mechanism and the 

solution to this problem using SDD-1. 
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Using the analylil and prot9COll of SOD-I, •ttUlllll'._ithat tile P tranattions and 

the 0 tranactions can be~ 11f tlle:·tt.np-(pl).:pt1••ML·:·Thil proeoc:ot.,..Urn •o 

loc:k"'g .afld infact ~J r~.i.tle ~ .- '°'"*"'~.1tl'l.fl*1i0ns-,·teothe 

solutt~-.~ibfd abQ"'.f. TM~ t~ ~~•••• ~"'°''~e the"3~r.«oco1 

of SDD-1. This protocol ftf~ lo4tng. by;IOR:int te.t1~1.da~, ......... _k> ,_rorm 

.. tran~ctioqJi~ t.Une-~p ordtf. Tltu• SDl>-1-~,.-~woGf)~lM.'""'IMt._ .. o.._., 

while Ql)' ~~~-,~ks Jor only one.,f,T"",,..·i<~--·:Pf'·_;~ ~OILcluMS 

require locking in SDD·I is ~- the..,... ...,.~~-•r $~ • rcogniie 

that the R transactions actually have three independent components. While theae 
~ ', . >~~ :,' '., -J. • : ~;:~ • ,·~, '1A -"W!~· ~ ;~'\?r •.~;·, .;.; ,; ·,· ;;_z_:,• • 

c:orhponents must'be perforrried atomically with .respect to other transactions, there ts no flow 
· ~:-~ · · , ~. , :·~. -· : .. -· · ... ., ~~:i·.s. ···:}·-·~.r· •. " :· , · :..,;<i·;:~1 l: 

of information among the three c0mporien~ thus they can Oa:uf tft any 'Order ~ith respect to 
'. . - "• .• ~~ . :,,_. Jk. , . : ;,J,I~;},, :,• ~·} i•·\.i"~ ... ,~ . ." -~.~~.J_j'~( · e ·;)·\ . ' 

each Other. The more fine-grained analysts used in the mechanism of this thesis discovers 
. ~ "' .~· '. ' \ ..• ~~· . - ~· ·:t.~{»;.~t.srl~~·f;. '1~1~'L.~' · . . :, ;."' .• ~ :~;':,: ;:_ -

this fact, which alk>ws 'these' traniacti0ns to be performed without locking. 

The locking protocol used by SDD~l tS. striulir' :i~, coat ·tC, that used in . th ts thesis, , if 

the SDD.~I mechanism .is impJ,naen~;'~mplJ ~ ~;.~ID-~.1,"9h involve 

_,send.ing ~ ~ge.to eac:h f>fib• da~ ~,~:l'J4tiwuttbf,~Molv.a)tn ~~· 

req~ng q,~\.tbe da~5~.~ ~·~.~.,,~~· -~ 

data. 

The robust.~ o{ t~,;~I)~I::~ tij~'111·~~·· is very 

axnplicated, and may. • .tqvolve "-l ~.~ ~~IPIH'~tp.\Je quill.!4~1&;.lPJ~e 

sure that ~Jra~~1~ptff~ 1n ~,~,~~--·~·--~~ 
. ' ~~ 

-- ···---~------·-- ---·---



:r• ........... ]UJJl-l!'Wf.:dte,,uet:'i ........ ; ...... ''° Mlntmtze the 

,.... •• ...,, ... lllltlW --:~-- llMHU8l'lt llt'll11t'"tlll'U. fll liuieatlk latklftg, 

amt a . ....., •*'IY •:d•JJ.,."""" a ~plltlll'ltl•lwrdi point. ·Usiltg these 

cecllntque IMJ .,.., .............. .,...., ............ lfl*1't~ 

n•• ro .....,....,.. h••Rliufrl -. tfW li&ll'I prill'IM.' "Bf CDMrat. Ullllf tlte 

po1;9..-..1fMtMn,_10;McrwltW••alltdfltt'et6tll ~._.·w·1lldted • nac·11~ 

.,.... ttte cmt or,..,.,. .... tr.....,.. tt •• ,.......; .a:ur. UW,·Wtlf a·~ has 

.,._cteliCWll.,_1MJM._Wlllfi.,...tllli1'MMllfl..,&'' '··: -~-· 

.:f 

In summary, the ~ used,&n tltil ~~~.~be sltgJ'tdJ Im ~yJin 
• ~.; . • 1.,j- l .· ' , ·, ·. •If< ~·- ,'·;·~•;_, .< }, ;::-f,~ ,t't,,_.'..·; ; ·: ., •. : ' '•·;.~ ...,L. 

terma of proceuUtg -~·.,~ ~ ~ ~.~· •,""""~ -~-" ~ ' .. • ;., ,· .r-; ·-~-·. ·'-· ·~ ·~~- -~- ' •-, •-, • ,;-"c'~· 1 ., .. _. .·. -~-, r~ 

than the protocols of SDD-1. T~ts does not ~ thaf "1 .•. ~· ts ~JI ~ ~~ 
than SDD-1. as the cost of bGch mechanUml depends 111m1ft • th! applk:attpn. 

( • • > • ' • -;.~ t • ,- ' ' ~ ~ ·' , '-> • Y• ' 

1.1.2 CempartlOll with Gn1~ lockinJ ltratef~:? 
_, . . , . . . - '~ ~ ' .. 

·Another ctbtrtbuttd · C'lllnCUfrencf coutr91 wi~''&'~ · tn ·a: .... of notes by 

Gray roray7'11 Tt1etnoces·dilcla.1r~11mii..,.'1..itaf'·lhll. *th or wftldt ts 

capabte of t;ntta1'0ftblng : IOcal ~•c:dons. · a. aN\QiMl}aliai' :1o' :~t'' :m..ti'lite 

trantatttolts atarittaRy: 1'HfS.·meChantsm;"8Dlt IW·'*'f t6r' 'th&'~ It.....,. .. the 

items in the data baM to vartoua sites. 

The'PfOtGCOla ued by Gtay ,....... tocking .....,_ 'ftfo''at·more sites are involved . 

tn one tranacttoft. TMtttte-•'and a~-..111'¥Ml~£1dct111g"ln fhtltiampte. 

The locktng mm.tttlml pnit•••r&y e...., aJec .,...._it*W1ditftf'ttwids held by 

each. transactiOn at ftch stte, and a deadlock deMc:Uan medNIHllin 'Id ~Wilm~•• or 
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iocb 'in which no transaction can proceed. The·cost of setttttg·the'kds needed to perform a 

transaction is similar to the·loddftf mechatldi·otHJD-t·a.wt ttrirtha11: · · ;· 

The problem of deadlock detection, ·HOWnet: 'tdds to the tost ot Cray's scheme. 

·· Deadlock detectbl rf!Cttllres ana1;sts·•-or the sets« ioeb11Wd;bf'al' tillrsacttons at aU'jam, 

and ""&1._ 10tte·eoit1y ·tn a··11rge system; :~~·thlf1cWefadt' d•icdotl"'utfbe 

partitioned, so that deadk>Gkt ll'Mng smaH g.,.llf't'ftll!S ca« bll!·Nibed IWft dptdty and 
with less computation than deadlocks involving a large number of sites. 'This .strategy is 

'-; ,--· .} ,' . ' :· . ;---~ .·j;, .--- ·<:.,: ·- ·\ .. , v·::,r;~~::_ ;'~' p:o: ~- . .-<'· .. -

likely to work reasonably ·well in this application, u each transa~ tnvolv'5 onlr a . small 
0 

• T • 

00 

" ', ' /' ~,~..... -'"~; •• 1·~~ .. ~-.. ~:>'~ :., ~-,,,-;; '·. · ... .,_ .f~- ... ~,'!' ····~··_: 

number of sites. , Dead~k.. detecti~ still r~ts .. ~ .,~~1 ,~ .. in,. ~~~~~f~• 
: . . . - ' . . . ' . ~. 

system, over that of using the protocols of SDD-1 and this thals which we p,._,..,lysts, .,,-
. :':j __ ~ <:..~~ .,. ?_ '.·"7l': :,,,.~~~t~q-~~t~ -:::. .. ,.,. . . "':,_,:,· ·~ ·/. f ":' ;. ·, 

the transactions to avoid deadlock. situations. 

6.4 Summary 

This application (the distributed supermarket inventory system) ls typical of the 

kinds of. distributed information systems which. this thesis addrases,. The analysis 1how1 

that the transactions exhibit a strong degree of locality Or reference, and that most of the 

transactions can be implemented without locking. The choice of which of the data base 

organizations and synchronization hierarchies to use for this application depends on the 

cqncem for reliability, and the desire to maintain flexibility to perform tranacttons other 

·than those initially planned. The overhead of synchronization in the orpnlzatton in which 

the hierarchy parallels the hierarchical organization of the locations is very small, as very 

few transactions require locking. and no extra messages are wed for the synchronization .,r' 

· tra~saction1 which do not require locking. 
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The polJValue .......... ~,tn ..... flv. _____ In ataaa appla..,. 

to minimize the,,......,._ ....... wa-.r .......,,,, 

The icnplementatiOfl of. Chil applica~ ...... ·the: ......... of:, ~hit theail WU 

.~red w~ t• ................. ,41& balt,•1Jfff'1MCJ\tll9' ........ ..,_, .T.hia 

compu:• ~~thllthe ...................... ~ ... :1 .. ..,.._, ... 

other ..... ~ ....................................... . 

~ . ; -,;~ '· ' 

and robuat for ·this apptlcatten. Al. the aine dtM. Che ._........ allows a .,_, ... , ot 
' ,: ... ' . ' ; ·.. "' ' ; ~ ·. "'..~< r "·~·· ~ ', .~ ·~'~:~··~ "' 

flatbllity. letting lht .,.. .,.,.... trade oft' .... dei&rt tor ...... ..., ... ef'fldcncy aplnl& 
. . . 

the abitky COtncorpOrat. ........... ~-....,. .,~ 
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Chapte~ 'I ·· 

Oonolaalona and Areas tor 9•ti:er B-roh 

T~is thesis has presente4.a mpd, .. of-~ip~;~·iA·t·.dtlJr..,_ 

infor~ation,; sy.-n, ~ ·~"~l --~ :loz, ~t,.... ·~J•~· TJJis 

c;:hapter sum(Dl.J'i~ the .~t ~tribp*"",oq·!~ 'ti~ ~ap4. ;~rJQllM 

areas for fUrther investigation. 

7.t summary o1 Thau Wcwk · 

:-·,;-., 

The work of this thesis has concentrated In two areas: development of .a model of 
. ' ·. : ._ . - ~ : -.. l ': i ,·; i: ;':. ,;-:s-, ., ~. . 

computation in a distributed information system, and development of specific mechanisms for 
I , .... ,.:J .:-.~ ~~~;~:··:;·_ ·., :l-z~ · 

'°"currency control in such a system. The mapr ldeU of the thesis ln each of these areas 

are summarized below. 

/ ,. ·- ,., 'I ' .f", 

The process model of distributed computing presented in Chapter 2 is a framework 

in which ~tion :ift ailWtrilMlted iftfonnati09·•U•ca•·'be'~md •. This model 

speciQu that the tfftGCS el lite failura or CCllDmlllli atimt; faluM>are; lost or clelaJld 

messages. The tbests cMIGu$111 tecbntques;dlat eeulll be lllldlte:fnOVlde •· ~ 

of. tbe concepca in the plOOllllS :model lor wtuch the .,,..refl9d1DIW! ire wlla11l ·ID ·tMse 

.specification a. 



,•,·:', .. :- .. 
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1 dffeloped DID basic ....... ·f'tr. ~ C1U1aCtiGn1 described in the 

process model: .loclinJ ••t1:•1,•'*'J· ~ ~-- ., .. ..-• of~ operability 

defined in Chapter l, ·Wfdte lacktng may allow a fa4luN .i one tilll to cS*f a tranactton that 

is local to some.._, lite. la Chapter i. I~ ·chat ..... wu needed to Qlfl'eCtly 

coordinate w pGlipl of~- Chapter,,,.__. aft ·arpanent for the .claim that 

.... , .......... .,~,,_. .. ,,..l •• ,., .. ,~ .. ~ly delaJed 

7.1.2 A Hierarchical C..C.rnacy CeidMI Mec:i.aa-. . , 

Chapters three and four vi tha thail .,..-a·~ .tnlChanhm 19 fXJOl'(Unate 
,.,_ . ·~-· --··:"f -. ,' '._ :~ ;;:~:~ .• -.. <;!' 

transactioftl, This ....._. hu several ...... _.. pntp•dll. lint, it ti .-. ltmple ·to 
• • , • • . ' . ' l' . 

describe, aJ1d · relatiYely simple to pnwe correct. ~uy f1I the ,,...,.....,. tnechantlms . ,· - ' ·; -_, . - - . ' . ~ ~ . : 

described. in the ·.literat1n are cpdte CGR•lex. -4 mrNdneu .,,.,. fer . .,.. medwHsml are 
', . ; ~ .:; . . 

very tong and· c:ampicated. The· limple ~ tll die pramaoll deta&IMd in 

Chapters 3 aad • -ac- that .my mechaAism ,... • ., • ......,_ . .., ••. llttjJltine.rt tit an 

actual distributed iaformatiGn system. 
. . 

,<fX acceues to item& .in ·die dtmitlaud >data aae .._. •'•Mrdlg ~--, of' ,..,.._..,., The 

·tneehanilm aa tJe •tlaNd ·• ·that fre.,••,••••••'~....,_ .... ov•taad ··tbr 

, tyncbfCllliat.iao .. The:Mldt•ilm·CMl atso ._ dl ........ 'IO·•·•:aWtcl lolt.Mg·w"'9MVeJ" 

possible. The thesis describes aaalysis techmqua that can be med to assesa 1.M C8lt of 

performing the moat frequent or important transactions. This analysis can be uted to choose 

an organization of the data and the. synchronization network so that these ~' are 
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performed efficiently and reliably. The mechanism pJ"QVic40·~~ •ync:broniJ&UPIY fPf all 

transactions, even those not anticipated in the design, however unantidpated transactions 

may be much more costly to perform and more likely to be 'cSelayed by. tallurea. '" 

Chapter 5 of tbe_ thesis presents a nove~ JiCah.ft~, .to,. ~<t probkrn ·Of unavoldat:»le 

. delays caused by failures di.iring the. executiOllv'l(•Jn.Qsa~tk,,1;u,,,.. lqc~ing. The pcal1value 

mec_hanism in many ~- allows a transac:tton :~· t»e ~n e.~,M; J• v~z<4ff tbe.,data .base 

acce~ by tha.t t~gsaction can not be det~ .~ftlf.4~.ff:u« to:,a la.i1u~. With .this 

mechanism, important. transactions that mu.st bt ~~ ~Ji~. in .many.~· not . ' - . 

delayed by the locks set by other transactions. The protocola presented for ~le.tlng 

polyva1ues again are most efficient if most of transactions are local to one or to a small 

number of sites. This aisumption of locality · .• j,f 'idere11ce < ~n · tO be true of many 

applications. 

The fllOdel and ~hanisms of this thats:•~·IQ(Dl.lig.Jlt.Ptt;;~ 1' a very poorly 

understood area_ofcomputerscienc:e. They do rwt by "'1 ~pn»vide,a~~ 

to. the, prob~,,,and in fa.ct suggesueveral intm.SUDC,~,rp .. 

There are a number of ways in which the work of this thesis c:wld tM ..,.dtd to 
I 

provide a better understanding of synchronization in distribUted aystems. These include the 

investigation of the appltcabt.ltty of the process mOdeJ .. -~ ~I physical aystems. further 
,.. ~~ i ' ' : t ~ 

investigation of applications, better techniques for conttructing the aynchroni~tian 
11.-... '- ., 
~ ':,,,.. ', .... _-

hierarchy, and implementation of the protocols. 
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7.t.t Tiie AppllcaMflty el t1le Pa-. Mefef 

The resultl of this thesis are based on the semantacs of ~lures ln the process ~el. 
.. , . -.-.-:: : . 1·:: . 

In particular, many of the results are based an the notion that there ts no single evmt 

detectable by t'fio p1t1C1116 atmultanauly. · Wtwtlrrf 1t1-ctf·1lilliiVe ·tttat· dttl ts ttue of any 

physkat system. there tnty .n tact exist -*Jl or ............. ~ltatiOft tn whtch the 

sender of a message can It,.. tar sure •lft!ttwer·or nif tkt ••• wli"NbiWt.Ct: · rr thfl ii 

the caie. one mtght be able • tmpteruem: at>ortaW *'iftl Ii dtltttll:91d U.·: chapter 5, 

c:ontrary ro the arplRIMU actvanad m tlW ~"ane: w ~ratMr·plper's tn ·the 
literature . 

. Another related area. for inYestjga~ iS that of. ways of. t.1udt• the td'f~ ,of 
:· ,, , . : ' . .. '· - ' ' 

failures in a model of computation. In the procea model, I uwmed ta. a ,. • ..,,. .-1c1 
' . . 

delay any message indeftnttety. It ii posstbte that IGme Im~ usumptton about 

rat1ur-. would lad't.O'a wotk&Me'nlddet ror:a ~ •••~,One might, 

rot narnpte. aaume ttat. net' men thatf N .... rd twl:tatr.af. Wttlte u wookl be 

impossible to implement a .,_.. so u tt> c:bllr.m ta fNI• a1-..-.; 1r dfe ·~uty atat 

the assumption is violated u suffldently small, then a diltriMted information system baled 

on the assumption may be w:ep11'11f rddllitt M11:fMf4'e...,.., to implement. 

7.tot· Applications 

This thesis makeS extensive use of the auumptton ~hat applkations of a distributed 
:, . - . ' ~ :· 

information system wiU exhibk locality of reference in their tue el data. Thil assumption 
. ., 

. \ 

appears to be true of some planned applications, however mere c:arefUI ICatiltkl of actual 
• • • ~ ·1 ;- ' "n >.; ·, .• Y 1 ,. ,,;, i ;"? ~ ,:~ • : 1 s' • 

application• may be needed to confirm the vddtty of this .... mpcaon. We may in fact 



discover that the flexibility of a· distributed infbmatton system Wilt mcoul'lge different 

7.2.1 Analy1i1 of Tranaactions 

The thests presentecftechniques for determinant the. cost 61' pim'ormtng a transaction 

(in terms of' the number or messages required) ~ .. .., ••'f~ ~f orpnlza~r~r the 

data. Guidelines for choosing the· synchrorilzatfcii' .:fWtwcn W Cl~ta; base -~riizatton, 
t . ;. ~ - ' 

given a description of the most frequent transacdOns Uf~:~. were gl~SI~· These 

. guidelines ~re not, however, d~iled algorithf!U ~~~ ,~~- u...r,~~~~~hanism. 

Considerable effort and ingenuity may be fleed~ 111 ,~& ~1'" qpttmal. qr. ntar .,op,ti.mal 
• ' .• ~ • '. • ;,~ ;_•. . ,I • "' " . ·''· •• ~ .'~ • "' • ·. .... • 

.processes. These problems are similar to ~y ot_her~.~t OCQll' '"~~l*l'l~rc,l.in a 
- . . •. • • ; -: t. c ';... .... l f. .... • • ~ . -~ - ' • 

computer syst~. and it wou1d seem likely that pxt ~ few cl,'*'1lnJ- a. ~·~~ted . ~ . ~ .. · ·' ' ., .~ ' . . -. 

information system using the hierarchical. synchronization. IM!="!P~ f!f. thl$ theUI c;ouJd. be 
- - - -·~ '.' :.~-;·.··:~ .. - -: ~ ."' ~ .. --f;(» '. t~ ··' 

derived. 

f.2.4 Implementation of tM Protocols 

• c'' 

Finally, the thesis presented only a few simple implementations of the synchronization 

protocols. Improvements on these implementations can no doubt be made. One area that 

seems of partic~lar in~ is using the hierarchical synchrOnization protocols in a computer 

tailored to managing data. The· hierarchkal ~tzatk1Nfilichdum· ~ here fits 

·weU with. the prOposed .. 4RQdela of memory tor~a· a. tira1e tdltMWe: · Thb Hlechtnbm nay 

lead to a. very «&dent llnpllmentation of,fUdt;• IMtfline. ,.., 0 • • · 
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communication netwmt tMI. ~ .,....i~-r .,,cwttqru ,,,..,......for 
using a broadcut network to lmplemeftt the fMS111e forwarder pratacol were p~. 

T.he need ror a coordinatar stte a a weak point in this 1ehenlt. al tadure Ot the ~mator 

.~te stops•."·~~.~~,. k.ts,.... .... ~ .. ~~--~could be 

tmp~tecl in ~ch•'• •M>ft ~in sudt.,-..-.J .. ~·•,,,...•ff•t-ewcwld 

not stop. broadc:aMing.. If tM., .. k ~· ........ _._.,. Ul<"""'1 .... 

broadcuting. it ii .. ely.,t~ ........ ~Id be..._~~ htf"'7.•~ · 

,· ·,.. . ·. . ,.~. ·~': \. ~~ ' .... :). ~ ~ :~. ··. ~ ·,' .,: .j >' ',, 

·. redundant dalabue. As na.J lit Cl.apter 4~ thii ,.... ... .,,.,. ID be -hat simpter 
, • • , • -, --.·· > .:·.c~, '•, __ ~·. •_:',_; ..... ~->:.:~~,· ... ~- :'ft,;-' ~ '. ;•,· 

tk~' that or syndtranizfng ~ in' a diaa11>uted .,.,. ..... .,..... because ·each site 
"'' • ~ .,;··v~f.' ',~ ,• ,•.•"'"•--li· : .. ,._M•\fii:"' ·~ •, • ! ' 

has. a .c:Opy of mry iltm. The:-...... ttaafhave'·.-. ••II .... to .....,.. replicated· 
' . -. ; . ; . :,,. : ; " . : . :.}< :···i:-..·· ·~ . . ', . ' l ~ ..,_. 

data could be applied to maifttaifting cq)ies al dw precea l&atle •Rd mc•1a1~ queues or a 

process. In order to oticain." a 'more rabmt ~ ~ a proceu. ·. A;Ptic.tton or 

techniques for maiMa1ning duplkMt data ..._ to the ............ of ,...11111 would be 

an interesting research .,.,.aem. and weakl lead to a.'~ .,,,.. ,_.,,.,. ...... ~of. :~IJe 
' . 

1a1ne of the ... •e•t618• ._<.._ d•sJw._ ........-. llaDp·ef the Wldilt•tm«' 

this work are not decisive. howeves 1-.,. ... ,my'.W9d·• nr.1ll .1ll , .. _. d4ree Ill Mght 

on a very murky and poorlJ understood f'iefd. 
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App••ls& 

Proof• of tlt.e PMtoMI• 

Thts. appendix gins a more rotmatdentfiu,n (w·~ottt.e ~In the bOdy of 

this thesis and prooh or some or the resub. For limptidty of da:riptlon- the deftntttona and 

,,...,n. ln tau. appendix_.,. tbr the 'YtNitll. or.• •••pfllYhHI• .~ 1n .... ;._th 

broadcast message la Mitt tmrnecUately to a process which· ts a c:onirnan ancestor of an of the 

· l'Dtvets and or the Mftder.. tn · ·the ac:tU&J ~~ t(~ t¥-t~ dllCl'ibed . an 
Chapter 3, each rneuap may travel up the hteratchy in....,., hGpl. Thu dlff'ennoe does 

not eff• thf .._ .... ,,.,_ heN, • 1anf u 01t1f the •••le ....,,_.,.Which'. tik•plbt:ln 
' . - . . ,· ~··'.: ~~.. 1::: ."·· '. :.~){''' r:-: 

the ~:Ultt~~ of a ltf#dcast. der tb~tJ> ........ -. ........ _&M.anon ancestor are 

used in determining the <ordering. This concUtton ts canu'*'t with the 1111 made of the 

protocol by the concumncy control ~num,~~.ifJ-C~,fP:.,~~;/whtch,.:'h~.Process 
' ~ ' ~ -.i f / 7, ' - ' :- , ~ . . . ' - ~ 

ateps &hat take plam -in the· dtl&ri..._ af a: n1n'~•· lM ·w1W111 Nll'ihed the common 

ancestor are the only ones which have effects that could be obm'YICI by proceaa ltepl related 

·tc:> Other mesap. _ . 

Definition: 

Dtlinitlot: 

Def lnltion; 

A.I fonnaHaaUon of At91111c ...,....ttN 
' ' '·? 

For each process /'. there is an orderinl <' ~. meaaps sent to I' such 
that m1 <p "'2 lff m1 was natved at ~ ,,,,.,, ·"'2 was received at I'· 
Each meuap tent to fJ is iftc:ludecl In·<, wMn it ts received. 

For each mmage m. let B(m) be. the broadcast message from which m 
was derived. The set {mlB(m) • B} for tome partk:Ular broadcut A 



·----------- ----

Definition: 

Definition: 

Definition: 

'- ' ~· ''· ........ 

then contains both the component . ..messages of B and any other 
messages that are received in distributing.those components. 

For· broadcast rnessaps B1 and '2o tllse:>lll l•,_,nttrtng <, which is 

defined as B1 < B2 if 3;, b1, ~2 such that B<~i) • B1, and B(bi). • 'B2t 
and b1 <p b2' " ' · · · · · · 

Broadcasting is atomic ift < is cycle free. 

Let ... be the Synchronization network relationship, which ls a 
r.eJa~~ip. alDCJll1 pa4" fA;,,.._,.,..~aattsfy. >Ae :following 
constra'int. The graph define by ... must have no directed or 

.. und.ir~ed.c~ ;Ji~IJM.{,t •. -·.•t'*r• ... &lwe erJnore 
processes p1, ···Pn· all distinct, sueh that either /Ii ... flt+J or flt+J ... flt 
for all i<n, and p1 and f'n'ant•IL'ld1by w;1 ~· 

··With the~ definitions, we can now define the message forwarder ,protocol by deflnlng the 
process step :spectfkattons 4'f th~ forwarders. · · , · · , '"' 

Definition: 

Definition: 

;, 

F.CB) • {[(X(B,p),pl LV ... p) /\ Th,,e set.~~~,J').is n~ ~J} 

·where B is the ~·, f.PlfC .. ,a,fl'OQ!lllS,,.,. ~f(a) ti -t• aet of 
pairs, each of which lists one of the output messages produced by that 
s~ ~. lti destin~. J>~:•.:_,~ iltt .i..,..,1"1 d1e 
contents of one of the output mlilagel of the process. step, whkh is 
conltruaed as follows: · ~.'' . 

X(B./I) • {[b.q] J [b.q] E B A 1' ... • f} 

Communication between message -...n1en· obeJ1 the constraint of 
Sequencinc. which can be stated as f~s. If b1 y b2 for messages 

bl and b2 _and message f~rdu /, .~~ --~~ ,Cb,'1·~lE: ~(~i). ~d [b'2' pl 
E F(b2), where F is the' pratOcC)I spea~ tor/, then b'1 <p B'2 
after bot-h b1

1 and b'2 --~beettt..,..,..,.,,-1;. · · . 



To ahow that the pNIOCD1 defined.._ dUcriblUH the·.c:amponents of·a bnll.clcast 

message. a.tomtcally, we mutt show that the < orderJnC in any 91t1m .state reachable by an 

execution of steps specified by the pratacOI ts qde free. To do I!' I Will show ~~t for .any 

step permitted by the p•Ol!Dcol. if the < ordering ts cycle free ...,_. that 11ep, ~ it will be 

• att.er alao . ..._ .. , ........... .,.....,_, .. ,. ...... -..beat nr:etffd) has an 
'· 

empty <orctennc. ........... ., cydt ,,. . .,,bl ....... ~ .. reached by folDwing 

the protocol the < ordertac .... cydlt free. 

Before proc:eediftt with the proof, I wauld. liMt ta .... 8' ~ .. ~ the 

protoc:ot ·that wiU be useful in the proof. II two,,_...,' ... f have eacb rer.ety.ed ·a 

message derived from che ..... breadcut a, then ~ ·~ a path tn the graptt defined by 

the... relMionslrip· .....ung , and f· Eada pNClia. on tt.M· path has also NCetved a 

message derived rrem a. ·na ii tn1e bltaullr the graph has IMt ijtla, thus there ii only· one 

path between /I and ft .- the pNCeml tllbws lll!CI ~ 1* . .._ the network at one 
• " , , i: 

point, from which it must reach aff recipients. It ts ftlDt ·~ for two processes to have 

seen messages from a broadcast B &na alt ef M ,,._ .... ,tie path betw.n thoee two 

In each step of the protocol. some message mis, received at some .process '1· possibly 
, ' . '.. -. ' 

adding ordering reladoltl1Mps (ff6 the fbmr'ta(m'}< li(RW'f« m111.- m• previously received 

at p. We must show that introducing the relationshjp b(m') < b(m) for any meuap m' 

prevloualy received at' CM not introduce a cycle. The pnaaf will be divided into 3 cues, 

depending on the origin of rn and m'. 

CASE I: m was not sent from a process P such that P ,.. fl. In this case, m II the initial 
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entrance af broadcast message b(m) into the network vf message fOrwarden. Therefore, 

bttfore ·ta. reception of m, there were no otderlnf · ~ iW '< iavowtn,:tJ(m), so that 

the reception of m coutd not ftltroduce a cycle in <. 

CASE 2: m and m' were both sent by some process P such that P ... p. In this case, the 

process P must have received a messllgt-M sudf'tttat ;B(M) . ..:1Rtn); and a:nYeSSaie M' such 

that B(M')-·.. B(m') in the process .,steps which pw.dUOelt"M 'am!" m'. ·Beeame 6f the 

. sequencing .C)f .messages·•-- p and /J; the ......... rit-.ci'·rit1m.nf1havt 1Meri" sent by p 

tn the same:tmter that they•:were recet•• at fl· ;ThUstM....teitfitg relattenlltip'b<m'J < ti(m) 

held· before. che ret'eptton of m {because of the•Nellpltona.~ot Wiaid M''at P) -amt:·thWefOre, 

by the ..... ptian that 'IMt cyete existed t>eroN;\M-Nteptloa'd'•. - cyde ts created. 

CASE 3: m was sent by some process P for which P ... ,, but m' wu .nc>t sent by P. This is 
' . . ~.' "' ·:~· . . :. " .: ~·· - ·., .. \~ ' 

the most difficult case. To show th.at ~o ~ycte i~ i~~umd.1~f.t~.,•~~ion of m. i'9 ~his 

case, I will assu~ that such a cycle is created .•~ show ~"'~:,this ~ion leads to a 

contradiction or a violation of the conditions of the protocol 

Assume that the reception of m creates a.· cyc;le in t~~ .. ~ ~e,r~)~~~r T~~ prior to the 

reception of m, it must be the case that there ts .. a .sequ~.°-" .l>~c:ut .~ges <B., -· 

Bn>. such that Bi < Bi+l for I ~ i < n., and B1 • B(m), and Bn • B(m'). Consider now the 

set of processes p1 • .... /Jn-lat which these broadcasts~ ordend·. Now by the observation 
. . '; . ' ''· , .... 

nOted above, there exists a path in the network from each of these processes to the next 

process in the chain. Abo, .thefe exists a path.~liit..- P}"ltkl 'P, u·t.otft. h•._ received 

messages dertffd . f,.. b(m), and there exists' &· ,,_.,, ~ ''n-I .&fMI 1'· 'a both filive 

received messages: detived from, b(m'). T~bec:Ole Of dlis:'«l\lllW of''brOacka&tl, there must 
exist a path between P amt fl· If the path tmp1W1~h dmlR iOt fH'mdcutl does nae go 

through the direct link between P and p, then. we have discovered a cycle in the 
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paeh ....................... { ..................... ,,, ... , .. 
. . 

:l'IWSlapl ·betwan Pad, ·m ,._ *lr•,rw;.-.:•ltttMllf .. _. «c •111nltt.tp;:btll1e 

the reeeption d'·m •t fl. 

· .lf tt.1pa1t1.-. •• 1P...a 1mwalild•J.i•-a•1.n .. ~.r-1n.-._,....._ . .4be 

.. dif,fet ..... ;Jhen ............. jt ..... ,,..2..,,. ........ :•br *-"""'· .... ~ ... 
AlrthemMR,; we ..... ~._,:...._i ..... •ll.Ql!°'•~--·--......... ..,.1.111lrM1&lf8Mllt 

ant a .mw1p •;.. T._,,..,_. ... ::fj • IMlt>.--~·*- ••1'•M·• •11nc11 
• .,.....,. ~ '· ,_.. •:Mnt:·< i&1t·•:-lfWill < ... , ..... c. :4Jllle.• ... ; ....... er 

broadcuta.:. ,Jil• ay ........... tta.-pl• Jld'••\,illlllf\'"'"* _,,~er ithe 

message .daWed fram :BJ' ·Whidi .a impau&ble, as we Jtnow ·that a:~ -clerl•ed fram BJ 
. - - '"- - :ct"' .- , •. " . ·.-;.r • ; ·'. ·-~:'··~~.·~---- ~h·L~~'.·~'1_ 'i--·-~ "·-:.-:-~,( r~·,v i1":., ) ·, ;. ··"' 

mu1t have been nmtwd at ;f>. Thta comradicttan ·~ that tt ·is impotsible for a 
' : ·-- . ~" -.~ ··~- .. ..t~_-> .. ., ... 4_~<·_f.' ,.-:,.- :(~··~ .. ~~;·- ... ~ --_; 

cyde to arise from·the~ton:ef'm at.fl lfttR·anlf' ;;di:llilitu·-. .,,·-.fl tl!he.direct liftlt. 

Thus ~nother 'distinct Path ·1nuat •tat u;:.ihe ~~' .. u'Ori·;~,· P. ~~.I'· 

forming a cycle with the dmmt link. · 

. ! . ;,;. . 5' : . 

AJ,Cwnct 1R'9iative Secruenotnr ef •u·MDHtl 
- ~- : :. 

.:Jn .this.aton, J ~-"1tat'* lf1-' 1d 11r.._.._,1n 1GlllpW· 3-ifar atomic 

"-'-flJ&dcmt• ~ly ,..,.,...._ '-broldat•s _. .._ ,4t,if119••• ...... 9ClllM1 ,..,._ 

,~,m;~..,_._. ... ~men ~&latf•'t's._,.,.......,,_.., ·--~~-- t.ifm".~the 

:,•implifie cate-•tn.•hlh Ma- .1 tlltillrtlldp,• ai...,..•ratcflJ· 
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Recall that the ·mould follow• relationship among .nmsaps was defined as: Each 

message m sent by a prc>GHI /I ill a prooen ~~-14,..,,, •m•-.• -m' whenever: 

\ 

a) There is a message m" received by/Jin process step 1 or in a step 
that preceded. 5. and m' aad m•, _..: .......... ~w the same · 
broadcast. 

OR 

b) There is a message m" received by . ,, in step 1 or in a step that 
preced .... and m" shou~ fol~ •.•• 4 

A key factor in this definition is that if m should follow m', then some process must have 

received a message derived from b(m'). Using the ~ torWarder protocol of Chat>t« 3, 

if any process has received a message derived from a broadcut message B, then for any 

.Process ;. if p will e.vennaally ~eive a rnusa.ge d..,v.a., f~•!·thflll thJt message ft.Nit "be 

repr~ted in seme ~~waiting rec:eption,~,i·fK.at «MP&:ol' ~,,~.qr p. Tihis~s 

true because· tJaeh ~~ meuaa• --·-u.-,a,~ ,~.,.. ............. flow 

downward in the hierarchy. fn:wn t" poinC of mtlJ. ·No.-;G01•8• ... be acelvtd -before 

the_message is entered in tbe hierarchf, at\ICl.:•ce a;...,_.,..,-. wh -cornpanent Is 

either above or at its u.lt_.. .clatina,tion. 

I will now p~• .the claim that for any ,....ge m. tbere,mn~be no meua;e m' such 

that m.sbould follow m',and the ~epnat•t:Ae...,anlht,~ll(!m'·i•abo'fe 

that for m in the hierarchy. This, combined with the observation about the ... sage 

forwarder protocol described in the previous paragraph, ts sufficient to prove that when a 
. v.·' 

, ,, . 
message m is received at a process /I. no message m' tha~ should follow m wiU subsequently 

be received at p. 
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....,..,. a dlltm it erue, as .there are 

no menages. We-.._.._ iw _, .... ,_,... • .., il' true, the reapdon or a 

message m at a pracm , u spectfied by the pratocol cannot cause_ the claim to become false. 

There are two cuea ._.._. m wn ....e bf tllt ,._.., /4 ...ai- whlrem was aent by 

. some other process. 

CASE 1: m was sent by ane pracm. P such that P ... ;. When m ,._.sent. all of the 

messages that m should follow mwt have betR ill ttwhMan:h~ (Gr atreld.y nit:eived) and not 

above P in the hierarchJ. Therefore, because of the .llfl'Ml'Cllll of ,.,.... betw~. I' and 
, • ~ <' •• , - • • • 

P, meuages that m should· fbllow wtH net be above t in JM hterardtJ when m ts received at 
'- . I' ' 

,,. 

CASE 2: m was net Mftt·by"the parent ot fl· Jn tfib case. w mcur Cansider the mesa.ges that 

m should foROw. ·Thetr ltff d mrnpOlwents of each· broacbsl~ •· for whieh ·· !~' the 

Mftder of fl\ had recened.• • .. •n• praor to tt. .-....-. ofw.? 1:~ dldm m trile when · 

m was sent, to no IMlllll• dlU lhoUld ft9lfeW an1 ·et tMw Wtiia48tla cauld' haft been at»oVe 

s at the' time that m .. .... TIWrelefOre,;becHte , ................ or'· 'dlert'are no 

messages that should foltow m that are above fl whM m· it·,...M1d I'· 

This comp.._ the- pJUOf of the catm. and tftUt tftiei ·prvor that lwaadcasts are 

sequenced·cmred17 lty ttw ntn•p forwarder· prOllMiht*I • ltetardtlal iyMhNlll__, 

network. 

While the proof' of t'Olnct: sequencing of mmages acconUng to the •should follow•. 
. . 

relationship is somewhat involffd, the principal of operation or the protocol ts simple. Each 
. . 

message pushes the message that it shouk1 follow alang paths in the hierarchy as it goes. 

The protocol works because there is only one path between any twe processes in the 
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hierarchy, so that no message can sneak ahead of its place in the sequence of messages going 

to some destination process. 
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......... k 

.A.n ·Aaalpi.9ef tlw .......... et~· .. 

A majOr area of mnarn reprding the potyvalue a.. p....-1 in Chaf*tr 5 or 

this thesis u that failures may cause the number of Mimi t.•tac polynlael eo be!calne large. 

This Would waste . _.... space and c:au11 a cnat dat fll extra cmnputatton by the 

dynamic behavior or a distribu&ed informatian ''*"' Uliftg the polynlue ICheme. An 

analysis ts gtven to show that With ......... ,............ for the _,... lnllllCtiOnS and 

failure rates, the number of palyvaluea in the data bue ................ u. A llll'IUlatian of 

the ·system agrees well wah these predlded results. 

8.1 A Medel f• tlie Cnatten ... Deletlea el PelJY .... 

At any point in the execution of a diltrtbub!d. infmmatlan sptemt we can calculate 

the expected rates of creation and deletion ol ,..,.,._ buld • - UIUlllptianS about 

the expected· tran.acttons. and the tallure characterittia of the .,..._.. Tl-. rates can be 

expreued as: 

Creation Rate • Propagation Rate • New Failure Race 

Deletion Rate • Recovery rate • Prapaptian Offl'Wl'ite Rate 

Propagation rate ts the rate at which .polytra~ install polyYU. for their resub in 

kems whkh previously held simple values. New failure rate II the rate at wlHch '1pclates in 

progress a11t auapended. cauatng potyvalues to be inttallld. R«oYery rate II the rate at 
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which failures which caused polyvalues to be produced are~. --Ptnalty, propagation 

overwrite .._. is the (probably very tow> rate :at whteh· an 1tem: .-.-. polJYahie D :Upift'ted 

by a transaction pr~ucmg a simple vahte; Tha.ecmn Qllly tf~a ..trllMaction f*Gdlld!s·an 

output that· ts tnd~~ Of the previous value.Of:~ item.· 

With some additional terminology, we can develop more precise expressions for the 

. creation and deletion rates. I will use .the fqllo"fiAg . .te.r'CIJtoo"1cr ~• ••~'. the data base, 

the transactions, and the failure characteristics of th.._ sysr.e,n: 
" ~ ~ " 

U - Update frequency (Updates/Second~ This .la tffe*•.ite at whkh 
updat1s te the data base (not transactions) are 1n1de. U . can be 
cakulated from the oveia.n ·'trania'ttii lit( 'tfie' pi-f of 
transactions which make updates.. and the aver.age number of 
updates per, transacti_on. , , ;. _ ,::, .. · 

W -The probability of an update being ~JtCi.:,bJ~ W .. can 
l:>e computed from the mean time between laitures, the time window 
in which an update can be delayed by a failure. and the update 
rate. ,.,/·· !.,:· · ,\ ,;1···~ ··· 

I - The number of items in the data base. 

R - The recovery r.a~e . fpr fa:iJ~~· . This is the !!ClBJ:.~I of the 
mean time ···to· reawer' 'fiitures tin· lea;nds). ··'th'e" descnptk>n of 

.. failur~ recov.~ry .*_n .~iS"'}'iq ~~-~dtat~~p -~~ rpver 
failures ts exp0nentially distributed with mean of l/r. . 

4 ·' ', ' 

Y - Update independence. This parameter ls the probability that 
the new value of an updated item ""*;,•"'depiftd' '1W'i1 itS exact 
previous value. A value of O for Y indicates that the new value of 
an updated item always depends on i~ previous value. 

'· 

I) - Dependence of updated items on other data items. This 
para~ .tpee:i~~ t~.•v.erag,,tl!w ~.,...,_,.._,an the . 
data base on which each update depends. · 

--------- --------



. With these pwatlllllll, we CU . ..,..,...,.. dwe· ra1a clm:1tbed abaft. ltt the 

expnas6on1 ,.y. belDw 1411' tt. ·talel, P .......... Clllt'·11t11lnlJI ·II ,..,.. ... la Cle' fata 

.... This i5 a ftra __...,.,,....._th wWllf ._,...._..tlf·aca ..... tfi ttie data 

bue having polyvalua II l-4tlD·t. ••lr-..~--:••..,..·tr11.,.··~1111ert 

dropfJed. 

Pl'OpaptlOfl me • lJ • D •PI')· 

New Failure Race • U •'YI 

RtmYfl"J Race • P • R 

Prop&pqon Overwrite rate .. u·. p • y I I 

These terms can be combined to gtve the expeccec1' ''rate 0t '... ot the number of 

polyvalues tA tfM dala· ..._ Jilelllitf! 

ft • U•W • U•DtP/I • U.PtY /1 • PtR 

,. 

This is a simple linear dtft'erential equation for P whkh lnclfcatm. that the number of 

polyvalues waufd follow ~· . .,,__.I~,· mm;~ lfl•t • . $0, dte ,.., state value, 

given that. tfte· pantntere! s ~ cteScrltJei· U. .... ., ·f.ir 1il .... ·. rhe steady state 
. ;. f , . ·~ . : . ; ~'~.:-·,","Y·· ·_, ·. 

~xpected number of potyvalu can be obtained . lly .tlltillg die rafll. et chanp equal to zero 

and solving for P .. Fan dlilwe.~ 

P . u.w.i 
• J.k+U•Y .O.b 

seem that the denominator fJI this upreraon can p to aero. CHl8I( the steac1y· 11ate expected 

number of polyvalues to .. tnftfttte or negative. This ltCuatklft .,... when the pr0paptlon 

rate is equal to or grater than the rate at whtdt polyvalues an nmoved through failure 
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recovery or overwritten. If this were the case, we would indeed expect the number of 

polynlues in the data base to become large. )n f~~ t~e nu~ c:,f, pol1val\I~ in the data 
, - . ' ' ': - ,- ..... _, -"" ' .. . ~ . 

base would grow so large that this simple first order an~lysis .~CJll~ no~'"°~ CQ.r:rect, and 
. . . ~. . • . :'. • , ~ _ 1,,, ~, : y • • ~ -;:·. • : ~ r~. - . 

the number of polyvalues would be limited by second order ~~ whic\1 I h~ye ign9red. (I 
' '-' '.• ." . '; ,. • . • '. .:_ ' ' ' I ,f ~ • "- • 

h~ ve, ,for example, ignored . t~~ possibility that a~, it~, in!ol~~ ;ill .. a {al, .. ,9¢.at~ ... Rr, ~he 

target of propagation already has a polyvalue, and thus d~ not. rep~~t f. new. polyv~lue.) 
-. . - - . ,:, - . " .. : ''· . . 

A second feature of the equation ·which n*y tliem. sbinp ·11 that it depends tit a 

non-trivial way on I, the number of items in the data base. This ts because the creation and 

deletion of polyvalues directly due to failures is not dependent on the data base size, while 

the propagation terms depend on the ratio P/I. If I ls very large compared to P, then the 

effect of propagation is small, as the chance that items with polyvalues will be used by 

transactions is small. If, however, the data base is small, then the chance that items with 
- • •• ' • ,,. , ,.. ' •o'•n"• ~ ' "' •'~' •>•' " ... • • • • .~. . ..... 

polyvalues will be involved in transactions is li:rg~. and the propagation terms become more 

significant. 

Another point to notice about these equatk~1n.1JJ1t~:they are stable, meaning that if 

the current number of polyvatues is larger than the expectep number, .~\Je expected change in 
'·· .... . 

the. number of polyvalues is a decrease. This indicates that if ane catastrophe introduces a 
, '• ~ ' -

. . 

. large number of polyvalUll into the data base; the num111r,;60tJ1d< 10iir1 decrease tO the 

~xpected number, given that the vallJ# of W an;,.,R.are not...wfl!lillted by. ahe catastrophe. 

. ' - "~ -
Table B.I gives some typical values for P~ Several.oblefvatlons can be made about 

.. - ·'_:r,._ ·-.. " -

this data. Decreasing R causes an increase ki t'he numtilt .d' ~1Ues. as would be 

~pected. .Increasing W causes a proportionat Jncreaw ·fn the ~ of polyvalues. 
. ,. ;1: . : ',,, . . 

D.ecreasing I causes the number of polyvalues •··f!Jte. The panmeten Y and D have little 
'-- :, 1 '~ ~: ;: 1_,F.~~'-( • . . , 

effect, u.nless the values of the parameters are such that the denominator of the equation for 



P iJ, near iero. 

,-i. '-· ~ ' 

number of f'olyva1uea nmams ... sman. ,..,_ .... tndkate dlat: the polyvalue scheme 
'· 

is fealib1e in a distributed information aysaem. and that die ..._ ot a combinarorial 

explosloll of die amount Ot·COI.--. are· •ll'J ... : The ~ ,... ot thia ••Ux 

con..., a brtet clelcrtptiln el a ............. fll thl -··fll ,.t,•-.-'*" .....,. .that the 

prediaiont of dUs ,.......,.,......., ...... 

Table BJ. 

· T7pleal l:'..U..lm ef the•••••_, P ........ la a Datat. .. 

Parameters prediction 

u. w I R y D p 

I Ol>OOI t.OOOJlOO O.OOI 0 I 0.10 
·1 40001··.· ..... o.om 9, - 0.11 

IO O.OOOI Ul00.000 O.OOI 0 I 1.0I 
IOO 01*1 l;I .. aoa 'f' . I II.II 

IO O.OOOI I00.000 O.OOJ 0 l I.II 
to o~oom IOOJ300 O.O(I 0 .6 2.00 
IO O.ooot I00.000 O.OOI 0 7 3.33 
lO o.- ... QAOl. I .. I .LOO 
JO 0.000! 20;000 OJOI 0 I 2.00 
10 .Q.cxp - o.oat 0 I JU>O 
lO O.OOI l,000,000 o.ooa 0 I I0.10 
IO 01JGI ·--- .... 0 I 90!0 
IO O.GOOI t,OGOJBJ O;OCQ 0 I 11.C,>O 



. ,·..,,_ . 

. -195 -

In order to verify that the approximatioos made in analyilng ~he ~bove _modeJ do 
~-- ' ' "'" , . \ ' , -

not lead to an inaccurate: description. of the be~a, v~or of the. eo'JY~lue_ •l~• I fOllstruc~ed a 
~ ', _; ' - ·. ' . . ' . ' · .. , ' ; . . ' .. 

simulation of the manipulation of polyvalues in a distributed inforn'latton SJ,stem _whtcb ls 
- ~ - - .: . , -! . -~ :., . :' ~' \': ! . ; " .... : 

based on the above model. but not the approximations made in the analysis. 

The simulation assigns unique identifiers to ~~h _fa!l~~ creatinf _a ,~1y,valu~~,,tn 
. . .. : :·' : ·_..;-:;.,: '. i. . .. . :,.. . ( ·- . . 

order to distinguish them. For each item in the data base, the simulation maintains a Vector 
·f~o:· ·,"'1 -·~ ;··~:._t; , ,.~ ~'. ~~ l ·-

Containing the identifiers of the pending transactions on which that item depends, refered to 

as the state of the item. An item has a polyvalue if its state is non-empty (i.e. if that item 

depends on a pending transaction) . 

. Updates are simulated at the rate U. Each such update selects a random integer d 

with mean D, and d random items from the data base. Some random item is selected as the 

target of the update. The state of the updated item ii replaced with a merge of the states of 

the selected d items. With probability (1-Y), the previous State of the updated item is also 

merged into its new state. 

With a probability W, the apate a ~chosen to fall. A failure is simulated by 

selecting a new idenJif~. adding-it ~-the ~tft $he. pPd"'4d...._.. selecting i. recovery 

time for the f~ih~~e. Recovery times are exponentially.di~~"""· with mean l/R. When the 

recovery ti~ for a failure is reached, the identifier of thaJ failure is '.(,moVecf .film all item 

·states. 

The limits of the simulating program pr'"'1t the ~on of"fery larg•<data bases, 
;~ :-·~'"\ ;_'B, ~ -~.:' . 

or very high update rates. However, for the parameters -~1can ea1ily be sifftUlated, the 

simulation agrees well with the predictions of the model Table B.2 eontalns the results of 

- - -~·---~~--- ----
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the simulation for IOf'l1e sample ·paramltef ......... The •••ben of polJYalues oblained 

lhf'OUCh the li~lattaft wwe Ht pneral IDlheWMt ....... than dKlle predkted bJ the 

anatylu. This difrelftCI It pram.r11y due to the ract that ,.the r.. at whidl polJYalues are 

created is smanlr than that pndief.ed by the model, b«allle dMt • Gt a ftltle:I· update or 

the target ot a prapapdon ,.., already have a polJYalue. 

In conclusion, thett results show that the polyYalue ~ ii reutble. for preventing 
·,· . 

delay due to tocking. provided ct.at rasonablt ....,.·.,. .U. ro ......... the number 

ol failures that introduce polrtU.. 

......... . _. ...... ~_,,;~ 
pan,..... pttdkted auual 

u w I R y D p p 

2 O.OI I0,000 O.OI 0 I 2.04 2.00 
5 O.OI I0,000 O.Ol 0 I &.26 2.71 

lO O.ot ... ... • • • HJI 9.5 
10 O.OOI I0,000 O.OI 0 I I.II 0.14 
IO O.OI .., O.et ·o 5 20 19.8 
IO O.OI IO.c>OO o.ot l 5 16.7 IU 
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