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## ABSTRACT

 the decision problem for a maber of logical theories are eatablished.A general form of threnfewht gem technigue for deciding theories is developed which invelves anilyzing the maprestive power of formulat with given quantifier depth. The method allow one to decide the truth of sentences by limiting quantifiers to ramge over finite sets. In particular for the theorr of interer aditition an upper bound of space $2^{2}$ is obtained; this is close to the known lower bound of nopdeterministic time $2^{2^{c} n}$.

A general development of decision procedures for theories of product structures is presented, which allows one to conclude in mot cases that if the theory of a strweture is elementary recursive, then the theory of its weak direct power (as well as other kinds of direct products) is elementary rectirsive. In particular, for the theory of the wavk direct power of $S I,+$, and hence for integer mitiplication, an upper bound of space $2^{2^{2}}$ is obtained. The known lower bound is nondeterministic $2^{2^{c^{\prime} n}}$
Finally, the complexity of the theories of pairing functions is has an elementary recursive theory.

THESIS SUPERVISOR: Albert R. Meyer
TITLE: Associate Professor of Electrical Engineering

## Acknowledgements

I'd like to thank Albert Meyer for his help and his interest, both personal and professional, during the last two and one half years. Most of my ideas for research were obtained through discussions with him; in particular, he is partly responsible for the main idea of the lower bound construction in Chapter 5.

I'm also grateful to Gregory Cherlin for his interest and suggestions regarding this thesis.

This research was supported by NSF grant GJ-34671.
Table of Conteats
Chopter 1: Introduction ind Backrgound
Section 1: Introduction ..... 5
Section 2: Automata Theory Background ..... 9
Seotion 3: Wetme Inductibtiketee Prowe Tpper ..... 12 and Lower Bounds
Section 4: Mathematical Logic Background and Notation ..... 15
Chopter 2: Enrenforitt Cimes and Detston Procetures
Section 1: Introduction ..... 23
 and Ehrenfencht Gemes ..... 25
Section 3: An E-gmene Dacision Rwopelnere far Integer Addition ..... 33
Section 4: Complecity of E-game Decision Procedures ..... 43
Chapter 3: Wenk Derect Poners
Section 1: Weok Direct Powers and Ehrenfeacht Games ..... 46
Section 2: Applications ..... 54
Chapter 4: Some General Results About the Complexity of Dixect Products
Section 1: Introduction ..... 61
Section 2: Compleaity of Weak Direct Powers ..... 63
Section 3: Reaults About Other Kinds of Direct Products ..... 80
Chapter 5: A Lower Bound on the Theories of Pairing Functions
Section 1: Introduction ..... 84
Section 2: Some Undecidability Results ..... 88
Section 3: Construction of Formulas Which ..... 93 Talk About Large Sets
Section 4: Using Formulas to Simulate Turing Machines ..... 110
Figure 1: Illustrating Lemma 5,3.8 ..... 99
References ..... 115
Appendix 1: Writing Short Formulas for Inductively ..... 118
Defined Properties
Appendix 2: Notation ..... 128
Biographical Note: ..... 129

## Chapter 1: Introduction and Background

## Section 1: Introduction

The significance of the distinction between decidable and undecidable theories has been blurred by recent results of Meyer and Stockmeyer [Mey73,MS72,SM73,Sto74] and Fischer and Rabin [FiR74] who have shown that most of the decidable theories known to logicians cannot be decided by any algorithm whose computational complexity grows less than exponentially with the size of sentences to be decided. In many cases even larger lower bounds have been established. In this thesis we investigate the computational complexity of a number of different logical theories, obtaining decision procedures whose computational complexities roughly meet the known lower bounds and deriving a new lower bound whose complexity is very close to the known upper bound.

Let $N$ be the set of nonnegative integers. Whether a sentence of the first order theory of N under addition is true is decidable according to theorem of Presburger [Pre29]. A more efficient decision procedure given by Cooper [Coo72] has been proved by Oppen [Opp73] to require only $2^{2^{2}}$ cn steps for sentences of length $n$, where $c$ is some constant. In Chapter 2 we present a fairly general development of Ehrenfeucht games [Ehr61] which allows us to show that space $2^{2^{\text {cn }}}$ is sufficient for deciding Presburger arithmetic.

Let $N^{*}$ be the set of functions from $N$ to $N$ of finite support, i.e., $N^{*}=\{f: N \rightarrow N \mid f(i)=0$ for all but finitely many $i \in N\}$.

The structure $<\mathrm{N}^{+}{ }^{+}$. > of positive fntegere under maltipilcation is isomorphic to the structure $<\mathrm{N}^{*},+>$ (the weak direct pomer of $<\mathrm{N},+>$ ) where addition is defined componcat-wise. Tha first order theory of this tructure is kann to be decidable by a theorm of Montownki [Mon52]. Mostowski's procedure, bonever, is not lemantary recursive in the sense of the following definition:

## Definition 1. 1: An elementary recursive finction (on stings or integers)

 is one which can be compent by son Turiag Mrehine within time bounded above by a fixed componition of exponmetial function of the leagth of the input. (This is thome by Coblas [Cob64] and Ritchie [Eit63] co be equivalent to Kalmar" dafinition [cf. Fet67la]In Chapter 3 we use the technique of Enrenfencht games to derive some general realts about the theories of weak direct pomers which enable us to obtaln a new procedure for deciding whesher sentences are true over $<N^{*},+>$. Our procedure can be inplemented on furine machine which uses at nost $2^{2^{2}}$ tape equares (mand hence $2^{2^{2}}$ (teps) on sentences of length $n$. As a corollary we obtain the same upper bound on decision procedures for the first order theory of finite abelian groups. Recent results of Fischer and Rabin [FiR74] show that for some constant $c^{\prime \prime}>0$, any procedure for the first order theory of $<N^{*},+>$ requires time $2^{2^{c^{\prime \prime n}}}$ even on nondeterninistic Turing machines. Thus (see Sections 2 and 3)
the worst case behavior of our procedure for $<N^{*},+>$ is assymptotically nearly optimal in its computational requirements.

In Chapter 4 we extend the methods of Chapter 3 in order to obtain general results relating the complexities of theories to the complexities of their weak direct powers and direct products, thereby obtaining computational versions of results of Mostowski [Mos52] and Feferman and Vaught [FV59]. In particular we show that the theory of the weak (or strong) direct product of a structure is elementary recursive if (but not only if) the theory of the structure is elementary recursive and if another condition holds; this other condition says roughly that not too many sets of k-tuples can be defined in the structure with quantifier depth $n$ formulas.

Chapter 5 is concerned with the computational complexity of pairing function structures. A pairing function is a one-one map $\rho: N \times N \rightarrow N$, and the associated structure is $\langle N, \rho\rangle$. Although the theory of the set of all pairing functions is undecidable and the theories of some individual pairing functions are undecidable, Tenney [Ten74] shows that many commonly used ones have decidable theories. Our main result is that no nonempty collection of pairing functions has an elementary recursive theory. In fact, for some constant $c>0$, the theory of any nonempty collection of pairing functions requires time $2^{2^{\circ \cdot}}$ \} height cn to decide.

In Section 2 of this chapter we present the definitions and basic theorems of automata theory needed to clarify the basic notions of upper and lower time and space bounds used in the following chapters. In

Section 3 we discuss the reducibility techniques which allow us to achieve many of the upper and lower bounds. Section 4 consists of a description of the notation and fundamental concepts of mathematical logic which will be needed in the rest of the thesis.

Section 2: Automata Theory Background

We shall consider a version of Turing machines which may be either deterministic or nondeterministic, one tape, one head automata, with a finite tape alphabet $\Sigma$. For a rigoroum dafinition of these machines the reader can consult [Sto74, section 2.2]. For most of our purposes, however, the exact details of the definition chosen do not matter very much, so we provide only an informal description here. The tape is oneway infinite to the right and the automaton starts in the initial state with its head on the leftmont square of the tape. At any step, depending on the current state and the current contente of the tape square scanned by the head, the automaton can write a new member of $\Sigma$ on that square, move the head right or left, and go into a new state. The Turing machine is deterministic if its actions at any step are completely determined by its state and by the contents of the square pointed at by the head. If the machine id napleterministic there may be a finite set of permisaible actions pooplble at amy moment. Thus, the deterministic Turing machines form a subaet of the nondeterministic ones. a

A (deterministic or nondeterministic) $\Sigma$-automaton $\mathbb{P}$ has $\Sigma$ as the tape alphabet; at any moment, all the symbols on the tape are from the alphabet $\Sigma, \beta \in \Sigma$. Let $\Sigma^{*}$ be the set of all finite sequences, or "strings" of elements of $\Sigma$ and let $\Sigma^{+}=\Sigma^{*}-\{\lambda\}$ where $\lambda$ is the empty string. If $\gamma \in \Sigma^{+}$, then $\mathfrak{M}$ accepts $\gamma$ if there in some sequence of possible steps of $\mathbb{P}$ with the tape squares initially containing the string $\gamma \| \psi$. and the head scamning the leftmost symbol of $\gamma$, that ends with an
accepting state. The set $L(M)=\left\{\gamma \in \Sigma^{+} \mid\right.$gh accepts $\left.\gamma\right\}$ is called the 1anguage recomined by

We now define what we mean by the time anct apece weed by Taring machines. If $\mathfrak{T R}$ is (modetermimistic) E-Turing machine which accept $\gamma \in \Sigma^{+}$by some computacion comotinimg at mont n stipe theor we say that
 which the head viefts at moet a differment tapar arem them way that
 say $\mathfrak{P}$ recognises $L$ withis time (rpace) $f(n)$ if for every $y \in L_{\text {, }} \mathbb{T}$ accepts $\gamma$ within efwe (mpace) $f(|\gamma|)$ whace $|\boldsymbol{\gamma}|$ is the leagth of the
 by language here we man a mubat of $\Sigma^{*}$ for some alyhabet $D$ each of Which is recogmimed some mondetornlaint te Turing machine within time (space) $f(n)$. Drnat $(f(n))$ and DSPACE $f(n))$ are daffund akiluarly with respect to detemministic mechines.

In order to compere the upper and lower bounds for the computational complexity of the theories we shall consider, it ta neceacary to underetand certain relationshipe known to hold between time and space for determintatic and nondeterwinistic coupratations. (Those mattert are dimoumed more fully in [Sto 74 ].)

Fact 2.1: Let $f: N \rightarrow \mathbf{N}$.
A. Nondeterministic wernus deterministic time
a) $\operatorname{DTME}(f(n)) \subseteq \operatorname{ETDR}(f(n))$
b) $\operatorname{NTMER}(f(n)) \leq \operatorname{lbTHE}_{c \in N}\left(c^{f(n)}\right)$.
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B. Nondeterministic versus deterministic space
a) $\operatorname{DSPACE}(\mathrm{f}(\mathrm{n})) \subseteq \operatorname{NSPACE}(\mathrm{f}(\mathrm{n}))$
b) $\operatorname{NSPACE}(f(n)) \subseteq \operatorname{DSPACE}\left((f(n))^{2}\right)$
C. Time versus space
a) $\operatorname{DTIME}(f(n)) \subseteq \operatorname{DSPACE}(f(n))$
$\operatorname{NTIME}(\mathrm{f}(\mathrm{n})) \subseteq \operatorname{NSPACE}(\mathrm{f}(\mathrm{n}))$
b) $\left.\operatorname{NSPACE}(f(n)) \subseteq \operatorname{UDTIME}_{c \in \mathbb{N}} \mathrm{c}^{\mathrm{f}(\mathrm{n})}\right)$

All of Fact 2.1 is relatively straightforward to prove, with the exception of B.b. B.b is proved by Savitch [Sav72]. By (B), if we are discussing a lower or upper bound of the form "space $2^{\text {cn }}$ for some constant $c$ " it is unnecessary to specify if we are talking about deterministic or nondeterministic space. Similarly, we can talk about a bound of the form $" 2^{2^{\circ}}$. $\left\{\begin{array}{l}\text { height on } \\ \text { for some constant } c \text { "without specifying if we are }\end{array}\right.$ talking about time or space, either deterministically or nondeterministically.

Each of the gaps between a) and b) in A, B, C above represent important open questions of automata theory.

## Section 3: Using Reducibilities to Prowe Dupar md Lover Boumds

Definition 3.1: Let $\Sigma_{1}$ and $\Sigma_{2}$ be finite alphabets and let $L_{1} \subseteq \Sigma_{1}^{+}$ and $L_{2} \subseteq \Sigma_{2}^{+}$Then $L_{1} s_{p l} L_{2}$ if for some function $g: \Sigma_{1}^{+} \rightarrow \Sigma_{2}^{+}$:
I) for all $\gamma \in \Sigma_{1}^{+}, \gamma \in L_{1} \Leftrightarrow g(\gamma) \in L_{2} \quad$ and
II) there is some Turing machine which computes $g$ within time a fixed polynomial in the length of the input and within space linear in the length of the input. ${ }^{\dagger}$

If $S$ is a collection of 1 maguages over $\Sigma_{1}\left(S \subseteq p\left(\Sigma_{1}^{*}\right)\right.$, then we say $S \leq{ }_{p l} L_{2}$ if $L \leq l^{L_{2}}$ for all $L \in S$.

We now state Lemma 3.2, which is a very powerful way of proving lower and upper boumde. For a proof (which is really very simple) of this fact and for a very thorough discussion of reducibilities, see [Sto74].

Lemma 3.2: Say that $L_{1} \leq p \ell^{L_{2}}$. Let $f: N \rightarrow N$. If
$L_{2} \in\left\{\begin{array}{l}\operatorname{DTME}(f(n)) \\ \operatorname{DSPACE}(f(n)) \\ \operatorname{NTME}(f(n)) \\ \operatorname{NSPACE}(f(n))\end{array}\right.$, then $L_{1} \in\left\{\begin{array}{l}\operatorname{DTME}(f(c n)+p(n)) \\ \operatorname{DSPACE}(f(c n)+n) \\ \operatorname{NTIME}(f(c n)+p(n) \\ \operatorname{NSPACE}(f(c n)+n)\end{array}\right.$
for some constant $c>0$ and polynomial $p(n)$.
A deterministic Turing machine computes $g$ if when it is started with $\gamma \$ \$ \ldots$ on its tape, $\gamma \in \Sigma_{1}$, and its head on the leftmost square, it eventually halts and $g(\gamma)$ is the string on the tape to left of the head.

Contrapositively, if
$L_{1} \notin\left\{\begin{array}{l}\operatorname{DTIME}(f(n)+p(n)) \\ \operatorname{DSPACE}(f(n)+n) \\ \operatorname{NTIME}(f(n)+p(n)) \\ \operatorname{NSPACE}(f(n)+n)\end{array}\right.$ then $L_{2} \notin\left\{\begin{array}{l}\operatorname{DTIME}(f(\mathrm{cn})) \\ \operatorname{DSPACE}(f(\mathrm{cn})) \\ \operatorname{NTIME}(f(\mathrm{cn})) \\ \operatorname{NSPACE}(f(\mathrm{cn}))\end{array}\right.$
for some constant $c>0$ and some polynomial $p$.
An example of the way we use Lemma 3.2 is the following: $s$ ay that we have languages $L_{1}$ and $L_{2}$ such that we know that $L_{2} \in \operatorname{SPACE}\left(2^{2}\right)$ for some constant $c$. If $L_{1} \leq p l^{L_{2}}$ then we can conclude that $L_{1} \in \operatorname{SPACE}\left(2^{2^{c n}}\right)$ for some constant $c$. If we know that $L_{1} \notin \operatorname{NTIME}\left(2^{2^{\prime \prime} n}\right)$ for some constant $c^{\prime}>0$, and if $L_{1} \leq p \ell^{L_{2}}$, then we can conclude that $L_{2} \notin \operatorname{NTIME}\left(2^{2^{\prime \prime n}}\right)$ for some constant $c^{\prime}>0 .^{\dagger}$ This latter idea is often used in conjunction with Lemma 3.3.

Lemma 3.3: (see[Co73,SFM73, Sei74].) Let $f: N \rightarrow N$ be one of the functions $2^{n}, 2^{2^{n}}, 2^{2^{2^{n}}}$, or $\left.2^{2^{\cdot^{\cdot}}}\right\}$ height $n$. Then there exists a language $L$ such that $L \in \operatorname{NTIME}(f(n))$ and $L \notin \operatorname{NTIME}(f(n / 2))$.
Theorem 3.4: Let $f: N \rightarrow N$ be one of the functions $2^{n}, 2^{2^{n}}, 2^{2^{n}}$ or $2^{2^{0^{\circ}}} \int^{2}$ height $n$ and let $L_{0} \subseteq \Sigma^{*}$ (for some $\Sigma^{*}$ ) be such that $\operatorname{NTIME}(f(n)) \leq p \ell^{L_{0}}$. Then for some constant $c>0, L_{0} \notin \operatorname{NTIME}(f(c n))$.

It is easy to see that if L $\notin N T M E(f(n))$, then any nondeterministic Turing machine which recognizes L takes time at least $f(n)$ on some $\gamma \in L$ of length $n$, for infinitely mary $n$.

Proof: Say that MIIME $(f(n)) \leq p \ell^{L_{0}}$. By Lemam 3.3, let L be such that
 $L_{0} \notin \operatorname{NTHE}(f(c n))$ for some constant $c>0$.

A typical way Theorem 3.4 is used is the following. Fischer and Rabin [FiR74] show that if TH is the theory of integer addition, then $\operatorname{NTIME}\left(2^{2^{n}}\right) \leq p \ell^{T H}$, concluding that $\operatorname{TH}$ MTIME $\left(2^{2^{c n}}\right)$ for congtant $c$. In Chapter 2 we show that TH $\in \operatorname{SPACE}\left(2^{2^{\prime} n}\right)$ for sope constant $c$, and hence that $T H \in \operatorname{DTME}\left(2^{2^{2}}\right)$ for some constant $c^{\prime}$.

A natural question is wether or not we can get a DTIME upper bound for TH and an NTME lower bound for TH which are closer to each other than are $2^{2^{c^{\prime}}}$. and $2^{2^{c n}}$. If we could, this would settle an important open question of automata theory. For instance, ay that we could show that $T H \in \operatorname{DHIM}\left(2^{2^{2}}\right)$ for acme constant $c^{\prime}$. Since $\operatorname{NTIME}\left(2^{2^{n}}\right) \leq p \ell^{T H}$, Lemma 3.2 would imply that NTMEE $\left(2^{2^{n}}\right) \leq \bigcup_{c \in N} \operatorname{DTME}\left(2^{\left.2^{2^{2 \sqrt{n}}}\right), ~}\right.$ narrowing the gap in Fact 2.1, A. This mould also contradict the popular conjecture that (for most functions $f$ that are encountered) there is a language in NTIM $\left(f(n)\right.$ ) wich requires $\operatorname{DTDE}\left(c^{f(n)}\right)$ for some constant $c$. The reason therefore that we have not been able to narrow the gap between our DTIME upper bound and NTINE lower bound for Th, is not because we do not understand the expressive power and other propertise of $1 H$, but rather because we don't understand many bantic properties of the very notions of deterministic and nondeterministic computation.

## Section 4: Mathematical Logic Background and Notation:

Most of the notation of mathematical logic that we shall use is fairly standard; the reader can find precise definitions of those concepts not defined here in [Men64].
§ will always represent a language of the first order predicate calculus with a finite number of relational symbols $\underline{R}_{1}, \underline{R}_{2}, \ldots, \underline{R}_{\ell}$ where $\underline{R}_{i}$ will be a $t_{i}$-place formal predicate for $1 \leq i \leq \ell$. For technical convenience, $\mathcal{\&}$ will not contain function symbols. Sometimes we will choose $\mathcal{\&}$ to have a constant symbol $e$ as well. The formal variables of $\mathcal{L}$ are written as $x_{0}, x_{1}, x_{10}, x_{11}, \ldots$, that is, the subscripts are written in binary. For expository convenience, we will refer to
distinct formal variables as $x, x_{0}, x_{1}, x_{2}, \ldots, y, y_{0}, y_{1}, \ldots, z, z_{0}, z_{1}, \ldots$, $w, w_{0}, w_{1}, \ldots, \quad x^{\prime}, y^{\prime}, z^{\prime}, \ldots$.

The atomic formulas of $\mathcal{L}$ are strings of the form $\underline{R}_{i}\left(v_{1}, v_{2}, \ldots, v_{t_{i}}\right)$
where $v_{1}, v_{2}, \ldots, v_{t_{i}}$ represent (not necessarily distinct) formal variables; if $\mathcal{S}$ has a constant symbol $e$, then each $v_{j}, 1 \leq j \leq i$, can represent either a formal variable or $e$. We define the formulas of $\mathbb{\delta}$ recursively as follows: Atomic formulas are formulas; if $F_{1}$ and $F_{2}$ are formulas and $v$ is a formal variable, then each of the strings

$$
\begin{aligned}
& \left(F_{1} \vee F_{2}\right) \\
& \left(F_{1} \wedge F_{2}\right) \\
& \left(F_{1} \rightarrow F_{2}\right) \\
& \left(F_{1} \not F_{2}\right) \\
& \sim F_{1} \\
& \forall v F_{1} \\
& \forall v F_{1}
\end{aligned}
$$

is a formula. ${ }^{\dagger}$ We use the usual notions of an occurrence of a variable in a formula being bound or free, and define a sentence of $\mathcal{L}$ to be a formula in which there are no free occurrences of variables.

A structure for $\mathcal{L}$ is a tuple $\delta=\left\langle S, R_{1}, \ldots, R_{\ell}\right\rangle$ where $S$ is a set and $R_{i} \subseteq S^{t_{1}}$ for $1 \leq i \leq \ell$; if $\mathcal{\&}$ has a constant symbol $e$, then a structure for $\mathcal{\&}$ is $<S, R_{1}, \ldots, R_{\ell}, e>$ where $e \in S$. We call $S$ the domain of 8. If $F$ is a sentence of $\mathcal{L}$ we will use the usual notion of F true in 8 or 8 satisfies $F$ or $F$ holds in $g$, and we will write this S $\vdash$ F. Sometimes we will say " $F$ is true" or " $F$ holds" or merely assert " $F$ " when S is understood. $\mathrm{TH}(\mathcal{O})=$ the theory of $\mathrm{g}=\{\mathrm{F} \mid \mathrm{F}$ is a sentence and $S \vdash F\}$. If $P$ is a nonempty collection of structures, then define

[^1]$T H(P)=$ theory of $P=\bigcap_{g \in P} T H(\delta)$.
Our language $\mathcal{\&}$ would have been just as powerful had we left out much of our logical notation. For instance $x \vee y$ is equivalent to $\sim x \rightarrow y$ and $\forall x F$ is equivalent to $\sim \mathbb{X} \sim F$. It is only for convenience that we have made $\mathcal{S}$ as large as we have.

We say a formula $F$ is a Boolean combination of subformulas
$F_{1}, F_{2}, \ldots, F_{k}$ if $F$ is obtained by combining $F_{1}, F_{2}, \ldots, F_{k}$ using perhaps $\wedge, \vee, \rightarrow, \leftrightarrow, \sim$ but no quantifiers. clearly every formula is equivalent to a Boolean combination of formulas, each of which begins with an existential quantifier.

We now define annotated formulas in order to be able to talk about substituting members of a domain for free occurrences of variables, and in order to be able to talk about the relations defined by formulas. Let F be a formula and say that we have a sequence of formal variables containing (not necessarily exclusively) the variables which occur freely in $F$, say $x_{1}, x_{2}, \ldots, x_{k}$. We define the annotated formula $F\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ to $b e$ formally, the ordered pair consisting of $F$ and the sequence $x_{1}, x_{2}, \ldots, x_{k}$. Informally, when we write $F\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ we think of ourselves as associating with the formula $F$ the sequence $x_{1}, x_{2}, \ldots, x_{k}$. We will usually use $F$ and $F\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ interchangeably, and call them both formulas, as long as this association is
understood; we will never associate two different sequences with the same formula.

Say that $F\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ is an (annotated) formula and $g$ is a structure with domain $S$, and $a_{1} \in S . B y F\left(a_{1}, x_{2}, \ldots, x_{k}\right)$ we will mean the formula obtained by substituting $a_{1}$ for free occurrences of $x_{1}$ in $F$. Note that this is technically not a formula of $\mathcal{L}$ but rather a (non-annotated) formula in the language $\Sigma^{\prime}$ obtained by adding constant symbols to $\mathcal{\&}$ for every member of $S$. If $a_{1}, a_{2}, \ldots, a_{k} \in S$, then $F\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ is defined similarly, and we write $\mathcal{S} \vdash F\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ if $F\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ is true in $g$.

For $k>0$, we use $\bar{x}_{k}$ to represent the $k$-tuple $\left(x_{1}, x_{2}, \ldots, x_{k}\right), \bar{a}_{k}$ to represent $\left(a_{1}, a_{2}, \ldots, a_{k}\right),\left(\bar{a}_{k}, b\right)$ to represent $\left(a_{1}, a_{2}, \ldots, a_{k}, b\right)$, etc. Thus $F\left(\bar{x}_{k}\right)$ will be used instead of $F\left(x_{1}, x_{2}, \ldots, x_{k}\right)$, etc. $e^{k}$ and $\underline{e}^{k}$ will stand for the $k$-tuples (e,e, ..., e) and (e, e, ..., e). $S^{k}$ is the set of $k$-tuples of members of $S$. ( $S^{k}$ is isomorphic to the set of functions from $\{0,1,2, \ldots, k-1\}$ to $S$.$) For k=0, S^{k}$ is taken to be the singleton set containing the empty set, and $\bar{a}_{k}, e^{k}$, etc., denote the empty set. However, we take $\left(\bar{a}_{k}, b, c\right)$ to mean $(b, c)$ when $k=0$, etc.

If we write $F\left(\bar{x}_{k}\right)$ when $k=0$, then $F$ is a sentence; $F\left(\bar{x}_{k}\right), F\left(\bar{a}_{k}\right)$, etc., are in this case no different than $F$ itself.

If $S$ is a structure with domain $S$ and $A \subseteq S^{k}$ and $F\left(\bar{X}_{k}\right)$ is an annotated formula, then we say F defines $A$ in \& if $A=\left\{\bar{a}_{k} \in s^{k} \mid \delta+F\left(\bar{a}_{k}\right)\right\}$. We say " $F$ defines $A^{n}$ if 8 is understood. More generally, say that we are interested in a particular nonempty class of structures $P$. By a $k$-place property $G$ we mean a function which assigns to each structure $S \in P$ a subset of $S^{k}$ (where $S$ is the domain of g); we will usually refer to the value of $G$ on $g$ as the relation $G$ restricted to g . If $\bar{a}_{k} \in S^{k}$, then we write $8+G\left(\bar{a}_{k}\right)$ to mean that $\bar{a}_{k} \in$ the relation obtained by restricting $G$ to 8 . When $G$ is a property we sometimes write $G\left(\bar{x}_{k}\right)$ to indicate that $G$ is a $k-p l a c e$ property. If $G\left(\bar{x}_{k}\right)$ is a formula, we say that $\underline{G}$ defines $G$ in $P$ if in every $\mathcal{S} \in P$, $\underline{G}$ defines $G$ restricted to 8 . We say " $\underline{G}$ defines $G$ ", when $P$ is understood.

Formulas $F_{1}$ and $F_{2}$ are equivalent in $S$ if for some sequence $x_{1}, x_{2}, \ldots, x_{k}$ of variables, the free variables of both $F_{1}$ and $F_{2}$ are from among $x_{1}, x_{2}, \ldots, x_{k}$, and the annotated formilas $F_{1}\left(\bar{x}_{k}\right)$ and $F_{2}\left(\bar{x}_{k}\right)$ define the same subset of $S^{k}, F_{1}$ and $F_{2}$ are equivalent in $P$ if they are equivalent in every member of $P$. We say " $F_{1}$ and $F_{2}$ are equivalent" to
mean with respect to the class of all structures, unless 8 or $p$ is understood.

Since we shall be interested in Turing machines whose input strings are sentences of $\mathcal{\delta}$, we have to have a precise notion of the alphabet used to write formulas and a precise notion of the length of formulas. Our alphabet consists of $\Sigma=((),, \Lambda, v, \rightarrow, \leftrightarrow, \pi, V, \underline{R}, x, 0,1$, (where 0 and 1 are used to write subscripts of variables and relation symbols); if $e$ is a symbol of $\mathcal{L}$, then $e \in \Sigma$ also. If $F$ is a formula, then by the length of $F$, written $|F|$, we will simply mean the length of $F$ as a member of $\Sigma^{*}$.

Another usage of the notation $F\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ serves to emphasize that the free variables of $F$ are from among $x_{1}, x_{2}, \ldots, x_{k}$. For instance, the more memonic notation $\Pi x_{k} F\left(\bar{x}_{k}\right)$ will sometimes be used instead of $\mathrm{Tl}_{\mathrm{k}} \mathrm{F}$. If we write $\left|\mathrm{F}\left(\bar{x}_{\mathrm{k}}\right)\right|$ we simply mean $|F|$.

Notation: If $\alpha$ is a string, then $|\alpha|$ is the length of $\alpha$. If $\alpha$ is a set, then $|\alpha|$ is the cardinality of $\alpha$. If $\alpha$ is an integer, then $|\alpha|$ is the absolute value of $\alpha$. $\mathrm{N}^{+}$is the set of positive integers. For $i \in \mathrm{~N}^{+}$, $Q_{i}$ will always represent a quantifier, i.e., either $V$ or . All logarithms are to the base 2.

Definition 4.1: A formula $F$ is in prenex normal form if it is of the form $Q_{1} v_{1} Q_{2} v_{2} \ldots Q_{k} v_{k} F^{\prime}$ where $F^{\prime}$ is quentifier free and $v_{1}, v_{2}, \ldots, v_{k}$
represent formal variables.

Theorem 4.2: Every formula $F$ is equivalent to a formula $G$ in prenex normal form such that $G$ has at most $|F|$ quantifiers and is of length at most $|F| \cdot \log |F|$. Furthermore, there is a procedure (i.e., Turing machine) which given $F$ computes $G$ within time polynomial in $|F|$.

Proof: There is a standard procedure for converting a formula to one in prenex normal form [Men64]. The procedure basically just "pulls out" the quantifiers to the front, except that first the names of certain variables have to be changed in order for the procedure to produce a formula equivalent to the initial one. The procedure does not change the number of quantifiers, so $G$ has at most $|F|$ quantifiers. $F$ has at most $|\mathrm{F}|$ occurrences of variables, so if these are given all different names (in the worst case) and the binary subscripts are chosen to be as short as possible, then $F$ grows by a factor of at most $\log |\mathrm{F}|$ when put in prenex normal form. This procedure can be checked to operate Within polynomial time.

Thus, to show that a theory can be decided within space $f(c n)$ for some constant $c$, where $f$ grows faster than polynomially, it is sufficient to give a procedure which decides the truth of prenex normal form sentences of length at most $n$ log $n$ with at most $n$ quantifiers, within space $f(c n)$ for some constant $c$.

Definition 4.3: If $F$ is a formula, we will write $q$-depth(F) to mean the quantifier depth of $F$. Formally, if $F$ is an atomic formula then $q-\operatorname{depth}(F)=0$; if $F_{1}$ and $F_{2}$ are formulas then
$q-\operatorname{depth}\left(F_{1} \vee F_{2}\right)=q-\operatorname{depth}\left(F_{1} \wedge F_{2}\right)=q-\operatorname{depth}\left(F_{1} \rightarrow F_{2}\right)=q-\operatorname{depth}\left(F_{1} \leftrightarrow F_{2}\right)=$ $\operatorname{Max}\left\{q-\operatorname{depth}\left(\mathrm{F}_{1}\right), \mathrm{q}-\operatorname{depth}\left(\mathrm{F}_{2}\right)\right\}, \mathrm{q}-\operatorname{depth}\left(\sim \mathrm{F}_{1}\right)=\mathrm{q}-\operatorname{depth}\left(\mathrm{F}_{1}\right)$, and $q-\operatorname{depth}\left(\forall v F_{1}\right)=q-\operatorname{depth}\left(\forall v F_{1}\right)=1+q-\operatorname{depth}\left(F_{1}\right)$.

Chapter 2: Ehrenfeucht Games and Decision Procedures

Section 1: Introduction

In this chapter we present a development of the Ehrenfeucht game approach to deciding logical theories. This approach was originally described in [Ehr61], and in particular the reader may wish to consult this source to learn about the relationship to game theory. A discussion of game theory also appears in work by Richard Tenney [Ten74, Ten74']. Tenney uses Ehrenfeucht game techniques to decide the theories of certain pairing functions and to decide the second order theory of an equivalence relation. Neither Ehrenfeucht nor Tenney explicitly describes these techniques in generality. We shall present a development in this chapter which, although not completely general, is general enough to handle a wide variety of cases. Where possible we will describe our decision procedures in terms of bounds on quantifiers, so that to decide the truth of a sentence one need only decide the sentence when each quantifier is limited to range over a particular finite set. This idea, which will be carefully described in the next three chapters, is also used by Tenny, Ferrante and Rackoff [FR74], and Ferrante [Fer74]. In addition, as part of our development of the Ehrenfeucht game approach we shall characterize it in terms of the quantifier depth of formulas.

Section 2 of this chapter consists of a general development of Ehrenfeucht games. Our approach is somewhat different. from that of Ehrenfeucht or Tenney, but several of the basic theorems and ideas come from these sources. In Section 3 we derive a decision procedure for
the first order theory of integer addition as a corollary of our general development. In Section 4 we discuss an importamt open question relating the complexity of decision procedures to the index of the equivalence relation which characterizes Ehrenfeucht games.

Section 2: The Ehrenfeucht Equivalence Relation and Ehrenfeucht Games

Let $\mathcal{L}$ be a fixed language of the first order predicate calculus with finitely many relational symbols $\underline{R}_{1}, \underline{R}_{2}, \ldots, \mathcal{R}_{\ell}$ where $\underline{R}_{1}$ is a $t_{i}$ place formal predicate for $1 \leq i \leq \ell$. Also, let $\mathcal{L}$ have a single constant symbol e. Let $\mathcal{S}=<\mathrm{S}, \mathbb{R}_{1}, R_{2}, \ldots, R_{\ell}$, e $>$ be a fixed triucture for $\mathcal{L}$. (Actuaily, the constant symbol e plays no fmportant role in this chapter but is included so that we can talk about weak drect powers later.) In addition we will assume we have a norm on 8 , by which we mean a function $\|\|: S \rightarrow N$, and we will denote the nopmiof $a \in S$ by $\| a \|$. If $i \in N$, then we write $a<i$ to mean $\|a\| \leq i$. We introduce this concept of norm in order to describe simple decision procedures which use space efficiently (and without a significant time loss). However the reader should note that many of the theorems below make no mention of the norm and are independent of this notion.

We now define the Ehrenfeucht equivalence relation. Definition 2.1: For all $n, k \in N$ and $a 11 \bar{a}_{k}, \bar{b}_{k} \in s^{k}$, define $\bar{a}_{k} \overline{\bar{n}} \bar{b}_{k}$ iff for every formula $F\left(\bar{x}_{k}\right)$ of $q$-depth $\leqslant n, F\left(\bar{a}_{k}\right)$ and $F\left(\bar{b}_{k}\right)$ are either both true or both false (in 8 ).

Remark 2.2: For each $n, k \in N, \overline{\bar{n}}$ is an equivalence relation on $S^{k}$. Ehrenfeucht originally defined $\overline{\bar{n}}$ by induction on $n$; his definition consisted of a combination of our definition of $\overline{\overline{0}}$ together with what we call Theorem 2.3. We will prove this theorem later.

Theorem 2.3: Let $n, k \in N$ and $\bar{a}_{k}, \bar{b}_{k} \in s^{k}$. Then $\bar{a}_{k} n+\overline{\bar{r}}_{k} \bar{b}_{k} \Leftrightarrow$

1) For each $a_{k+1} \in S$ there exists some $b_{k+1} \in S$ such that $\bar{a}_{k+1} \equiv \overline{\bar{n}}_{k+1}$. and 2) For each $b_{k+1} \in S$ there exists some $a_{k+1} \in S$ such that $\bar{a}_{k+1} \overline{\bar{n}}^{b_{k+1}}{ }^{\prime}$.

Lemma 2.4: Let $n, k \in N$ and $\bar{a}_{k}, \bar{b}_{k} \in S^{k}$ such that

1) For each $a_{k+1} \in S$ there exists some $b_{k+1} \in S$ such that $\bar{a}_{k+1} \equiv \overline{\bar{n}}_{k+1}$. and 2) For each $b_{k+1} \in s$ there exists some $a_{k+1} \in S$ such that $\bar{a}_{k+1} \equiv \overline{\mathrm{n}}_{k+1}$. Then $\bar{a}_{k n} \overline{\overline{+} 1} \bar{b}_{k}$.

Proof: Say that 1) and 2) hold. Since every formula is equivalent to a Boolean combination of formalas each of which begins with an existential quantifier, it is sufficient to prove, for $F\left(\bar{x}_{k}\right)$ of the form $\lim _{k+1} G\left(\bar{x}_{k+1}\right)$ where $q$-depth $(G) \leq n$, that $F\left(\bar{a}_{k}\right) \Leftrightarrow F\left(\bar{b}_{k}\right)$.

So assume that $F\left(a_{k}\right)$ holds. Then let $a_{k+1} \in S$ be such that $G\left(a_{k+1}\right)$ holds. By 1), Let $b_{k+1} \in S$ be such that $\bar{a}_{k+1} \overline{\bar{n}} \bar{b}_{k+1}$. Since $G\left(\bar{a}_{k+1}\right)$ is true, $G\left(\bar{b}_{k+1}\right)$ is true (by definition of $\left.\overline{\bar{n}}\right)$, so $F\left(\bar{b}_{k}\right)$ is true. By symmetry, $F\left(\bar{a}_{k}\right)$ holds if $F\left(\bar{b}_{k}\right)$ holds.

Definition 2.5: For each $n, k \in N$ let $M(n, k)$ be the number of equivalence classes of $\underset{\bar{n}}{ }$ restricted to $\mathrm{s}^{\mathrm{k}}$ 。

Lemma 2.6: Let $n, k \in N$. Then $M(n, k)$ is finite and for each $\bar{a}_{k} \in s^{k}$ there is a formula $F\left(\bar{x}_{k}\right)$ of $q$-depth $n$ such that for all $\bar{b}_{k} \in S^{k}$, $\operatorname{SFF}\left(\bar{b}_{k}\right) \Leftrightarrow \bar{b}_{k}=\overline{\bar{n}}_{k}$ (i.e., $F$ defines the $\overline{\bar{n}}$ equivalence class of $\bar{a}_{k}$ ). Proof (by induction on $n$ ): If $n=0$ and $\bar{a}_{k} \in s^{k}$, we can clearly take $F\left(\bar{x}_{k}\right)$ to be a conjunction of atomic formulas and negations of atomic formulas. Since an argument place of an atomic formula can be occupied by either a formal variable or by $e$, the muber of atomic formulas in which at most $e$, $x_{1}, x_{2}, \ldots, x_{k}$ occur is $\sum_{i=1}^{\ell}(k+1)^{t} i$. So
$M(0, k) \leq 2^{\sum_{i=1}^{\ell}(k+1)^{t} i}$.

Now assume the lemma true for $n$ (and all $k$ ). We shall prove it for $n+1$ (and $k$ ). Let $F_{1}\left(\bar{x}_{k+1}\right), F_{2}\left(\bar{x}_{k+1}\right), \ldots F_{M}(n, k+1)\left(\bar{x}_{k+1}\right)$ be a sequence of formulas of $q$-depth $n$ such that for each $\bar{a}_{k+1} \in S^{k+1}$ there exists an $i$, $1 \leq i \leq M(n, k+1)$, such that $F_{i}$ defines the $\bar{W}^{\mathbf{n}}$ equivalence class of $\bar{a}_{k+1}$.

For each $\bar{c}_{k} \in s^{k}$ define
$W\left(\bar{c}_{k}\right)=\left\{1 \mid 1 \leq 1 \leq M(n, k+1)\right.$ and $\operatorname{Tx}_{k+1} F_{1}\left(\bar{c}_{k}, x_{k+1}\right)$ is true $\}$. We shall show that for $a 11 \bar{b}_{k}, \bar{c}_{k} \in S^{k}, \bar{b}_{k} \overline{\bar{T}}_{1} \bar{c}_{k} \Leftrightarrow W\left(\bar{b}_{\mathbf{k}}\right)=W\left(\bar{c}_{k}\right)$. Thus the formula $F\left(\bar{x}_{k}\right)=$

defines the $n \overline{+} 1$ equivalence class of $\bar{c}_{k}$.
Clearly if $\bar{b}_{k} \overline{\overline{+}+1} \bar{c}_{k}$, then $W\left(\bar{b}_{k}\right)=0 W\left(\bar{c}_{k}\right)$ since each formula $T x_{k+1} F_{i}\left(\bar{x}_{k+1}\right)$ is of q-depth $n+1$. To prove the converse we first prove the following Claim.

Claim: If $W\left(\ddot{b}_{k}\right)=W\left(\bar{c}_{k}\right)$, then for each $c_{k+1} \in S$ there exists some $b_{k+1} \in S$ such that $\bar{c}_{k+1} \equiv \overline{\bar{n}}_{\mathbf{k}+1}$ (and by symmetry, for each $b_{k+1} \in S$ there extsts some $c_{k+1} \in S$ such that $\bar{c}_{k+1} \overline{\bar{n}} \bar{b}_{k+1}$ ).
Proof of claim: Say that $W\left(\bar{b}_{k}\right)=W\left(c_{k}\right)$ and $c_{k+1} \in S$. Let $i, 1 \leq 1 \leq M(n, k+1)$, be such that $F_{i}\left(\bar{x}_{k+1}\right)$ defines the $\overline{\bar{n}}$ equivalence class of $\bar{c}_{k+1} \quad F_{i}\left(c_{k+1}\right)$ is true, so $\operatorname{Tx}_{k+1} F_{i}\left(\bar{c}_{k}, x_{k+1}\right)$ is true, so $i \in W\left(\bar{c}_{k}\right)$. So $i \in W\left(b_{k}\right)$. This means that $\operatorname{Hx}_{k+1} \mathrm{~F}_{1}\left(\bar{b}_{k}, x_{k+1}\right)$ is true, and therefore we can find $b_{k+1}$ such that $F_{1}\left(\bar{b}_{k+1}\right)$ is true. Sinoe $F_{1}$ deftnes the $\overline{\bar{n}}$ equitupence class of $\bar{c}_{k+1}$, we must have $\bar{c}_{k+1} \overline{\mathbf{n}}_{\mathbf{n}+1} \bar{b}_{k}$

By the Claim and Lemma 2.4, $W\left(\bar{b}_{k}\right)=\forall\left(\bar{c}_{k}\right) \quad \bar{b}_{k} \overline{\bar{F}}_{1} \vec{c}_{k}$ Note that the $n \overline{\overline{+}} 1$ equivalence class of $\bar{c}_{k}$ is determined by $W\left(\vec{c}_{k}\right)$ wich is a subset of $\{1,2, \ldots, M(n, k+1)\}$. So $M(n+1, k) \leq 2^{M(n, k+1)}$. This and the bound on $M(0, k)$
imply that $\left.M(n, k) \leq 2^{2^{\circ}}\right\}$ for some constant $c$.

Remark 2.7: There are structures \& such that

(for some constant $\epsilon>0$ ), so $M(n, k)$ is not in general bounded above by an elementary recursive function. For many structures, however, $M(n, k)$ grows considerably more slowly.

Definition 2.8: Let $H: N^{3} \rightarrow N$ be a function which is nondecreasing in each argument. Then $\delta$ is $H$-bounded iff for all $n, k \in N$ and all $F\left(\bar{x}_{k+1}\right)$ of $q$-depth $\leq n$ and all $\bar{a}_{k} \in S^{k}$, if $H_{k+1} F\left(\bar{a}_{k}, x_{k+1}\right)$ is true in 8 then $\left[\operatorname{Hx}_{k+1}<H\left(n, k, \operatorname{Max}_{1}\left\{\left\|a_{k}\right\|\right\}\right)\right] F\left(a_{k}, x_{k+1}\right)$ is true in 8. (We take Max $\phi$ to be 0.)

Remark 2.9: If our norm on $S$ is the identically 0 function and $H: N^{3} \rightarrow N$ is the identically 0 function then clearly $g$ is $H$-bounded. This means that often when we have a theorem which involves the concepts of norm and H-boundedness, we can immediately obtain a simpler theorem which doesn't mention those concepts; sometimes, as is the case with Lemma 2.10, this new result is still interesting.

Lemma 2.10: Let $H: N^{3} \rightarrow N$ be such that $\delta$ is $H$ bounded. Let $n, k \in N$ and let $\bar{a}_{k}, \bar{b}_{k} \in s^{k}$ such that $\bar{a}_{k \sim n} \overline{\overline{+}+1} \bar{b}_{k}$. Then for each $a_{k+1} \in s$ there exists some $b_{k+1} \in S$ such that $\bar{a}_{k+1} \overline{\bar{n}} \bar{b}_{k+1}$ and such that $\left\|b_{k+1}\right\| \leq H\left(n, k, \operatorname{Max}_{1 \leq 1 \leq k}\left\{\left\|b_{i}\right\|\right\}\right)$.
 there is a formula $F\left(\bar{x}_{k+1}\right)$ of $q$-depth $n$ which defines the $\overline{\bar{n}}$ equivalence class of $\bar{a}_{k+1}$. Since $\operatorname{Hx}_{k+1} F\left(\bar{a}_{k}, x_{k+1}\right)$ is true and $\bar{a}_{k} \hat{\overline{\overline{+}}} \overline{\bar{b}}_{k}$, Fx $_{k+1} F\left(\bar{b}_{k}, x_{k+1}\right)$ is true. Since $S$ is $H$-bounded, we can choose $b_{k+1} \in S$ such that $F\left(\bar{b}_{k+1}\right)$ is true and $\left\|b_{k+1}\right\| \leq H\left(n, k, \operatorname{Max}_{1 \leq i \leq k}\left(\left\|b_{i}\right\|\right\}\right)$. But $F\left(\overline{\mathrm{~b}}_{\mathrm{k}+1}\right)$ imp1ies $\overline{\mathrm{b}}_{\mathrm{k}+1}{\overline{\overline{\mathrm{n}}} \overline{\mathrm{a}}_{\mathrm{k}+1} .}$.

Proof of Theorem 2.3: Theorem 2.3 follows immediately from Lemma 2.10 (keeping in mind Remark 2.9) and Lemma 2.4.

H -boundedness of a structure guarantees that quantifiers in a formula ranging over all of S can be replaced by quantifiers ranging over elements of $S$ whose norms are bounded by a function determined by $H$. This is made precise in the following lemma.

Lemma 2.11: Let $H: N^{3} \rightarrow N$ be such that $\mathscr{E}$ is $H$-bounded. Let $n, k \in N$ and let $Q_{1} x_{1} Q_{2} x_{2} \ldots Q_{k} x_{k} F\left(\bar{x}_{k}\right)$ be a sentence of $\mathcal{L}$ with $q$-depth $\leq n+k$, i.e., $q-$ depth $(F) \leq n$. Let $\bar{m}_{k} \in N^{k}$ be a sequence such that $m_{i} \geq H\left(n+k-i, i-1, \operatorname{Max}_{1 \leq j<i}\left(m_{j}\right\}\right)$ for $1 \leq i \leq k$.

Then $Q_{1} x_{1} Q_{2} x_{2} \cdots Q_{k} x_{k} F\left(\bar{x}_{k}\right)$ is true $\Leftrightarrow$ $\left(Q_{1} x_{1} \leqslant m_{1}\right)\left(Q_{2} x_{2} \leqslant m_{2}\right) \ldots\left(Q_{k} x_{k} \leqslant m_{k}\right) F\left(\bar{x}_{k}\right)$ is true.

Proof: Consider the formula $Q_{2} x_{2} Q_{3} x_{3} \ldots Q_{k} x_{k} F\left(\bar{x}_{k}\right)$. Because ${ }^{\text {go }}$ is $H$-bounded, if $m_{1} \geq H(n+k-1,0,0)$ then $Q_{1} x_{1}\left(Q_{2} x_{2} \ldots Q_{k} x_{k} F\left(\bar{x}_{k}\right)\right)$ is equivalent to $\left(Q_{1} x_{1} \leqslant m_{1}\right)\left(Q_{2} x_{2} \cdots Q_{k} x_{k} F\left(\bar{x}_{k}\right)\right)$.

Now for each $a \in S$ such that $\|a\| s m_{1}$, consider the formula $Q_{3} x_{3} Q_{4} x_{4} \ldots Q_{k} x_{k} F\left(a, x_{2}, x_{3}, \ldots, x_{k}\right)$. Because $\mathscr{S}$ is $H$-bounded, if $m_{2} \geq H\left(n+k-2,1, m_{1}\right)$ then $Q_{2} x_{2}\left(Q_{3} x_{3} \ldots Q_{k} x_{k} F\left(a, x_{2}, x_{3}, \ldots, x_{k}\right)\right)$ is equivalent
to $\left(Q_{2} x_{2}<m_{2}\right)\left(Q_{3} x_{3} \ldots Q_{k} x_{k} F\left(a, x_{2}, x_{3}, \ldots, x_{k}\right)\right)$. Hence, $\left(Q_{1} x_{1} \leqslant m_{1}\right) Q_{2} x_{2} \ldots Q_{k} x_{k} F\left(\bar{x}_{k}\right)$ is equivalent to $\left(Q_{1} x_{1} \leqslant m_{1}\right)\left(Q_{2} x_{2} \leqslant m_{2}\right) Q_{3} x_{3} \cdots Q_{k} x_{k} F\left(\bar{x}_{k}\right)$.

By k-2 additional applications of the H-boundedness of 8 , we arrive at Leman 2.11.

We now demonstrate the existence of a general method of proving H-boundedness.

Lenma 2.12: Let $H: N^{3} \rightarrow N$ be a function which is nondecreasing in each argument, and say that for each $n, k \in N$ we have an equivalence relation $E_{n}$ on $S^{k}$ satisfying the following properties:

1) For all $k \in N$ and $a 11 \bar{a}_{k}, \bar{b}_{k} \in s^{k}, \quad \bar{a}_{k} E_{0} \bar{b}_{k}=\bar{a}_{k} \bar{\sigma}^{\bar{D}} \bar{b}_{k}$. and 2) If $n, k \in N$ and $\bar{a}_{k}, \bar{b}_{k} \in s^{k}$ such that $\bar{a}_{k} \sum_{n+1} \bar{b}_{k}$, then for each $a_{k+1} \in S$ there is some $b_{k+1} \in S$ such that $\bar{a}_{k+1} E_{n} \bar{b}_{k+1}$ and such that $\left\|b_{k+1}\right\| \leq H\left(n, k, \operatorname{Max}_{1 \leq i \leq k}\left(\left\|b_{i}\right\|\right\}\right)$.

## THEN

I) For all $n, k \in N$ and $\bar{a}_{k}, \bar{b}_{k} \in S^{k}, \bar{a}_{k} E_{n} \bar{b}_{k} \Rightarrow \bar{a}_{k} \overline{\bar{n}}^{\bar{b}_{k}}$. and II) 8 is H -bounded.

Proof:
Proof of I) by induction on $n$ : I) certainly holds if $n=0$. Assume I) is true for $n$; we will prove it for $n+1$.

Say that $\bar{a}_{k} E_{n+1} \bar{b}_{k}$; we wish to show that $\bar{a}_{k} n \overline{\bar{F}_{+1}} \bar{b}_{k}$. By Lemma 2.4 and the symmetry of $E_{n+1}$, it is sufficient to show that for every a $a_{k+1} \in S$ there is some $b_{k+1} \in S$ such that $\bar{a}_{k+1} \overline{\bar{n}} \bar{b}_{k+1}$. So choose $a_{k+1} \in S$. By 2) there is some $b_{k+1} \in S$ such that $\bar{a}_{k+1} E_{n} \bar{b}_{k+1}$. By the inducti on hypothesis,
$\bar{a}_{k+1} \bar{E}_{\bar{n}} \bar{b}_{k+1}$.
Proof of II): Let $F\left(\bar{x}_{k+1}\right)$ be a formula of $q$-depth $\leq n$ and let $\bar{a}_{k} \in S^{k}$ be such that $W_{k+1} F\left(a_{k}, x_{k+1}\right)$ is true. Let $a_{k+1} \in S$ be such that $F\left(a_{k+1}\right)$ holds. Since $\bar{a}_{k} E_{n+1} \bar{a}_{k}$, condition 2) implies that we can find some $a_{k+1}^{\prime} \in s$ such that $\bar{a}_{k+1} E_{n}\left(\bar{a}_{k}, a_{k+1}^{\prime}\right)$ and ruch that $\left\|a_{k+1}^{\prime}\right\| \leq H\left(n, k, \operatorname{Max}_{1 \leq i \leq k}\left(\left\|a_{i}\right\|\right\}\right)$. But by 1$), \bar{a}_{k+1} E_{n}\left(\bar{a}_{k}, a_{k+1}\right) \Rightarrow$ $\bar{a}_{k+1} \underset{n}{ }\left(\bar{a}_{k}, a_{k+1}^{\prime}\right) \Rightarrow F\left(\bar{a}_{k}, a_{k+1}^{\prime}\right)$ holds. So 8 is $H$-bounded.

By applying Remark 2.9 to Lemma 2.12 we immediately obtain Lemma 2.12'. Lempa 2.12': Say that for each $n, k \in N$ we have an equivalence relation $E_{n}$ on $\mathrm{S}^{\mathrm{k}}$ satisfying the following properties:

1) For all $k \in N$ and $a l l \bar{a}_{k}, \bar{b}_{k} \in S^{k}, \quad \bar{a}_{k} E_{0} \bar{b}_{k} \Rightarrow \bar{a}_{k} \overline{\bar{\sigma}} \bar{b}_{k}$.
and 2) If $n, k \in N$ and $\bar{a}_{k}, \bar{b}_{k} \in S^{k}$ such that $\bar{a}_{k} E_{n+1} \bar{b}_{k}$, then for each $a_{k+1} \in S$ there is some $b_{k+1} \in S$ such that $\bar{a}_{k+1} E_{n} \bar{b}_{k+1}$.

THEN for $a 11 n, k \in N$ and $\bar{a}_{k}, \bar{b}_{k} \in S^{k}, \quad \bar{a}_{k} E_{n} \bar{b}_{k} \Rightarrow \bar{a}_{k} \overline{\bar{n}} \bar{b}_{k}$.

We loosely define an "Ehrenfeucht game (abbreviated E-game) decision procedure" for $\operatorname{TH}(\delta)$ to be one that involves defining relations $E_{n}$ and proving that the conditions of Lemma 2.12 or $2.12^{\prime}$ hold. This will be made clearer in the examples of Section 3 and Chapter 3. In Section 4 of this chapter we present a general discussion of the computational complexity of E-game decision procedures.

Lemma 2.13 shows how H-boundedness implies bounds on the norms of members of the $\overline{\overline{\mathrm{n}}}$ equivalence classes. Lempa 2.13: Let $H: N^{3} \rightarrow N$ be such that $g$ is $H$-bounded. Let $n, k \in N$ and let $\bar{m}_{k} \in N^{k}$ be a sequence such that $m_{i} \geq H\left(n+k-i, i-1, \operatorname{Max}_{1 \leq j<i}\left(m_{j}\right)\right)$ for
$1 \leq i \leq k$. Then for each $\bar{a}_{k} \in S^{k}$ there is some $\bar{b}_{k} \in S^{k}$ such that $\bar{a}_{k} \overline{\bar{n}}^{\bar{b}_{k}}$ and $\left\|b_{i}\right\| s m_{i}$ for $1 \leq i s k$.

Proof: Let $n, k, \bar{m}_{k}$, and $\bar{a}_{k}$ be as in the statement of the lemma. By Lemma 2.6 there is a formula $F\left(\bar{x}_{k}\right)$ of $q$-depth $n$ which defines the $\overline{\bar{n}}$ equivalence class of $\bar{a}_{k}$. Since $F\left(\bar{a}_{k}\right)$ holds, $\mathbb{N x}_{1} \mathbb{N x}_{2} \ldots \mathbb{N x}_{k} F\left(\bar{x}_{k}\right)$ is true.
So by Lemma 2.11, ( $\left.\mathrm{Hx}_{1} \leqslant m_{1}\right)\left(\$ x_{2} \leqslant m_{2}\right) \ldots\left(\mathrm{Hx}_{k} \leqslant m_{k}\right) F\left(\bar{x}_{k}\right)$ is true. This means that for some $\bar{b}_{k} \in S^{k}, F\left(\bar{b}_{k}\right)$ is true and $\left\|b_{i}\right\| \leq m_{i}$ for $1 \leq i \leq k$.

Section 3: An E-Game Decision Procedure for Integer Addition
We now present some applications of Section 2. For the rest of this section let $\&_{1}$ be the language of the firt order predicate calculus with the formal predicates $v_{1}+v_{2}=v_{3}$ and $v_{1} \leq v_{2}$ and the constant symbol 0 (where $v_{1}, v_{2}, v_{3}$ represent formal variables).

Definition 3.0: Let $Z$ be the structure $\langle Z,+, \leq, 0\rangle$ where $Z$ is the set of integers and where + and $\leq$ are the usual integer addition and order. If $a \in z$, define $\| a|=|a|=$ absolute value of $a$.

We will obtain a theoretically efficient decision procedure for $\mathrm{TH}(\mathrm{Z})$ using results of the previous section. Although we will be using an Ehrenfeucht game approach, many of the ideas we shall use come from a quantifier elimination decision procedure for $\mathrm{TH}(Z)$ obtained by Cooper [Coo72] and analyzed from a complexity viewpoint by Oppen [Opp73]. We choose this example because it illustrates our thesis that all known quantifier elimination procedures can be converted to E-game decision procedures without significant loss of time and sometimes with a saving of space. Some of our results about $\mathrm{TH}(\mathrm{Z})$ appeared in preliminary form in Ferrante and Rackoff [FR74].

Although our procedure for $T H(Z)$ has about the same time complexity as Cooper's, it only requires a logarithm of the space used by Cooper's procedure.

Definition 3.1: If $a, b, c \in z$, then $a \approx b \bmod c$ ( $a$ is equivalent to $b$ mod c) if $c$ divides $a-b$. If $A$ is a nonempty finite set of integers, then $1 \mathrm{~cm} A=$ the least positive integer which every non-zero element of

A divides. ${ }^{\dagger}$

Definition 3.2: Let $a, b \in Z$ and let $d \in N^{+}$. Then we write $a=b$ if either 1) $a=b$
2) $a \geq d$ and $b \geq d$
or
3) $\mathrm{a} \leq-\mathrm{d}$ and $\mathrm{b} \leq-\mathrm{d}$.

When we talk about $=$ holding between objects one of which is the d cardinality of a set, we will often omit the vertical lines indicating cardinality. For instance, if $A$ and $B$ are sets, we will write $A=B$ and $A=5$ instead of $|A|=|B|$ and $|A|=5$.

Lemma 3.3: Let $a, b \in Z$ and let $d \in \mathbb{N}^{+}$. Then $a=b \Leftrightarrow$
d
for every $c,-d<c \leq d, a \geq c \Leftrightarrow b \geq c$.

Proof: Left to the reader.

Definition 3.4: Define a sequence of sets of integers $V_{0}, V_{0}^{\prime}, V_{1}, V_{1}^{\prime}, \ldots$ as follows: $V_{0}=\{-2,-1,0,1,2\}$. If $V_{i}$ has been defined, define $v_{i}^{\prime}=\left\{\left.\frac{\delta}{v} \cdot v^{\prime} \right\rvert\, \delta=1 \mathrm{~cm} v_{i} ; v, v^{\prime} \in v_{i} ; v \neq 0\right\}$ and define
$v_{i+1}=v_{i} \cup\left(a+b \mid a, b \in v_{i}^{\prime}\right\}$.

Definition 3.5: Let $n, k \in N$. Then define the equivalence relation $E_{n}$ on $z^{k}$ as follows: Let $\bar{a}_{k}, \bar{b}_{k} \in z^{k}$, let $8=1 \mathrm{~cm} V_{n}$.
$\dagger$ We use this nonstandard notation for equivalence mod $c$ so as not to cause conflict with other notation we use.

Then $\bar{a}_{k} E_{n} \bar{b}_{k}$ iff for every $\bar{v}_{k} \in\left(V_{n}\right)^{k}$ :

1) $\sum_{i=1}^{k} v_{i} a_{i} \approx \sum_{i=1}^{k} v_{i} b_{i} \bmod \delta^{2}$
and
2) $\sum_{i=1}^{k} v_{i} a_{i}=\sum_{\delta}^{k} v_{i=1}^{k} b_{i}$

Lemma 3.6: Let $k \in N$ and let $\bar{a}_{k}, \bar{b}_{k} \in z^{k}$ such that $\bar{a}_{k} E_{0} \bar{b}_{k}$. Then $\bar{a}_{k} \equiv \bar{b}_{0}$.

Proof: Say that $\bar{a}_{k} E_{0} \bar{b}_{k}$. We wish to show that for any quantifier free formula $F\left(\bar{x}_{k}\right), Z+F\left(\bar{a}_{k}\right) \Leftrightarrow Z+F\left(\bar{b}_{k}\right)$. Since every quantifier free formula is a boolean combination of atomic formulas, it is sufficient to assume $F$ is atomic. We need only consider the following cases for $F$ :
$x_{1} \leqslant x_{1}, x_{1} \leqslant x_{2}, x_{1}+x_{1}=x_{1}, x_{1}+x_{2}=x_{1}, x_{1}+x_{1}=x_{2}, x_{1}+x_{2}=x_{3}$.
In these cases, in order to show that $Z+F\left(\bar{a}_{k}\right) \Leftrightarrow Z \vdash F\left(\bar{b}_{k}\right)$, it is necessary to show (respectively) that $0 \leq 0 \Leftrightarrow 0 \leq 0$, $a_{1}-a_{2} \leq 0 \Leftrightarrow b_{1}-b_{2} \leq 0, \quad a_{1}=0 \Leftrightarrow b_{1}=0, \quad a_{2}=0 \Leftrightarrow b_{2}=0$, $2 a_{1}-a_{2}=0 \Leftrightarrow 2 b_{1}-b_{2}=0, a_{1}+a_{2}-a_{3}=0 \Leftrightarrow b_{1}+b_{2}-b_{3}=0$. But since $0,1,-1,2, \in \mathrm{v}_{0}$, all these facts follow from 2) in the definition of $E_{0}$.

Lemma 3.7: For some constant $c,\left|v_{n}\right| \leq 2^{2^{n}}$ and $V_{n}=\left\{-a \mid a \in v_{n}\right\}$ and $\operatorname{Max} V_{n} \leq 2^{2^{2}}$ for all $n \in N$.

Proof: $\quad\left|v_{0}\right|=5$. In general, $\left|v_{i}\right| \leq\left|V_{i}\right|^{2}$ and $\left|v_{i+1}\right| \leq\left|v_{i}\right|+\left|v_{i}\right|^{2} \leq\left|v_{i}\right|^{5}$. So $\left|v_{n}\right| \leq 5^{5^{n}}$.

It is trivial to show that $V_{n}=\left\{-a \mid a \in V_{n}\right\}$.
$\operatorname{Max} V_{0}=2$. In general, $\operatorname{lcm} \nabla_{i} \leq\left(\operatorname{Max} V_{i}\right)\left|\nabla_{i}\right|$. So
$\operatorname{Max} V_{i+1} \leq \operatorname{Max}\left(\operatorname{Max} V_{i}, 2 \cdot \operatorname{Max} V_{i}^{*}\right) \leq 2 \cdot 1 \operatorname{cm} V_{i} \cdot \operatorname{Max} V_{i}$
$\leq 2 \cdot\left(\operatorname{Max} \nabla_{i}\right)^{5^{5}} \cdot \operatorname{Max} \nabla_{i} \leq\left(\operatorname{Max} \nabla_{i}\right)^{6^{1}}$. So Max $\nabla_{n} \leq 2^{\left(6^{6^{n}}\right)^{n}}$.
$\left|v_{n}\right| \leq 2^{2^{c n}}$ and Max $V_{n} \leq 2^{2^{2^{c n}}}$ for sone constant $c$ and all $n \in \mathbb{N}$.

Theorem 3.8: There exists a constant d such that the following ie true: Let $n, k \in N$ and let $\bar{a}_{k}, \bar{b}_{i k} \in z^{k}$ such then $\bar{a}_{k} E_{n+1} \bar{b}_{k}$. Then for each $a_{k+1} \in Z$ there exists some $b_{k+1} \in Z$ such that $\bar{a}_{k+1} I_{n} \bar{b}_{k+1}$ and such that $\left|b_{k+1}\right| \leq\left(1+\operatorname{Max}_{1 \leq i \leq f_{k}}\left\{b_{i}\right\}\right) \cdot 2^{2^{2^{d(n+k)}}}$.

Proof: Say that $\bar{a}_{k} \mathbb{E}_{\mathrm{m}+1} \bar{D}_{k}$ and that $a_{k+1} \in Z_{c}$ let $\delta=1 \mathrm{~mm} V_{n}$ and note that $\delta^{2}=1 \mathrm{~cm} \nabla_{n}^{\prime}$ since $1 \in V_{n}$. Let $T=\left(\sum_{i=1}^{k} \nabla_{i} a_{i}+v \mid v_{i} \in \nabla_{n}^{\prime}\right.$ for $1 \leq i \leq k$ and $\left.|v| \leq \delta^{3}\right\}$ be a nonempty subset of $Z$. There mast exist ether a member of $T$ which is $\leq \delta_{k+1}$ or a member of $T \geq \delta_{k+1}$ (or both); these two cases are symmetrical, so assume without loss of generality that some member of $T$ is $\leq \delta a_{k+1}$. Let $\sum_{i=1}^{k} v_{i} a_{i}+v$ be the largest member of $T$ which is $\leq \delta a_{k+1}$ where $v_{i} \in V_{i}^{\prime}$ for $1 \leq i \leq k$ and $|v| \leq 8^{3}$. Consider the sequence
$\sum_{i=1}^{k} v_{i} a_{i}+v, \sum_{i=1}^{k} v_{i} a_{i}+v+1, \sum_{i=1}^{k} v_{i} a_{i}+v+2, \ldots, \sum_{i=1}^{k} v_{i} a_{i}+v+\delta^{3}$.

If $\delta a_{k+1}$ is not equal to any of them, then $\delta a_{k+1}$ is bigger than all of them and one of them (other than $\sum_{i=1}^{k} v_{i} a_{i}+v$ ) is equivalent to $\delta a_{k+1} \bmod \delta^{3}$. It is therefore the case that for some $u:|u| \leq \delta^{3}$, and $\sum_{i=1}^{k} v_{i} a_{i}+v+u \approx \delta a_{k+1} \bmod \delta^{3}$, and $\sum_{i=1}^{k} v_{i} a_{i}+v s$
$\sum_{i=1}^{k} v_{i} a_{i}+v+u \leq \delta a_{k+1}$, and $u=0 \Leftrightarrow \sum_{i=1}^{k} v_{i} a_{i}+v=\delta a_{k+1}$.
Claim: For every $t \in T, t \leq \sum_{i=1}^{k} v_{i} a_{i}+v+u \Leftrightarrow t \leq \delta a_{k+1}$ and $t \geq \sum_{i=1}^{k} v_{i} a_{i}+v+u \Leftrightarrow t \geq \delta a_{k+1}$.

Proof of claim: If $\sum_{i=1}^{k} v_{i} a_{i}+v+u=\delta a_{k+1}$, then the claim is trivial. So assume $\sum_{i=1}^{k} v_{i} a_{i}+v+u \neq \delta a_{k+1}$. Then $u \neq 0$, and so $\sum_{i=1}^{k} v_{i} a_{i}+v+u$ is strictly between $\sum_{i=1}^{k} v_{i} a_{i}+v$ and $\delta a_{k+1}$. Since $\sum_{i=1}^{k} v_{i} a_{i}+v$ is the largest
member of $T \leq \delta a_{k+1}$, we cannot have any $t \in T$ such that
$\sum_{i=1}^{k} v_{i} a_{i}+v+u \leq t \leq \delta a_{k+1} ;$ hence the claim follows.
Now let $\gamma=1 \mathrm{~cm} V_{n+1}$. Since $0 \in V_{n}, 0 \in V_{n}^{\prime}$. Therefore $V_{n}^{\prime} \subseteq V_{n+1}$. Since $\delta^{2}=1 \mathrm{~cm} V_{n}^{\prime}$ and $V_{n+1} 2\left\{2 e \mid e \in V_{n}^{\prime}\right\}$, we have $2 \delta^{2}$ divides $\gamma$. Since $\bar{a}_{k} E_{n+1} \bar{b}_{k}, \sum_{i=1}^{k} v_{i} a_{i} \approx \sum_{i=1}^{k} v_{i} b_{i} \bmod \gamma^{2}$, and so $\delta a_{k+1} \approx$
$\sum_{i=1}^{k} v_{i} a_{i}+v+u \sum_{i=1}^{k} v_{i} b_{i}+v+u \bmod \delta^{3}$
implying that 8 divides $\sum_{i=1}^{k} v_{i} b_{i}+v+u$, Define
$b_{k+1}=\left(\sum_{i=1}^{k} v_{i} b_{i}+v+u\right) / \delta$. We will show that $\bar{a}_{k+1} E_{n} \bar{b}_{k+1}$.
Let $\bar{w}_{k+1} \in\left(v_{n}\right)^{k+1}$. We want to show that $\sum_{i=1}^{k+1} w_{i} a_{i} \approx \sum_{i=1}^{k+1} w_{i} b_{i} \bmod \delta^{2}$
and that $\sum_{i=1}^{k+1} w_{i} a_{i}=\sum_{i=1}^{k+1} w_{i} b_{i}$. If $w_{k+1}=0$, then these facts follow immediately from the fact that $\bar{a}_{k} E_{n+1} \bar{b}_{k}$ since $\bar{V}_{n} \leq V_{n+1}$ and $\delta^{2}$ divides $\gamma^{2}$. So assume $m_{k+1} \neq 0$.

Since $\bar{a}_{k} E_{n+1} \bar{b}_{k}$, we have $\sum_{i=1}^{k} w_{i} a_{i} \sum_{i=1}^{k} w_{i} b_{i}$ mod $\delta^{2}$. Thane to show $\mathbf{k + 1} \quad \mathbf{k}+1$
that $\sum_{i=1}^{k+1} w_{i} a_{i} \approx \sum_{i=1}^{k+1} w_{i} b_{i}$ mod $\delta^{2}$, it is sufficient to show that
$w_{k+1} a_{k+1} \approx w_{k+1} b_{k+1} \bmod \delta^{2}$. But $w_{k+1} a_{k+1} \approx w_{k+1} b_{k+1} \bmod \delta^{2}$
$\left.\Leftrightarrow \delta a_{k+1} \approx \delta b_{k+1} \bmod \left(\delta / w_{k+1}\right) \delta^{2}\right)$. Hence $\sum_{i=1}^{k+1} w_{i} a_{i=1}^{k+1} w_{i} b_{1} \bmod \delta^{2}$.
Next we will show that $\sum_{i=1}^{k+1} w_{f} a_{i}=\sum_{i=1}^{k+1} w_{i} b_{i}$. Since $V_{n}=\left\{-a \mid a \in V_{n}\right\}$, $\sum_{i=1}^{k+1} w_{i} a_{i}{ }_{\delta}^{2} \sum_{i=1}^{k+1} w_{i} b_{i} \Leftrightarrow \sum_{i=1}^{k+1}-w_{1} a_{i}=\sum_{i=1}^{k+1} w_{i} b_{i}$, we can assure without
loss of generality that $w_{k+1}>0$. By Lena 3.3 it is sufficient to show that $\sum_{i=1}^{k+1} w_{i} a_{i} \geq d \Leftrightarrow \sum_{i=1}^{k+1} w_{i} b_{i}$ for every $d,|d| \leq \delta^{2}$. Therefore fix $d$, $|d| \leq \delta^{2}$.
$\sum_{i=1}^{k+1} w_{i} a_{i} \geq d \Leftrightarrow\left(\sum_{i=1}^{k}\left(\delta / w_{k+1}\right) w_{i} a_{i}\right)+\delta a_{k+1} \geq d\left(\delta / w_{k+1}\right) \Leftrightarrow$
$\delta a_{k+1} \geq\left(\sum_{i=1}^{k}\left(-\delta / w_{k+1}\right) w_{i} a_{i}\right)+d\left(\delta / w_{k+1}\right)$.

$$
\begin{aligned}
& \left(-\delta / w_{k+1}\right) w_{i} \in v_{n}^{\prime} \text { for } 1 \leq i \leq k \text { and }\left|d\left(\delta / w_{k+1}\right)\right| \leq \delta^{3} \text {, so } \\
& \left(\sum_{i=1}^{k}\left(-\delta / w_{k+1}\right) w_{i} a_{i}\right)+d\left(\delta / w_{k+1}\right) \in T \text {. By the above Claim, we can } \\
& \text { continue: } \delta a_{k+1} \geq\left(\sum_{i=1}^{k}\left(-\delta / w_{k+1}\right) w_{i} a_{i}\right)+d\left(\delta / w_{k+1}\right) \Leftrightarrow \\
& \sum_{i=1}^{k} v_{i} a_{i}+v+u \geq\left(\sum_{i=1}^{k}\left(-\delta / w_{k+1}\right) w_{i} a_{i}\right)+d\left(\delta / w_{k+1}\right) \Leftrightarrow \\
& \sum_{i=1}^{k}\left(v_{i}+\left(\delta / w_{k+1}\right) w_{i}\right) a_{i} \geq d\left(\delta / w_{k+1}\right)-v-u_{1} \\
& \left.\left|d\left(\delta / w_{k+1}\right)-v-u\right| \leq 3 \delta^{3} \leq \gamma^{2} \text { (since } 2 \delta^{2} \text { divides } \gamma\right) \text {. }
\end{aligned}
$$

Because $\bar{a}_{k} E_{n+1} \bar{b}_{k}$ we have
$\sum_{i=1}^{k}\left(v_{i}+\left(\delta / w_{k+1}\right) w_{i}\right) a_{i} \geq d\left(\delta / w_{k+1}\right)-v-u \Leftrightarrow$
$\sum_{i=1}^{k}\left(v_{i}+\left(\delta / w_{k+1}\right) w_{i}\right) b_{i} \geq d\left(\delta / w_{k+1}\right)-v-u \Leftrightarrow$

$$
\sum_{i=1}^{k}\left(\delta / w_{k+1}\right) w_{i} b_{i}+\sum_{i=1}^{k} v_{i} b_{i}+v+u \geq d\left(\delta / w_{k+1}\right) \Leftrightarrow
$$

$$
\sum_{i=1}^{k}\left(\delta / w_{k+1}\right) w_{i} b_{i}+\delta b_{k+1} \geq d\left(\delta / w_{k+1}\right) \Leftrightarrow \sum_{i=1}^{k+1} w_{i} b_{i} \geq d
$$

It remains to calculate the size of $b_{k+1}$.

$$
\left|b_{k+1}\right|<\left|\sum_{i=1}^{k} v_{i} b_{i}+v+u\right| \leq k \cdot \operatorname{Max} V_{n+1} \cdot \operatorname{Max}_{1 \leq i \leq k}\left(b_{i}\right)+\delta^{3}+\delta^{3}
$$

$\leq k \cdot \operatorname{Max} V_{n+1} \cdot \operatorname{Max}_{1 \leq i \leq k}\left(b_{i}\right\}+2 \cdot\left(\operatorname{Max}_{\mathrm{n}}\right)\left|\mathrm{V}_{\mathrm{n}}\right| \cdot 3$. Therefore by Lemma 3.7,
we have for some constant $d,\left|b_{k+1}\right| \leq\left(1+\operatorname{Max}_{1 \leq i \leq k}\left(b_{i}\right\}\right) 2^{2^{2}}$.

Corollary 3.9: For some constant d, $Z$ is $H$-bounded where
$H(n, k, m)=(1+m) 2^{2^{2 d(n+k)}}$.

Proof: Immediate from Lemas 2.12, 3.6 and Theorem 3.8.

Theorem 3.10: Let $F$ be the sentence of $\delta_{1}, Q_{1} x_{1} Q_{2} x_{2} \ldots Q_{n} x_{n} G\left(\bar{x}_{n}\right)$ where $G$ is quantifier free. Then for some condtant independent of $n, F$
is equivalent in $Z$ to $\left(Q_{1} x_{1} \leqslant 2^{2^{2 d n+1}}\right)\left(Q_{2} x_{2} \leqslant 2^{2^{2 d n+2}}\right) \ldots\left(Q_{n} x_{n}<2^{2^{2^{d n+n}}}\right) G\left(\bar{x}_{n}\right)$.

Proof: Say that $Z$ is $H$-bounded where $H(n, k, m)=(1+m) 2^{2^{2 d(n+k)}}$. Let $m_{i}=2^{2^{2 d n+1}}$ for $1 \leq 1 \leq n$. Applying Lemma 2.11 to $Z$, we see that
since $m_{1} \geq H\left(n-1,1-1, \operatorname{Max}_{1 \leq j<1}\left(\left|m_{j}\right|\right\}\right)$ for $1 \leq 1 \leq n$, $F$ is equivalent
to $\left(Q_{1} x_{1} \leqslant m_{1}\right)\left(Q_{2} x_{2} \leqslant m_{2}\right) \ldots\left(Q_{n} x_{n} \leqslant m_{n}\right) G\left(\bar{x}_{n}\right)$.

Corollary 3.11: For some constant $c, T H(\langle Z,+, \leq, 0\rangle)$ can be decided within space $2^{2}$.

Proof: By Theorem 1.4.2, given a sentence $F$ of $\mathcal{L}_{1}$, convert it to an equivalent sentence $Q_{1} x_{1} Q_{2} x_{2} \ldots Q_{n} x_{n} G\left(X_{n}\right)$ where $G$ is quentifier free
and of length at most $n \log n$ where $n=|F|$. $F$ is equivalent in $Z$ to
$\left(Q_{1} x_{1}<2^{2^{2} d n+1}\right)\left(Q_{2} x_{2}<2^{2^{2} d n+2}\right) \ldots\left(Q_{n} x_{n}<2^{2^{2 d n+n}}\right) G\left(\bar{x}_{n}\right)$ for some constant d (by Theorem 3.10).

F can be decided in $Z$ by setting aside for quantifier $Q_{i}, 1 \leq i \leq n$, $2^{2^{d n+1}}+2$ tape squares; every integer $\leq 2^{2^{2^{d n+i}} \quad \text { in absolute value }}$ can be written in this space in binary. Then decide $F$ by cycling through each quantifier space appropriately, all the time testing the truth of $G$ on different $n$-tuples of integers. We let the reader convince himself that a Turing machine implementing this outlined procedure need use only $2^{2^{c n}}$ tape squares for some constant $c$.

Theorem 3.12: For some constant $c^{\prime}$, amy nondeterministic Turing machine which recognizes $\mathrm{TH}(\mathrm{Z},+, \leq, 0)$ requires time $2^{2^{c ' n}}$ on some sentence of length $n$, for infinitely many $n \in N$.

See Fischer and Rabin [FiR74] for a proof of Theorem 3.12. Their proof uses the method described in Chapter 1, and hence, for the reasons described in Chapter 1, the upper bound of Corollary 3.11 matches the lower bound of Theorem 3.12 reasonably well.

Definition: Let $R$ be the structure $<R,+, S, 0>$ where $R$ is the set of real numbers and + and $\leq$ are the usual real addition and order. As above, the upper bound for $T H(R)$ in Theorem 3.13 is close to the lower bound of Theorem 3.14.

Theorem 3.13: For some coastant $c$, TH(R) can be decided in space $2^{c n}$.

The proof appears in Ferramte and Rackoff [FR74]. Although part of their proof uses qumbifier elimination, it could be rewritten to follow the E-gane fornast used above without loss of efficiency.

Theorem 3.14: For moma constant $c$, any nondeterministic Turing machine Which recognizes $\mathrm{H}(\mathrm{R})$ reguirea time $2^{c^{\prime} n}$ on some sutence of length n , for infinitely may n.

See Fischar marin [FUR74] for a proaf of Thearen 3.14.

## Section 4: Complexity of E-Game Decision Procedures.

We have mentioned that an E-game procedure for deciding $\mathrm{TH}(8)$ is one which proceeds by defining relations $E_{n}$ and proving that the conditions of Lemma 2.12 or $2.12^{\prime}$ hold. It is then necessary, in order to decide a sentence with n quantifiers, to be able to write down for every $i$ between 0 and $n$ representations of all the $E_{i}$ equivalence classes on $\mathrm{s}^{\mathrm{n}-\mathrm{i}}$; this is what is really going on in Lema 2.11 and the examples of the previous section. Chapters 3 and 4 contain further applications of these ideas.

It is not enough only to be able to write down for every $n, k \in \mathbb{N}$ representations of all the $E_{n}$ equivalence classee $\mathrm{on}^{\mathrm{k}}$, but this is certainly a neceseary part of an E-game decision prooedure. Recalling that the $\mathrm{F}_{\mathrm{n}}$ classes are at least as numerous as the $\underset{\mathrm{n}}{\mathrm{F}}$ classes (because of Leman 2.12), we see that if an E-gane procedure (as we have described them) is to be elementary recursive, it is necessary that $M(n, k)$ be bounded above by an elementary recursive function.

Now the only other method we know about for obtaining elementary recursive decision procedures is elimination of quantifiers, and we have stated above that in all known cases a quantifier elimination procedure can be transformed into an E-game procedure without sacrificing (if it was there in the first place) elementary recursiveness. What this means is that in order for a logical theory to be elementary recursively decidable by known methods, it is necessary for $M(n, k)$ to be bounded above by an elementary recursive function. This raises the following important conjecture.

Conjecture 4.1: If TH(8) has an elemantary recursive deelaion procedure, then $M(n, k)$ is bounded above by an elementary recursive function.

Although Conjecture 4.1 is open, its converse is definitely false.

## Counterexemple to the Converse of coniecture 4.1:

For the purpose of this counterexmple, let be the language of the first order predicate calculus with the famal pradicaten $v_{1}=v_{2}$ and $v_{1} \sim v_{2}\left(v_{1}\right.$ is opalvalent to $\left.v_{2}\right)$ and the constint mybal 0 (although the constant symbol ina't reality neceseary).

For every monempty eet $A$ of positive integers lat $\tilde{A}$ be an equivalence relation on $N$ much that for every pesitive integer i

1) if $i \in A$ then there is exactly one $\tilde{A}$ equivalence class of size 1. and
2) if $i \notin A$ then there are no equivalence classes of size $i$.

Define the structure $\mathcal{S}_{\mathrm{A}}=\langle N,=, \underset{A}{\sim}, 0\rangle$.
For any $i \in \mathbb{N}^{+}$, there is a sentence $F_{i}$ which can be obtained in time polynomial in $i$ which says that there is an equivalence clams of size exactly 1. Therefore, if $\mathrm{TH}\left(\mathrm{I}_{\mathrm{A}}\right)$ can be decided within tithe $\mathrm{g}(\mathrm{n})$, then A can be decided within time $g(p(n))+p(n)$ for some polynomial $p$. Since we can make A arbitrarily hard to decide or arbitrarliy nontecursive, we can make $T H\left(\mathcal{S}_{A}\right)$ arbitrarily hard to decide or arbitrarily notiracursive.

Now let $A$ be a fixed set of positive integers and consider $M(n, k)$
for $g_{A}$; we will show that (no matter what $A$ is) $M(n, k)$ is bounded above by an elementary recursive function, contradicting the converse of Conjecture 4.1.

For each $\bar{a}_{k}, \bar{b}_{k} \in N^{k}$ define $\bar{a}_{k} E_{n} \bar{b}_{k}$ iff for all $1, j$ such that
$1 \leq i, j \leq k$,
I) $a_{i} \widetilde{A}^{0} \Leftrightarrow b_{i} \widetilde{A} 0$, and $a_{i}=0 \Leftrightarrow b_{i}=0$.
II) $a_{i} \underset{A}{\sim} a_{j} \Leftrightarrow b_{i} \underset{A}{ }{\underset{j}{j}}^{f}$, and $a_{i}=a_{j} \Leftrightarrow b_{i}=b_{j}$. and
 Lemma 4.2 using Lemma 2.12'.

Lemma 4.2: $\quad \bar{a}_{k} E_{n} \bar{b}_{k} \Rightarrow \bar{a}_{k} \equiv \overline{\bar{b}}_{k}$.
Since the number of $E_{n}$ equivalence classes on $N^{k}$
is bounded above by am elementary recursive function (of $n$ and $k$ ),
namely $2^{2^{c(n+k)}}, M(n, k)$ for $S_{A}$ is bounded above by the same function.

## Chapter 3: Weak Direct Powers

Section 1: Weak Direct Powers and Ehrenfeucht GameB

Let $\mathcal{L}$ be a lenguage of the firat order predicate calculus with a finite number of predicate eymbols $\underline{R}_{1}, \underline{R}_{2}, \ldots, \underline{R}_{1}$ such that $\underline{R}_{1}$ is a $t_{i}$ place formal predicate for $1 \leq 1 \leq \ell$, and with a cowtent eymbol a.

Definition 1.1: Let $g=\left\langle S, R_{1}, R_{2}, \ldots, R_{i}, e\right\rangle$ be structure for $\mathcal{L}_{0}$ For all a $\in S,||a||$ is the norm of a. The weak direct pener of 8 is the stracture $\mathrm{g}^{*}=\left\langle\mathrm{S}^{*}, R_{1}^{*}, R_{2}^{*}, \ldots, R_{i^{*}}^{*}\right\rangle$ where $S^{*}=\{f: N \rightarrow S \mid f(i) \neq e$ for only finitely many $1 \in N\} ;$ for $1 \leq j \leq \ell$, if $\vec{f}_{t_{j}} \in\left(S^{*}\right)^{t}$, them $\vec{f}_{t_{j}} \in R_{j}^{*}$ iff $\vec{f}_{t_{j}}$ (i) $\in R_{j}$ for all
$i \in N$ (where $\vec{f}_{t_{j}}$ (i) abbreviates $\left(f_{1}(i), f_{2}(i), \ldots, f_{t}\right.$ (i))); $e^{*}(i)=e$ for all $i \in N$.

For a norm on $g^{*}$ we define, for $f \in S^{*}$,
$||f||=\operatorname{Max}(\{i \in N \mid f(i) \neq e\} \cup\{| | f(i)| | \mid i \in N\}) \quad B y f<m$ we will $\operatorname{mean}||f|| \leq m$.

Mostowski [Mos52] and Feferman and Vaught [FV59] both show that TH(8) decidable $\Rightarrow$ IH $\left(8^{*}\right)$ decidable. However, their proofs are such that in every case, the decision procedure for $T H\left(s^{*}\right)$ obtained is not elementary recursive. In this section we will preeent some general theorem which will allow us to derive significantly more efficient decision procedures for

TH ( $\delta^{*}$ ) in many cases, and in particular to obtain a procedure for $T H\left(Z^{*}\right)$ (where $Z$ is the $s t r u c t u r e$ of integer addition defined in Chapter 2) which closely matches the known lower bound. In Chapter 4 we prove even more general theorems which give a condition under which we can conclude $\mathrm{TH}\left(8^{*}\right)$ elementary recursive if $T H(8)$ is elementary recursive. Now let $H: N^{3} \rightarrow N$ be such that $\delta$ is Hmbounded. Let $M(n, k)$ be the function as defined for 8 in Chapter 2, definition 2.2.5.

Definition 1.2: Define the function $\mu: N^{2} \rightarrow N$ by setting $\mu(0, k)=1$ and $\mu(n+1, k)=M(n, k+1) \cdot \mu(n, k+1)$. Hence $\mu(n, k)=\Pi M(n-1, k+i)$. $\mathrm{i}=1$

Definition 1.3: $\operatorname{Define~} H^{*}: N^{3} \rightarrow N$ by $H^{*}(n, k, m)=$ $\operatorname{Max}\{H(n, k, m), m+\mu(n+1, k),\|e\|\}$.

The major theorem of this section will show that $\mathcal{S}^{*}$ is $H^{*}$-bounded.

We now prove a combinatorial leama. $\bar{n}$ is defined in Definition 2.3.2.

Lemina 1.4: Let $N_{1}$ and $N_{2}$ be sets and let $n, m \in N^{+}$such that $N_{1}=N_{2} \cdot L_{2}$ Let $A_{1}, A_{2}, \ldots, A_{n}$ be a sequence of (possibly empty) pairwise disjoint subsets of $N_{1}$ such that $\bigcup_{i=1}^{n} A_{i}=N_{1}$.

Then there exists a sequence $B_{1}, B_{2}, \ldots, B_{n}$ of pairrise disjoint subsets of $N_{2}$ such that $\bigcup_{i=1}^{n} B_{1}=N_{2}$ and such that $A_{1}=B_{i}$ for $1 \leq 1 \leq n$.

Proof: If $\left|\mathrm{N}_{1}\right|=\left|\mathrm{N}_{2}\right|$ then the Lemma is obvious. Assume $\left|\mathrm{N}_{1}\right| \geq \mathrm{n} \cdot \mathrm{m}$ and $\left|N_{2}\right| \geq n \cdot m$. For some $i, 1 \leq i \leq n$, we must have $\left|A_{1}\right| \geq m$, so assume without loss of generality that $\left|A_{1}\right| \geq m$.

Define numbers $p_{2}, p_{3}, \ldots, p_{n} \in N$ by

$$
P_{i}=\left\{\begin{array}{l}
\left|A_{i}\right| \text { if }\left|A_{i}\right|<m \\
m \text { if }\left|A_{i}\right| \geq m
\end{array} \text { for } 2 \leq i \leq n_{0} .\right.
$$

Clearly $\sum_{i=2}^{n} p_{i} \leq(n-1) m=n \cdot m-m$, Since $\left|N_{2}\right| \geq n \cdot m$, there exists
sequence of pairwise disjoint subsets of $N_{2}$, namely $B_{2}, B_{3}, \ldots, B_{n}$, such that $\left|B_{i}\right|=P_{1}$ for $2 \leq 1 \leq n_{0}$ So $A_{i}=B_{i}$ for $2 \leq 1 \leq n$, Let

$$
B_{1}=N_{2}-\bigcup_{i=2}^{n} B_{i} \cdot \quad\left|N_{2}\right| \geq n \cdot m \text { and } \bigcup_{i=2}^{n} B_{i} \leq n \cdot m-m, \text { so }\left|B_{1}\right| \geq m_{0} \text { Since }
$$

$$
\left|A_{1}\right| \geq m, A_{1}=B_{1}
$$

For every $n, k \in N$, define the Ehrenfeucht relation $\overline{\bar{n}}$ on both $S^{k}$ and $\left(S^{*}\right)^{k}$ as in Chapter 2, Definition 2.2.1.

Definition 1.5: Let $n, k \in N$ and $\vec{f}_{k}, \vec{g}_{k} \in\left(S^{*}\right)^{k}$. Then we say $\vec{f}_{k} E_{n} \vec{g}_{k}$ Bf for all $\vec{a}_{k} \in S^{k},\left\{i \in N \mid \vec{f}_{k}(i) \underset{n}{\overline{n_{k}}} \vec{a}_{\mu(n, k)}=\left\{i \in N \mid \vec{g}_{k}(i) \underset{\bar{n}}{ } \vec{a}_{k}\right\}\right.$.

Lemma 1.6: For all $k \in N, \bar{f}_{k}, \bar{g}_{k} \in\left(S^{*}\right)^{k}$, if $\bar{f}_{k} E_{0} \bar{g}_{k}$ then $\bar{f}_{k} \overline{\overline{0}} \bar{g}_{k}$.

Proof: Say that $\bar{f}_{k} E_{0} \bar{g}_{k}$. We wish to show that for every quantifier free formula $F\left(\bar{x}_{k}\right), g^{*}+F\left(\bar{f}_{\mathbf{k}}\right) \Leftrightarrow g^{*}+F\left(\bar{g}_{k}\right)$. It is clearly sufficient to prove this for the case where $F$ is atomic. By symmetry, it is sufficient to show that $F\left(\bar{f}_{k}\right)$ false in $g^{*} \Rightarrow F\left(\bar{g}_{k}\right)$ false in $8^{*}$. Thus assume that $F\left(\bar{f}_{k}\right)$ is false in $g^{*}$. By definition of the relations of $g^{*}$ we can choose $i_{0} \in N$ such that $F\left(\bar{f}_{k}\left(i_{0}\right)\right)$ is false in $\delta$. Since $\bar{f}_{k} E_{0} \bar{g}_{k}$, we have that $\left\{i \in N \mid \bar{f}_{k}(i) \overline{\overline{0}}_{\overline{\mathrm{f}}}^{k}\left(\mathrm{i}_{0}\right)\right\} \underset{\mu(0, k)}{ }=$
$\left\{i \in N \mid \bar{g}_{k}(i) \overline{\overline{0}} \bar{f}_{k}\left(i_{0}\right)\right\}$. Since $\mu(0, k)=1$, we have
$\left|\left\{i \in N \mid \bar{g}_{k}(i) \overline{\overline{0}} \bar{f}_{k}\left(i_{0}\right)\right\}\right| \geq 1$. So let $i_{1} \in N$ be such that
$\bar{g}_{k}\left(i_{1}\right) \overline{\overline{0}}^{\mathbf{f}_{k}}\left(\mathrm{i}_{0}\right)$. By definition of $\overline{\overline{0}}, F\left(\bar{f}_{k}\left(i_{0}\right)\right)$ false in
$g \Rightarrow F\left(\bar{g}_{k}\left(i_{1}\right)\right)$ false in $g$. So $F\left(\bar{g}_{k}\right)$ is false in $g^{*}$.

Lemma 1.7: Let $n, k \in N$ and $\bar{f}_{k}, \overline{\mathrm{~g}}_{\mathrm{k}} \in\left(\mathrm{S}^{*}\right)^{k}$ such that $\bar{f}_{k} \mathrm{E}_{\mathrm{n}+1} \overline{\mathrm{~g}}_{\mathrm{k}}$. Then for each $f_{k+1} \in S^{*}$ there exists some $g_{k+1} \in s^{*}$ such that

1) $\bar{f}_{k+1} E_{n} \bar{g}_{k+1}$
and
2) $\quad\left\|_{g_{k+1}}\right\| \leq H^{*}\left(n, k, \operatorname{Max}_{1 \leq 1 \leq k}\left\{\left\|g_{i}\right\|\right\}\right)$.

Proof: Let $\bar{f}_{k}, \bar{g}_{k} \in\left(S^{*}\right)^{k}$ be such that $\bar{f}_{k} E_{n+1} \bar{g}_{k}$. Let
$m=\operatorname{Max}_{1 \leq 1 \leq k}\left\{\left|\operatorname{g}_{1}\right| \mid\right\}$ and let $f_{k+1} \in S^{*}$. Let ${\underset{b}{k+1}}_{1}^{1}, \overline{\mathrm{~b}}_{k+1}^{2}, \ldots, \vec{b}_{k+1}^{M(n, k+1)}$
be a sequence of representatives of all the $\mathrm{E}_{\mathrm{n}}$ equivalence classes on $S^{k+1}$. Our goal is to find $g_{k+1} \in S^{*}$ mach that if $1 \leq j \leq M(n, k+1)$, then $\left\{i \in N \mid \bar{f}_{k+1}(i) \overline{\bar{n}}^{\bar{b}_{k+1}}\right\}_{\mu(n, k+1)}\left\{i \in N \mid \bar{g}_{k+1}(i){ }_{n} \bar{B}_{k+1}^{j}\right\} ;$ we alec want $\left\|g_{k+1}\right\| \leq H^{*}(n, k, m)$. Instead of defining $g_{k+1}$ sisultaneovely on all of $N$, we will define it separately on various pieces of N.

For each $\bar{a}_{k} \in S^{k}$ define $N_{1}\left(\bar{a}_{k}\right)=\left\{i \in N \mid \bar{f}_{k}(i) \equiv \bar{a}_{k}\right\}$ and
$N_{2}\left(\bar{a}_{k}\right)=\left\{i \in N \mid \bar{g}_{k}(i) \underset{n+1}{\equiv} \bar{a}_{k}\right\}$. We claim it is sufficient to define $\mathrm{g}_{\mathrm{k}+1}$ on each $\mathrm{N}_{2}\left(\bar{a}_{\mathrm{k}}\right)$ such that
I) $\left\{i \in N_{1}\left(\vec{a}_{k}\right) \mid \bar{f}_{k+1}(i) \equiv \bar{b}_{k+1}^{j}\right\}_{\mu(n, k+1)}^{=}\left\{i \in N_{2}\left(\vec{a}_{k}\right) \mid \bar{g}_{k+1}(i) \overline{\bar{n}}_{\bar{b}_{k+1}}^{j}\right\}$
for all $j, 1 \leq j \leq M(n, k+1)$.
II) If $i \in N_{2}\left(\bar{a}_{k}\right)$ and $i>m+\mu(n+1, k)$, then $g_{k+1}(i)=e$.
and
III) If $i \in N_{2}\left(\bar{a}_{k}\right)$ and $i \leq m+\mu(n+1, k)$, then $\left\|g_{k+1}(i)\right\| \leq H(n, k, m)$.

An examination of the definitions of $\mathrm{H}^{*}$ and the norm on $\mathrm{S}^{*}$ will show
that II) and III) together imply $\left\|g_{k+1}\right\| \leq H^{*}(n, k, m)$. Since $\left\{N_{1}\left(\bar{a}_{k}\right) \mid \bar{a}_{k} \in S^{k}\right\}$ and $\left\{N_{2}\left(\bar{a}_{k}\right) \mid \bar{a}_{k} \in s^{k}\right\}$ are each a collection of disjoint sets, it is easy to see from I) and the definition of $\mu(n, k+1)$ that if $1 \leq g \leq M(n, k+1)$ then

1.e., $\left\{1 \in N \mid \bar{f}_{k+1}(1)=\bar{n}_{n}^{j}\right\}_{k+1}=\left\{(n, k+1)\right.$ N $\left.\mid \bar{g}_{k+1}(1) \equiv \bar{n}_{k+1}^{j}\right\}$.

So now let $\bar{a}_{k} \in s^{k}$ be fixed for the rest of this proof. Abbreviate $\mathrm{N}_{1}\left(\bar{a}_{k}\right)$ by $\mathrm{N}_{1}$ and $\mathrm{N}_{2}\left(\bar{a}_{k}\right)$ by $\mathrm{N}_{2}$. Begin by defining $\mathrm{g}_{k+2}(1)=$ if
$i \in N_{2}$ and $i>m+\mu(n+1, k)$; this guarantees II) above. It remains to define $g_{k+1}$ on $N_{3}=\left\{i \in N_{2} \mid i \leq m+\mu(n+1, k)\right\}$.

The definition of $E_{n+1}$ implies that $N_{1}=N_{2(n+1, k)}$ We now
demonstrate that $N_{1}=$ (n+1,k) $N_{3}$ : if $\bar{a}_{k} \equiv e^{k+1}$ then $N_{1}$ is on infinite set, and $\left|N_{3}\right| \geq \mu(n+1, k)$ since $\bar{g}_{k}(1)=e^{k}$ for $m<1 \leq m+\mu(n+1, k)$; if
$\bar{a}_{k+1}{ }^{p} e^{k}$ then $N_{3}=N_{2}\left(\right.$ since $\left.1>m+\mu(n+1, k)=\bar{g}_{k}(1)=e^{k} \Rightarrow 1 \notin N_{2}\right)$.

So $N_{1}{ }_{\mu(n+1, k)} N_{3}$

$$
\text { Define, for } 1 \leq j \leq M(n, k+1), A_{j}=\left\{1 \in N_{1} \mid \bar{f}_{k+1}(1) \bar{n}_{n} \vec{b}_{k+1}\right\}
$$

$A_{1}, A_{2}, \ldots, A_{M(n, k+1)}$ form a sequence of pairwise disjoint sets whose union is $N_{1}$. since $N_{1} \underset{\mu(n+1, k)}{=} N_{3}$ and $\mu(n+1, k)=n(n, k+1) \cdot \mu(n, k+1)$,

Lemma 1.4 tells us there exists a sequence $B_{1}, B_{2}, \ldots, B_{M(n, k+1)}$ of pairwise disjoint subsets of $\mathrm{N}_{3}$ whose union is $\mathrm{N}_{3}$ such that
$A_{j} \underset{\mu(n, k+1)}{ } B_{j}$ if $1 \leq j \leq M(n, k+1)$.
Now let $1 \in N_{3}$; we want to define $g_{k+1}$ on 1 . Let 1 be such that
$i \in B_{j} . \quad$ Since $B_{j} \neq \phi$, we also have $A_{j} \neq \phi$. So let $\mathcal{I}_{0} \in A_{j}$. Since
$i_{0} \in N_{1}$ and $i \in N_{2}$, we have ${\overline{I_{k}}}_{k}\left(i_{0}\right) \underset{n+1}{ } \bar{a}_{n+1} \bar{g}_{k}(i)$. Dy remand 2.2 .10 we can define $g_{k+1}$ (i) such that $\bar{f}_{k+1}\left(i_{0}\right) \overline{\bar{n}}^{g_{k+1}}$ (i) and
$\left\|g_{k+1}(i)\right\| \leq H\left(n, k, \operatorname{Max}\left\{\left\|g_{1}(i)\right\|,\left\|g_{2}(i)\right\|, \ldots,\left\|g_{k}(i)\right\|\right\}\right) \leq H(n, k, m)$.

Clearly III) above holds. Since $i_{0} \in A_{j}, \bar{f}_{k+1}\left(i_{0}\right)=\bar{n}_{k+1}^{j}$. So
$\bar{g}_{k+1}(i) \underset{\mathbf{n}}{\equiv} \bar{b}_{k+1}^{j}$. Thus, we have defined $g_{k+1} \in s^{*}$ so that for
$1 \leq j \leq M(n, k+1)$,

$$
\left\{i \in N_{3} \mid \bar{g}_{k+1}(i) \equiv \bar{b}_{k+1}^{j}\right\}=B_{j} \underset{\mu(n, k+1)}{ } A_{j}=\left\{1 \in N_{i} \mid \bar{f}_{k+1}(i)=\bar{b}_{k+1}^{j}\right\}
$$

To complete the proof of Lemma 1.7, we must show I), i.e.,
$\left\{i \in N_{2} \mid \bar{g}_{k+1}(i) \equiv \bar{b}_{k+1}^{j}\right\} \underset{\mu(n, k+1)}{=} A_{j}$ when $1 \leq j \leq M(n, k+1)$.

So fix $j, 1 \leq j \leq M(n, k+1)$. If

$\left\{i \in N_{2} \mid \bar{g}_{k+1}(i) \overline{\underline{n}}^{\bar{b}_{k+1}^{j}}\right\} \neq\left\{i \in N_{3} \mid \bar{g}_{k+1}(i) \overline{\bar{n}}_{k+1}^{\bar{b}_{k+1}^{j}}\right\}$. since
$N_{3}=\left\{i \in N_{2} \mid i \leq m+\mu(n+1, k)\right\}$, there must exist some $i>m+\mu(n+1, k)$
such that $i \in N_{2}$ (hence $\bar{g}_{k}(i)=\bar{a}_{n+1}$ ) and $\bar{g}_{k+1}(i) \bar{E}_{\mathbf{n}}^{b_{k+1}^{j}}{ }^{j}$. But since
$i>m+\mu(n+1, k)$ implies $\bar{g}_{k+1}(i)=e^{k+1}$, this means that $\bar{a}_{k} n \overline{\overline{+}+1} e^{k}$
and $\bar{b}_{k+1}^{j} \equiv \overline{\bar{n}}^{k+1}$. Hence, both $A_{j}$ and $\left\{i \in N_{2} \mid \bar{g}_{k+1}(i) \equiv \bar{b}_{k+1}^{j}\right\}$ are
infinite, so $\left\{i \in N_{2} \mid \bar{g}_{k+1}(i)=\overline{\bar{b}}_{k+1}^{j}\right\} \underset{\mu(n, k+1)}{=} A_{j}$.

Theorem 1.8: $g^{*}$ is $H^{*}$-bounded. Also, for every $n, k \in N$ and
$\bar{f}_{k}, \bar{g}_{k} \in\left(S^{*}\right)^{k}, \bar{f}_{k} E_{n} \overline{\mathrm{~g}}_{k} \Rightarrow \bar{f}_{k}=\overline{\bar{n}}_{k}$.

Proof: This follows immediately from Lemmas 2.2.12, 1.6, and 1.7.

## Section 2: App1ications

We now preaent some applications of the material in section 1 . Let $\alpha_{1}$ be the language of Chapter 2 .

Let $Z=\langle Z,+, \leq, 0\rangle$ be the structure of Chapter 2 and let $Z^{*}=\left\langle Z^{*},+, \leq, 0^{*}\right\rangle$ be the weak direct power of $Z$. As before, for $a \in z$ let $||a||=|a|$ end, following Definition 1.1 , for $f \in z^{*}$ let $\| f| |=\operatorname{Max}(\{i \in N \mid f(i) \neq 0\} \cup(|f(i)| \mid i \in N\})$.

Lemma 2.1: There exists a constant e such that $2^{*}$ is $(1+m) \cdot 2^{2^{2(n+k)}}$-bounded. Proof: By Corollary 2.3.9, $Z$ is $H$-bounded whare $H(n, k, m)=(1+m) \cdot 2^{2^{2^{d(n+k)}}}$
for some constant d. We now calculate bounds for the function $M(n, k)$ for $Z$. Letting $m_{i}=2^{2^{d(n+k)+i}}$ for $1 \leq i \leq k$, we see that $m_{i} \geq H\left(n+k-i, i-1, \operatorname{Max}_{1 \leq j \leq i}\left(\left|m_{j}\right|\right\}\right)$ for $1 \leqslant 1 \leqslant k$. So by Lemma 2.2.13, for each $\bar{a}_{k} \in z^{k}$ there is some $\bar{b}_{k} \in z^{k}$ such that $\bar{a}_{k} \equiv \overline{\bar{n}}_{k}$ and $\left|b_{i}\right| \leq m_{i}$ for $1 \leq i \leq k$. Hence, since $m_{i} \leq m_{k}$, we certainly have
 for some constant d'.

So for some constant $e, H^{*}(n, k, m)=\operatorname{Max}(H(n, k, m), m+\mu(n+1, k), 01 \leq$ $(1+m) \cdot 2^{2^{2(n+k)}}$.

By Theorem $1.8, Z^{*}$ is $(1+m) \cdot 2^{2^{2}} \quad$-bounded.

Theorem 2.2: Let $F$ be the sentence of $\mathcal{L}_{1}, Q_{1} x_{1} Q_{2} x_{2} \ldots Q_{n} x_{n} G\left(\bar{x}_{n}\right)$ where $G$ is quantifier free. Then for some constant e independent of $n$, $F$ is equivalent in $Z^{*}$ to $\left(Q_{1} x_{1}<2^{2^{2}+1}\right)\left(Q_{2} x_{2}<2^{2^{2 n+2}}\right) \ldots\left(Q_{n} x_{n}<2^{2^{2^{e n+n}}}\right) G\left(\bar{x}_{n}\right)$.

Proof: Theorem 2.2 follows from Leman 2.1 exactly as Theorem 2.3.10 follows from Corollary 2.3.9.

Corollary 2.3: For some constant $c, \mathrm{TH}\left(<\mathrm{z}, \mathrm{t}, \mathrm{S}, 0>^{*}\right)$ can be decided within space $2^{2^{2}}$.

Proof: By Theorem 1.4.2 it is sufficient to consider the sentence $F$ of $\mathcal{L}_{1}$ which in prenex normal form is $Q_{1} x_{1} Q_{2} x_{2} \ldots Q_{n} X_{n} G\left(\bar{x}_{n}\right)$ where $G$ is quantifier free and of length at most $n \log n$.

By Theorem 2.2, $F$ is equivalent to
constant e.
Now if $f \in 2^{*}$ and $f<2^{2^{2}}$, then $f(j)=0$ for $1>2^{2^{2}}$ and
$|f(j)| \leq 2^{2^{2^{e n+i}}}$ for all $j \in N$, so the first $2^{2^{2}}$ en+i successive values
of $f$ can be repremented on a tape with roughly $\left(2^{2^{e n+1}}+2\right) \cdot 2^{2^{2 n+1}}$
tape aquares. So a procedure like the one outlined in Corollary 2.3.11 would decide TH $\left(Z^{*}\right.$ ) in space $2^{2^{2}}$ for some constant $c$.

Definition 2.4: Let $N^{*}$ be the structure $\left\langle N^{*},+, \leqslant, 0^{*}\right\rangle, 1 . e$, the weak direct power of the nonnegative integers (under + and $s$ ).

Remark 2.5: The structure $\left\langle\mathrm{N}^{*},+>\right.$ is isomorphic to the structure $<\mathrm{N}^{+}$, $>$(i.e., the positive integers under maltiplication). So an upper bound on the complexity of $T H\left(N^{*}\right)$ is an upper bound on $T H\left(<N^{+},>\right)$. Corollary 2.6: $T H\left(N^{*}\right)$ can be decided in space $2^{2^{2}}$ for some constant c.

Proof: Since $x \geq 0$ is a fomala of $\delta_{1}$, it is easy to see that $\mathrm{TH}\left(\mathrm{N}^{*}\right) \leq_{\mathrm{pl}} \mathrm{TH}\left(Z^{*}\right)$. So Corollary 2.6 follows from Lemma 1.3.2.

The upper bound of Corollary $\mathbf{~ 2 . 3}$ and Corollary 2.6
matches the lower bound of Theorem 2.7 reasonably well.

Theorem 2.7: (Fischer and Rabin [FiR74]) For some constant $c^{\prime}>0$, any nondeterministic Turing machine which recognizes $\mathrm{TH}\left(\mathrm{Z}^{*}\right)$ (or $\mathrm{TH}\left(\mathrm{N}^{*}\right)$ )
requires time $2^{2^{c^{\prime} n}}$ on some sentence of length $n$, for infinitely many $n$.

Our next goal is to present a decision procedure for the first order theory of finite abelian groups; this theory was originally shown to be decidable (see [Szm55], [ELTT65]) by a less efficient procedure than ours. Our approach will be to show that this theory is $s_{p \ell} T H\left(N^{*}\right)$ and conclude

Theorem 2.8: The first order theory of finite abelian groups can be decided within space $2^{2^{2 n}}$ for some constant $c$.

There is still a significant gap between the upper bound of Theorem 2.8 and the known lower bound of Theorem 2.9.

Theorem 2.9 (Fischer and Rabin [FiR74]): For some constant $c^{\prime}>0$, any nondeterministic Turing machine which recognizes the theory of finite abelian groups requires time $2^{2^{c} n}$ on some sentence of length $n$, for infinitely many $n$.

The language of groups, $\mathcal{\delta}_{2}$, merely contains the formal predicate $v_{1}+v_{2}=v_{3}$. We are interested in deciding which entences of $\mathcal{L}_{2}$ are true of every finite abelian group. Recall that every finite abelian

[^2]group (henceforth abbreviated FAG) is isomorphic to a finite direct product of finite cyclic groups [MB68]. For 1 a positive integer, let $Z_{i}$ denote the cyclic group $\{0,1, \ldots, 1-1\}$ there addition is performed mod i. The basic idea of the mbedding (due to Michael J. Fischer [Fis73]) is to think of every nonsero $f \in N^{*}$ as repreaenting an $F A G, G_{f}$. This is made precise in the following definition.

Definition 2. 10: Let $f \in N^{*}, £ \neq 0^{*}$. Define $\boldsymbol{l}_{\mathrm{f}}=|\{1 \in \mathbb{N} \mid f(1) \neq 0\}|$.

Define $m_{f}:\left\{1,2, \ldots, \ell_{f}\right\} \rightarrow N$ by
$m_{f}(j)=$ the $j^{\text {th }}$ omallest member of $\{i \in \mathbb{N} \mid f(i) \neq 0\}$ for $1 \leq j \leq \ell_{f}$.

Define the FAG $G_{f}=G_{1} X G_{2} X \ldots X G_{\ell_{f}}$ where $G_{j}=Z_{f\left(m_{f}(j)\right)}$ for $1 \leq j \leq \boldsymbol{\ell}_{f}$. Clearly every FAG is isomorphic to $G_{f}$ for some $f \in N^{*}, f \neq 0^{*}$.

Definition 2.11: Let $f, g \in N^{*}, f \notin 0^{*}$, be such that for all $i \in N$
a) $f(i)=0 \Rightarrow g(i)=0$
and
b) $f(i)>0 \Rightarrow 0 \leq g(i)<f(i)$.

Then we say that $g$ represents $<g\left(m_{f}(1)\right), g\left(n_{f}(2)\right), \cdots, g\left(n_{f}\left(\ell_{f}\right)\right)>\in G_{f}$. Clearly for each $f \neq 0^{*}$, every member of $G_{f}$ is cepresented by a unique $g \in N^{*}$.

We now deacribe sone properties defineble in $\boldsymbol{f}_{1}$ by formulas interpreted over $\mathrm{N}^{*}$.

1) $\operatorname{ONE}(x)$. For $f \in N^{*}$, $\operatorname{ONE}(f)$ will hold iff for some
$i \in N, f(i)=1$ and for every $j \neq i, f(j)=0$. $\operatorname{ONE}(x)$ is equivalent to $x \neq 0^{*} \wedge \forall x^{\prime}\left(\left(0^{*} \leq x^{\prime} \wedge x^{\prime} \leq x\right) \rightarrow\left(x^{\prime}=0^{*} \vee x^{\prime}=x\right)\right)$.
2) $\operatorname{ZERO}\left(x_{1}, x_{2}\right)$. For $f_{1}, f_{2} \in N^{*}, \operatorname{ZERO}\left(f_{1}, f_{2}\right)$ will hold iff
$\operatorname{ONE}\left(f_{1}\right)$ and $f_{1}(i)=0 \Rightarrow f_{2}(i)=0 . \operatorname{ZERO}\left(x_{1}, x_{2}\right)$ is equivalent to $\operatorname{ONE}\left(x_{1}\right) \wedge \forall x^{\prime}\left(\left(\operatorname{ONE}\left(x^{\prime}\right) \wedge x^{\prime} \neq x_{1}\right) \rightarrow \sim\left(x^{\prime} \leq x_{2}\right)\right)$.
3) $\operatorname{PICK}\left(x_{1}, x_{2}, x_{3}\right)$. For $f_{1}, f_{2}, f_{3} \in N^{*}, \operatorname{PICK}\left(f_{1}, f_{2}, f_{3}\right)$ will hold iff $\operatorname{ONE}\left(\mathrm{F}_{1}\right)$ and

$$
\left(f_{1}(i)=0 \Rightarrow f_{2}(i)=0\right) \wedge\left(f_{1}(i)=1 \Rightarrow f_{2}(i)=f_{3}(i)\right) .
$$

$\operatorname{PICK}\left(x_{1}, x_{2}, x_{3}\right)$ is equivalent to

$$
\operatorname{ZERO}\left(x_{1}, x_{2}\right) \wedge x_{2} \leq x_{3} \wedge \sim\left(x_{1}+x_{2} \leq x_{3}\right)
$$

4) $\operatorname{MEM}\left(x_{1}, x_{2}\right)$. For $f_{1}, f_{2} \in N^{*}, \operatorname{MEM}\left(f_{1}, f_{2}\right)$ will hold iff $f_{1} \neq 0^{*}$
and $f_{2}$ represents a member of $G_{f_{1}} \cdot \operatorname{MEM}\left(x_{1}, x_{2}\right)$ is equivalent to $x_{1} \neq 0^{*} \wedge x_{2} \leq x_{1} \wedge \forall x \forall x_{1}^{\prime}, \forall x_{2}^{\prime}\left(\left[\operatorname{PICK}\left(x, x_{1}^{\prime}, x_{1}\right) \wedge \operatorname{PICK}\left(x, x_{2}^{\prime}, x_{2}\right)\right] \rightarrow\right.$

$$
\left.\left(x_{1}^{\prime} \neq 0^{*} \rightarrow x_{2}^{\prime} \neq x_{1}^{\prime}\right)\right) .
$$

5) $\operatorname{PLUS}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$. For $f_{1}, f_{2}, f_{3}, f_{4} \in N^{*}, \operatorname{PLUS}\left(f_{1}, f_{2}, f_{3}, f_{4}\right)$ will hold iff $f_{1} \neq 0^{*}$ and $f_{2}, f_{3}, f_{4}$ represent members of $G_{f_{1}}$ and the member
represented by $f_{4}$ is the sum in $G_{1}$ of the members repreanted by $f_{2}$ and $f_{3}$. $\operatorname{PLUS}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ is equivalent to
$\operatorname{MEM}\left(x_{1}, x_{2}\right) \wedge \operatorname{MEM}\left(x_{1}, x_{3}\right) \wedge \operatorname{MEM}\left(x_{1}, x_{4}\right) \wedge \forall x \forall x_{1}^{\prime} V x_{2}^{\prime} V_{3}^{\prime} \forall x_{4}^{\prime}[$
$\left(\operatorname{PICK}\left(x, x_{1}^{\prime}, x_{1}\right) \wedge \operatorname{PICR}\left(x, x_{2}^{\prime}, x_{2}\right) \wedge \operatorname{PICK}\left(x, x_{3}^{\prime}, x_{3}\right) \wedge \operatorname{PICK}\left(x, x_{4}^{\prime}, x_{4}\right)\right) \rightarrow$ $\left.\left(x_{2}^{\prime}+x_{3}^{\prime}=x_{4}^{\prime} \vee x_{2}^{\prime}+x_{3}^{\prime}=x_{4}^{\prime}+x_{1}^{\prime}\right)\right]$.

Proof of Theorem 2.8: Using formulas defining MBM and PLUS and the fact that $f \in \mathbb{N}^{*}$ represents a FAG if and only if $f \neq 0^{*}$, we obtaln a procedure which operates in polynonial time and linear space which taked a seatence $F$ of $\delta_{2}$ to a sentence $F^{\prime}$ of $\mathcal{L}_{1}$, such that $F$ is true of evary FAG $\Leftrightarrow F^{\prime} \in \operatorname{TH}\left(N^{*}\right)$. So $T H(F A G) \leq_{p \ell} T H\left(N^{*}\right)$. Theoren 2.8 tharefore follows from Corollary 2.6 and Lemma 1.3.2.

## Chapter 4: Some General Results about the Complexity of Direct Products

## Section 1: Introduction.

Let $\mathcal{S}, \mathcal{g}$, and $\mathcal{g}^{*}$ be defined as in Chapters 2 and 3, and let $M(n, k)$ be defined for $\delta$ as in Definition 1.2.5.

Theorem 1. 1: If $T H(8)$ is elementary recursive and if $M(n, k)$ is bounded above by an elementary recursive function, then TH( $S^{*}$ ) is elementary recursive.

Theorem 1.1 can be proven by modifying either Hostowsk's or Feferman and Vaught's decision procedure for $T H(8)^{*}$ [Mos52, FV59] but we present a different approach in Section 2 and prove there aquantitative version of Theorem 1.1. In Section 3 we present some similar results for other notions of direct products (besides weak direct powers).

The converse to Theorem 1.1 is false.

## Counterexpmple to the Ccaverge to Theorem 1.1:

Let $\mathcal{E}$ be the language used in the counterexmple to Conjecture 2.4.1. For every nonempty set $A \subseteq N^{+}$define $g_{A}$ as in Chapter 2 to be
$<N,=, \tilde{A^{2}}, 0>$. As in Chapter 2, by varying A we can make $\delta_{A}$ arbitrarily hard to decide. Let $A$ be a fixed set such that $1 \& A$, i.e., there are no $\tilde{A}$ equivalence classes of size 1.

Claim: $8_{A}^{*}$ consists of an infinite collection of infinite equivalence classes.

Proof of Claim: Since 0 Is not in an equivalence class of size 1 , there exists some number, say 1 , such that $1 \sim 0$. Since $A \neq \emptyset$, there exists some finite $\tilde{A}$ class, and hence at least two $\tilde{A}$ classes. So there exists some number, say 2 , such that it is not true that $2 \sim 0$.

Thinking of every member of $\mathrm{N}^{*}$ as an infinite sequence of members of $N$, we see that the stringe $0,0,0, \ldots ; 2,0,0, \ldots ; 2,2,0,0 \ldots ; \ldots$ form an infinite set of pairwise inequivalent members of $\mathrm{N}^{*}$. So $\mathrm{g}_{\mathrm{A}}^{*}$ has an infinite number of equivalence classes.

Let $\gamma, 0,0, \ldots$ be any member of $N^{*}$, where $\gamma$ is a finite sequence of members of $N$. The tringe $\gamma, 1,0,0, \ldots ; \gamma, 1,1,0,0, \ldots ; \ldots$ form an infinite set of elements equivalent to $\gamma, 0,0, \ldots$. So each equivalence class of $\delta_{A}^{*}$ is infinite, proving the claim.

From the above claim, it is not hard to see that a sentence of $\mathcal{L}$ with $n$ quantifiers will be true in $S_{A}^{*}$ iff it is true in a domain of size $n^{2}$ consisting of exactly $n$ equivalence clesses of sise $n$. Therefore, $\operatorname{TH}\left(S_{A}^{*}\right)$ can be decided in polynonial space, even though TH $\left(\mathcal{S}_{A}\right)$ may be arbitrarily difficult to decide.
$\dagger$ and Lemma 2.4.2.

## Section 2: Complexity of Weak Direct Powers.

Our goal in this chapter is to prove Theorem 1.1; actually, we shall prove a quantitative version of Theorem 1.1 , which relates the complexity of $\mathrm{TH}\left(\mathcal{S}^{*}\right)$ to the complexity of $\mathrm{TH}(\mathcal{S})$ and $M(n, k)$.

To begin with, let $\delta=\left\langle S, R_{1}, \ldots, R_{\ell}\right.$, e $>$ be a structure as before and let $\mathcal{L}$ be the corresponding first order language. $\delta$ and $\mathcal{L}$ are fixed for the rest of this chapter. Let $\overline{\overline{\bar{n}}}$ be defined on $S^{k}$ for each $n, k \in N$ as in Chapter 2, Definition 2.2.1. Let $C_{n, k}$ be the set of equivalence classes determined by $\underset{\mathrm{n}}{\mathrm{E}}$ on $\mathrm{s}^{k}$ and let $M(n, k)=\left|C_{n, k}\right|$ as before. For $\bar{a}_{k} \in S^{k}$, let $\left[\bar{a}_{k}\right]_{n}$ be the equivalence class of $\bar{a}_{k}$ determined by $\overline{\bar{n}}$. By Lemma 2.2.6, for every $\bar{a}_{k} \in S^{k}$ there is a formula $F\left(\bar{x}_{k}\right)$ defining $\left[\bar{a}_{k}\right]_{n}$. What we are now interested in is how much time is needed, as a function of $n$ and $k$, to write down all such formalas.

Remark: Here is the motivation behind what we will be doing. Using a decision procedure for $\mathrm{TH}(8)$ we will obtain (efficient) representations of the members of $C_{n, k}$. This will allow us to use results of Chapter 3 to obtain efficient representations of the $\bar{n}$ classes on ( $\left.S^{*}\right)^{k}$. We will then decide the truth of sentences in $s^{*}$ by limiting quantifiers to range over appropriate sets of these representations.

Definition 2. 1: We will define for every $n, k \in N$ a collection of formulas, $F_{n, k}$, such that in every member of $F_{n, k}$ exactly $x_{1}, x_{2}, \ldots, x_{k}$ occur freely. Firstly, for every $k \in N$ define
$\mathcal{S}_{k}=\left\{F\left(\bar{x}_{k}\right) \mid F\right.$ is an atomic formala $\}$; for every $W \subseteq \Theta_{k}$ define $F_{0, k, W}\left(\bar{x}_{k}\right)$ to be the formula $(\underset{F \in W}{\wedge}) \wedge\left(\underset{F \in S_{k}-W}{\wedge}\right)$; define
$F_{0, k}=\left\{F_{0, k, w} \mid \delta+\mathscr{G}_{x_{1}}{ }^{H} x_{2} \ldots \tilde{H}_{k} F_{0, k, W}\left(\bar{x}_{k}\right)\right\}$.

Assuming ${ }^{5}, k+1$ hits been defined such that in every member exactly $x_{1}, x_{2}, \ldots, x_{k+1}$ occur freely, we now define $\pi_{n+1, k}$. For every $W \leq F_{n, k+1}$


Define ${ }^{F}{ }_{n+1, k}=\left(F_{n+1, k, w}\left(\bar{x}_{k}\right)\left|8_{i}+\mathrm{Hx}_{1} \mathrm{Zx}_{2} \ldots \mathrm{Hx}_{k} \mathrm{~F}_{\mathrm{n}+1, k, w}\right|\right.$. clearly exactly $x_{1}, x_{2}, \ldots, x_{k}$ occur freely in each meaber of $s_{n+1, k}$.

Lemna 2.2: Let $n, k \in N$. Then
$\left\{A \subseteq S^{k} \mid\right.$ some member of $\mathscr{F}_{n}, k$ defines $\left.A\right\}=C_{n, k}$. Furthermore, every member of $C_{n, k}$ is defined by a unique member of ${ }^{\boldsymbol{F}} \mathbf{n , k}$.

Proof: Lemm 2.2 follows inmediately from the proof of Lemma 2.6.

We next wish to calculate how long it takes as a function of $n$ and $k$ for a Turing machine to write down the set ${ }^{F}{ }_{n, k}$ on its tape when implementing Definition 2.1. In order for a Turing machine to do this at all it is necessary that $\mathrm{TH}(\$)$ be dacidabla, so for the rest of this section assume that there is some decision procedure for $\mathrm{TH}(8)$ which
$\dagger$ Every $F \in F_{n, k}$ is considered to implicitly contain the annotation
$x_{1}, x_{2}, \ldots, x_{k}$.
operates within time $T_{1}^{\prime}(n)$. In order to simplify the calculations
to follow, instead of working with the function $T_{1}^{\prime}(n)$ we will use instead some nondecreasing function $T_{1}(n) \geq \operatorname{Max}\left(T_{1}^{\prime}(n), 2^{n}\right\}$. It will similarly
make things simpler below if we define the function

$$
T_{2}(n)=\operatorname{Max}(\{M(n-k, k) \mid 0 \leq k \leq n\} \cup\{n\}) \quad \text { The reader may }
$$

note that at many places in the calculations below make gross overestimates. This is because we are ultimately interested in the amount of nesting of exponentials in the complexity of our decision procedures, and our over-estimates do not affect this, whereas they do have the advantage of shortening the expressions we obtain.

We first define $L(n, k)$ to be the length of the longest formula of the form $\mathbf{F}_{\mathbf{n}, \mathrm{k}, \mathrm{W}^{*}}$

To calculate $L(0, k)$, note that ( $2 *$ in the proof of Lemma 2.2.6) $\left|S_{k}\right|=\sum_{i=1}^{\ell}(k+1)^{t_{i}}$ (where $\frac{R}{-1}$ is a $t_{i}$-place relation for $1 \leq i \leq \ell$ ).

As $k$ increases, the length of the longest member of $\mathcal{S}_{k}$ will increase since longer subscripts of formal variables will have to be written; however, for every $k \geq 0$ the length of the longest member of $\mathcal{S}_{k}$ will be $\leq c_{1} \cdot(k+1)$ for some constant $c_{1}$ independent of $k$. Everything of the form $\mathscr{F}_{0, k, W}$ looks like a concatenation of the members of $\mathcal{S}_{k}$, with some additional logical symbols, and is of length $\leq$ twice the Iength of the concatenation of the members of $\mathcal{S}_{k}$. That is,

[^3]$L(0, k) \leq 2 \cdot c_{1} \cdot(k+1) \cdot \sum_{i=1}^{\ell}(k+1)^{t_{i}} \leq(k+2)^{c_{2}}$ for some constant $c_{2}$ independent of $\mathbf{k}$.

Everything of the form $F_{n+1, k, W}$ looks like a concatenation of the members of ${ }_{n, k+1}$, with some additional symbols; for some constant $c_{3}$ they are each of leogth $\leq c_{3^{\circ}}(k+1)$ - the length of the concatenation of the members of ${ }^{7}, k+1^{\circ}$. That is,
$L(n+1, k) \leq c_{3} \cdot(k+1) \cdot L(n, k+1) \cdot\left|\mathcal{F}_{n, k+1}\right| \leq$
$c_{3} \cdot(k+1) \cdot L(n, k+1) \cdot T_{2}(n+k+1)$. since
$L(0, k) \leq(k+2)^{C_{2}}$ and $T_{2}(n+k) \geq n+k$ we can calculate that $L(n, k) \leq\left(\operatorname{Max}\left(T_{2}(n+k), 2\right\}\right) c_{4}(n+1)$ for every $n_{i} k \in N$ and for some constant $c_{4}$.

Now define $T(n, k)$ to be the time wich a Tuxing machine implementing Definition 2.1 takes to write down $F_{n, k}$ on its tape. We first calculate an upper bound on $T(n+1, k)$ in terms of $T(n, k+1)$.

To compute ${ }_{n+1, k}$ we begin by computing ${ }^{5}{ }_{n, k+1}$ within time $T(n, k+1)$. We next write down beside $\mathbb{F}_{n, k+1}$ on the tape the $\operatorname{set}\left\{F_{n+1, k, w} \mid W \subseteq F_{n, k+1}\right\}$ : Then for each $W \subseteq{ }^{F}, k, k+1$ we write down thanentence
$\mathrm{Fx}_{1} \mathrm{Tx}_{2} \ldots \mathrm{~F}_{\mathrm{k}} \mathrm{F}_{\mathrm{n}+1, k, W^{\text {, }} \text { and then use our decision procedure for }}$
$\mathrm{TH}(\delta)$ to decide for each $W \subseteq F_{n, k+1}$ if $\delta \vdash \mathbb{H x}_{1} \mathbb{T x}_{2} \ldots \int_{x_{k}} F_{n+1, k, W}$
We lastly consolidate all the material on the tape (i.e. erasing $F_{n+1, k, W}$ for
 that next to $\mathscr{F}_{n, k+1}$ we have written $\mathscr{F}_{n+1, k}{ }^{\circ}$

For each $W \subseteq F_{n, k+1}$, we know that $x_{1}, x_{2}, \ldots, x_{k}$ occur in $F_{n+1, k, W}$, so that $\left|\overrightarrow{H x_{1} G x_{2}} \ldots \operatorname{Ha}_{k} F_{n+1, k, W}\right| \leq 3 \cdot\left|F_{n+1, k, W}\right| \leq 3 \cdot L(n+1, k)$. The decision procedure for $\mathrm{TH}(\mathbb{S})$ decides whether or not
$\mathcal{S} \vdash \mathrm{Hx}_{1} \mathrm{Hx}_{2} \ldots \mathbb{H} x_{k} F_{n+1, k, W}$ within time and space $T_{1}(3 \cdot L(n+1, k))$;

return the Turing machine head (which started on the leftmost 9 ) to
its original position requires time $\leq 2 T_{1}(3 \cdot L(n+1, k))$. So when
computing ${ }_{n+1, k}$, the total amount of time used in deciding membership
in $T H(S)$ is $\leq 2 T_{1}(3 \cdot L(n+1, k)) \cdot 2^{\left|F_{n}, k+1\right|} \leq 2 T_{1}(3 \cdot L(n+1, k)) \cdot 2^{T(n+k+1)}$.

We lastly calculate how much time is used in computing ${ }^{F}, n+1, k$
which is not used in either computing ${ }_{\mathrm{F}}^{\mathrm{n}, \mathrm{k}+1}$ or in deciding nembership
in TH(8). The total amount of space used in this way is the space on
which $F_{n, k+1}$ is written $p l u s$ the space to write $F_{n+1, k, W}$ for every $W \subseteq \mathscr{F}_{n, k+1}$ plus the space to write $\operatorname{Hx}_{1} \mathbb{T x}_{2} \ldots x_{k} F_{n+1, k, W}$ for every $W \subset \mathscr{F}_{n, k+1} ;$ this is $\leq(L(n, k+1)) \cdot\left|g_{n, k+1}\right|+(L(n+1, k)) \cdot 2_{n_{n, k+1} \mid}^{\mid F_{n}}+$ $(3 \cdot L(n+1, k)) \cdot 2^{\mid \mathcal{F}} n, k+1 \mid \leq 2^{\left|F_{n, k+1}\right|} \cdot 5 \cdot L(n+1, k) \leq 5 \cdot 2^{T_{2}(n+k+1)} \cdot L(n+1, k)$.

The time our Turing machine uses (aside from computing ${ }^{5}, k+1$
or membership in $T H(\mathbb{F})$ ) is spent in having the head go back and
forth in this space dofmg the receseary amount of copying; the reader can verify for hinself that this $18 \leq\left(5 \cdot 2^{T_{2}(n+k+1)} \cdot L(n+1, k)\right)^{c}$ for some constant $c_{5}{ }^{\dagger}$

So the total amourt of the used in compucting ${ }^{7}$ min, w
$=T(n+1, k) \leq T(n, k+1)+2 T_{1}\left(3 \cdot L(n+1, k) L_{2} T_{2}^{(n+k+1)}+\left(5 \cdot 2_{2}^{(n+k+1)} \cdot L(n+1, k)\right)_{5}\right.$

Since $T_{2}(n) \geq n \quad T_{1}(n) \geq 2^{n}$ for all $n \in N$, we con callutate thet for some constant $c_{6}$.

$$
T(n+1, k) \leq T(n, k+1)+\left[T_{1}\left(\left(T_{2}(n+k+2)\right)^{\left.c_{6}^{(n+k+1)}\right)}\right]_{6}^{c_{6}}\right.
$$

It can also be seen that the time needed to write down $\mathcal{S}_{k}$ is polynomial in the apace needed, and therefore $\leq(L(0, k))^{C_{7}}$ for some constant $c_{7}$. Obtaind ${ }_{F} \mathscr{F}_{, k}$ from $\mathcal{S}_{k}$ is certainly quicker than obtaining $\mathscr{F}_{1, k}$ from $_{0, k+1}$, so we have $T(0, k) \leq(L(0, k))^{c_{7}}+\left[T_{1}\left(\left(T_{2}(k+2)\right)^{c_{6}(k+1)}\right)\right]_{6}^{c_{6}}$.

Doing some final calculations we can conelude that

[^4]$T(n, k) \leq\left[T_{1}\left(\left(T_{2}(n+k+2)\right)^{c(n+k+1)}\right)\right]^{c}$ for some constant $c$ and all $\mathrm{n}, \mathrm{k} \in \mathrm{N}$.

Lemma 2.3: For some constant $c$, there is a procedure which given $n$, writes down the sequence $\mathscr{F}_{0, \mathrm{n}},{ }^{F}{ }_{1, \mathrm{n}-1}, \cdots, \mathcal{F}_{\mathrm{n}, 0}$ within time $\left[T_{1}\left(\left(T_{2}(n+2)\right)^{c(n+1)}\right)\right]^{c}$; the length of this sequence 1 s $\leqslant\left(T_{2}(n+2)\right)^{c(n+1)}$.

Proof: When we were calculating above the time to write down ${ }_{n, 0}$, we were calculating as well the time to write down the sequence $\mathscr{F}_{0, \mathrm{n}},{ }^{F_{1, n-1}}, \ldots,{ }^{F}{ }_{\mathrm{n}, 0^{\bullet}}$ The length of the sequence is $\leq(n+1)\left(T_{2}(n)\right) \cdot L(n, 0) \leq\left(T_{2}(n+2)\right)^{c(n+1)}$ for some constant c.

Remark 2.4: Note that every member of $\mathscr{F}_{\mathrm{n}, 0}$ must be a true sentence and hence define the set whose sole member is the empty set. Therefore,

Lemma 2.2 implies that $M(n, 0)=\left|\mathscr{F}_{n, 0}\right|=1$.

Definition 2.5: For every $n, k \in N$, let $F_{n, k}$ be that member of $F_{n, k}$ which defines $\left[e^{k}\right]_{n}$. That is, $F_{n, k}$ is the unique member of $F_{n, k}$ such that $S+F_{n, k}\left(\underline{e}^{k}\right)$ (where $F\left(\underline{e}^{k}\right)$ is the formila (of $\left.\mathbb{N}\right)$ obtained by replacing free occurrences of $x_{i}$ by $\underline{e}$, for $1 \leq i \leq k$. )

Lemma 2.6: For some constant $c$ there is a procedure which given $n$, writes down the sequence

$$
\begin{gathered}
\mathcal{F}_{0, n},{ }_{F}^{F, n-1}, \ldots,{ }_{n, 0}, F_{0, n}, F_{1, n-1}, \ldots, F_{n, 0} \text { within tine } \\
{\left[T_{1}\left(\left(T_{2}(n+2) f^{(n+1)}\right)\right]^{c} ; \text { the length of the sequence } 1 s \leq\left(T_{2}(n+2)\right)^{c(n+1)}\right.}
\end{gathered}
$$

Proof: First compute the sequence $F_{0, n}, F_{1, n-1}, \ldots, F_{n, 0}$ an in Leman 2.3. Then for each $k, 0 \leq k \leq n$, and for each $F \in F_{n-k, k}$, write out the formala $F\left(\underline{e}^{k}\right)$; each of these formulas will be of length $\leq L(n, 0)$ and there are at most $\left(T_{2}(n)\right) \cdot(n+1)$ of them. Then use the decision procedure for $\delta$ to decide each of the sentences $F\left(e^{k}\right)$, and then consolldate the information on the tape.

The time used in deciding each sentence $F\left(e^{k}\right.$ ) (and returaiag the bead) is $\leq 2 T_{1}(L(n, 0))$, oo the total time used in deciding truth of sentences in $g$ is $\leq\left(2 T_{1}(L(n, 0))\right) \cdot\left(T_{2}(n)\right) \cdot(n+1)$.

So the time to write down $F_{0, n},{ }^{5}{ }_{1, n-1}, \ldots, F_{n, 0}$ plus the time used in deciding trath of sentences is $s$

$$
\left[T_{1}\left(\left(T_{2}(n+2)\right)^{c(n+1)}\right) f^{f}+\left(2 T_{1}(L(n ; 0))\right) \cdot\left(T_{2}(n)\right) \cdot(n+1) \text { for } c\right. \text { is in }
$$

Lema 2.3. As in the proof of lemm 2.3, the remataing time used is
polynomial in the apace in which $F_{0, n}, F_{1, n-1}, \ldots, \xi_{n, 0}$ and all the
sentences $F\left(\underline{e}^{k}\right)$ are written, which is $\leq 2\left(T_{2}(n+2)\right)^{c(n+1)}$.
$L(n, 0) \leq\left(T_{2}(n+2)\right)^{c(n+1)}$ and so we calculate that for some other
constant c , the sequence ${ }^{F_{0, n}}, \mathcal{F}_{1, n-1}, \ldots, \mathscr{F}_{n, 0}, F_{0, n}, F_{1, n-1}, \ldots, F_{n, 0}$ can be computed within time $\left[T_{1}\left(\left(T_{2}(n+2)\right)^{c(n+1)}\right)\right]^{c}$ and its length is $\leq\left(T_{2}(n+2)\right)^{c(n+1)}$.

Definition 2.7: For all $n, k \in N$ and every $F \in F_{n, k}$, define $W(F)$ to be the set such that $F=F_{n, k, W(F)}$.

Remark 2.8: If $n, k \in N$ and $F \in \mathcal{F}_{n+1, k}$ and $F^{\prime} \in \mathscr{F}_{n, k+1}$ and $\bar{a}_{k} \in s^{k}$ such that $\mathcal{E}+F\left(\bar{a}_{k}\right)$, then

$$
F^{\prime} \in W(F) \Leftrightarrow \text { for some } a_{k+1} \in S, S \vdash F^{\prime}\left(\bar{a}_{k+1}\right) \text {. }
$$

We are now ready to consider the structure $S^{*}=<S^{*}, R_{1}^{*}, \ldots, R_{\ell}^{*}$, e $>$ as defined in Chapter 3. For each $n, k \in N$ let $\underset{n}{\equiv}$ be defined on $S^{k}$ and on $\left(S^{*}\right)^{k}$ as in Chapter 2 and let $E_{n}$ be defined on $\left(S^{*}\right)^{k}$ as in definition 3.1.5 and let $\mu(n, k)$ be defined as in definition 3.1.2.

Definition 2.9: For each $n, k \in N$, define

$$
\mathscr{F}_{n, k}^{*}=\left\{V: N \rightarrow \mathscr{F}_{n, k} \mid \text { for all but finitely many } i \in N, V(1)=F_{n, k}\right\}
$$

For every $V \in \mathscr{F}_{\mathbf{n}, \mathbf{k}^{*}}^{*}$ define $\|V\|=\operatorname{Min}\left\{i \in \mathbb{N} \mid\right.$ for all $\left.j \geq 1, V(j)=F_{n, k}\right\}$ $=$ the norm of $V$. For every $\bar{f}_{k} \in\left(S^{*}\right)^{k}$, let $v_{n}, \bar{f}_{k}$ be the unique member of $\mathscr{F}_{n, k}^{*}$ such that $\nabla_{n, \bar{f}_{k}}(i)$ defines $\left[\bar{f}_{k}(i)\right]_{n}$ for all $i \in N$.

Remark 2.10: For every $v \in \mathcal{F}_{n, k}^{*}$ there exists some $\bar{f}_{k} \in\left(S^{*}\right)^{k}$ such that $V=V_{n, \bar{f}_{k}}$. Also note that if $k=0$, we have $\left|F_{n, 0}\right|=1$ and so $\left|\mathcal{F}_{\mathrm{n}, 0}^{*}\right|=1$.

Lemma 2.11: Let $n, k \in N$ and $\bar{f}_{k}, \bar{g}_{k} \in\left(S^{*}\right)^{k}$ such that $V_{n,}=V_{n}, \bar{g}_{k}$. Then $\bar{f}_{k} \overline{\bar{n}}_{\overline{\mathrm{g}}}^{\mathrm{k}}$.

Proof: If $V_{n,} \bar{f}_{k}=V_{n, \bar{g}_{k}}$ then for every if $\in,\left[\bar{f}_{k}(i)\right]_{n}=\left[\bar{g}_{k}(i)\right]_{n}$, meaning that $\bar{f}_{k}(i) \overline{\bar{n}}^{\bar{g}_{k}}(i)$. This implies that $\bar{f}_{k} E_{n} \bar{g}_{k}$. By Theorem $3.1 .8, \bar{f}_{k} \overline{\bar{n}} \bar{g}_{k}$.

Definition 2.12: Let $n, k \in N$ and $V \in F_{n, k}^{*}$ and let $F\left(\bar{x}_{k}\right)$ be a formula of $q$-depth $\leq n$. Let $\bar{f}_{k} \in\left(S^{*}\right)^{k}$ be such that $V=V_{n,} \bar{f}_{k}$. Then we say $V \vdash F$ iff $g^{*}+F\left(\bar{f}_{\mathbf{k}}\right)$. By Lemma 2.11, this notation is well defined.

Remark 2.13: If $n \in N$ and $v \in F_{n, 0}^{*}$ and $F$ is a sentence of $q$-depth $\leq n$,
then $V \vdash F \operatorname{iff} \mathrm{~S}^{*} \vdash \mathrm{~F}$.

Definition 2.14: Let $n, k \in N$. Define the map $E X: \mathcal{F}_{n+1, k}^{*} \rightarrow P\left(\mathcal{F}_{n, k+1}^{*}\right)$
(where EX stands for extension and $P(A)$ is the set of subsets of $A$ ) as
follows: If $V \in \mathcal{F}_{n+1, k}^{*}$ and $V^{\prime} \in \mathscr{F}_{n, k+1}^{*}$, then $V^{\prime} \in \operatorname{EX}(V)$ iff
a) for each $i \in N, V^{\prime}(i) \in W(V(i))$.
and
b) $\left\|v^{\prime}\right\| \leq\|v\|+\mu(n+k+1,0)$.

Lemma 2.15: Let $F\left(\bar{x}_{k+1}\right)$ be a formula of $q$-depth $\leq n$ and let
$V \in \mathcal{F}_{n+1, k^{*}}^{*}$ Then $V \vdash \mathbb{T x}_{k+1} F\left(\bar{x}_{k+1}\right)^{\dagger} \Leftrightarrow$ for some $V^{\prime} \in \operatorname{EX}\left(V^{\prime}\right), V^{\prime}+F\left(\bar{x}_{k+1}\right)$.
Proof_of $\in$ :
Say that $V$ is $V_{n+1,} \bar{f}_{k}$ where $\bar{f}_{k} \in\left(S^{\dot{*}}\right)^{k}$, and that $V^{\prime}$ is $V_{n, \bar{g}_{k+1}}$
where $\bar{g}_{k+1} \in\left(S^{*}\right)^{k+1}$ and say that $v_{n, \bar{g}_{k+1}} \in E X\left(V_{n+1}, \bar{f}_{k}\right)$ and $v_{n, \bar{g}_{k+1}}+F\left(\bar{x}_{k+1}\right)$ where $q$-depth $(F) \leq n$.

Let $i \in N$. We have $\nabla_{n+1,} \bar{f}_{k}(i)$ defines $\left[\bar{f}_{k}(i)\right]_{n+1}$ and $\nabla_{n, \bar{g}_{k+1}}$ (i) defines $\left[\bar{g}_{k+1}(i)\right]_{n}$ and $\nabla_{n}, \bar{g}_{k+1}(i) \in W\left(V_{n+1}, \bar{f}_{k}(i)\right)$. By Remark 2.8 we can choose $\bar{f}_{k+1}(i) \in S$ such that $\left[\bar{f}_{k+1}(i)\right]_{n}=\left[\bar{g}_{k+1}(i)\right]_{n}$.

$$
\text { So } v^{\prime}=\dot{v}_{n,}, \bar{f}_{k+1} \text { and } v^{\prime}+F\left(\bar{x}_{k+1}\right) \text {. By Definition } 2.12
$$

$\dagger$ where we assume $\exists x_{k+1} F\left(\bar{x}_{k+1}\right)$ is annotated by $x_{1}, x_{2}, \ldots, x_{k}$.
$g^{*}+F\left(\bar{f}_{k+1}\right)$, and therefore $S^{*}+\mathcal{I x}_{k+1} F\left(\bar{f}_{k}, x_{k+1}\right)$. So
$V_{n+1}, \bar{f}_{k}+\operatorname{Hx}_{k+1} F\left(\bar{x}_{k+1}\right)$.
Proof of $\Rightarrow$ :
Say that $V \in F_{n+1, k}^{*}$ such that $V+\operatorname{Tx}_{k+1} F\left(\bar{x}_{k+1}\right)$ where $q$-depth ( $F$ ) $\leq n$.
For $i \geq\|v\|, V(i)$ defines $\left[e^{k}\right]_{n+1}$. Therefore there exists $\bar{f}_{k} \in\left(S^{*}\right)^{k}$ such that $\bar{f}_{k}(1)=e^{k}$ for $1 \geq\|V\|$ and such that $V(1)$ defines $\left[\bar{f}_{k}(1)\right]_{n+1}$
for $i \in \mathbb{N}$. So $V=V_{n+1}, \bar{f}_{k}$.
Since $8^{*}+\mathrm{Hx}_{k+1} F\left(\bar{f}_{k}, x_{k+1}\right)$, we cen find $f \in s^{*}$ such that
$\mathbf{g}^{*}+F\left(\bar{f}_{k}, f\right) . \bar{f}_{\mathbf{k}} E_{n+1} \bar{f}_{k}$, so the proof of Leman 3.1.7 shows that we can find $f_{k+1} \in s^{*}$ such that $\left(\bar{f}_{k}, f\right) E_{n} \bar{f}_{k+1}$ and such that $f_{k+1}(i)=e$ whenever $i \geq\left\|v_{n+1, \bar{f}_{k}}\right\|+\mu(n+1, k)$. By Leman 3.1.8, $\left(\bar{f}_{k}, f\right) E_{n} \bar{f}_{k+1} \Rightarrow\left(\bar{f}_{\mathbf{k}}, f\right) \underset{n}{ } \bar{f}_{k+1} \Rightarrow s+F\left(\bar{f}_{\mathbf{k}+1}\right)$.

$$
\mathrm{V}_{\mathrm{n}, \overline{\mathrm{f}}_{\mathrm{k}+1}} \text { has norm }
$$

$$
\leq\left\|v_{n+1, \bar{f}_{k}}\right\|+\mu(n+1, k) \leq\left\|v_{n+1}, \bar{f}_{k}\right\|+\mu(n+k+1,0), \text { and }
$$

clearly $v_{n,} \bar{f}_{k+1}+F\left(\bar{x}_{k+1}\right)$. For each $i \in N, \nabla_{n+1}, \bar{f}_{k}(i)$ defines
$\left[\bar{f}_{k}(i)\right]_{n+1}$ and $v_{n,}, \bar{f}_{k+1}$ defines $\left[\bar{f}_{k+1}(i)\right]_{n}$ implying (by Remark 2.8)
that $V_{n, \bar{f}_{k+1}}(i) \in W\left(V_{n+1,} \bar{f}_{k}(i)\right)$. So $V_{n, \bar{f}_{k+1}} \in \operatorname{EX}\left(V_{n+1}, \bar{f}_{k}\right)$.

Lemma 2.16: Let $F$ be the formula $Q_{1} x_{1} Q_{2} x_{2} \ldots Q_{n} x_{n} G\left(\bar{x}_{n}\right)$ where $G$ is quantifier free. Let $\mathrm{V}_{0} \in \mathcal{F}_{\mathrm{n}, 0^{*}}^{*}$ Then

$$
g^{*}+F \Leftrightarrow\left(Q_{1} V_{1} \in \operatorname{EX}\left(V_{0}\right)\right)\left(Q_{2} V_{2} \in \operatorname{EX}\left(V_{1}\right)\right) \ldots\left(Q_{n} V_{n} \in \operatorname{EX}\left(V_{n-1}\right)\right)\left(V_{n}+G\right) .
$$

Proof: $\mathrm{g}^{*}+\mathrm{F} \Leftrightarrow \mathrm{V}_{0}+\mathrm{F}$. By n applications of Lemma 2.15 we have $V_{0}+F \Leftrightarrow\left(Q_{1} V_{1} \in \operatorname{EX}\left(V_{0}\right)\right)\left(V_{1}+Q_{2} x_{2} Q_{3} x_{3} \ldots Q_{n} x_{n} G\left(\bar{x}_{n}\right)\right)$ $\ldots \Leftrightarrow\left(Q_{1} V_{1} \in \operatorname{EX}\left(V_{0}\right)\right) \ldots\left(Q_{n} V_{n} \in \operatorname{EX}\left(V_{n-1}\right)\right)\left(V_{n}+G\left(\bar{x}_{n}\right)\right)$.

Theorem 2.17: Say that $T_{1}: N \rightarrow N$ is such that $T H(S)$ can be decided by some algorithm within time $T_{1}(n)$ and such that $T_{1}(n) \geq 2^{n}$ for all $n \in N$. Say that $T_{2}: N \rightarrow N$ is such that $T_{2}\left(k+k^{\prime}\right) \geq M\left(k, k^{\prime}\right)$ and $T_{2}(k) \geq k$ for all $k, k^{\prime} \in N$. (Assume $T_{1}$ is nondecreasing.) Then there exists an algorithm for deciding $\mathrm{TH}\left(8^{*}\right)$ which operates within time $\left[T_{1}\left(\left(T_{2}(n+2)\right)^{d n}\right)\right]^{d} \quad$ for some constant $d$.

Proof: By Theorem 1.4.2 it is sufficient to consider the sentence $F$ of the form $Q_{1} x_{1} Q_{2} x_{2} \ldots Q_{n} x_{n} G\left(\bar{x}_{n}\right)$ where $G$ is quantifier free and of length at most $\mathrm{n} \log \mathrm{n}$. The decision procedure proceeds in three steps.

Step 1: Compute the sequence

$$
\mathscr{F}_{0, \mathrm{n}}, \mathscr{F}_{1, \mathrm{n}-1}, \ldots, \mathscr{F}_{\mathrm{n}, 0}, \mathrm{~F}_{0, \mathrm{n}}, \mathrm{~F}_{1, \mathrm{n}-1}, \ldots, \mathrm{~F}_{\mathrm{n}, 0^{\circ}} \text { By Lemma } 2.6
$$

this can be done within time $\left.\left[T_{1}\left(T_{2}(n+2)\right)^{c(n+1)}\right)\right]^{c}$ and the length of the sequence is $\leq\left(T_{2}(n+2)^{c(n+1)}\right.$.

Step 2: Compute $\mu(n, 0)$ ( say, in unary).
$\mu(n, 0)=\left|F_{0, n}\right| \cdot\left|F_{1, n-1}\right| \cdot \ldots \cdot\left|F_{n-1,1}\right| \leq\left(T_{2}(n)\right)^{n} \quad$. So $\mu(n, 0)$ can be computed and written down using at most $\left(T_{2}(n)\right)^{n}$ more tape equares than those containing the sequence computed in Step 1.

Step 3: Say that $\mathbb{F}_{\mathrm{n}, 0}^{*}=\left\{\mathrm{V}_{0}\right\}$. We want to decide if
$\left(Q_{1} V_{1} \in \operatorname{EX}\left(V_{0}\right)\right)\left(Q_{2} \nabla_{2} \in\left(V_{1}\right)\right) \ldots\left(Q_{n} V_{n} \in \operatorname{EX}\left(V_{n-1}\right)\right)\left(V_{n}+G\right)$.
To do this we have to have a way of witing down representations of
members of $F_{n-1, i}^{*}$ for $0 \leq 1 \leq n$. Our convention is as follows: if $V \in \mathcal{F}_{j, 1}^{*}$, then $\operatorname{REP}(V)$ is the sequence $\nabla(0), V(1), \ldots, V(\|V\|)$. Now if $V_{0}, V_{1}, \ldots, V_{n}$ is a sequence such that $V_{i+1} \in \operatorname{EX}\left(V_{i}\right)$ for $0 \leq i<n$ (where $\boldsymbol{v}_{0} \in \mathscr{F}_{n, 0}^{*}$ ), then since $\left\|v_{0}\right\|=0$ and $\left\|v_{i+1}\right\| \leq\left\|v_{i}\right\|+\mu(n, 0)$ we see that $\left\|v_{i}\right\| \leq i \cdot \mu(n, 0)$ for $0 \leq i \leq n$. So for each $Q_{i}, 1 \leq i \leq n$, set aside $(L(n, 0)) \cdot(1+i \cdot \mu(n, 0))$ additional tape squares; this is enough space to write down the representation of any member of ${ }^{9}{ }_{n-1,1}^{*}$ of norm $\leq 1 \cdot \mu(n, 0)$ (aince $L(n, 0) \geq L(n-1,1)$ ).

Claim: There exists a procedure which given
$F_{n, 0}, F_{n-1,1}, \ldots, F_{0, n}, F_{n, 0}, F_{n-1,1}, \ldots, F_{0, n}, \gamma, \gamma^{\prime}$ as input, where $\gamma=\operatorname{REP}(V)$ for some $V \in \mathscr{F}_{n-i, i}^{*}, 0 \leq i<n$, determines, using no more space than the input takes up, whether or not $\gamma^{\prime} \in E X(\gamma)$.

Proof of Claim: Say that $\gamma$ is the sequence $\gamma(0), \gamma(1), \ldots, \gamma(J)$
and $\gamma^{\prime}$ is the sequence $\gamma^{\prime}(0), \gamma^{\prime}(1), \ldots \gamma^{\prime}\left(J^{\prime}\right)$ for some $J, J^{\prime} \in N$. We first calculate 1 (say in unary) auch that $\gamma(0)$ has free variables exactly $x_{0}, x_{1}, \ldots, x_{i}$; that is $\gamma=R E P(V)$ for some $V \in \mathcal{F}_{n-i, i}^{*}$.

Assuming $i<n$, in order to ensure that $\gamma^{\prime} \in E X(\gamma)$ we need only check that

1) $\gamma^{\prime}$ is a sequence of members of $\mathcal{F}_{n-i-1, i+1}$, and $J^{\prime} \leq J+\mu(n, 0)$.
2) $\gamma^{\prime}\left(J^{\prime}\right)=F_{n-1-1, i+1}$ and if $J^{\prime}>0$, then $\gamma^{\prime}\left(J^{\prime}-1\right) \neq F_{n-i-1, i+1}$
and
3) for every $j \geq 0$ such that $j \leq J$ and $j \leq J^{\prime}$, we have $\gamma^{\prime}(j) \in W(\gamma(j))$. For every $j$ such that $J<j \leq J^{\prime}$, we have $\gamma^{\prime}(j) \in W(\gamma(J))$.
1), 2), and 3) can be checked using no additional space, and so the Claim is proved.

Now to decide $F$, cycle through each quantifier space appropriately.

That is, use the space wet mide for $Q_{1}$ to cycle through the repramentatives of members of EX $\left(V_{0}\right)$, obtaining different valuas for RHP $\left(V_{1}\right)$, the space set aside for $Q_{2}$ to cycle through the repreaentatives of the members of each $E X\left(V_{1}\right)$, etc. For every partienlar value of $V_{n} \in \mathcal{F}_{0, n}^{*}$ leoked at, we have to decide fren $\left.\operatorname{SEP}_{n}\right)$ if $\nabla_{n}+O\left(\bar{x}_{n}\right)$. It is ouffictuat to be able to tent if $\nabla_{n}+G_{0}\left(\bar{x}_{n}\right)$ for owh atcomic formala $G_{0}\left(\bar{x}{ }_{n}\right)$ cocurring in G. But recall that fer uvery $1 \in \mathbb{N}_{n} V_{n}(1)$ is aluply a conjumethon of


 and $\operatorname{REP}\left(\nabla_{n}\right)$ are written.

The total epace uatd in Steps 2 and 3, including the output of

$$
\text { Step } 1,18 \leq\left(T_{2}(n+2)\right)^{c(n+1)}+\left(T_{2}(n)\right)^{n}+n \cdot(L(n, 0)) \cdot(1+n \cdot \mu(n, 0))
$$

output ofstep 1 Step 2 Step 3
(the $n \log n$ space on which $G$ is written is insignificant). The time
used by Steps 2 and 3 is at most exponential in this bound. Since
$\mu(n, 0) \leq\left(T_{2}(n)\right)^{n}$ and $L(n, 0) \leq\left(T_{2}(n+2)\right)^{c(n+1)}$, we have that the
total time used in all three steps is $\leq\left[T_{1}\left(\left(T_{2}(n+2)\right)^{d n}\right)\right]^{d}$ for some constant $d$ (since the length of a sentence is $>0$ ).

Coro11ary 2.18: Let $s_{1}, s_{2}, c \in N, s_{1} \geq 1$ and $s_{2} \geq 2$, such that $T H(\mathscr{F})$ can be decided within time

all $n, k \in N$.
Then $\operatorname{TH}\left(\Im^{*}\right)$ can be decided within time $2^{2^{\circ}} \sum_{\ll 1}^{c^{\prime} n}$ height $s_{1}+s_{2}$ for
some constant $c^{\prime}$.

Proof: Immediate from Theorem 2.17.

## Section 3: Results about Other Kinds of Direct Products

In this section we state some results about other kinds of direct products, thus giving quantitative versions of some additional theorems of Mostowski and Fefermen and Vaught [Mos52, FV59]. We will not present proofs here, but our results follow from extensions of the leas in Chapter 3 and the preceeding parts of this Chapter.

Definition 3.1: Let $I$ be a nonempty set, and let $\left(g^{(i)} \mid 1 \in I\right)$ be a collection of structures for $\mathcal{L}$, indexed by I; asy that
$g^{(i)}=<S^{(i)}, R_{1}^{(i)}, R_{2}^{(i)}, \ldots, R_{\ell}^{(i)}, e^{(i)}>$ for all $i \in I$. Let
$D=\left\{f: I \rightarrow \bigcup_{i \in I} s^{(i)} \mid f(i) \in S^{(i)}\right.$ for $\left.i \in I\right\}$. For each $f, 1 \leq j \leq \ell$,
define $R_{j} \subseteq D^{t_{j}}$ as follows: if $\bar{f}_{t j} \in D^{t}{ }_{j}$, then $\bar{f}_{t j} \in R_{j}$ iff
$\bar{f}_{t j}(i) \in \Omega_{j}^{(i)} \quad$ for $a l l i \in I$. Define $e \in D$ by $e(i)=e^{(i)}$ for all $i \in I$.
Define the atrons_direct product of the system ( $\left.8^{(1)} \mid i \in I\right)$ by
$\operatorname{STRONG}\left(g^{(i)} \mid i \in I\right)=\left\langle D, R_{1}, R_{2}, \ldots, R_{l}, e\right\rangle$.
Let $D^{\prime} \subseteq D$ be the set $\left\{f \in D \mid\right.$ for all but finitely many $\left.i \in I, f(1)=e^{(1)}\right\}$, and let $R_{j}$ be the relation $R_{j}$ restricted to ( $\left.D^{\prime}\right)^{t_{j}}$
for $1 \leq \mathrm{j} \leq \ell$. Define the yeakdirect_moduct of the system
$\left(g^{(i)} \mid i \in I\right)$ by $\operatorname{WEAK}\left(g^{(i)} \mid i \in I\right)=\left\langle D^{\prime}, R_{1}^{\prime}, R_{2}^{\prime}, \ldots, R_{l}\right.$, e $\rangle$.

If $I$ is finite, then $\operatorname{STRONG}\left(8^{(i)} \mid i \in I\right)=\operatorname{WEAK}\left(8^{(i)} \mid i \in I\right)$.

If we take $I$ to be $N$ and $g^{(1)}=g$ for some fixed structure $\delta$ and all $1 \in N$, then we denote $\operatorname{STRONG}\left(\mathrm{g}^{(1)} \mid \mathrm{i} \in \mathrm{N}\right)$ by $\mathrm{s}^{\omega}$ and call it the stronq direct poxicx of 8 ; $\operatorname{WEAK}\left(\delta^{(i)} \mid i \in N\right)$ is $8^{*}$, the weak direct power of 8 , which was defined earlier. If $P$ is a nonempty collection of structures, then STRONG(P) is the class $\left\{\right.$ STRONG ( $\left.g^{(i)} \mid i \in I\right) \mid I$ is a set and $g^{(i)} \in P$ for $\left.i \in I\right\}$ and WEAK $(P)$ is the class
$\left\{\right.$ WEAK ( $\left.g^{(1)} \mid i \in I\right) \mid I$ is a set and $g^{(1)} \in P$ for $\left.i \in I\right\}$.

Mostowski shows that if $\mathrm{TH}(8)$ is decidable, then $\operatorname{TH}\left(8^{\omega}\right)$ is decidable.

Feferman and Vaught show that
$\operatorname{TH}(\operatorname{STRONG}(P))=\operatorname{TH}\left(\left\{\operatorname{STRONG}\left(\left.g^{(i)}\right|_{i \in I)} \mid \operatorname{Is}\right.\right.\right.$ a finite set and $g^{(i)} \in P$ for $\left.\left.i \in I\right\}\right)$, and if $\operatorname{TH}(P)$ is decidable, then $\operatorname{TH}(S T R O N G(P))$ and $\operatorname{TH}(\operatorname{WEAK}(P)$ ) are decidable. We can prove stronger versions of these theorems.

Theorem 3.1: Let 8 be a structure and let $M(n, k)$ be defined as before (Definition 2.2.5). Say that $\mathrm{T}_{1}: \mathrm{N} \rightarrow \mathrm{N}$ is such that $\mathrm{TH}(8)$ can be decided
by some algorithm within time $T_{1}(n)$ and such that $T_{1}(n) \geq 2^{n}$ for all
$n \in N$. Say that $T_{2}: N \rightarrow N$ is such that $T_{2}\left(k+k^{\prime}\right) \geq M\left(k, k^{\prime}\right)$ and
$T_{2}(k) \geq k \quad$ for all $k, k^{\prime} \in N$. (Assume $T_{1}$ is nondecreasing.)
Then there exists an algorithm for deciding min $\left.\boldsymbol{g}^{( }\right)$which operates
within time $\left[T_{1}\left(\left(T_{2}(n+2)\right)^{d n}\right)\right]^{d}$ for some constant $d$.

Definition 3.2: Ifp is a collection of structures, let
$\operatorname{INFSTRONG}(P)=\left\{\operatorname{STROMG}\left(g^{(i)} \mid i \in I\right) \mid I\right.$ is an infinite set and
$g^{(i)} \in P$ for $\left.i \in I\right\}$.

Let INFWEAK $(P)=\left\{\operatorname{WEAK}^{\left(8^{( }\right.}{ }^{(i)} \mid 1 \in I\right) \mid I$ is an infinite set and
$g^{(i)} \in P$ for $\left.i \in I\right\}$.

Theorem 3.3: Let $P$ be a nonempty collection of structures and for each $S \in P$, let $M_{g}(n, k)$ be defined for $\delta$ as before (Definition 2.2.5). Say that $T_{1}: N \rightarrow N$ is such that $T H(P)$ can be decided by some algorithm within time $T_{1}(n)$ and such that $T_{1}(n) \geq 2^{n}$ for all $n \in N$. Say that $T_{2}: N \rightarrow N$ is such that $T_{2}\left(k+k^{\prime}\right) \geq M_{g}\left(k, k^{\prime}\right)$ and $T_{2}(k) \geq k \quad$ for all $k, k^{\prime} \in N$ and all $s \in P$. (Assume $T_{1}$ is nondecreasing.)
$\operatorname{TH}(\operatorname{INFSTRONG}(P)), \operatorname{TH}(W E A K(F))$, and $\operatorname{TH}($ INFWEAK $(P))$ which operate within time $\left[T_{1}\left(2^{\left(T_{2}(n+2)\right)^{d}}\right)\right]^{d} \quad$ for some constant $d$.

It is important to note that in Theorems 2.17, 3.1 and 3.3, the decision procedure that is produced is obtained effectively from the one that is given. For instance, in Theorem 3.3 TH(STRONG(P)) is completely determined by TH(P).

Now let $P$ be the collection of finite cyclic group structures. Since every finite abelian group is isomorphic to a finite direct product of finite cyclic groups, the first order theory of finite abelian groups is the same 28 TH(STRONG( $P$ )). TH( $P$ ) is decidable, and we could have used the technique involved in proving Theorem 3.3 to prove Theorem 3.2.8. Every finitely generated abelian group is isomorphic to a finite direct product of cyclic groups [MB68]. So if $P$ ' is the collection of cyclic group structures, then $\operatorname{TH}\left(S_{T R O N G}\left({ }^{1}\right)\right)$ is the first order theory of finitely generated abelian groups. But using results of [Szm55] it can be shown that $T H(P)=T H\left(P^{\prime}\right)$, and so by Theorem 3.2 .8 we see that $T H\left(S T R O N G\left(P^{\prime}\right)\right)$ can also be decided within space $2^{2^{2^{e n}}}$ for some constant $c$.

## Chapter 5: A Lomer Bound on the Theories of Pairing Functions

## Section 1: Introduction

A pairing function is defined to be a one-one map $\rho: N \times \mathbb{N} \rightarrow \mathbb{N}$.

The language $\mathcal{L}$ we shall use to talk about pairing functions in this chapter is the usual language of the first order predicate calculus with the formal relation $\rho\left(v_{1}, v_{2}\right)=v_{3}$. If $\rho: N \times N \rightarrow N$ is a particular pairing function, then we can interpret forturat and senterices of $\mathcal{L}$ in the structure< $N, \rho>$ In the obvioue way; by a pastrueture we shall mean a pait $<N, \rho>$ where $\rho \mathrm{If}$ a palring funcelon. Let $\rho$ be the collection of alt e-structures. Note that although equality is not a formal predicate of w, we can define equality in $P$ by writing $\forall x\left(\rho\left(v_{1}, v_{1}\right)=x \leftrightarrow \rho\left(v_{2}, v_{2}\right)=x\right)$, which we will henceforth abbreviate as $v_{1}=v_{2}$ (where $v_{1}$ and $v_{2}$ represent formal variables). In [Ten74] Richard Temney refers to some unpublished results of Hanf and Morley which show that TH(P) is undecidable. We will present our own proof of this in Section 2. Tenney also proves that the theories of a large class of pairing functions, including the most comon examples, are in fact decidable; however, none of the decision procedures for p-gtructures that he arrives at are elementary recursive. ${ }^{\dagger}$

[^5]The major result of this chapter will be that this is an intrinsic difficulty of pairing functions. We shall show that no nonempty collection of P -structures (and hence no single P-structure) has an elementary recursive theory.
Definition 1.1: Define $f: N \rightarrow N$ by $f(1)=2^{2^{\circ}}$ \{height $i$. That is, $f(0)=1$ and $f(i+1)=2^{f(i)}$ for $i \geq 0$.

Theorem 1.2: Let $C$ be a nonempty collection of $P$-structures. Then $\operatorname{NTIME}(f(n)) \leq p \ell^{T H}(C)$.

Theorem 1.2 will be proved in Sections 3 and 4. Using the methods described in Chapter 1 for proving lower boumds, Theorem 1.2 yields the following corollary.

Corollary 1.3: For some constant $c>0$, the following is true: Let $C$ be a nonempty collection of P-structures and let 9 be a nondeterministic Turing machine which recognizes TH(C). Then for infinitely many $n$, there is a sentence in $T H(C)$ which $\mathbb{H}$ takes at least $f(c n)$ steps to accept.

We have remarked that Tenney shows that many pairing functions have decidable theories; in fact, some of the decision procedures that he presents run within time $f\left(c^{\prime} n\right)$ for some constant $c^{\prime}$. So the lower bound of Corollary 1.3 is achievable (except for the value of $c$ ).

We conclude this section with some simple generalizations of Corollary 1.3.

Definition 1.4: Let $n$ be an integer $>2$. Then an n-ling function is a one-one map $p: N^{n} \rightarrow N . \varepsilon_{n}$, the language for $n-11 n g$ functions, is the language of the first order predicate calculus with the formal predicate $\rho\left(v_{1}, v_{2}, \ldots, v_{n}\right)=v_{n+2}$. An n-structure is a pair $<N, \rho>$ where $\rho$ is an $n-1 i n g$ function.

Corollary 1.5: Let $n>2$ and let $C$ be monempty collection of n-structures. Then TH(C) has no elementary recuraive decision procedure.

Proof: Assume for conveatence that $n=3$; the other cases are handied similarly. If $p$ ia $=3$-1ing function and $a \in N$, define the pairing function $\rho_{a}$ by $\rho_{a}\left(a_{1}, a_{2}\right)=\rho\left(a_{1} a_{1}, a_{2}\right)$. If $F$ is a sentence of $\mathcal{L}$ (the language of pairing functions) and $x$ is a variable not occurring in $F$, define $F^{\prime}(x)$ to be the formala of $\mathcal{X}_{3}$ obtained by replacing every atomic formula of $F$ of the form $\rho\left(v_{1}, v_{2}\right)=v_{3}$ by $\rho\left(x, v_{1}, v_{2}\right)=v_{3}$. It is easy to see that for any 3-structure $\langle\mathbb{N}, \phi>\operatorname{man}$ any $\in \mathbb{N}$,
$\left.\langle\mathrm{N}, \mathrm{\rho}\rangle+\mathrm{F}^{\prime}(\mathrm{a}) \Leftrightarrow \mathrm{N}, \mathrm{P}_{\mathrm{a}}\right\rangle+\mathrm{F}$.
Now let $C^{\prime}$ be a nonempty collection of 3-structures and define $C=\left\{\left\langle N, \rho_{a}\right\rangle \mid\langle N, \rho\rangle \in C^{\prime}\right.$ and $\left.a \in N\right] ; C$ is a nonempty collection of P -structures. Let F be a sentence of $\boldsymbol{N}$. Then $\mathrm{C} F \mathrm{~F} \Leftrightarrow$ for every $<N, \rho>\in C^{\prime}$ and $a \in N,<N, \rho_{a}>F F \Leftrightarrow$ for every $<N, \rho>\in C^{\prime}$ and
$a \in N,\langle N, \rho\rangle \vdash F^{\prime}(a) \Leftrightarrow C^{\prime} \vdash \forall x F^{\prime}(x)$. An elementary recursive decision procedure for $\mathrm{TH}\left(\mathrm{C}^{\prime}\right)$ would therefore yield an elementary recursive procedure for $\mathrm{TH}(\mathrm{C})$, contradicting Corollary 1.3.

## Section 2: Some Undecidebility Results

Our goal in this section is to prove that the set of sentences true of all P-structures is not recursive, and that some individual P-structures aleo bave undecidable theories. Theae proofs are due to the author, Jeanne Ferrante, and Robert Hoseley.

Definition 2.1: Let $\mathrm{F}_{\mathrm{REI}}\left(\mathrm{X}_{1}, \mathrm{x}_{2}\right)$ be the formala

$$
\pi x_{3} \mathbb{H x}\left(\rho\left(x_{1} ; x_{2}\right)=x_{3} \wedge \rho\left(x_{3}, x_{4}\right)=x_{4}\right) .
$$

If $\mathcal{S}=\langle N, p\rangle$ is a Peatructure, define
$\operatorname{REL}(\delta)=\left\{\left(a_{1}, a_{2}\right) \in N^{2} \mid \delta+F_{R E L}\left(a_{1}, a_{2}\right)\right\}$.

Let $N_{e} \subseteq N$ be the set of even, nomnegative integers.

Lemma 2.2: Let $R \subseteq N_{e} \times N_{e}$. Then for some pairing function $p$, $\operatorname{REL}(\langle N, p\rangle)=R$; furthermore, we can choose $\rho$ to be onto as well as one-one.

Proof: Let $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right), \ldots$ be an enumeration of $N^{2}$ such that each pair occurs exactly once and such that $b_{i} \neq 2 i$ for each $i \in N^{+}$. (For instance, we can choose an enumeration $(0,0),(0,1),(1,0),(0,2),(1,1), \ldots$ where the numbers grow sufficiently slowly to ensure that $b_{i} \neq 2 i$.) We will now define the sequence $\rho\left(a_{1}, b_{1}\right), \rho\left(a_{2}, b_{2}\right), \ldots$.

Let $n \in \mathbb{N}^{+}$and assume that $\rho\left(a_{i}, b_{i}\right)$ has been defined for $0<1<n$; we now define $\rho\left(a_{n}, b_{n}\right)$.

Case 1: $\left(a_{n}, b_{n}\right) \in R$. Define $\rho\left(a_{n}, b_{n}\right)=2 n$.

Case 2: $b_{n}=2 i+1$ and $a_{n}=2 i$ and $\left(a_{i}, b_{i}\right) \in$ R. Define $\rho\left(a_{n}, b_{n}\right)=b_{n}$.

Case 3: Otherwise. Let $m$ be the least member of $N$ such that
a) $m$ is not equal to either $2 i$ or $2 i+1$ for any $i$ such that $\left(a_{i}, b_{i}\right) \in R$.
b) $m \notin\left(\rho\left(a_{i}, b_{i}\right) \mid i<n\right\}$
and
c) $m \neq b_{n}$.

Then define $\rho\left(a_{n}, b_{n}\right)=m$.

We first show that $\rho$ is one-one. Say that $\rho\left(a_{j}, b_{j}\right)=\rho\left(a_{k}, b_{k}\right)=J$.

If $J=2 i$ where $\left(a_{i}, b_{i}\right) \in R$, then both $\rho\left(a_{j}, b_{j}\right)$ and $\rho\left(a_{k}, b_{k}\right)$ must have been define via Case 1 , so $j=k=i$. If $J=2 i+1$ where $\left(a_{i}, b_{i}\right) \in R$, then both $\rho\left(a_{j}, b_{j}\right)$ and $\rho\left(a_{k}, b_{k}\right)$ must have been defined via Case 2 , so $b_{j}=b_{k}=2 i+1$ and $a_{j}=a_{k}=2 i$. If we do not have either $J=2 i$ or $J=2 i+1$ where $\left(a_{i}, b_{i}\right) \in R$, then both $\rho\left(a_{j}, b_{j}\right)$ and $\rho\left(a_{k}, b_{k}\right)$ must have been defined via Case 3 ; by Case 3 b ), we must have $\mathbf{j}=\mathrm{k}$. So $\rho$ is one-one.

We will now show that $\rho$ is onto. Let m $\in \mathbb{N}$. Assume that $\rho$ is not defined to take on the value $m$ via eithar Case 1 or Case 2 . Then we do not have $m=2 i$ or $m=2 i+1$ where $\left(a_{i} ; b_{i}\right) \in R$. Let $S=\left\{(a, b) \in \mathbb{N}^{2} \mid b \in N_{e}\right.$ and $a \in N_{e}$ and $\left.b \neq m\right\}$. $\rho$ cannot have been defined on any membur of $S$ via Case 1 or Case 2 , so $\rho$ must have been defined on every member of $S$ via Case 3. Since $S$ is infinite, $\{(a, b) \mid \rho$ is defined on $(a, b)$ via case 3 and $b \neq m\}$ is infinite. So $\rho$ eventually taken on the value via case 3, and hance $\rho$ ia onto. It remains to show that $\operatorname{REL}(\langle N, \rho\rangle)=R$. Say that $\left(a_{i}, b_{i}\right) \in R$. By Case 1, $\rho\left(a_{i}, b_{i}\right)=2 i$, and by Case 2 (since Case 1 doesn't apply to $(2 i, 2 i+1), \rho(2 i, 2 i+1)=2 i+1$ and hence $\left(a_{i}, b_{i}\right) \in \operatorname{REL}(<N, p>)$. Say that $\left(a_{i}, b_{i}\right) \in \operatorname{REL}(\langle N, p\rangle)$. Then for some $c \in N$ and some $j \in N^{+}$ we have $\left(\rho\left(a_{1}, b_{i}\right), c\right)=\left(a_{j}, c_{j}\right)$ and $\rho\left(a_{j}, c_{j}\right)=c_{j}$. Since we can't have $c_{j}=2 j, \rho$ camnot have been defined on ( $a_{j}, c_{j}$ ) via Case 1 , and looking at Case $3 c$ ), we see that $p$ cannot have been defined on ( $a_{j}, c_{j}$ ) via Case 3. So $\rho$ was defined on $\left(a_{j}, c_{j}\right)$ via Case 2. This means that $c_{j}=a_{j}+1$ and $a_{j}=2 k$ where $\left(a_{k}, b_{k}\right) \in R$; that $1 s, \rho\left(a_{i}, b_{i}\right)=2 k$ and $\left(a_{k}, b_{k}\right) \in$ R. $\rho\left(a_{i}, b_{i}\right)$ cannot therefore have been defined via Cases 2 or 3, and therefore we have that $i=k$ and $\rho\left(a_{i}, b_{i}\right) \in R$.

Definition 2.3: Let $\mathcal{L}_{1}$ be the language of the first order predicate
calculus with only a 2-place formal predicate REL. Define the class of structures for $\mathcal{L}_{1}, C=\left\{\langle D, R\rangle \mid R \subseteq D^{2}\right.$ and $D=$ domain $\left.R\right\}$ (where domain $R$ for a 2-place relation $R$ means $(a \mid$ for some $b,(a, b) \in R$ or $(b, a) \in R\})$.

Lemma 2.4: (Kalmar [cf. Ch56]). TH(C) is undecidable. ${ }^{\dagger}$

Theorem 2.5: a) $\mathrm{TH}(P)$ is undecidable.
b) There exist particular p-structures with undecidable theories.

Proof: If $F$ is a sentence of $\mathcal{L}_{1}$, let $F^{\prime}$ be the sentence of $\mathcal{L}$ obtained in the following way:

1) For every quantification $Q v$ in $F$, change it into a quantification over the values of $v$ which satisfy $G x_{1} \mathbb{I X} x_{2}\left(F_{R E L}\left(x_{1}, x_{2}\right) \wedge\left(v=x_{1} \vee v=x_{2}\right)\right)$. and
2) Replace each atomic formula of $F$ of the form $\operatorname{REL}\left(v_{1}, v_{2}\right)$ by $\mathbb{T} \mathrm{x}_{1} \mathbb{H x}_{2}\left(\mathrm{~F}_{\mathrm{REL}}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right) \wedge \mathrm{x}_{1}=\mathrm{v}_{1} \wedge \mathrm{x}_{2}=\mathrm{v}_{2}\right)$. (We are assuming that neither $x_{1}$ nor $x_{2}$ occur in $F_{.}$) It is easy to see that for any $\mathcal{E} \in P$ and sentence Fof $\mathcal{L}_{1},<\operatorname{domain}(\operatorname{REL}(\mathcal{S})), \operatorname{REL}(\mathcal{S})>\vdash F \Leftrightarrow \mathcal{S} \vdash \mathrm{~F}^{\prime}$.
$\dagger$ Actually, the theorem as stated by Church as $\left.T H\left(\{<D, R\rangle \mid R \subseteq D^{2}\right\}\right)$ is undecidable, but Lemma 2.4 follows inmediately from the proof.

Proof of (a): We will show that $C F F \Leftrightarrow P F^{\prime}$.
$C \vdash F \Rightarrow$ for $\boldsymbol{a l l}<\mathrm{D}, \mathrm{R}\rangle \in \mathrm{C},\langle\mathrm{D}, \mathrm{R}\rangle+\mathrm{F} \Rightarrow$
for all $\& \in P,<\operatorname{domain}(\operatorname{REL}(8))$, REL( $(8)>+F \Rightarrow$
for all $g \in P, \& \vdash F^{\prime} \Rightarrow P \vdash F^{\prime}$.
Conversely, $P+F^{\prime} \Rightarrow$ for all $\delta \in P, 8 \vdash F^{\prime} \Rightarrow$
for all $\& \in P,<\operatorname{domain}(\operatorname{REL}(8)), \operatorname{REL}(8)>\vdash F \Rightarrow$
(by leman 2.2)
for $a l l<D, R\rangle \in C \operatorname{swh}$ that $D \subset F_{e}<D_{p} R>+F$.
By the Skolem-Löwenheim theorem [cf. Men64], this implies that for every $\langle D, R\rangle \in C,\langle D, R\rangle+F$, implying $C+F$. So $C \vdash F \oplus P+F^{\prime}$.

Hence, a dectsion procedure for $T H(P)$ would yiald one for $T H(C)$, contradicting Leama 2.4.

Proof of (b): It is eamy to see that there exists some $R \subseteq N_{e} \times N_{e}$ such that $N_{e}=$ domatil $R$ and $T H\left(\left\langle N_{e}, R\right\rangle\right)\left(\right.$ in $\left.\mathcal{N}_{1}\right)$ is undecidable. (We can, for example, choose $R$ to be an equivalence relation so as to make $\mathrm{TH}\left(<\mathrm{N}_{e}, \mathrm{R}>\right.$ ) undecidable, as described in Section 4 of Chapter 2.) By Lema 2.2 we can find $\delta=\langle N, p\rangle$ such that $\operatorname{REL}(\delta)=R$. Then for any sentence $F$ of $\mathcal{L}_{1}$ we have $<N_{e}, R>F F \propto \mathcal{S}+F^{\prime}$. So TH(8) is undecidable.

Remark 2.6: Let $P^{\prime}=\{\langle N, p\rangle \in P \mid \rho$ is onto $\}$. The proof of Theorem 2.5 shows that (a) TH(P') is undecidable and (b) TH(8) is undecidable for some $\mathrm{S} \in \mathrm{P}^{\prime}$.

## Section 3: Construction of Formulas Which Talk About Large Sets

Our goal in these next two sections is to prove Theorem 1.2 ; i.e., that NTIME $(f(n)) \leq p \ell^{T H(C)}$ for any nonempty collection $C$ of $P-s t r u c t u r e s$. We shall do this as follows: Let $\mathfrak{N l}$ be a nondeterministic Turing machine over the alphabet $\Sigma$. Then for every $w \in \Sigma^{+}$we will produce a sentence $F_{w}$ of $\mathcal{L}$, such that for any $P-s t r u c t u r e ~ \delta, \delta f F_{w} \Leftrightarrow \mathscr{D}$ accepts within time $f(|w|)$; furthermore, the time it takes to produce $F_{w}$ will be polynomial in $|w|$, and the space needed will be linear in $|w|$. If $\mathbb{M}$ operates within time $f(n)$ and $C$ is nonempty collection of p-structures, then we have $C \vdash F_{W} \Leftrightarrow \mathscr{P}$ accepts within time $f(|w|) \Leftrightarrow M$ accepts $w$, and hence $\operatorname{NTIME}(f(n)) \leq p \ell^{T H(C) .}$

The way $F_{w}$ will "say" that $\mathbb{R}$ accepts $w$ within time $f(|w|)$ is as follows: We regard the instantaneous configuration of a computation of $\mathfrak{P}$ on $w$ at any time as a string of length $f(|w|)$, and hence the concatenation of the first $(f(|w|+1) / f(|w|)$ ) (which is $\geq f(|w|)$ ) successive instantaneous configurations is a string of length $f(|w|+1)$. $F_{w}$ will "say". roughly that there exists such a string of length $f(|w|+1)$ which contains an accepting configuration. In order to write such sentences as $F_{w}$, we will first have to be able to write dom formulas of $\mathcal{S}$ of length proportional to $n$ which allow us to describe the basic set-theoretic relations on the subsets of an ordered set of size $f(n+1)$.

The above is an intuitive outline of our opproach. The ideas for this outline first appeared in Meyer's proof that WSIS is not elementary
recursive [Mey73], and also occur in[FiR74], [Fer74], [MS72], [SM73], [Rob73], [Sto74]. In the rest of this section we shall show how to write formulas of length proportional to $n$ which "talk about" sets of size $f(n+1)$; these theorems do not appeal to any of these previous papers since the development in this section is necessarily intimately connected with the nature of P-structures. In Section 4 we shall present a development along the lines of Meyer, etc., which shows how to use the formulas derived in Section 3 to prove Theorem 1.2.

Let $\langle N, \rho\rangle$ be a P-structure. We firat dafine partial functions $\ell: N \rightarrow N$ and $Y: N \rightarrow N$ as followe for $a \in N, f(a)=b$ if for come $c \in N, \rho(b, c)=a ; r(a)=b$ if for some $c \in N, \rho(c, b)=a$. Since $\rho$ is one-one, $r$ and $\ell$ are indeed partial functions. Clearly $r$ and $\ell$ depend on $\rho$, but it will always be clear from the context what pairing function a particular $r$ and $\ell$ come from. Let $\sigma \in\{r, \ell]^{*}$ be a string; we define the partial function $f_{\sigma}: N \rightarrow N$ in the obvious way, namely if $\lambda$ is the empty string then $f_{\lambda}(a)=b$ iff $a=b$, and if $\sigma$ is $\ell \sigma^{\prime}\left(r \sigma^{\circ}\right)$ then $f_{\sigma}=\ell \bullet f_{\sigma^{\prime}}\left(=r \cdot f_{\sigma}\right)$. Henceforth we will use $\sigma$ anblguously to designate both the string in $\{r, l\}^{*}$ and the function $f_{\sigma}$.

Let $F_{\ell}\left(x_{1}, x_{2}\right)$ be the formula $T x_{3}\left(\rho\left(x_{2}, x_{3}\right)=x_{1}\right)$ and let $F_{r}\left(x_{1}, x_{2}\right)$ be the formula $\operatorname{lx}_{3}\left(p\left(x_{3}, x_{2}\right)=x_{1}\right)$. Then for any $\delta \in P$ and any $a, b \in N$, $g+F_{\ell}(a, b)$ iff $\ell(a)=b$ and $g+F_{r}(a, b)$ iff $r(a)=b$. Since we will be expressing properties using the partial functions $r$ and $l$, and since we will be interested in writing down formulae that define these
properties, it is important to realize that we will be implicitly using the formulas $\mathrm{F}_{\ell}$ and $\mathrm{F}_{\mathrm{r}}$.

Definition 3.1: Let $<$ be the reverse lexicographical ordering on $\{r, \ell\}^{*}$. That is, $\sigma_{1}<\sigma_{2}$ if either $\sigma_{2}=\sigma_{3} \sigma_{1}$ for some $\sigma_{3} \in\{r, \ell\}^{*}$, or if $\sigma_{1}=\sigma_{1}^{\prime} l \sigma$ and $\sigma_{2}=\sigma_{2}^{\prime} r \sigma$ for some $\sigma_{1}^{\prime}, \sigma_{2}^{\prime}, \sigma \in\{r, \ell\}$. $\sigma_{1}<\sigma_{2}$ means $\sigma_{1}<\sigma_{2}$ and $\sigma_{1} \neq \sigma_{2}$.

All the properties mentioned in this chapter will be with respect to $P$.

Definition 3.2: For each $n \in N$, we define the property $\operatorname{ORD}_{n}\left(x, y_{1}, y_{2}\right)$
as follows: let $\langle N, p\rangle \in P$, let $a, b_{1}, b_{2} \in N$. Then
$\left\langle N, \rho>\vdash \operatorname{ORD}_{n}\left(a, b_{1}, b_{2}\right)\right.$ iff there exists $\sigma_{1}, \sigma_{2} \in\{r, \ell\}^{*}$ such that
(I) $\left|\sigma_{1}\right|=\left|\sigma_{2}\right|=f(n)$
(II) $\sigma_{1}<\sigma_{2}$
(III) $\sigma_{1} a=b_{1}$ and $\sigma_{2} a=b_{2}$

Remark 3.3: $<N, \rho>+\operatorname{ORD}_{n}(a, b, b)$ iff for some $\sigma \in\{r, \ell\}^{*}$, $|\sigma|=f(n)$ and $\sigma a=b . \quad$ Clearly $\left|\left(b \mid<N, p>+\operatorname{ORD}_{n}(a, b, b)\right\}\right| \leq 2^{f(n)}=f(n+1)$.

Definition 3.4: For $n \in N$ we define the property FULL $_{n}(x)$ as follows: let $\langle N, \rho\rangle \in P$, let $a \in N$. Then $\langle N, \rho\rangle+\operatorname{FULL}_{n}(a)$ iff
$\left|\left(b \mid<N, p>+\operatorname{ORD}_{n}(a, b, b)\right\}\right|=f(n+1)$.

Lemma 3.5: Let $<N, P>$ be a structure and let $n \in N$. Let $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{2}$ be the increasing (with respect to $<$ ) sequence of those members of $\{r, 0\}$ * of length $n$. Let $b_{1}, b_{2}, \ldots, b_{2} n$ be a sequence of (not necessarily distinct) members of $N$. Then there exists a $\in \mathbb{N}$ such that $\sigma_{i} a=b_{i}$ for $1 \leq 1 \leq 2^{n}$.

Proof: (by induction on $n$ ).
Let $\langle M, \rho\rangle$ be P -structure. Leman 3.5 is true if $n=0$, since we can choose $a=b_{1}$. So assume the Lemma for $n$; we will prove it for $\mathrm{n}+1$.

Let $b_{1}, b_{1}^{\prime}, b_{2}, b_{2}^{\prime}, \ldots, b_{2^{n}}, b_{2^{\prime}}^{\prime}$ be a sequence of nembers of $N$ of length $2^{n+1}$. Define the sequence $c_{1}, c_{2}, \ldots, c_{2^{n}}$ by $c_{i}=\rho\left(b_{i}, b_{i}^{\prime}\right)$ for $1 \leq 1 \leq 2^{n}$. Let $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{2^{n}}$ be the increasing sequence of those members of $(r, \ell)^{*}$ of length $n$. By the induction hypothesis, we can choose $a \in N$ ouch that $\sigma_{i} a=c_{1}$ for $1 \leq 1 \leq 2^{n}$. By definition of $\alpha_{\text {, }}$ $l \sigma_{1}, r \sigma_{1}, l \sigma_{2}, r \sigma_{2}, \ldots, l \sigma_{2}, r \sigma_{2}$ is the incresing sequence of members of $(\ell, r)^{*}$ of length $n+1$. Since $\ell \sigma_{i} a=\ell c_{i}=b_{i}$ and $r \sigma_{i} a=r c_{i}=b_{i}^{\prime}$, a is the element we wore looking for. Hence we are done.

Lema 3.6: Let $\langle N, p>\in P$ and let $a, n \in N$. Then the following two statements are equivalent.
(I) $<N, \rho>+\operatorname{FULL}_{n}(a)$
(II) For every $a^{\prime} \in N$, if $\left[\left(\operatorname{ORD}_{n}(a, b, b) \Rightarrow \operatorname{ORD}_{n}\left(a^{\prime}, b, b\right)\right)\right.$ for $a l l b \in N$ ] then $\left[\left(\operatorname{ORD}_{n}\left(a^{\prime}, b, b\right) \Rightarrow \operatorname{ORD}_{n}(a, b, b)\right)\right.$ for $\left.a l l b \in N\right]$

## Proof:

( $I \Rightarrow I I$ ): Say that $\operatorname{FULL}_{n}(a)$ holds in $\langle N, \rho\rangle$ and that $a^{\prime} \in N$ has the property that for $a l l b \in N,\left\langle N, \rho>+\operatorname{ORD}_{n}(a, b, b) \Rightarrow<N, \rho>+\operatorname{ORD}_{n}\left(a^{\prime}, b, b\right)\right.$. We have $f(n+1)=\left|\left\{b \mid<N, p>+\operatorname{ORD}_{n}(a, b, b)\right\}\right| \leq\left|\left\{b \mid<N, p>\operatorname{ORD}_{n}\left(a^{\prime}, b, b\right)\right\}\right|$ $\leq f(n+1)$. Hence $<N, \rho>+\mathrm{ORD}_{\mathrm{n}}\left(\mathrm{a}^{\prime} \mathrm{b}, \mathrm{b}\right) \Rightarrow<\mathrm{N}, \rho>+\mathrm{ORD}_{\mathrm{n}}(\mathrm{a}, \mathrm{b}, \mathrm{b})$. (II $\Rightarrow \mathrm{I})$ : Say that II is true. Let $\mathrm{A} \subseteq \mathrm{N}$ be a set of cardinality $\mathrm{f}(\mathrm{n}+1)$ such that $\left\{b \mid\langle N, p\rangle+\operatorname{ORD}_{n}(a, b, b)\right\} \subseteq A$. By Lemma 3.5 we can choose $a^{\prime} \in N$ such that $\left\{b \mid<N, p>+\operatorname{ORD}_{n}\left(a^{\prime}, b, b\right)\right\}=A$, so $\left\{b \mid<N, p>+\operatorname{ORD}_{n}(a, b, b)\right\} \subseteq\left\{b \mid<N, p>+\operatorname{ORD}_{n}\left(a^{\prime}, b, b\right)\right\}$. So by II, $\left\{b|<N, p\rangle+\operatorname{ORD}_{n}(a, b, b)\right\}=\left\{b \mid<N, \rho>+\operatorname{ORD}_{n}\left(a^{\prime}, b, b\right)\right\}=A$. Hence, $\left|\left\{b \mid<N, \rho>+\operatorname{ORD}_{n}(a, b, b)\right\}\right|=|A|=f(n+1)$ and $s o<N, \rho>+\operatorname{FULL}_{n}(a)$.

Remark 3.7: If $\left\langle N, \rho>+\operatorname{FULL}_{n}\right.$ (a), then clearly oa is defined for every $\sigma$ of length $f(n)$; furthermore, if $\left|\sigma_{1}\right|=\left|\sigma_{2}\right|=f(n)$ and $\sigma_{1} \neq \sigma_{2}$,
then $\sigma_{1} \neq \sigma_{2} a$. Hence $\left(\left(b_{1}, b_{2}\right) \mid\langle N, p\rangle+O R D_{n}\left(a, b_{1}, b_{2}\right)\right\}$ is a linear ordering on the sat $\left\{b|<N, p\rangle F \operatorname{CRD}_{n}(a, b, b)\right.$ ) of cardinality $f(n+1)$.

Lemma 3.6 showed how FULL $_{n}$ can be expressed from the property ORD ${ }_{n}$; the purpose of Lemea 3.8 is to show how $O R D_{n+1}$ can be expressed from $\mathrm{ORD}_{\mathrm{n}}$ and FULL $\mathrm{n}^{\text {. Let }}\langle\mathrm{N}, \mathrm{P}\rangle \in \mathrm{P}$ and let $\mathrm{a}, \mathrm{b}_{1}, \mathrm{~b}_{2} \in \mathrm{~N}$ Lema 3.8 says that $\left\langle N, \rho>+\operatorname{ORD}_{n+1}\left(a, b_{1}, b_{2}\right)\right.$ if and only if there existe oome $c \in N$ which "codes" strings $\sigma_{1}, \sigma_{2} \in(r, \ell\}^{*}$ of length $f(n+1)$ wach that $\sigma_{1}=b_{1}$ and $\sigma_{2} a=b_{2}$ and $\sigma_{1}<\sigma_{2}$. To see how this coding is done, examine Figure 1.

Every node in the tree in Figure 1 represents a (not nocessarily dintinct) member of $N$. The value at a node is $\rho$ of the values of the two sons (if they exist); for instance, $p(g, h)=c$. In order for $c$ to code the strings $\sigma_{1}=\gamma_{f(n+1)} \cdots \gamma_{2} \gamma_{1}$ and $\sigma_{2}={ }^{8}{ }_{f(n+1)} \cdots{ }^{8}{ }_{2}{ }^{8} 1$ it is necessary that $d_{i}=\gamma_{i} \cdots \gamma_{2} \gamma_{1}$ a and $e_{i}=\delta_{i} \cdots{ }^{\delta}{ }_{2} \delta_{1}$ a for $1 \leq 1 \leq f(n+1)$; note that $c$ may code numerous pairs of strings. In order to say that codes strings $\sigma_{1}, \sigma_{2}$ such that $\sigma_{1}(a)=b_{1}$ and $\sigma_{2}(a)=b_{2}$ and $\sigma_{1}<\sigma_{2}$, one has to be able to talk about the nodes labelled by $d_{1}, e_{1}, d_{2}, e_{2}, \ldots, e_{f(n+1)}$ and their ordering from left to right, and for this reason we insist that $c_{1}, c_{2}, \ldots, c_{f(n+1)}$ all be distinct so that we can talk about their ordering using $\mathrm{ORD}_{\mathrm{n}}$.
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Figure 1:
Illustrating Lemma 5.3.8

Leroma 3.8: Let $\langle N, p\rangle \in P$, let $n \in N$, let $a, b_{1}, b_{2} \in N$. Then $\langle N, \rho\rangle+\mathrm{ORD}_{\mathrm{n}+1}\left(\mathrm{a}, \mathrm{b}_{1}, \mathrm{~b}_{2}\right)$ if and only if there exists $c \in N$ such that the following four facts hold.

1) $\left\langle N, \rho>+\operatorname{FULL}_{n}\right.$ (c).

Let (S)be the inear order imposed on the set $\left\{b \mid\langle N, p\rangle+\operatorname{ORD}_{n}(c, b, b)\right\}$ by $O R D_{n}$ Let $c_{1}, c_{2}, \ldots, c_{f(n+1)}$ be the elements ordered by (S) listed in increasing order (with respect to (S)).
2) $\quad l_{l}{ }_{i}$ is defined for $1 \leq i \leq f(n+1)$.

Define the eequence $d_{0}, d_{1}, \ldots, d_{f(n+1)}$ by $d_{0}=a$ and $d_{i}=l f_{i}$ for $0<i \leq f(n+1)$. Define the sequence $e_{0}, e_{1}, \ldots, e_{f(n+1)}$ by $e_{0}=a$ and $e_{i}=r l c_{i}$ for $0<1 \leq f(n+1)\left(r k c_{i}\right.$ is defined since llcis defined).
3) For $0<1 \leq f(n+1)$, either $d_{i}=r d_{i-1}$ or $d_{i}=\ell d_{i-1}$, and either $e_{i}=r e_{i-1}$ or $e_{i}=b e_{i-1}$. Also, $d_{f(n+1)}=b_{1}$ and $e_{f(n+1)}=b_{2}$.
4) Either $d_{i}=e_{i}$ for all $1,0 \leq i \leq f(n+1)$, or there exists some $i$, $0<1 \leq f(n+1)$ such that 4.1) $d_{j}=e_{j}$ for $0 \leq j<1$ and 4.2) $d_{i}=l d_{i-1}$ and $e_{i}=r e_{i-1}$.

Proof: Fix $<\mathrm{N}, \mathrm{\rho}>, \mathrm{n}, \mathrm{a}, \mathrm{b}_{1}, \mathrm{~b}_{2}$.
(If): Say that for some $c \in N$, 1) through 4) hold. If $0<i \leq f(n+1)$, define
$\gamma_{i}=l$ if $d_{i}=\ell d_{i-1}$, and $\gamma_{i}=r$ if $d_{i}=r d_{i-1}$ and $d_{i} \neq l d_{i-1}$. If
$0<i \leq f(n+1)$, define $\delta_{i}=r$ if $e_{i}=r e_{i-1}$, and $\delta_{i}=\ell$ if $e_{i}=\ell e_{i-1}$ and
$e_{i} \neq r e_{i-1}$. Define $\sigma_{1}, \sigma_{2} \in(r, l)^{*}$ by $\sigma_{1}=\gamma_{f(n+1)} \cdots \gamma_{2} \gamma_{1}$ and
$\sigma_{2}=\delta_{f(n+1)} \cdots \delta_{2} \delta_{1}$. It is clear from 2) and 3) that $\sigma_{1} a=b_{1}$ and $\sigma_{2} a=b_{2}$. We wish to show $\sigma_{1}<\sigma_{2}$. If $\sigma_{1} \neq \sigma_{2}$, then for some 1 we have $\gamma_{j}=\delta_{j}$ when $0<j<i$, and $\gamma_{i} \neq \delta_{i}$. So $d_{j}=e_{j}$ for $0<j<i$. If
$d_{i}=e_{i}$, then $\gamma_{i} d_{i-1}=d_{i}=e_{i}=\delta_{i} e_{i-1}=\delta_{i} d_{i-1}$, so $b d_{i-1}=r d_{i-1}=d_{i}$. By definition of $\gamma_{1}, \gamma_{i}=\ell$ and so $\sigma_{1}<\sigma_{2}$. If $d_{i} \neq e_{i}$, then by 4.2)
$d_{i}=\ell d_{i-1}$ So $\gamma_{1}=\ell$ and $\sigma_{1}<\sigma_{2}$.
(Only if): Say that $\langle N, \rho\rangle+\operatorname{ORD}_{n+1}\left(a, b_{1}, b_{2}\right)$. Let $\sigma_{1}, \sigma_{2} \in(r, \ell)^{*}$ be such that $\sigma_{1}<\sigma_{2}$ and $\left|\sigma_{1}\right|=\left|\sigma_{2}\right|=f(n+1)$ and $\sigma_{1} a=b_{1}$ and $\sigma_{2} a=b_{2}$.

Say that $\sigma_{1}$ is $\gamma_{f(n+1)} \cdots \gamma_{2} \gamma_{1}$ and that $\sigma_{2}$ is $\delta_{f(n+1)} \cdots \delta_{2} \delta_{1}$ where $\gamma_{i} \in\{r, l\}$ and $\delta_{i} \in\{r, l\}$ for $0<i \leq f(n+1)$. Define the sequence $d_{0}, d_{1}, \ldots, d_{f(n+1)}$ by $d_{0}=a$ and $d_{i}=\gamma_{i} d_{i-1}$ for $0<i \leq f(n+1)$.

Define the sequence $e_{0}, e_{1}, \ldots, e_{f(n+1)}$ by $e_{0}=a$ and $e_{i}=\delta_{i} e_{i-1}$
for $0<i \leq f(n+1) . \quad$ clearly $d_{f(n+1)}=b_{1}$ and $e_{f(n+1)}=b_{2}$.
Define the sequence $g_{1}, g_{2}, \ldots, g_{f(n+1)}$ by $g_{i}=\rho\left(d_{i}, e_{i}\right)$ for $1 \leq i \leq f(n+1)$. Define $h_{1}, h_{2}, \ldots, h_{f(n+1)} \in N$ as follows: let $h_{1}$ be
any element of N ; for $1 \leq 1<\mathrm{f}(\mathrm{m}+\mathrm{i})$ let $h_{\mathrm{t}+1}$ be wheh thet
$\rho\left(g_{i+1}, h_{i+1}\right) \neq \rho\left(g_{j}, h_{j}\right)$ for $j, 1 \leq 1 \leq 1$. ( $h_{i+1}$ can be chosen in this way since $\rho$ is one-one.) Define the sequance of distinct nembers of $N-c_{1}, c_{2}, \ldots, c_{f(n+1)}-$ by $c_{1}=\rho\left(g_{1}, h_{1}\right)$ for $1 \leq 1 \leq f(n+1)$. Clearly $d_{i}=l c_{i}$ and $e_{i}=r c_{i}$ for $1 \leq i \leq f(n+1)$. By Leman 3.5, we can find $c \in \mathbb{*}$ weh that if $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{f(n+1)}$ are thoue momers of $\{r, \ell\}^{*}$ of length $f(n)$ listed in limereaning order, then $c_{1}=\alpha_{i} c$ for $1 \leq i \leq f(n+1) . \quad$ Ciearly $c$ atisfies prepartien 1$), 2)$, and 3 ).

$$
\text { If } \sigma_{1}=\sigma_{2}, \text { then } d_{i}=e_{i} \text { for } 0 \leq i \leq f(n+1) \text {. ocharwise } \sigma_{1}<\sigma_{2}
$$

implies that there exists $1,0<i \leq f(n+1)$, such that $\gamma_{1}=\delta_{j}$
if $0<j<i$, and $\gamma_{i}=\ell$ and $\delta_{i}=r$. This means that $d_{i}=e_{j}$ if $0 \leq j<1$ and $d_{i}=l d_{i-1}$ and $e_{i}=r e_{i-1}$, so 4) holds also.

Lemma 3.9: There exists a sequence of formalas of $\mathbb{N}$
$\underline{O R D}_{0}\left(x, y_{1}, y_{2}\right), \operatorname{ORD}_{1}\left(x, y_{1}, y_{2}\right), \ldots$ such that
(I) $\underline{Q R D}_{n}\left(x, y_{1}, y_{2}\right)$ defines the property $O R D_{n}$ for $n \in N$.
(II) There is a procedure which given $\in \mathcal{N}^{+}$computes gan within time polynomial in $n$ and apace linear in $n$.

Proof: Define $\underline{O R D}_{0}\left(x, y_{1}, y_{2}\right)$ to be

If we have $O_{n} D_{n}$ defining $O R D_{n}$, then by using Lemma 3.6 we can obtain a formula FULL $_{n}(x)$ which is of length proportional to the length of ORD $_{n}$ and which defines the property FULL $L_{n}$. Lemma 3.8 therefore gives a way to define $O R D_{n+1}$ using $O R D_{n}$. (This is completely straightforward if one notes the following fact: in Lemma 3.8 we occasionally quantify over $i$, $1 \leq i \leq f(n+1)$, but this can be expressed indirectly as quantification over the ordered $\left.\operatorname{set}\left(b \mid \operatorname{ORD}_{n}(c, b, b)\right\}\right)^{\dagger}$.

If one used Lemma 3.8 in the simplest way to write down $O R D_{n+1}$
using subformulas $\frac{O R D}{n}$, then since $\frac{O R D}{n}$ would occur more than once in $\underline{O R D}_{n+1}$, the length of $\frac{O R D}{n}$ would be at least proportional to $n^{2}$. We can, however, use a result due to Fischer and Meyer [cf. FiR74] to obtain (using Lemma 3.8) a formula $O R D_{n}$ of length proportional to $n$ which defines $O R D_{n}$ for all $n \in N^{+}$. This result is stated formally and 18 proven in Appendix 1. Thus by Theorem A. 2 of Appendix 1, we can conclude Lemma 3.9.
$\dagger$
It is at first difficult to see how to use Lemma 3.8 to write $\underline{O R D}_{n+1}$ using $O_{n}$ as a subformula, since the free variables of $O_{n} D_{n}$ are fixed and we might wish to use formulas similar to ORD but with different free variables at different placas in $O_{n+1} 0_{n}$ way is by understanding the phrase "using $O R_{n}$ as a subformula" to mean using formulas like $O_{n}$ but with the variable names changed. Another way is by the following trick: Say we have a formula $F(x, y)$ and we wish to have a formula $G(y, z)$ such that $F$ and $G$ define the same property. We can let $G$ be $\forall x_{1} ; \forall x_{2}\left(\left(x_{1}=y \wedge x_{2}=z\right) \rightarrow \forall x \forall y\left(\left(x=x_{1} \wedge y=y_{2}\right) \rightarrow F(x, y)\right)\right)$.

Corollary 3.10: There exists a sequence of formulas of $\mathcal{L}$, FULL $_{0}(x)$, FULL $_{1}(x), \ldots$ such that
(I) FULL $_{n}$ ( $x$ ) defines the property FULL $n$ for all $n \in N$.
(II) There is a procedure which given $n \in H^{+}$compates $H_{2}$ within time polynomial in $n$ and within space linear in $n$.

Proof: Use Leama 3.6 to express FULL $_{\mathrm{n}}$ using $\operatorname{ORD}_{\mathrm{n}}$ for $\mathrm{n} \in \mathbb{N}$.

Lemma 3.11: There exists a sequence of formise of $\mathcal{E}$, $\operatorname{DIST}_{0}\left(x, y_{1}, y_{2}\right)$, DIST $_{1}\left(x, y_{1}, y_{2}\right), \ldots$ such that
I) If $s \in P$ and $a, a, b_{1}, b_{2} \in N$, then $s+$ DIST $_{a}\left(a, b_{1}, b_{2}\right) \infty$
(1) $S+\operatorname{FULL}_{n}(a)$
(2) $8+\operatorname{ORD}_{n}\left(a, b_{1}, b_{2}\right)$
(3) The diacmice from $b_{1}$ to $b_{2}$ in the ordering deternutned by cand is exactiy $f(n)$.
II) There is a procedure wich given $n \in \mathbb{F}^{+}$computes DIST ${ }_{n}$ within time polynomial in $n$ and apace linear in $n$.

Proof: Let $\underline{\text { DIST }}_{0}$ be $\rho\left(y_{1}, y_{2}\right)=x \wedge y_{1} \neq y_{2}$.
Let $g \in P, \operatorname{mex}^{+}, a, b_{1}, b_{2} \in N$. We who to say that $g+$ HULL $_{n}(a)$
and $\mid\left\{c \in N \mid c \neq b_{1}\right.$, and $8+G R D_{n}\left(a, b_{1}, c\right)$ and $g+C D_{n}\left(a, c, b_{2}\right) \mid=f(n)$. (This implies that $f+\operatorname{ORD}_{n}\left(a, b_{1}, b_{2}\right)$ ) But by Laman 3.5, this will be true iff If $\mathrm{FULL}_{n}(\mathrm{a})$ and there is some $c^{\prime} \in \mathbb{N}$ such that $8 f \mathrm{FULL}_{n-1}\left(c^{*}\right)$ and such that for all $c \in \mathbb{N}$,
$\left(8 \vdash \operatorname{KRD}_{n-1}\left(c^{\prime}, c, c\right)\right) \Leftrightarrow\left(c \neq b_{1}\right.$ and $g+\operatorname{ORD}_{n}\left(a, b_{1}, c\right)$ and $\left.g+\operatorname{ORD}_{n}\left(a, c, b_{2}\right)\right)$.

We can therefore write down a formula $\operatorname{DIST}_{n}\left(x, y_{1}, y_{2}\right)$ for $n \in N$ (by using FULL $n$, $\underline{O R D}_{n}, \frac{F U L L}{n-1}$ and $\underline{O R D}_{n-1}$ ) such that (I) and (II) are satisfied.

Definition 3.12: For all $n \in N$, let $\operatorname{SET}_{n}\left(x, y_{1}, y_{2}\right)$ be the property such that for $\delta \in P$ and $n, a, b_{1}, b_{2} \in N, \delta+\operatorname{SET}_{n}\left(a, b_{1}, b_{2}\right) \Leftrightarrow$ $8+\operatorname{FULL}_{n}(a)$ and $\delta \vdash \operatorname{ORD}_{n}\left(a, b_{2}, b_{2}\right)$ and $\delta+\operatorname{ORD}_{n}\left(b_{1}, b_{2}, b_{2}\right)$.

Lempa 3.13: Let $\delta \in P$ and let $n, a \in N$ such that $\delta f \operatorname{FULL}_{n}(a)$.
Let $A \subseteq\left\{b \mid S+\operatorname{ORD}_{n}(a, b, b)\right\}$. Then for some $b_{1} \in N$, $A=\left\{b_{2} \mid \delta+\operatorname{SET}_{n}\left(a, b_{1}, b_{2}\right)\right\}$.

Proof: Say that $8+\operatorname{FULL}_{n}(a)$ and $A \subseteq\left\{b \mid 8 \vdash \operatorname{ORD}_{n}(a, b, b)\right\}$. Let $A^{\prime} \subseteq N$ be such that $0<\left|A^{\prime}\right| \leq f(n+1)$ and $A=A^{\prime} \cap\left\{b \mid 8+\operatorname{ORD}_{n}(a, b, b)\right\}$. By Lemana 3.5 we can find some $b_{1} \in N$ such that
$A^{\prime}=\left\{b_{2} \mid g+O R D_{n}\left(b_{1}, b_{2}, b_{2}\right)\right\}$. Hence, $A=\left\{b_{2} \mid g+\operatorname{SET}_{n}\left(a, b_{1}, b_{2}\right)\right\}$.

Lemme 3.14: There exists a sequence of formulas of $\mathcal{L}, \operatorname{SET}_{0}\left(x, y_{1}, y_{2}\right)$, $\operatorname{SET}_{1}\left(x, y_{1}, y_{2}\right), \ldots$ such that
(I) $\underline{\operatorname{SET}}_{\mathrm{n}}\left(\mathrm{x}, \mathrm{y}_{1}, \mathrm{y}_{2}\right)$ defines the property $\operatorname{SET}_{\mathrm{n}}$ for $\mathrm{n} \in \mathrm{N}$.
(II) There is a procedure which given $n \in \mathbb{N}^{+}$computes SET within
time polynomial in a and space linear in $n$.

Proof: One cam easily write down $\underline{S E T}_{\mathrm{n}}$ using FULL $_{n}$ and $\underline{O R D}_{\mathrm{n}}$ -

Note that by Leama 3.5, $\mathrm{FULL}_{\mathrm{n}}(\mathrm{x})$ is satisfiable in any P-structure. Hence, the formalas FULL $_{n}$ and ${O_{n}}_{n}$ allow us to write formulas which, no matter which p-itructure they are interpreted in, talk about an ordered set of size $f(n+1)$, Uning DIST, we can talk about two monbere of this ordered set being $f(n)$ apart. Using SET we can talk about all subsets of this ordered set and refer to the baslc set-cheoretic rolltions. In what follows we will think of a subeet of this ordered set as corresponding to the binary string which is the characteristic sequence of the subset. It will be useful to be able to exprees the property that such a binary string begins in a particular way.

Definition 3.15: For every $\gamma \in\{0,2\}^{*}$ 1et START $_{\gamma}(x, y, z)$ be the property such that if $n=|\gamma|, s \in P, a, b, c \in N$, then $g+\operatorname{stant}_{\gamma}(a, b, c)$ iff

1) $S+\operatorname{FOLL}_{n}(a)$

Let (S)be the ordering determined on $\left\{b^{\prime}|8| O R D_{n}\left(a, b^{\prime}, b^{\prime}\right)\right\}$ by ORD $n$.
Let $\alpha$ be the characteristic sequence (with respect to (S)) of the set $\left\{b^{\prime} \mid g+\operatorname{SET}_{n}\left(a, b, b^{\prime}\right)\right\}=\left\{b^{\prime} \mid g+\operatorname{ORD}_{n}\left(a, b^{\prime}, b^{\prime}\right)\right.$ and $\left.8+\operatorname{ORD}_{n}^{\prime}\left(b, b^{\prime}, b^{\prime}\right)\right\}$, i.e., $\alpha$ is the binary string of length $f(n+1)$ determined by $b, a$ and $S$.
2) $\alpha=\gamma \cdot 0^{f(n)-n} \cdot \delta$ for some $\delta \in\{0,1\}$ of length $f(n+1)-f(n)$.
3) $c$ is the $n+1$ smallest member (with respect to ©) of the set $\left\{b^{\prime} \mid S+O R D_{n}\left(a, b^{\prime}, b^{\prime}\right)\right\}$.

Lemma 3.16: Let $\gamma \in\{0,1\}^{*},|\gamma|=n$, and let $i \in\{0,1\}$. Let $S \in P$ and let $a, b, c \in N$. Then $S f \operatorname{START}_{\gamma i}(a, b, c) \Leftrightarrow$ the following eight properties hold for some $a^{\prime}, b^{\prime}, c^{\prime} \in N$.

1) $g+\operatorname{FULL}_{\mathrm{n}+1}(\mathrm{a})$.
2) $s+\operatorname{FULL}_{n}\left(a^{\prime}\right)$

Let (S) be the ordering determined on $\left\{c^{\prime \prime} \mid S \vdash O R D_{n+1}\left(a, c^{\prime \prime}, c^{\prime \prime}\right\}\right.$ by ORD $_{n+1}$. Say that $c_{1}, c_{2}, \ldots, c_{f(n+1)}$ are the first $f(n+1)$ elements in increasing order (with respect to (s)). Let (s) be the ordering determined on $\left\{c^{\prime \prime} \mid \operatorname{SrORD}_{n}\left(a^{\prime}, c^{\prime \prime}, c^{\prime \prime}\right)\right\}$ by $\operatorname{ORD}_{n}$.
3) $\left\{c^{\prime \prime} \mid \operatorname{SHORD}_{n}\left(a^{\prime}, c^{\prime \prime}, c^{\prime \prime}\right)\right\}=\left\{c_{1}, c_{2}, \ldots, c_{f(n+1)}\right\}$. Furthermore,
$c_{j} c_{j+1}$ for $1 \leq j<f(n+1)$.
4) $\delta+\operatorname{SET}_{n+1}\left(a, b, c_{j}\right) \Leftrightarrow 8+\operatorname{SET}_{n}\left(a^{\prime}, b^{\prime}, c_{j}\right)$ for $1 \leq j \leq f(n+1)$.
5) $\delta+\operatorname{START}_{\gamma}\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$.
6) $8+\operatorname{SET}_{n+1}\left(a, b, c^{\prime}\right) \Leftrightarrow i=1$.
7) $c$ is the immediate successor of $c$ ' in the ordering $(3)$
8) 8 does not satisfy $\operatorname{SET}_{n+1}\left(a, b, c^{\prime \prime}\right)$ for any $c^{\prime \prime}, \mathcal{O} c^{\prime}(S) c_{f(n+1)}$.

Proof: (3) says that the ordered set of size $f(n+1)$ determined by $O R D_{n}$ and $a^{\prime}($ and $g)$ is the same as the first $f(n+1)$ elements of the ordered set determined by $O R D_{n+1}$ and a. 4) therefore says that the binary sequence of size $f(n+1)$ determined by SET $n$ and $a^{\prime}$ and $b^{\prime}$ is the same as the first $f(n+1)$ elements of the binary sequence of sise $f(n+2)$ determined by $S E T_{n+1}$ and $a$ and $b ; 5$ ) and 6) say that this sequence of length $f(n+1)$ begins with $\gamma 1$ and 8$)$ says that the rest of it is 00... . 7) says that $c$ is the $n+2$ mallest member of the ordered set determined by $C R D_{n+1}$ and $a_{\text {. }}$

Lemma 3.17: For every $\gamma \in\{0,1\}^{*}$ there exists a formula of $\mathcal{L}$ START $_{\gamma}(x, y, z)$ such that
(I) ${\underset{\gamma T A R T}{\gamma}}^{\operatorname{STA}_{\gamma}}(x, y)$ defines the property $\operatorname{START}_{\gamma}$ for $\gamma \in(0,1)^{*}$.
(II) There is a procedure which given $\gamma \in\{0,1\}^{+}$computes START $\gamma$ within time polynomial, in $|\gamma|$ and space inear in $|\gamma|$.

Lema 3.16 shows that $\operatorname{START}_{Y i}$ can be expressed in a fixed way (depending on i but independent of $\gamma$ ) using START $_{\gamma}$, together with FULL ${ }_{n+1}$, FULL $_{n}$, ORD $_{n+1}$, ORD $n$, $\operatorname{SET}_{n+1}, \operatorname{SET}_{n}$, and $D I S T_{n+1}$ where $n=|\gamma|$. A11 of these latter properties can be expressed in a fixed way from $O R D_{n}$, and so START $_{y i}$ can be expressed in a fixed way from $\operatorname{START}_{\mathbf{y}}$ and $\mathrm{ORD}_{\mathrm{n}}$. In order to conclude Lemma 3.17,
we have to use a more powerful theorem from Appendix 1 than that used in the proof of Lemma 3.9. Since for all $n \in N$, $O R D_{n+1}$ can be expressed in a fixed way from $_{\text {ORD }}^{n}$, we can appeal to a special case of Theorem A. 9 in Appendix 1 (in which $E_{0}^{\prime}=E_{1}^{\prime}$ ) to conclude Lemma 3.17.

Remark 3.18: For $\gamma \in\{0,1\}^{*}$ let $\operatorname{START}_{\gamma}^{\prime}(x, y)$ be the property such that Sf $\operatorname{START}_{\gamma}^{\prime}(a, b) \Leftrightarrow$ for some $c, ~ g+\operatorname{START}_{\gamma}(a, b, c)$. We will really only use the fact that we can write short formulas defining the properties START'; the reason we have dealt with the more complicated START $\gamma$ was in order to be able to express these properties inductively.

## Section 4: Using Formales to Simulate Turing Machines

In this section we will use the formulas $\mathrm{FULL}_{\mathrm{n}}, \mathrm{ORD}_{\mathrm{n}}$,
DIST $_{n}$, SET $_{n}$, START, to talk about Turing machines whoh recogmine languages $\in \operatorname{NTIME}(f(n))$, and hence prove Theorem 1.2.

Theorem 1.2: $\operatorname{NTIME}(f(n)) \leq p \ell^{T H(C)}$ for any nonempty collection $C$ of P-structures.

Proof: Let $\mathbb{I N}^{2}$ be a nondetermanistic E-Turing machine which oparates within $\operatorname{NTIME}(f(n))$. In ceder to prove Theorem 1.2 we epecify in detail (partly reviewing from Chapter 1) the nature of our Turing machine. The tape alphabet is $\Sigma, \forall \in \Sigma$, and $\mathbb{R}$ has one head and one tape where the tape is one-way infinite to the right; initially the head is on the leftmost square of the tape and $9 R$ never tries to read off the tape. If $w \in \Sigma^{+}$, then we input $w$ to $\mathbb{R}$ by having the initial tape contents be wh\$... . Let the state set of $\mathbb{P}$ be $(1,2, \ldots, k)$ where 1 is the initial $s$ tate and $k$ is the accepting state. $\mathfrak{F}$ accepts $w$ if there is some computation starting on w W... such that $\mathbb{P}$ eventually enters state $k$. Let us assume that after entering state $k$, thereafter stays in state $k$ without moving the head or changing the tape contents. Since $\mathbb{P}$ operates within $\operatorname{NTIME}(f(n))$, if $T$ accepts $w$ then there is some computation of $\{\mathbb{R}$ which enters state $k$ within $f(|w|)$ steps and hence without leaving the first $f(|w|)$ tape squares.

Let $w \in \Sigma^{+},|w|=n$. Let $g(n)=f(n+1) / f(n) ; g(n) \geq f(n)$, so if $\mathfrak{l l}$ accepts $w$ there is some computation which accepts within $g(n)$ steps. Consider now a particular computation of $\mathbb{R}$ on which goes for $g(n)$ steps without leaving the first $f(n)$ squares. Let $W_{i} \in \Sigma^{*}$ of length $f(n)$ be the contents of the first $f(n)$ tape squares at time $i$ (where $\mathbb{P}$ begins at time 0 ). Let $U_{i} \in\{0,1,2, \ldots, k\}$ * of length $f(n$ ) be such that $U_{i}=0^{q} j 0^{f(n)-q-1}$ where at time $1, \mathfrak{P}$ is in state $j$ and the head is pointing at square $q$ (where the leftmost tape square is square 0 ). Let $W=W_{0} \cdot W_{1} \cdot \ldots \cdot W_{g(n)-1}$ and $U=U_{0} \cdot U_{1} \cdots \cdot U_{g(n)-1}$ so that $|W|=|U|=f(n+1)$. Define the marking strigg $M \in(0,1)^{*}$ of length $f(n+1)$ by $M=\left(10^{f(n)-1}\right)^{g(n)}$. We will call ( $W, U, M$ ) the computation triple of the computation (on $w$ ). ( $W, U, M$ ) is an accepting computation triple if $k$ appears in $U$. Clearly $\mathfrak{R}$ accepts $w$ if and only if there is an accepting computation triple for w.

Let ( $W, U, M$ ) be a computation triple for $w \in \Sigma^{+},|w|=n$. For any string $\gamma$, let $\gamma(i)$ be the $i+1$ member of $\gamma$ so that $W=W(0) \cdot W(1) \cdot \ldots \cdot W(f(n+1)-1)$, etc. For every $j, 0 \leq j<g(n)$, and every $i, 0 \leq i<f(n)$, the values of $W(j \cdot f(n)+i)$ and $U(f \cdot f(n)+i)$ tell us the contents of square $i$ and whether or not the head is pointing at square $i$ (and if so, then the state of $\mathbb{X}$ ), at instant $j$. The rules (of the finite state control) of $\mathbb{R}$ together with the fact that we only
consider computations which do not leave the first $f(n)$ tape squares put constraints on the values of $W, U$, and $M$ around place
$j \cdot f(n)+1+f(n)(i f f \cdot f(n)+i+f(n)<f(n+1)$ ), depending on the values of $W$ and $U$ at $f \cdot f(n)+i$.

For instance, say that $0 \leq k<k+f(n)<f(n+1)$. Say that $W(k)=0$ and $U(k)=5$ and say that if 9 is in tate 5 with the head pointing to a square containing 0 , then the machine is allowed to print 1 and wove the head to the righte and tranzfer to state 7; it is permisaible tharefore that: $W(k+f(n))=1$ and $U(k+f(n))=0$ and $U(k+f(n)+1)=1$ and $M(k+f(n)+1) \neq 1 . \quad$ If $U(k)=0$, then we must have $W(k+f(n))=W(k)$. The point is that there are only certain values of $(W(k), \quad \theta(k), W(k+f(n)), v(k+f(n)-1), \quad v(k+f(k))$,

$$
U(k+f(n)+1), M(k+f(n)+1))
$$

which are permissible, i.e., consistent with 组. These ideas are developed rigorously in [Sto74, Section 2.2].

Lemma 4.1: Let $W \in \Sigma^{*}, U \in\{0,1,2, \ldots, k\}^{*}, M \in\{0,1\}^{*}$ be setings of length $f(n+1)$. Then ( $W, U, M$ ) is an accepting computation for $w \in\{0,1\}^{*},|w|=n$, if and only if

1) $M \in 1 \cdot\{0,1\}^{*}$ and every contiguous $f(n)$ symbol of $M$ containe exactly one 1.
2) $w \in w \cdot \psi^{f(n)-n} \cdot \Sigma^{*}$.
3) $u \in 1 \cdot 0^{f(n)-1} \cdot\{0,1, \ldots, k\}^{*}$.
4) For $0 \leq i<f(n+1)$, if $M(1)=1$, then esactly one of the numbers $\mathrm{U}(\mathrm{i}), \mathrm{U}(1+1), \ldots, \mathrm{U}(1+\mathrm{f}(\mathrm{n})$ - 1$)$ is nonetero.
5) For all $i$ such that $1 \leq i<i+f(n)<f(n+1)$, the value of the 7 -tuple $(W(i), U(i), W(i+f(n)), U(i+f(n)-1), U(i+f(n)), U(i+f(n)+1)$, $M(i+f(n)+1))$ is consistent with $\mathbb{P}$.
and
6) $U$ contains an occurrence of $k$.

Proof: 1) through 6) say roughly that $W$ and $U$ begin with the right configuration, that the transition between any two successive configurations of length $f(n)$ (marked off by $M$ ) are permitted by the rules of $M$, and that the accepting state appears in $U$. These are necessary and sufficient conditions for ( $W, U, M$ ) to be an accepting computation for $w$.

Completion of the proof of Theorem 1.2: Let $w \in \Sigma^{+},|w|=n$. We have shown that with formulas of length proportional to $n$ we can talk about an ordered set of size $f(n+1)$. Every subset of this set can be thought of as a string of length $f(n+1)$ over $\{0,1\}$. Every sequence $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{v}$ of $v$ strings over $\{0,1\}$ of length $f(n+1)$ represents a string of length $f(n+1)$ over the alphabet $\{0,1\}^{v}$ (the set of v-tuples containing just 1 and 0 ), namely the string $\gamma$ where
$\gamma(i)=\left(\gamma_{1}(i), \gamma_{2}(i), \ldots, \gamma_{v}(i)\right)$ for $0 \leq i<f(n+1)$; if
$|\Sigma \cup\{0,1,2, \ldots, k\}|=2^{v}$, we can think of $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{v}$ as representing a string of length $f(n+1)$ over the alphabet $\Sigma \cup\{0,1, \ldots, k\}$ by coding $\Sigma \cup\{0,1, \ldots, k\}$ into $\{0,1\}{ }^{v}$. Say that is coded as $(0,0, \ldots, 0)$. Then the string wif ${ }^{f(n)-n}$ will be represented by v times
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$\gamma_{1} 0^{f(n)-n}, \gamma_{2} 0^{f(n)-n}, \ldots, \gamma_{v} 0^{f(n)-n}$ where $\gamma_{1} \in\{0,1\}^{*}$ and is of
length n for $1 \leq 1 \leq \mathrm{v}$.

we can write a mentamee $F_{w}$ of length on whieh unge that there exiets
( $\mathrm{W}, \mathrm{U}, \mathrm{M}$ ) satisfying conditions 1) through 6) in Lema 4.1. That is, for any $\& \in P, F_{w}$ will be true in $g$ if and only if ${ }^{2}$ aceapta $w$. Hence, if $C$

So $L(M) \leq p e^{T H(C)}$.
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## Appendix 1: Writing Short Foxmulas for Ipductivaly Defined_Properties

Let $\mathcal{L}$ be the language of the first order predicate calculus with a finite number of relational symbols $\underline{R}_{1}, \underline{R}_{2}, \ldots, \underline{R}_{d}$. Let $P$ be a class of structures for $\mathcal{\&}$. Henceforth all properties and all equivalences between formulas of $\mathbb{L}$ will be with respect to $\dot{p}$. The purpose of this appendix is to prove that one can corrstruct short formulas defining certain inductively described properties.

Theorem A. 2 below will essentially say the following: given a sequence of properties $G_{0}, G_{1}, \ldots$ such that $G_{0}$ is defined by a formula of $\mathcal{L}$ and such that $G_{i+1}$ can be expressed in a fixed way (independent of 1 ) from $G_{i}$ using the language $\mathcal{L}$, then for every $i>0$ there is a formula of $\mathcal{L}$ of length proportional to $i$ which defines the property $G_{i}$.

We assume for convenience that equality is definable in $P$, and hence for convenience assume that $v_{1}=v_{2}$ is an atomic formula of $\mathcal{L}$. We also assume that every structure in $P$ has a domain of cardinality $\geq 2$.

Now let $k \in N$ be fixed and let $\mathcal{L}^{\prime}$ be the language of the first order predicate calculus which is the same as $\mathcal{L}$ except that a k-place formal predicate $\underline{R}$, has been added. ${ }^{\dagger}$

Two formulas of $\Sigma^{\prime}$ are equivalent if they are equivalent in any structure obtained by adding to a structure from $P$ an interpretation for $\underline{R}$.

Definition A.1: Let $E\left(\bar{x}_{k}\right)$ be a formula of $\mathcal{S}^{\prime}$ and let $G\left(\bar{x}_{k}\right)$ be a property. We define an infinite sequence of properties, $G_{0}\left(\bar{x}_{k}\right), G_{1}\left(\bar{x}_{k}\right), \ldots$ as follows: Let $G_{0}\left(\bar{x}_{k}\right)$ be $G\left(\bar{x}_{k}\right)$. For every $i \in N$ and for every structure $g \in P$ with domain $S$ and for every $\bar{a}_{k} \in S^{k}$, we say that $\delta+G_{i+1}\left(\bar{a}_{k}\right)$ iff $\delta+E\left(\bar{a}_{k}\right)$ when the formal predicate $\underline{R}$ is interpreted in $\mathcal{S}$ as $G_{i}$ (restricted to 8 ).

Theorem A.2: Let $\bar{F}\left(\bar{x}_{k}\right)$ be a formula of $\mathcal{L}^{\prime}$ and let $\underline{G}\left(\bar{x}_{k}\right)$ be a formula of $\mathcal{L}$ defining the property $G\left(\bar{x}_{k}\right)$. Let $G_{0}\left(\bar{x}_{k}\right), G_{1}\left(\bar{x}_{k}\right), \ldots$ be the properties defined in Definition A.1. Then there exists a sequence $\underline{G}_{0}\left(\bar{x}_{k}\right), \underline{G}_{1}\left(\bar{x}_{k}\right), \ldots$ of formulas of $\&$ such that
(I) $G_{i}$ defines the property $G_{i}$ for each $i \in N$.
(II) There is a procedure which given $i \in N^{+}$computes $\underline{G}_{i}$ within time a fixed polynomial in $i$ and space linear in 1.
"Theorem A. 2 is due to Fischer and Meyer [cf. FiR74], working from earlier ideas of Stockneyer [SM73]. A key part of the proof will be Lemma A. 3.

Lemma A.3: Let $F$ be a formula of $\mathcal{S}^{\prime}$. Then there exists a formula $\mathrm{F}^{\prime}$ of $\mathcal{L}^{\prime}$ equivalent to $\underline{F}$ such that $F^{\prime}$ has exactly one occurrence of the predicate letter $R$; this occurs in an atomic formula in which all the $k$ formal variables are distinct.

Proof: Let $F$ be a formala of $\mathcal{L}^{\prime}$. Since any formala of $\mathbb{S}^{\prime}$ can trivially be extended to an equivalent one with at least one occurrence of $\underline{R}$, assume that $\underline{F}$ contains at least one occurrence of $\underline{R}$. Assume $\underline{F}$ is in prenex normal form so that $E$ looks like $Q_{1} v_{1} Q_{2} v_{2} \ldots Q_{J} v_{J} A$ where $A$ is a quantifier free formula containing $m \geq 1$ occurrences of the symbol $\underline{R}$ and where $v_{1}, v_{2}, \ldots, v_{J}$ represent formal variables. Let us say that the $m$ atomic formulas of $A$ in which $\underline{R}$ occurs, from left to right are $\underline{R}\left(v_{11}, v_{12}, \ldots, v_{1 k}\right), \underline{R}\left(v_{21}, v_{22}, \ldots, v_{2 k}\right), \ldots, \underline{R}\left(v_{m 1}, v_{m 2}, \ldots, v_{m k}\right)$ where the symbols $v_{i, j}$ for $1 \leq i \leq m$ and $1 \leq j \leq k$ represent formal variables.

$$
\text { Let } y_{1}, y_{1}^{\prime}, y_{2}, y_{2}^{\prime}, \ldots, y_{m}, y_{m}^{\prime} \text { be distinct formal variables not }
$$

appearing in $A$. Let $A^{\prime}$ be the formula obtained from $A$ by replacing
$\underline{R}\left(v_{i 1}, v_{i 2}, \ldots, v_{i k}\right)$ by $y_{i}=y_{i}^{\prime}$ for $1 \leq 1 \leq m$. Since in every structure
of $P$ there are interpretations of $y$ and $y^{\prime}$ which cause the formula $y=y^{\prime}$ to be true, and interpretations which cause $y=y^{\prime}$ to be false, we see that $A$ is equivalent to


Now let $y, y^{\prime}, z_{1}, z_{2}, \ldots, z_{k}$ be distinct formal variables not occurring in
$\wedge_{1 \leq i \leq m}\left[\left(y_{i}=y_{i}^{\prime}\right) \leftrightarrow \underline{R}\left(v_{11}, v_{12}, \ldots, v_{1 k}\right)\right]$ is equivalent to

$$
\left.\left(\left(y=y^{\prime}\right) \leftrightarrow R\left(z_{1}, z_{2}, \ldots, z_{k}\right)\right)\right]
$$

So we have shown that $F$ is equivalent to a formal with exactly one
occurrence of $\underline{R}$, which occurs in the atomic formula $\underline{\underline{R}}\left(\bar{z}_{\mathbf{k}}\right)$.

Definition A.4: Let $F\left(\bar{x}_{k}\right)$ be a formula of $\mathcal{L}$ and 1 et $z_{1}, z_{2}, \ldots, z_{k}$ be distinct variables all of which are different from $x_{1}, x_{2}, \ldots, x_{k}$. Then let $\underline{F}^{\left(\bar{n}_{k} \mid \bar{x}_{k}\right)}\left(\bar{z}_{k}\right)$ be the formula obtained from $F$ in the following way: If $v$ is an occurrence (not necessarily free) of a formal variable in $F$,
then if $v=z_{i}$ for some $i, 1 \leq i \leq k$, replace $v$ by $x_{i} ; i f v=x_{i}$ for some $i$,
$1 \leq i \leq k$, replace $v$ by $\boldsymbol{m}_{i}$.

Definition A. 5: If $\underset{F}{ }$ is a formula of $\mathcal{L}$, define the eize of $F, B(F)$, to be the length of $E$ when each variable subscript is counted to be of length 1 and all other symbols are counted normally.

The following lemma follows inmediately from the definitions.

Lemma A. 6 : Let $E\left(\bar{x}_{k}\right)$ and $\underline{E}^{\left(\bar{z}_{k} \mid \bar{x}_{k}\right)}\left(\bar{z}_{k}\right)$ be as in Definition A.4. Then $s(\underline{F})=s\left(\underline{F}^{\left(\bar{x}_{k} \mid \bar{x}_{k}\right)}\right)$, and $E\left(\bar{x}_{k}\right) \quad$ and $\underline{F}^{\left(\bar{x}_{k} \mid \bar{x}_{k}\right)}\left(\bar{\varepsilon}_{k}\right)$ define the same property.

Proof of Theorem $A_{8}$ 2: Let $\underline{F}\left(\bar{x}_{k}\right)$ be formula of $\mathcal{S}^{\prime}$ and let $\underline{G}\left(\bar{x}_{k}\right)$ be a formula of $\mathcal{E}$ defining the property $G\left(\bar{x}_{k}\right)$. By Lemm A. 3 assume that $F$ contains exactly one occurrence of $\underline{\underline{R}}$; the proof of Leama A. 3 assures us in fact that we can insist that the atomic formula in which $\Omega$ occurs is $\underline{R}\left(\bar{z}_{k}\right)$ where $z_{1}, z_{2}, \ldots, z_{k}$ are distinct variables not occurring in $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$.

Now define a sequence $\underline{G}_{0}\left(\bar{x}_{k}\right), G_{1}\left(\bar{x}_{k}\right), \ldots$ of formulas of $\{$ as follows. Let $\mathcal{G}_{0}$ be $\underline{G}$. For all $i \in N$, let $\underline{G}_{i+1}$ be the formula obtained by
substituting $G_{i}\left(\bar{z}_{k} \mid \bar{x}_{k}\right)$ for $\underline{R}\left(\bar{z}_{k}\right)$ in $F$. It is easy to see by induction (using Lemma A.6) that $G_{i}\left(\bar{x}_{k}\right)$ defines $G_{i}\left(\bar{x}_{k}\right)$ for each $i \in N$. For $c_{0}=|\underline{F}|$ we have $s\left(\underline{G}_{i+1}\right) \leq c_{0}+s\left(\underline{G}_{i}^{\left(\bar{z}_{k} \mid \bar{x}_{k}\right)}\right)=c_{0}+s\left(\underline{G}_{i}\right)$
for $i \in N$, so $s\left(\underline{G}_{i}\right) \leq s(\underline{G})+i \cdot c_{0}$. Every variable occurring in each $G_{i}$
is either from the set $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ or occurs in $E$ or occurs in $\underline{G}$.

If $c_{1}$ is the maximum length of any such variable subscript, then
$\left|\underline{G}_{i}\right| \leq c_{1} \cdot s\left(\underline{G}_{i}\right) \leq c_{1} \cdot\left(s(\underline{G})+i \cdot c_{0}\right) \leq c \cdot i$ for $i \in N^{+}$and some constant $c$ independent of $i$. It $c a n$ also be checked that one can compute $G_{1}$
within time polynomial in $i$ and space linear in 1.

Remaris A.7: Theorem A. 2 can be improved in a number of ways. Firstly, we can obtain our result even without the restrictions that equality be definable in $P$ and that every structure in $P$ have a domain of cardinality 2 2. In addition, using a trick suggested by Solovay [Sol73] we can obtain the same result even if our language of the predicate calculus doesn't contain $\leftrightarrow$.

Theorem A. 2 can be generalized in a number of ways. We will only present the particular generalization which we need in the text.

To begin with, let $\mathcal{L}^{\prime \prime}$ be the language of the first order predicate calculus which is the same as $\mathcal{E}$ except that we have added two new formal k-place predicates: $\underline{R}$ and $\underline{R}^{\prime}$ for some fixed $k \in N$.

Definition A. 8: Let $\underline{F}_{0}\left(\bar{x}_{k}\right), F_{1}\left(\bar{x}_{k}\right), F_{0}^{\prime}\left(\bar{y}_{k}\right), F_{1}^{\prime}\left(\bar{y}_{k}\right)$ be formulas of $\mathcal{S}^{\prime \prime}$. Let $G\left(\bar{x}_{k}\right)$ and $G^{\prime}\left(\bar{y}_{k}\right)$ be properties. For every $\gamma \in\{0,1\}^{*}$ we let $G_{\gamma}\left(\bar{x}_{k}\right)$ and $G_{\gamma}^{\prime}\left(\bar{y}_{k}\right)$ be properties as follows: If $\lambda$ is the empty string, let $G_{\lambda}$ be $G$ and let $G_{\lambda}^{\prime}$ be $G^{\prime}$. For every $\delta \in\{0,1\}^{*}$ and every
$g \in P$ with domain $S$ and every $\bar{a}_{k} \in s^{k}$ we say
$g \vdash G_{\delta i}\left(\bar{a}_{k}\right)$ (where $i \in\{0,1)$ iff $g+\underline{F}_{i}\left(\bar{a}_{k}\right)$ when $\underline{R}$ is interpreted as $G_{\delta}($ restricted to $\delta)$ and $\underline{Q}^{\prime}$ is interpretad as $G_{\delta}^{\prime} ;$ we say $\delta+G_{\delta 1}^{\prime}\left(\bar{R}_{k}\right)$ iff $g+E_{i}^{\prime}\left(\bar{a}_{k}\right)$ when $\underline{R}$ is interpreted as $G_{8}$ and $\underline{R}$ ' is interpseted as $G g_{g}$. Theorem $A_{0} 9$ : Let $F_{0}, F_{1}, F_{0}^{\prime}, F_{1}^{\prime}$ bermulas of whe let $G\left(\bar{x}_{k}\right), G^{\prime}\left(\bar{y}_{k}\right)$ be formulas of $\mathcal{L}$ defining, respectively, the properties $G\left(\bar{x}_{k}\right)$ and $G^{\prime}\left(\bar{y}_{k}\right)$. For each $\gamma \in\{0,1\}^{*}$, let $G_{\gamma}\left(\bar{x}_{k}\right)$ and $G_{\gamma}^{\prime}\left(\bar{y}_{k}\right)$ be as in Definition A.8. Assume that for any $\& \in P$, the relations obtained by restricting $G_{\gamma}$ and $G_{\gamma}^{\prime}$ to $g$ are both nonempty. Then for each $\gamma \in\{0,1]^{*}$ there exist formulas $G_{\gamma}\left(\bar{x}_{k}\right), G_{\gamma}^{\prime}\left(\bar{y}_{k}\right)$ such that

(II) There is a procedure which given $\gamma \in\{0,1\}^{+}$computes $G_{\gamma}$ and $G^{\prime} \gamma$ within time a fixed polynomial in $|\boldsymbol{\gamma}|$ and space linear in $|\boldsymbol{\gamma}|$.

Proof: The basic idea of this proof is what we call "simultaneous definition"; for every $\gamma \in(0,1)^{*}$ we will write down a formula which defines both $G_{\gamma}$ and $G_{\gamma}^{\prime}$, as described below.

For each $\gamma$, let $H_{\gamma}\left(\bar{x}_{k}, \bar{y}_{k}\right)$ be a $2 k$-place property which we define informally to be " $G_{\gamma}\left(\bar{X}_{k}\right) \wedge G_{\gamma}^{\prime}\left(\bar{y}_{k}\right)$ "; more formally, if $g \in P$ with domain $S$ and $\bar{a}_{k}, \bar{b}_{k} \in S^{k}$, then we say $g+H_{\gamma}\left(\bar{a}_{k}, \bar{b}_{k}\right) \Leftrightarrow 8+G_{\gamma}\left(\bar{a}_{k}\right)$ and S $+G_{\gamma}^{\prime}\left(\bar{b}_{k}\right)$. The formula $\underline{H}_{\lambda}\left(\bar{x}_{k} ; \bar{y}_{k}\right)=\underline{G}\left(\bar{x}_{k}\right) \wedge \underline{G}^{\prime}\left(\bar{y}_{k}\right)$ defines $H_{\lambda}\left(\bar{x}_{k}, \bar{y}_{k}\right)$.

Let $\delta \in\{0,1\}^{*}$ and let $i \in\{0,1\}$. We now show informally (this will be made precise below) how $H_{\delta i}$ can be expressed from $H_{8}$ : It is sufficient to show that $G_{\delta i}$ and $G_{\delta i}^{\prime}$ can be expressed from $H_{\delta}$. Using $F_{i}$ and $F_{i}^{\prime}$ we can express $G_{\delta 1}$ and $G_{\delta 1}^{\prime}$ by using $G_{\delta}$ and $G_{\delta}^{\prime}$. Since for any $\mathcal{S} \in P$ with domain $S$ and any $a_{k} \in S^{k}$,
$g+G_{\delta}\left(\bar{a}_{k}\right) \Leftrightarrow$ for some $\bar{b}_{k} \in \mathrm{~s}^{k}, g+H_{\delta}\left(\bar{a}_{k}, \bar{b}_{k}\right)$, and $\delta \vdash G_{\delta}^{\prime}\left(\bar{a}_{k}\right) \Leftrightarrow$ for some $\bar{b}_{k} \in s^{k}, \delta \vdash H_{\delta}\left(\bar{b}_{k}, \bar{a}_{k}\right),^{\dagger}$ we see that $G_{\delta}$ and $G_{\delta}^{\prime}$ can be expressed from $H_{\delta}$.

Proceeding more formally, let $\delta_{0}^{\prime \prime}$ be the language of the first order

[^6]predicate calculas obtained from $\mathcal{L}$ by adding a $2 \mathbf{k}-\mathrm{place}$ formal predicate $\underline{\mathrm{U}}$. Let $w_{1}, w_{2}, \ldots, w_{k}$ be distinct variables not occurring in $F_{0}, F_{1}, F^{\prime}, F_{1}^{\prime} \cdot$ For $i \in\{0,1\}$, let ${\underset{F}{F}}^{\left(\bar{x}_{1}\right)}$ be the formala of $\mathcal{L}_{0}^{n}$ obtained from $E_{i}$ by substituting $\mathbb{T w}_{1} \mathbb{W w}_{2}, \ldots, \mathbb{H w}_{k} \underline{U}\left(\bar{v}_{k}, \bar{w}_{k}\right)$ for $\underline{R}\left(\bar{v}_{k}\right)$ every time $\underline{R}$ appears (where $v_{1}, v_{2}, \ldots, v_{k}$ represent formal variables), and substituting ${ }^{T w_{1}}{ }_{1}{ }^{H w_{2}} \ldots{ }^{H w_{k}} \underline{U}\left(\bar{w}_{k}, \bar{v}_{k}\right)$ for $\underline{R}^{\prime}\left(\bar{v}_{k}\right)$ every time $\underline{R}^{\prime}$ appears; obtain $\mathscr{F}_{i}^{\prime}\left(\bar{y}_{k}\right)$ from $F_{i}^{\prime}$ in the aame manner.

For $i \in\{0,1\}$, define the formula $T_{1}\left(\bar{x}_{k}, \bar{y}_{k}\right)$ of $\varepsilon_{0}^{\prime \prime}$ as
$\mathscr{F}_{1}\left(\bar{x}_{k}\right) \wedge{\underset{F}{F}}^{\prime}\left(\bar{y}_{k}\right)$. One can now see that for $\delta \in\{0,1\}^{*}, i \in\{0,1\}$, $s \in P$ with domain $S$, and $\bar{a}_{k}, \bar{b}_{k} \in s^{k}$, we have $g+G_{\delta i}\left(\bar{a}_{k}\right) \Leftrightarrow \delta+\mathcal{F}_{i}\left(\bar{a}_{k}\right)$ when $\underline{U}$ is interpreted as $H_{\delta}$ restricted to $8, g+G_{\delta i}^{\prime}\left(\bar{b}_{k}\right) \Leftrightarrow 8+\mathcal{F}_{i}^{\prime}\left(\bar{b}_{k}\right)$ when $\underline{U}$ is interpreted as $H_{\delta}$ restricted to 8 , and therefore $g \vdash H_{\delta i}\left(\bar{a}_{k}, \bar{b}_{k}\right) \Leftrightarrow g+{T_{i}}\left(\bar{a}_{k}, \bar{b}_{k}\right)$ when $\underline{U}$ is interpreted as $H_{\delta}$ restricted to $\delta$. Now let $\left\{z_{1}, z_{2}, \ldots, z_{2 k}\right\}$ be a set of $2 k$ distinct variables not intersecting $\left\{x_{1}, x_{2}, \ldots, x_{k}, y_{1}, y_{2}, \ldots, y_{k}\right\}$ or the set of variables in $T_{0}$ and $T_{1}$. Let $\Gamma_{-0}\left(\bar{x}_{k}, \bar{y}_{k}\right)$ and $\Gamma_{1}\left(\bar{x}_{k}, \bar{y}_{k}\right)$ be formulas of $\mathcal{S}_{0}^{\prime \prime}$ such that each contains exactly one occurrence of $\underline{U}$, namely in the atomic formula $\underline{U}\left(\overline{\mathbf{z}}_{\mathbf{2} \mathbf{k}}\right)$,
and such that $\Gamma_{0}$ is equivalent to $\underline{T}_{0}$ and $\Gamma_{1}$ is equivalent to $\underline{T}_{1}$. For every $\gamma \in\{0,1\}^{*}$ define the formula ${\underset{\gamma}{\gamma}}^{X_{k}}, \bar{x}_{k})$ of $\mathcal{L}$ as follows. Let $\underline{H}_{\lambda}\left(\bar{x}_{k}, \bar{y}_{k}\right)$ be, as before, the formula $G\left(\bar{x}_{k}\right) \wedge G^{\prime}\left(\bar{y}_{k}\right)$; for $\delta \in\{0,1\}$ * and $i \in\{0,1\}$, let $\underline{H}_{\delta i}$ be the formula obtained by substituting, for $\underline{U}\left(\bar{z}_{2 k}\right)$ in $T_{i}$, the formula $\underline{H}_{\delta}{ }^{\left(\bar{z}_{2 k} \mid\left(\bar{x}_{k}, \bar{y}_{k}\right)\right)}$. It is now easy to see that $\underline{H}_{\gamma}\left(\bar{x}_{k}, \bar{y}_{k}\right)$ defines $H_{\gamma}\left(\bar{x}_{k}, \bar{y}_{k}\right)$ for $\gamma \in\{0,1\}^{*}$. As in the proof of Theorem A.2, we can check that $\left|\underline{\underline{E}}_{\boldsymbol{\gamma}}\right| \leq \mathrm{c}|\gamma|$ for $|\gamma|>0$. Lastly, for $\gamma \in\{0,1\}{ }^{*}$, let $\underline{G}_{\gamma}\left(\bar{x}_{k}\right)$ be $\mathbb{Z y}_{1} \mathbb{Z y}_{2} \ldots \operatorname{ly}_{k} \underline{H}_{\gamma}\left(\bar{x}_{k}, \bar{y}_{k}\right)$ and let $G_{\gamma}^{\prime}$ be $\mathrm{Hx}_{1} \mathrm{Ex}_{2} \ldots \mathrm{Tx}_{k} \mathrm{H}_{\gamma}\left(\bar{x}_{k}, \bar{y}_{k}\right)$. It is clear that conditions (I) and (II) of Lemma A. 9 hold.

## Appendix 2: Notation

| $\phi$ | The empty set. |
| :---: | :---: |
| A-B | $\{x \mid x \in A$ and $x \in B\}$ (set difference). |
| $\mathrm{P}(\mathrm{A})$ | The set of all subsets of the set $A$. |
| $\|\mathrm{A}\|$ | The cardinality of the set $A$. |
| $\|\alpha\|$ | The length of the string $\alpha$. |
| $\|n\|$ | The absolute value of the integer $n$. |
| $\Sigma^{*}$ | The set of all strings over $\boldsymbol{\Sigma}$ if $\boldsymbol{\Sigma}$ is a finite alphabet. |
| $\lambda$ | The empty string. |
| $\Sigma^{+}$ | $\Sigma^{*}-\{\lambda\}$. |
| $\alpha \gamma$ or $\alpha \cdot \gamma$ | Concatenation of the strings $\alpha$ and $\gamma$. |
| $\alpha(\mathrm{i})$ | The $1+1$ (from the left) member of the string o. |
| $\alpha^{k}$ | If $\alpha$ is a string, then $\alpha \cdot \alpha \cdot \ldots \cdot \alpha$ (k times) if $k>0$ and $\lambda$ if $k=0$. |
| $\mathrm{s}^{\mathrm{k}}$ | If $S$ is a set, then $S \times S \times \ldots \times S$ ( $k$ times) if $k>0$ and $\phi$ if $k=0$. |
| $\bar{a}_{k}$ | $\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ if $k>0$ and $\phi$ if $k=0$. |
| $e^{k}$ | (e,e, ..., e) (length $k$ ) if $k>0$ and $\varnothing$ if $k=0$. |
| $\mathrm{e}^{\mathrm{k}}$ | (e, e, ..., e) (length $k$ ) if $k>0$ and $\varnothing$ if $k=0$. |
| Max A | Maximum of the set $A$. |
| Min A | Minimum of the set $A$. Min $A=0$ if $A=\phi$. |
| $\log n$ | $\log _{2} \mathrm{n}$. |
| $\begin{aligned} & f \text { is } \\ & \text { one-one } \end{aligned}$ | $f(\mathrm{a})=\mathrm{f}(\mathrm{b}) \Rightarrow \mathrm{a}=\mathrm{b}$. |
| $\begin{aligned} & \mathrm{f} \text { is } \\ & \text { onto } \end{aligned}$ | For all b $\in$ B there is some a such that $f(a)=b$. |
| N | The set of nonnegative integers. |
| z | The set of integers. |
| R | The set of real numbers. |


| $\mathbb{T}$ | The structure $\langle\mathrm{N},+, \leq, 0\rangle$. |
| :---: | :---: |
| Z | The structure $<\mathrm{z},+, \leq, 0\rangle$. |
| R | The structure $\langle R,+, \leq, 0\rangle$. |
| S | A logical structure with domain S . |
| $s^{*}$ | The weak direct power of 8 . |
| s* | The domain of $s^{*}$. |
| $s^{\omega}$ | The strong direct power of 8. |
| $\underset{\sim}{\square}$ | The Ehrenfeucht equivalence relation (definition 2.2.1). |
| $\overline{\bar{n}}$ | Equal up to size $n$ (definition 2.3.2). |
| $\approx \bmod \mathrm{k}$ | Equivalence mod $k$. |
| $\mathrm{M}(\mathrm{n}, \mathrm{k})$ | The number of $\mathrm{n}_{\mathrm{n}}$ equivalence classes on $\mathrm{S}^{k}$. |
| TH (8) | The set of sentences true in 8. |
| TH(P) | The set of sentences true in every structure in the set $P$. |
| S +F | $F$ is true in 8. |
|  | The norm of the element a of a logical structure. |
| FAG | Finite abelian group. |
| $\mathfrak{T}$ | A (one tape, one head) Turing machine. |
| $L(m)$ | A language recognized by 90 |
| $s_{p \ell}$ | Polynomial time, linear space reducibility. |
| $\operatorname{DTIME}(\mathrm{f}(\mathrm{n})$ ) | The set of languages recognizable within time $f(n)$ by a deterministic Turing machine. |
| $\operatorname{NTIME}(\mathrm{f}(\mathrm{n})$ ) | The set of languages recognizable within time $f(n)$ by a nondeterministic Turing machine. |
| DSPACE ( $\mathrm{f}(\mathrm{n})$ ) | The set of languages recognizable within space $f(n)$ by a deterministic Turing machine. |
| $\operatorname{NSPACE}(\mathrm{f}(\mathrm{n})$ ) | The set of languages recognizable within space $f(n)$ by a nondeterministic Turing machine. |
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[^0]:    Research for this paper was supported by the National Science Foundation under research grant number GJ-34671.

[^1]:    $\dagger^{\text {When }}$ writing formulas we will omit parentheses when it will not lead to confusion.

[^2]:    $\dagger^{\dagger}$ This topic is also discussed in Chapter 4 from a slightly different viewpoint.

[^3]:    It is easy to see that $T_{2}$ is nondecreasing.

[^4]:    * We are using the fact that we can simaltaneously use space for two different parposes. For instance, some of the spece on which senternces are written down is alse used for decidimg truth of sentences in $\mathbf{8}$.

[^5]:    $\dagger$ In an earlier version of Temey's work [Ten72] he presented some elementary recursive algorithme which were supposed to be decision procedures for some theories of pairing functions. We pointed out to him that this was iaponsible, and he hea since written corrected version [Ten74] in which all the algorithme preaented are non-elementary recursive.

[^6]:    $\dagger$ since the relations obtained by restricting $G_{\delta}$ and $G_{\delta}^{\prime}$ to $g$ are nonempty.

