A FORMAL BYBTEM
FOR DEFIMIMG THE BYITAX AMD SEMAMTICS OF COMPUTER LAMGUAGES
by
heiry frakcis lgdgard

- B.S., Tufts University
(1964)
S.M., Massachusetts Institute of Technology
(1965)
E.E., Massachusetts Institute of Technology
(1967)

SUBMITtED IK PARTIAL FULFILLMRRT
OF THE REQUIREMEMTS FOR THE
DEGRES OF DOCTOR OF
PHILOSOPHY
at the
massachusetts Imstitute of
TECHMOLOGY
February, 1969


Accepted by
Chairmin, Departfental Conittee on Graduate Students

# A FORMAL SYSTEM <br> FOR DEFINING THE SYNTAX AND SEMANTICS 

OF COMPUTER LANGUAGES
by

Henry Francis Ledgard


#### Abstract

Submitted to the Department of Electrical Engineering on February 24, 1969 in partial fulfillment of the requirements for the degree of Doctor of Philosophy.


## ABSTRACT

The thesis of this dissertation is that formal definitions of the syntax and semantics of computer languages are needed. This dissertation investigates two candidates for formally defining computer languages:
(1) the formalism of canonical systems for defining the syntax of a computer language and its translation into a target language, and
(2) the formalisms of the $\lambda$-calculus and extended Markov algorithms as a combined formalism used as the basis of a target language for defining the semantics of a computer language.

Formal definitions of the syntax and semantics of SNOBOL/l and $A L G O L / 60$ are included as examples of the approach.
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## DEFINITIONS

The following words are used like household words in this dissertation:

| Symbol: | A character or any indivisible sequence of characters. |
| :---: | :---: |
| Alphabet: | A set of symbols. |
| String: | A sequence of symbols on an alphabet. |
| Language: | A set of strings. |
| Syntax: | The set of rules specifying the strings in a language. |
| Semantics: | The set of rules relating the strings in a language to the "behavior" or "objects" that the strings denote. For a computer language implemented by translating the strings in the language into strings in a target language, the behavior or objects that a string denotes is defined by the corresponding target language string, whose meaning is presumably understood. |
| Translation: | A function mapping one set of strings into another set of strings. |
| Abbreviation: | A bijective function mapping one set of strings (the unabbreviated strings) into another set of strings" (the abbreviated strings). The bijectiveness of the function insures the unique reversibility of the mapping. |
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## CHAPTER I

## INTRODUCTION



Research generally progresses in two directions: in the development of new theories, and in the application and simplification of existing theories. This research is a study in the second direction. In particular, an attempt has been made to keep the notation and terminology of the formal system as simple as possible. It is natural for the author of a work to introduce notation, terminology, and conventions that became convenient for him to use, but which often obscure the work and its contributions to others. This author has tried to avoid this temptation.

The formal system for defining syntax and semantics will be given in two parts. First, Chapter II presents the formalism of canonical systems, which will be used to define the syntax of a computer language and its translation into an arbitrary target language. Second, Chapter III presents the formalisms of extended Markov algorithms and the $\lambda$-calculus, which will be used as the basis for a particular target language for defining the semantics of a computer language. The semantics of the target language are specified, in turn, by giving an extended Markov algorithm definition of a function for mapping a string in the target language into a string denoting its value.

Chapters IV and $V$ illustrate the formal system by defining the syntax and semantics of the computer languages SNOBOL/l and ALGOL/60. In particular, Chapter IV describes SNOBOL/l in the spirit of providing a reference manual for

```
SNOBOL/l, and is directed to the reader who wishes a detailed
knowledge of the language. Chapter V not only explicates
the formal definition of ALGOL/60 but also relates the formal
definition to other languages and other methods of language
definition. Finally, Chapter VI contains a discussion of the
utility of the formal system in defining computer languages.
```


## CHAPTER II

## CANONICULSYSTEMS: A SELF-EXTENDIHG FORMALISM FOR SPECIFYING THE SYNTAX OF A COMPUTER LANGUAGE AND ITS TRANSLATION INTO A TARGET LANGUAGE

This chapter presents the formalism of canomical systems and its application to define the syntax of a computer languge and its translation into a target language.

The mathematical underpinnings of canomical systems are due to Emil Post ${ }^{1}$ and Raymond Smullyan. ${ }^{2}$ Canonical systems can be used to specify any "recursively enumerable" set." The set of strings comprising all syntactically legal programs in a computer language and the set of pairs of strings comprising all syntactically legal programs in a computer language and their translations into a target language are just two examples of recursvely enumerable sets. Preaumably, canonical systems can specify any translation or algorithm that a machine can perform. Heuristic evidence that this statement is true is due to the works of Turing 30,31 and Kleene. 32 In these works the notion of functions computable by a Turing machine were asserted ${ }^{30}$ to comprise every function or algorithm that is intuitively computable by machine, and the functions computable by a Turing machine were shown equivalent 31,32 to the set of all "general recursive" sets, which are encompassed by canonicalsystems.

The application of a logically modified variant of the formal systems of Post, ${ }^{1}$ Smullyan, ${ }^{2}$ and Trenchard More ${ }^{38}$ to
specify completely the syntax of a computer language was first made by John Donovan. ${ }^{3,5}$ Donovan applied his formal systen to specify the set of legal programs in a computer language, including the specification of allowable character spacing, and more importantly, the specification of context-sensitive requirements on the set of legal programs, like the requirement that all statement labels in program be different. Donovan introduced the term "canonic systems" (in recognition of Post's workl to describe his formal system. Although Donovan's formal system is not used here, many ideas and techniques presented here have stemed from Donovan's work. The name "canonical systems" is used to distinguish the formal system presented in this dissertation from the formal systems of Post, Smullyan and Donovan. A discussion of the theoretical background for canonical systems (as presented here) is given in Appendix 5. The terminology for canonical systems presented here is due to both post and Smullyan. ${ }^{2}$ The notation for canonical systems presented here is due in part to Post, ${ }^{1}$ Smullyan ${ }^{2}$ and Donovan, ${ }^{3}$ and is in large part new. Many hours were spent in developing the notation presented here in the hope that the notation would be well-suited to computer languages. Discussions with Calvin Morers have had a major effect on the notation.

To illustrate by example the techniques used in specifying the syntax and tranelation of a computer language with canonical systems, a small and rather useless subset of subset of ALGOL/ $60^{28}$ will be taken as a source language, while IBM

```
System/360 assembler language 42 will be taken as a target
language. The Backus-Naur Porm specification of the ALGOL/60
subset is given below:
```

```
<DIGIT> 
<PRIMARY> ::= <DIGIT> < <VAR>
<ARITH EXP> ::= <PRIMARY> | <ARITH EXP> + <PRIMARY>
<STM> ::= <VAR>:=<ARITH EXP>
<TYPE LIST> ::= A | B | A,B
<DEC> ::= INTEGER<TYPE LIST>
<PROGRAM> ::= BEGIN <DEC> ; <STM> END
```

This subset allows programs containing only one declaration and one limited type of arithmetic assignment statement.

The rules for constructing a canonical system definition of a computer language, the rules for abbreviating a canonical system, and the rules for deriving strings defined by a canonical system will be presented informally in Section 2.1 of this chapter using the English language. In Section 2.2 these rules will be formally stated using the notion of a defining canorical system. In particular, each underlined expression in the next section will be defined formally in Section 2.2 with a defining canomical system. I now proceed to the informal definition of canomeal systems and the application of this formalism to specify the syntax andranslation of a computer language.

### 2.1 Canonical Systems

## 2.1a The Basic Formalis포

A canonical system consists of a collection of the following items:
(1) An alphabet $A$, called the object alphabet.
(2) An alphabet $P$, called the predicate alphabet. Each predicate in the predicate alphabet is assigned a unique positive integer called its degree.
(3) An alphabet $V$, called the variable alphabet.
(4) Another alphabet, which consists of six punctuation symbols, the implication sign, conjunction sign, tuple sign, delimiter sign, left bracket sign, and right bracket sign.
(5) A finite sequence of strings that are well-formed productions, according to the definition given below.

In a well-formed production, it is necessary to be able to determine the alphabet from which each symbol is drawn. Accordingly, $I$ will use (a) lower case English letters (possibly subscripted or superscripted) for variable alphabet symbols (b) strings of capital English letters, digits, and spaces, each separated by a tuple sign, for predicate alphabet symbols (c) the symbols

| $\rightarrow$ | implication sign |
| :--- | :--- |
| $:$ | conjunction sign |
| $\vdots$ | tuplesign |
| ; | delimiter sign |
| < | left bracket sign |
| $>$ | right bracket sign |

for punctuation symbols, and (d) symbols not in alphabets (2),
(3) and (4) for object alphabet symbols.

A well-formed term consists of a sequence of variable
and object alphabet symbols (e.g., "a+p" and "uv"). A
well-formed term tuple consists of a sequence of terms each separated by a tuple sign and enclosed by a left and right bracket sign (e.g., "[a+p:uv](a+p:uv)"). A well-formed atomic formula consists of a predicate alphabet symbol followed by a term tuple (e.g., "ARITH EXP:VARS[a+p:uv](a+p:uv)"). A well-formed production consists of (a) an atomic formula followed by the delimiter sign (e.g', "ARITH OP<t>;") or (b) a sequence of atomic formulas each separated by the conjunction aign and followed by the implication sign, another atomic formula, and the delimiter sign (e.g., "PRIMARY:VARS〈p:v, ARITH EXP:VARS<a:u> $\rightarrow$ ARITH EXP:VARS[a+p:uv](a+p:uv);"). An atomic formula occurring before the implication sign is called a premise. An atomic formula following the implication sign or occurring alone is called a conclusion. A production containing no premises is called an atomic production.

In the specification of written expressions in computer languages, it will often be necessary to include English letters, digits, spaces, and the punctuation symbols as members of the object alphabet. Since predicate alphabet characters, the implication sign, conjunction sign, and delimiter sign cannot occur within the brackets of a term tuple, $I$ adopt the convention that these symbols can be used in a term tuple as object alphabet symbols. Furthermore, let the quotation marks "a" and "न" be symbols not contained in the object

```
alphabet. Strings containing variable alphabet symbols, the
tuple sign, left bracket aign and right bracket sign can
also be used as members of the object alphabet provided that
the strings are enclosed by the quotation marks when used
within a production. For example, consider the following
productions:
```

    VAR<A>;
    VARく"x">;
    VAR<V> $\rightarrow$ ARITH EXP:VARS<v:V,>;
VAR〈V>, ARITH:VARS<a:u> $\rightarrow$ ARITH EXP:VARS< $a+V: u \nabla_{p}>$;
Here, the symbols $\{A x+$,$\} enclosed in angle brackets are$
object alphabet symbols. The symbols \{a $v$ u\} are variable
alphabet symbols.

A derivation is a string that can be obtained from a canonical system using the following two rules:
(1) If $c$; is a production containing no premises, then the string $c$ can be derived from the canonical system.
(2) If $p \rightarrow c$; is a production with premises $p$, and $q \rightarrow d ;$ is an instance of this production with each variable in the production replaced by some object string, and each premise in $q$ has been previously derived, then the string d can be derived from the canonic system.

These rules can be applied to the previously given production to derive the strings

VAR < A >
ARITH EXP:VARS<A:A;>

VAR<x>
ARITH EXP: VARS<A+x+A:A, $x, A,>$;

The strings derivable from a canonjcalsysten will be interpreted in the following way. A predicate will be interpreted
as the name of a set; the term tuple following a predicate will be interpreted as a string that is a member of the named set. In the above case, the set "VAR" contains two members, the strings "A" and " $x$ ". The set "ARITH EXP:VARS" contains an infinite number of members, some of which are "A:A," and "A+x+A:A, $x, A, "$ Furthermore, $I$ will follow the convention that each string of predicate characters separated by a tuple sign will be called a predicate part, and that predicates of degree $k$ will consist of either one or $k$ predicate parts. In the case where a predicate of degree k consists of kredicate parts (eg.,"ARTTH EXP:VARS"), each predicate part of the predicate will be some mnemonic describing the intended interpretation of the corresponding term in the associated term tuple (e.g., in the atomic production "ARITH EXP:VARS $\langle a+p: u v\rangle$ " the string "a+p" is interpreted as an arithmetic expression and the string "uv" is interpreted as the list of variables used in the arithmetic expression). The predicate parts and terms occurring after the tuple sign in an atomic production will be called "auxiliary" predicate parts and "auxiliary" terms (in the above case the term "uv" is the auxiliary term for the auxiliary predicate part "VARS"). For example, next consider the following canonical system specifying a set named "ARITH EXP:VARS", consisting of all pairs of strings such that the first element of each pair is an arithmetic expression in the subset of $A L G O L / 60$, and the second element of each pair is a list of the variables

```
occurring in the arithmetic expression:*
```

```
1.1 DIGIT<l>;
1.2 DIGIT<2>;
1.3 DIGIT<3>;
2.1 VAR<A>;
2.2 VAR<B>;
3.1 DIGIT<d> -> PRIMARY:VARS<d: }\>\mathrm{ ;
3.2 VAR<v> }->\mathrm{ PRIMARY:VARS<v:v,>;
3.3 PRIMARY:VARS<p:V> ARITH EXP:VARS<p:v>;
3.4 PRIMARY:VARS<p:V>, ARITH EXP:VARS<a:u> -> ARITH EXP:VARS
    <a+p:uv>;
```

These productions can be interpreted:

```
1.1 The symbol "l" is a member of the set named "DIGIT".
1.2 The symbol "2" is a member of the set named "DIGIT".
1.3 The symbol "3" is a member of the set named "DIGIT".
2.1 The symbol "A" is a member of the set named "VAR".
2.2 The symbol "B" is a member of the set named "VAR".
3.1 If "d" represents a member of the set named "DIGIT",
    then the pair of strings denoted by "d:A" is a member of the
            set named "PRIMARY:VARS".
3.2 If "v" represents a member of the set named "VAR",
    then the pair of strings denoted by "v:v," is a member of the
        set named "PRIMARY:VARS".
3.3 If the pair "p:v" represents a member of the
            set named "PRIMARY:VARS",
        then the pair of strings denoted by "p:v" is a member of the
        set named "ARITH EXP:VARS".
3.4 If the pair "p:y" represents a member of the set named
            "PRIMARY:VARS",
        and the pair "a:u" represents a member of the set named
            "ARITH EXP:VARS",
        then the pair of strings denoted by "a+p:uv"
        is a member of the set named
            "ARITH EXP:VARS".
or more informally:
```

"The symbol " $\Lambda$ " denotes the null string, i.e., if $P$ is a string then

$$
P \Lambda=P=\Lambda P
$$

1. The symbols "1", "2" and "3" are digits.
2. The symbols "A" and "B" are variables.
3.1 If "d" is a digit,
then " d " is a primary with a null list of variables.
3.2 If "v" is a variable,
then " $v$ " is a primary with a list " $v$," of variables.
3.3 If "p" is a primary with a list of variables "v", then "p" is an arithmetic expression with the same list of variables "v".
3.4 If "p" is a primary with a list of variables"v", and "a" is an arithmetic expression with a list or variables "u", then "a+p" is an arithmetic expression with a list of variables "uv".

The rules for deriving strings specified by a canonical system can be applied to these productions to conclude that (a) the set named "DIGIT" consists of three members, the symbols "1", " 2 " and " 3 ", (b) the set named "PRIMARY:VARS" consists of five members, the pairs of string "l: $\Lambda$ ", "2: $\Lambda$ ", " $3: \Lambda$ ", "A:A,", and "B:B,", and (c) the set named
"ARITH EXP:VARS" contains an infinite number of members, some of which are "A:A,", "I+2: $A$ ", "A+B:A,B,", and
$" A+1+2+A+B: A, A, B, "$.

Abbreviations to the Basic Notation:

Using only the basic notation for a canonical system, a specification for a computer language often becomes lengthy. It will be convenient during the course of this dissertation to abbreviate some canontal system constructions. Here, $I$ introduce four simple and useful abbreviations, the first two of which are due to Donovan. ${ }^{3,5}$ The ability of canonical
1.a If $c_{1}, c_{2}$, ... and $c_{n}$ are conclusions with identical premises $p$, the productions

$$
p \rightarrow c_{1} ; p \rightarrow c_{2} ; \cdots p \rightarrow c_{n} ;
$$

can be abbreviated

$$
p+c_{1}, c_{2}, \cdots c_{n} ;
$$

1.b If $c_{1}, c_{2}, \ldots$ and $c_{n}$ are conclusions with no premises, the productions

$$
c_{1} ; c_{2} ; \ldots c_{n} ;
$$

can be abbreviated

$$
c_{1}, c_{2}, \ldots c_{n} ;
$$

2. If $\left\langle t_{1}\right\rangle,\left\langle t_{2}\right\rangle, \ldots$ and $<t_{n}>$ are term tuples denoting members of the same set $S$, the atomic formulas

$$
s<t_{1}>, \quad S<t_{2}>, \quad \cdots, \quad S<t_{n}>
$$

can be abbreviated

$$
s<t_{1}>,<t_{2}>, \cdots,<t_{n}>
$$

3. If $p_{1}, p_{2}, \ldots$ and $p_{n}$ are premises with the same conclusion $c$, the productions

$$
p_{1}+c ; p_{2} \rightarrow c ; \quad \cdots \quad p_{n} \rightarrow c ;
$$

can be abbreviated

$$
\mathrm{p}_{1}\left|\mathrm{p}_{2}\right| \ldots \mid \mathrm{p}_{\mathrm{n}}+\mathrm{c} ;
$$

4. If a and $b$ are different variables, and $P$ and $R$ are predicates, the productions

can be abbreviated

$$
P<a>\rightarrow R<\operatorname{SEQ}(a)>;
$$

Thus, the productions*
(a) DIGIT<1>; IIGIT<2>; DIGIT<3>;
(b) DIGIT<p> $\rightarrow$ CHAR<p>; LETTER<p> $\rightarrow$ CHAR<p>;

MARK<p> $\rightarrow$ CHAR<p>;
(c) DIGIT<d> $\rightarrow$ DIGIT STR<d>; DIGIT<d>, DIGIT STR<s> $\rightarrow$ DIGIT STR<sd>;
can be abbreviated
(a) DIGIT<1>, <2>, <3>;
(b) DIGIT<p> | LETTRR<p> | MARK<p> $\rightarrow$ CHAR<p>;
(c) DIGIT<d> $\rightarrow$ DIGIT STR<SEQ(d)>;

The abbreviated productions may informally be read:
(a) The symbols " 1 ", "2", and "3" are digits.
(b) If $p$ is a digit, or $p$ is a letter, or $p$ is a mark, then $p$ is a character.
(c) If $\alpha$ is a digit, then a sequence of digits is a digit string.

## 2.1b Application to Specify Syntax

I define the syntax of a language as the set of rules the specifyinglotrings in a language. The syntax of ALGOL/60 has the requirement that the type of each variable used in program must be declared. This requirement is not handed by the Backus-Naur form specification of the ALGOL/60 subset

[^2]```
given previously. For example, the syntactically illegal
string
```

BEGIN INTEGER B; A:=1 END
can be derived using this specification. This requirement
can readily be handled with a canoncal system definition of
the subset by
(a) specifying with each statement an auxiliary term specifying the list of variables used in the statement,
(b) specifying with each aeclaration an auxiliary term specifying the list of variables declared, and
(c) adaing a premise to the production for a legal progran specifying that each variable occurring in the list in (a) must be contained in the list in (b).

The canonical system for the subset of ALGOL/60 is given in Appendix l.la. There the second element in the term tuple for a primary, arithmetic expression, statement, and declation specify the list of variables used or declared in the corresponding source language string. The restrictive premise "IN<u:v>" (production 5) insures that each of the variables in the list "u" is contained in the list of declared variables "v". For example, the following pairs of lists are members of the set named "IN" (productions 6)

$$
\langle A,: A, B,\rangle \quad\langle B: A, B,\rangle \quad\langle A, B,: A, B,\rangle \quad\langle A, B, A, B,: A, B,\rangle
$$

Thus the string

```
is specified by this canomical system, whereas the illegal
string
    BEGIN INTEGER B; A:=1 END
is not specified by this canonical system because the pair
<A,:B,> is not a member of the set named "IN".
An Abbreviation for Specifying Syntax:
    In the specification of computer languages, it will be
frequently necessary to write productions that specify auxil-
iary lists with a given source language construction. For
example, consider the productions from Appendix 1.la
3.1 DIGIT<d> + PRIMARY:VARS<d: A>;
3.4 PRIMARY:VARS<p:v>, ARITH EXP:VARS<a:u>
    ->ARITH EXP:VARS<a+p:uv>;
Here the auxiliary terms corresponding to the predicate part
"VARS" specify the list of variables used in each construction.
Productions like these, in which
    (a) an auxiliary term for an auxiliary predicate part
        in a conclusion is given as " ", and the auxiliary
        predicate part does not occur in a premise (e.g.,
        the auxiliary term "A" for the predicate part
        "VARS" in production 3.1), or
    (b) an auxiliary term for an auxiliary predicate part
        in a premise is a variable, and the auxiliary term
        for the same predicate part in a conclusion con-
        tains one occurrence of the variable (e.g., the
        variables "u" and "v" for the predicate part "VARS"
        in production 3.4).
```

```
occur frequently in canonical systems for computer languages.
It is convenient not to have to specify explicitly the auxil-
iary terms and their predicate parts in these cases. I
therefore introduce the following abbreviation:
```

```
(a) If p is an auxiliary predicate part occurring only
                in the conclusion of a production,
    and the term t corresponding to p is given as null,
    then ":p" and ":t" can be deleted from the production.
(b) If p is an auxiliary predicate part occuriring in a
        premise and a conclusion,
    and the term t corresponding to the occurrence of
        p in the premise is given as a variable,
    and the term u corresponding to the occurrence of
        p in the conclusion contains one occurrence
        of the variable,
    and the variable does not occur elsewhere in the
        production,
        then the occurrence of ":p" and ":t" in the premise
        and the occurrence of the variable in the con-
        clusion can be deleted.
```

Thus production 3.1 above can be abbreviated
3.1 DIGIT<d> $\rightarrow$ PRIMARY:VARS<d: $A>$;
3.1. DIGIT<d> $\rightarrow$ PRIMARY<d>;
and production 3.4 above can be abbreviated

```
3.4 PRIMARY:VARS<p:v>, ARITH EXP:VARS<a:u>
    -> ARITH EXP:VARS<a+p:uv>;
3.4' PRIMARY<p>, ARITH EXP:VARS<a:u> > ARITH EXP:VARS<a+p:u>;
                                    (use abr b)
3.4" PRIMARY<p>, ARITH EXP<a> > ARITH EXP:VARS<a+p: A>;
                                    (use abr b)
3.4'''PRIMARY<p>, ARITH EXP<a> + ARITH EXP<a+p>; (use abr a)
    To obtain the unabbreviated equivalent of a production
to which this abbreviation has been applied, one can
```

```
    (a) Write down the abbreviated production.
    (b) Write down the corresponding unabbreviated predi-
        cates used in the production.
    (c) Specify for each predicate part occurring only in
        the conclusion a corresponding null term.
    (d) Specify for each predicate part occurring both in
        a premise and in a conclusion a term that consists
        of a variable that does not occur elsewhere in the
        production.
Using rule (c), the production corresponding to
(prod 3.1') DIGIT<d> > PRIMARY<d>;
(predicates) DIGIT PRIMARY:VARS
can be unabbreviated
3.1 DIGIT<d> }->\mathrm{ PRIMARY:VARS<d: }\>\mathrm{ ;
Using rule (d), the production corresponding to
(prod 3.4"') PRIMARY<p>, ARITH EXP<a> -> ARITH EXP<a+p>;
(predicates) PRIMARY:VARS ARITH EXP:VARS ARITH EXP:VARS
can be unabbreviated*
PRIMARY:VARS<p:v>, ARITH EXP:VARS<a:u> -> ARITH EXP:VARS<a+p:uv>;
To insure the unique reversibility of this abbreviation, the
first predicate part of each different predicate must be
different, and the order in which added variables occur within
the conclusion must be immaterial.
*The variables "u" and "v" added to production 3.4"' need not
    be identical to those given in production 3.4. A production
    with different variables is equivalent }\mp@subsup{}{}{2}\mathrm{ in that each defines
    the same set of strings.
```

Using this and the previously given abbreviations, the canonical system of Appendix l.la has been abbreviated into the canonical system of Appendix l.lb. The abbreviated canonical system can be viewed quite differently from its unabbreviated equivalent. For example, consider the abbreviated productions
3.2' VAR<v> $\rightarrow$ PRIMARY:VARS<v:v,>; 3.3' PRIMARY<p> $\rightarrow$ ARITH EXP<p>;
and their unabbreviated equivalents
3.2 VAR<V> $\rightarrow$ PRIMARY:VARS<v:v,>;
3.3 PRIMARY:VARS<p:v> $\rightarrow$ ARITH EXP:VARS<p:v>;

In production 3.2 , a new auxiliary term " v ," is specified for the auxiliary predicate part "VARS" and this auxiliary predicate and term are specified in the abbreviated production 3.2'. In production 3.3, however, the auxiliary list of variables is carried unchanged from the premise to the conclusion, and this list is not specified in the abbreviated production $3.3^{\prime}$.

Furthermore, consider the production
5. STM:VARS<s:u>, DEC:DEC VARS<d:v>, IN<u:v> $\rightarrow$ PROGRAM<BEGIN $d ; s$ END>;

Here the auxiliary lists of variables "u" and "v" are constrained by the premise "IN<u:v>", and hence the auxiliary predicate parts and terms for these lists occur in both the abbreviated and unabbreviated productions.

Thus the auxiliary terms referring to the lists of variables and their associated auxiliary predicate parts are explicitly sfecified only when a new variable is added to the list (productions $3.2,3.5$ and 4.2) or when the list is required to have certain properties (production 5.). In languages like SNOBOL/1 and ALGOL/60, where the number of auxiliary terms is large, the abbreviation just given markedly reduced the size of their canoniol systems specifying syntax.

## 2.lc Application to Specify Translation

I define the translation of a language as the function mapping the strings in the language into strings in some other language. This function can be specified by a canonical system specifying a set of pairs of strings, where the first element in each pair is a legal string in the source language, and the second element is a corresponding string in the target language.

As in the previous section, I will illustrate this use of canonical systems by example. The specification of the syntax of the ALGOL/60 subset has been modified to specify not only the legal strings in the subset but also their translation into $I B M$ System/ 360 assembler language. This specification is given in Appendix l.2a. There the term to the left of each ".." specifies some string in the ALGOL/60 subset, the term to the right of each ".." specifies the representation of the string in the target language. For example,
the following pair of strings is a member of the set named "PROGRAM":

BEGIN INTEGER A; A:=1 END.."ASSEMBLER LANGUAGE PROGRAM BALR 15,0 SET BASE REGISTER USING , 15 INFORM ASSEMBLER L 1, =F'I' LOAD 1 ST 1,A *STORE RESULT IN A SVC 0 *RETURN TO SUPERVISOR
"STORAGE FOR VARIABLES
A DS F END

Note that this canontal system includes the specification of the comment entries in the assembler statements so that (hopePully) the reader will not have to be familiar with the assembler language to understand the translation.

An Abbreviation for Specifying Translation:

Except for the specification of strings in assembler language, the canonical system defining the translation of the subset is identical to the canonioal system defining the syntax of the subset. In general, since a definition of the syntax of a language specifies the legal strings in a language and a definition of the translation of a language specifies the legal strings as well as their representation in some other language, the definition of the translation of a language will encompass the definition of the syntax of a language. This similarity leads to the following abbreviation.

Let numbers be placed on the productions of the canonical systems for the syntax and translation so that a production

```
specifying the translation of a string is given the same
number as the corresponding production specifying the syntax
of the string. Let }\mp@subsup{p}{s}{}\mathrm{ and }\mp@subsup{p}{t}{}\mathrm{ be identically numbered produc-
tions from the canonical systems specifying respectively the
syntax and translation.
    (a) If p}\mp@subsup{p}{s}{}\mathrm{ and }\mp@subsup{p}{t}{}\mathrm{ are identical, then }\mp@subsup{p}{t}{}\mathrm{ can be omitted.
    (b) If a premise in ps and p are identical, then the
    premise in p t can se omitted.
    (c) If an auxiliary predicate part and corresponding
    term of atomic formulas with identical first predi-
    cate parts in p and p p are identical, then the
    auxiliary predicate part and term in }\mp@subsup{p}{t}{}\mathrm{ can be
    omitted.
    For example consider the production from the syntax of
the ALGOL/60 subset
5. STM:VARS<s:u>, DEC:DEC VARS<d:v>, IN<u:v>
    ->PROGRAM<BEGIN d; s END>;
and the corresponding production from the translation of the
subset
```

```
5.' STM:VARS<s..s':u>, DEC:DEC VARS<d..d':v>, IN<u:v>
```

5.' STM:VARS<s..s':u>, DEC:DEC VARS<d..d':v>, IN<u:v>
+ PROGRAM<BEGIN d; s END.. \alpha>;
+ PROGRAM<BEGIN d; s END.. \alpha>;
where a represents the string that specifies the translation
of the program. Here, using rule (b), the premise "IN<u:v>"
can be omitted from the translation production, and using
rule (c) the auxiliary predicate parts and terms for the
lists "u" and "v" of variables can be omitted to yield the
abbreviated production for the translation

```
```

5." STM<s..s'>, DEC<d..d'> > PROGRAN<BEGIN d; s END..a>;
To obtain the unabbreviated equivalent of an abbreviated
canonical system defining translation, one must add to the
canonical system defining translation (a) the numbered pro-
ductions that occur in the canonical systen for the syntax
but do not occur in the canonical system for translation (b)
the premises that occur in a production for syntax but do not
occur in the identically numbered productions for translation,
and (c) for atomic formulas with identical first predicate
parts, the auxiliary predicate parts and correspopding terms
that occur in a production for syntax but do not occur in the
identically numbered production for the translation.
For example, consider the abbreviated translation prom
duction just given
5.''STM<s..s'>, DEC<d..d'> > PROGRAM<BEGIN d; s END..\alpha>;
and the corresponding production for the syntax
5. STM:VARS<s:u>, DEC:DEC VARS<d:v>, IN<u:v>
->PROGRAM<BEGIN d; s END>;
Here, the premise "IN<u:v>" occurs in the production for the syntax but not in the production for the translation, and the auxiliary predicate parts and corresponding terms for the predicate parts "VARS" and "DEC VARS" occur in the production for the syntax but not in the production for the translation. Adding this premise and these auxiliary predicate parts and their

```
terms to the abbreviated production 5." for the translation, we obtain the unabbreviated production
```

5.' STM:VARS<s..s':u>, DEC:DEC VARS<d..d':v>, IN<u:v>
-> PROGRAM<BEGIN d; s END.. }\alpha>

```

The abbreviated canonital system specifying the translation of the ALGOL/60 subset is given in Appendix 2.1b. The abbreviated canonical system of Appendix \(2.1 b\) can be viewed quite differently from its unabbreviated equivalent. The abbreviated canonical need specify only the new terms that must be added to the canonical system specifying the syntax in order to convert the canonical system specifying syntax into the canonical system specifying translation. In writing the abbreviated canonical system specifying translation, the requirements needed to insure the syntactic legality of a string whose translation is being specified can be omitted. These requirements are assumed to have been specified in the canonical system for the syntax. In languages like SNOBOL/l and ALGOL/60, where the number of syntactic requirements is large, this abbreviation greatly reduced the size of the canonical systems defining the translations of the languages into the target language.

\subsection*{2.2 Defining Canonical Systems}
2.2a The Notion of a Defining Canonical System

The previous sections have been devoted to developing
```

canonical systems specifying sets of strings. The strings
represented syntactically legal programs in a subset of ALGOL/60
and their counterparts in assembler language. The rules for
forming and using the canonical systems for these sets were
described informally in the text in English. The string repre-
genting a canonical system and the rules for using the canoni-
cal system can, in turn, be specified formally by another
canonical system. In cases where a conflict would arise in
distinguishing the strings of the firgt canonical system in
the productions of the defining canonical system, the strings
of the first canonical system can be enclosed by the quotation
marks "N" and "-N.
The productions specifying the rules for constructing
another canonical system are given in Appendix 1.3a. These
productions specify the alphabets of object symbols, predicate
symbols, and variable symbols, and the rules for constructing
vell-formed terms, term tuples, atomic formulas, premises,
conclusions, productions, and finally, canonical systems.*
The logical notion of using a second canonical system
to formalize the rules for constructing a canonical system

```
In the productions of Appendix l. 3 , the quotation marks have
been omitted for matching pairs of left and right brackets
that occur as object symols. For example, in the atomic
formula "WF TERM TUPLE<<t>>", quotation marks have been omitted
from the second and third brackets. In atomic formulas of
this type, the scope of the left bracket sign extends to the
matching right bracket sign, and all brackets thus enclosed
are considered as object symbols.
was first presented by Smullyan \({ }^{2}\) and later by Donavan. \({ }^{3}\) In the works presented by Smullyan and Donavan, a notation different from the basic notation is used in a defining canonical system. The advantages of using quotation marks to distinguish symbols in the defined canonical system from symbols in the defining canonical system are that (a) the same notation is used for all canonical systems, and (b) definitions and rules formalized in one canonical system can be copied and applied to other canonical systems independently of their position in a series of defined and defining canonical systems (this point will be discussed in section 2.2c).

\section*{2.2b Application to Derive Syntactically Legal Programs}

The rules for deriving strings specified by a canonical system can also be formalized with a defining canonical system. These rules are given in Appendix l. 3 b . By ading a production of the form "CANONICAL SYSTEM STR<c>;", where \(c\) is some wellformed canonical system, these productions define the rules for deriving strings in the canonical system c.

In particular, productions 9 specify the rules for extracting productions from the member of the set "CANONICAL SYSTEM STR". Production 10 specifles the rule for substituting strings in the object alphabet in place of the variables in the productions to obtain instances of the productions. Productions 11 specify the rules for deriving strings specified by the production instances.

Productions 10 and 11 can be viewed as a formalization of the two logical rules of inference "substitution" and "modus ponens" for deriving strings specified by a canonical system. The substitution of object strings for variables in a production occurs through the predicate "SUBST". The predicate "SUBST" define a set of 4-tuples, where the first element of each 4-tuple is a production, the second element is a variable, the third element some string of object alphabet symbols, and the fourth element the production with each occurrence of the variable replaced by the object string. For example, using the canonical system of the syntax of the ALGOL/60 subset as a member of the set "CANONICALSYSTEM STR", the following 4tuple can be generated as a member of the set "SUBST"
```

<DIGIT<d>->PRIMARY:VARS<d:\Lambda> : d : l : DIGIT<l>>PRIMARY:VARS<l:A>>

```

The application of modus ponens to the production instances of a canonical system occurs in production 11.1.
```

11.l DERIVATION<\Lambda>;
11.2 DERIVATION<d>, PROD INSTANCE<c;>, WF CONCLUSION<c>
-> DERIVATION<d c>;
11.3 DERIVATION<d>, PROD INSTANCE<p }->c;>
PREMS:DERIV CONT PREMS<p:d> }->\mathrm{ DERIVATION<d c>;

```
These productions can be read:
11.1 From no premises, the null string can be derived.
11.2 If the string d has been derived, and \(c\); is an instance of a production that contains no premises, then the string \(c\) can be added to the string \(d\).
11.3 If the string d has been derived,
and \(p \rightarrow c\); is an instance or a production with premises p, and the premises \(p\) are contained in the string \(d\), then the string \(c\) can be added to the string \(d\).

For example, by successively using the following production Instances
```

    DIGIT<I>;
    DIGIT<l> }->\mathrm{ PRIMARY:VARS<l: }|>\mathrm{ ;
    PRIMARY:VARS<l:\Lambda> > ARITH EXP:VARS<l:\Lambda>;
    ```
the following member of the set "DERIVATION" can be generated DIGIT<l> PRIMARY:VARS<1: \(\Lambda\) > ARITH EXP:VARS<l: \(\Lambda>\)

Another example of member of the set "DERIVATION" is generated in the right-hand column of Appendix l.4a. By simply asserting that the canonical system defining the syntax of the ALGOL/60 subset is a member of the set "CANONTAL SYSTEM STR" (i.e., by simply adding the production "CANONICL SYSTEM STR
 of Appendices \(1.3 a\) and 1.3 b ), Appendix 1.3 defines the rules for deriving syntactically legal programs in the ALGOL/60 subset. The derivation of Appendix 1.4 a specifies that the string BEGIN INTEGER A; A:=1 END
is a member of the set "PROGRAM".
Yet another example of a member of the set "DERIVATION"
is generated in the right-hand column of Appendix 1.4b. By \#n instance of a production \(P\) is the production \(P^{\prime}\) obtained from \(P\) by applying substitution to all of the variables in a production.
```

asserting that the canonical system defining the translation
Of the ALGOL/60 subset is a member of the set "CANONINALSYSTEM
GTR", Appendix 1.3 defines the rules for deriving syntactically
legal programs and their translation. The derivation of
Appendix 1.4b specifies that the string
BEGIN INTEGER A; A:=1 END.. ASSEMBLER LANGUAGE PROGRAM
BALR 15,0 SET BASE REGISTER
USIKG , 15 ENFORM ASSEMBLER
I| 1,=\mp@subsup{P}{}{\prime\prime}1
ST I,A GSTORE RESULT IN A
SVC O ERETURN TO SUPERVISOE
\#STORAGE FOR VARIABLES
A DS F
END
1s a member of the get "PROGRAM".
Thus by simply adding a production asserting that some
Well-formed canonical system is a member of the set "CANONICAL
SYSTEM STR', the productions of Appendix 1.3 can be used to
generate all strings defined by the canonicap system.
Structural Description of Derived Strings:*
A derivation provides a "structural description" of a derived string. By a structural description ${ }^{35}$ of a string, I mean the sequence of rules (here the sequence of productions) used in generating the string. The sequence of rules used in generating a string provides information about the structure of the string.

```

\footnotetext{
This application is not used in the other sections of this dissertation.
}
```

For example, consider the derivation of Appendix l.4a. If we consider only the first term of each derived term tuple, the derivation provides a structural description for the string "BEGIN INTEGER $A ; A:=1$ END" that may be represented in the form of a syntactic tree:

```


The tree can be constructed by scanning the derivation from bottom to top and constructing the corresponding tree from the top down. The leaves of the tree are symbols from the object alphabet. The nodes of the tree are the partial predicate names occurring in derived conclusions. The branches joining a node are determined by the basic symbols and the previously derived conclusions used to construct the newly derived conclusion.

Using a canorical system for the translation of a language, a derivation can be used to construct a structural description of a target language string. The System/360 assembler language is not a "structured" language and hence the derivation of an assembler language program is not of concern. However, canonical systems have been used \({ }^{4}\) to obtain structural descriptions of strings in a target language where knowledge of a string's tree-like structure is important for its analysis.*

\section*{2.2c Application to Specify Notational Abbreviations}

I define an abbreviation as a bijective (one-to-one and onto) function mapping one set of strings (the unabbreviated strings) into another set of strings (the abbreviated strings). The bijectiveness of the function insures that we can recover the unabbreviated equivalent of each abbreviated string. I have introduced six abbreviations to the notation for canonical systems, four to the basic notation, one for a canonical system specifying syntax, and another for a canonical system specifying translation. Each of these abbreviations can be specified by a defining canonical system specifying a set of ordered pairs, where the first element of each pair is an abbreviated canonical system, and the second element is the corresponding unabbreviated canonical system.

\footnotetext{
*A canonical system derivation can lead to much more complicated structural descriptions than those that can be represented in tree-like form. I have not studied this issue.
}

The productions specifying the six abbreviations introduced to canonical systems are given in Appendix 1.3c. For example, productions 15.1 and 15.2 in
```

15.1 WF PROD<p->c;> }\quad->\mathrm{ ABRI P:P<p co;:p cic;>;
15.2 WF PROD<p->c;>, ABRI P:P<p->s;:t> -> ABRl P:P<p->c,s;:p->c;t>;
15.3 WF ATOM PROD<c;> - ABRI AP:AP<c;:c;>;
15.4 WF ATOM PROD<c;>, ABRI AP:AP<s;:t;>
-> ABRI AP:AP<s,c;:t;c;>;

```
15.5 ABRI CS:CS〈A; A>;
15.6 ABRI CS:CS<c:d>, ABRI P:P<p:q> \(\quad \rightarrow\) ABRI CS:CS<cp:dq>;
15.7 ABRI CS:CS<c:d>, ABRI AP:AP<p:q> \(\rightarrow\) ABRl CS:CS<cp:dq>;
specify a set of ordered pairs "ABRI P: P", where the first element is a production of the form " \(p \rightarrow c_{1}, c_{2}, \ldots, c_{n}\);" and the second element is the corresponding unabbreviated pro-
 augment this set to include atomic productions, and productions 15.5 through 15.7 specify the abbreviation for an entire canonical system.

Similarly, productions 16 through 20 specify the other five abbreviations to canonical systems.* Productions 21 and

\(2^{2}\) specify abbreviations used in defining ALGOL/60 and will be discussed in the chapter on ALGOL/60. Finally, production 23 specifies the rule for converting some string (presumably a well-formed abbreviated canonical system) that is asserted to be a member of the set "ABR CAFONICALSYSTEM STR" into the corresponding member of the set "CANOMAR SYSTEM STR" (the unabbreviated equivalent of the abbreviated canonical aystem). "

For example, by asserting that the abbreviated canonical system of Appendix \(1.1 b\) is an abbreviated canonical system (i.e., by adding the production asserting that the canonical system of Appendix \(1.1 b\) is \(:\) member of the set "ABR CANONICAL SYSTEM STR"), the productions of Appendix 1.3 c can be used to derive the conclusion that the canonical systen of Appendix l.la is its corresponaing unabbreviated equivalent (i.e., the canonical system of Appenaix l.la is a member of the set "CANONICALSYSTEM STR"). Similarly, by asserting that the canonical system of Appendix \(1.2 b\) is a member of the set "ABR CANONIGLSYSTEM STR", production 24. can be used to derive the conclusion that the canonical system of Appendix l. 2 a is its unabbreviatedequivalent.** In general, by

\footnotetext{
*The order in which abbreviations are removed from an abbreviated canonical system will generally depend on the abbreviations introduced. Production 23. defines one order in which the abbreviations introduced in this dissertation can be removed. Furthermore, any premise in production 23 that refers to an abbreviation not used in a particular abbreviated canonical system can be removed.
**As mentioned previously, an atomic production specifying the unabbreviated predicates of an abbreviated canonical system specifying syntax must be added to the defining canonical system to generate the correct unabbreviated (cont. next page)
}
(a) specifying the sets of ordered pairs defining some abbreviations, and
(b) adding a production like production 23 defining the rule for converting an abbreviated canonical system into its unabbreviated equivalent.
a defining canonical system can be used to generate the unabbreviated equivalent of any abbreviated canonical system. Moreover, having generated the equivalent unabbreviated canonical system, the productions of Appendix 1.3a and 1.3b can then be used to derive strings specified by the canonical system.

The productions of Appendix 1.3 are written using only the first two abbreviations to the basic notation. To define Appendix 1.3 using only the basic notation, the user could write a third canonical system, which would consist of simply (a) a production asserting that the canonical system of Appendix 1.3 is a member of the set "ABR CANONICAL SYSTEM STR", (b) productions 15 and 16 of Appendix 1.3 (these productions contain no abbreviations), and (c) the production "ABR CANONICAL SYSTEM STR<a>, ABR2 CS:CS<a:b>, ABRI CS:CS<b:c> \(\rightarrow\) CANONICAL SYSTEM STR<c>;". The user would then have a series of three canonical systems. The first (abbreviated) canonical system (e.g., Appendices l.lb or l.2b) would define the allowable strings in some source language. The

\footnotetext{
** (Cont. from p. 4I) canonical system, and the productions of the abbreviated canonical systems specifying syntax and translation must be combined (according to the rules given earlier) to generate the complete unabbreviated canonical system specifying translation.
}
```

second canonical system would define the rules for forming
the first canonical system, the rules for deriving strings
specified by the first canonical system, and the rules for
converting the first canonical system into the basic notation.
The third canonical system would define the rules for convert-
ing the second canonical system into the basic notation.
Thus, the series of canonical systems would ultimately be
defined using only the basic notation. In general, a user
may write a series of canonical systems to define the rules
for constructing and using other canonical systems; in order
for the series to be defined using only the basic canonical
system notation, only the last member of the series need be
written in the basic notation.
Note that productions 15 and l6 of Appendix 1.3 could
be copied unchanged in the third canonical system. These
productions formalize rules that are applicable to two
canonical systems independently of their relative positions
in a series of canonical systems. In fact, these productions
can be copied and applied to the canonical system in which
they themselves are given.
User-Coined Abbreviations:
Defining canonical systems provides a writer of a canoni-
cal system with a formal mechanism for introducing his own
abbreviations to the notation. For example, consider the prod-
uctions (from the canonical system of ALGOL/60):

```
```

PRIMARY<p> < TERM<p>;
PRIMARY<p>, MULT OP<m>, TERM<t> > TERM<tmp>;

```
The user may wish to abbreviate these productions:
PRIMARY \(\langle\mathrm{p}>, \mathrm{MULT} \mathrm{OP}\langle\mathrm{m}>\rightarrow \mathrm{TERM}\langle\mathrm{ALTSEQ}(\mathrm{p} \mathrm{m})>\);
Productions 21 of Appendix 1.3 c specify this abbreviation (as
well as other variants of this abbreviation). Thus by simply
adding new productions to the canonical system defining the
conversion of a abbreviated canonical system to unabbreviated
form, the notation for canonical systems can be tailored to
fit a particular application.
2.3 Discussion

Canonical systems have placed under a single framework the complete definition of the syntax and translation of a language. The formalism was used to specify all legal programs, their translations into assembler language, the rules for deriving legal programs and their translations, and the rules for removing abbreviations from the specifications. Not once was it necessary to introduce concepts outside canonical systems; although some complexity was added to the formalism by introducing abbreviations to the basic notation, even the abbreviations were ultimately defined in terms of the basic formalism.

It is important to develop languages whose descriptions are concise. The Backus-Naur form specification of the ALGOL/60
subset and the English sentence describing the context-sensitive requirement provide one very concise and easily understandable description of the syntax of the subset. The canonical system of Appendix 1.1 has, in fact, been modeled after this description. Productions 1 through 5 correspond (except for the auxiliary elements generating the lists of used and declared variables) to the Backus-Naur form productions; the premise "IN<u:v>" in production 5 and the definition of the predicate "IN" formalize the context sensitive restriction stated in English.

The canonical system of Appendix 1.1 is not much more lengthy than the Backus-Naur form definition of the subset and the associated English sentence describing the contextsensitive restriction. Like Backus-Naur form, the language of canonical systems is readable. On the other hand, canonical systems have the added power to characterize completely both the syntax of a language and its translation into a target language, without resorting to the English Language. Moreover, the notation for canonical systems is not fixed. By changing or adding productions to a defining canonical system, the user can alter or abbreviate the notation for a defined canonical system to fit a particular language.

I wish to point out two additional features of the canonical systems of Appendices 1.1 and l.2. First, barring any inadvertent errors, the canonical systems describe a set of ALGOL/60 programs and assembler language programs that
will run on a computer when translated by an ALGOL/60 compiler or System/360 assembler. Second, the specification of the comments entries in the assembler language statements was provided not only to aid the reader. The comments are meaningful context-sensitive strings in the English language. The specification of these strings was handed as easily as the specification of the strings in assembler language. The specification of the strings in the English language illustrates the use of canonical systems to specify the entire operation of a translator, including the specification of meaningful comments. Moreover, it suggests the capacity of canonical systems to define string transformations in languages other than computer programming languages. One use of canonical systems is in the development of a generalized translator for computer languages, i.e., a translator that is independent of both source and target languages. Canonical systems define a set by specifying rules for generating its members. To use a canonical system as a language for writing translators, an algorithm to recognize strings specified by a canonical system and output associated strings is needed. No algorithm for recognizing and constructing strings specified by a canonical system is presented in this dissertation. However, one algorithm for canonical systems has been devised and implemented by Alsop. \({ }^{36}\) Several important issues for using canonical systems in a generalized translator have not been studied. One critical
issue is the development of a restriction on canonical systems to define only recursive sets rather than recursively enumerable sets. Theoretically, an algorithm for recognizing a string defined by a canonical system exists only if the set of strings defined by the canonical system is recursive. Other critical issues include speed of translation, recovery in case of an error in a source language program, and code optimization of target language programs. I expect that modifications to the basic formalism presented here will be necessary to use canonical systems in a generalized translator.

The notion of defining canonical systems unfolds several possibilities for using canonical system as a tool for working with computer languages. Just as a canonical system allows a user to change a source or target language construction by simply changing the productions specifying the construction, a defining canonical system allows the user to change the definition or use of a defined canonical system by simply changing productions of the defining canonical system. Although only rules for removing abbreviations from a canonical system and rules for deriving strings specified by a canonical system have been defined here, defining canonical systems may provide a flexible mechanism for embedding many other rules for defining and manipulating computer languages.

As mentioned earlier, the results of this chapter apply to any recursively enumerable set. Any function or relation
```

that is recursively enumerable can be specified by a canoni-
cal system. Canonical systems can be used to express algo-
rithms and string transformations of a much different nature
from those given here. The notion of defining canonical
systems adds to the basic formalism a facility for allowing
a user to formalize his own rules for defining and manipulat-
ing strings and their canonical systems. The modifications
to the basic formalism presented here have been directed
towards the application of canonical systems to define the
syntax and translation of a language. But more importantly,
canonical systems provides a definitional facility that the
user has the freedom to tailor according to his own applica-
tion and style.

```

\section*{CHAPTER III}

EXTENDED MARKOV ALGORITHMS AND \(\lambda\)-CALCULUS:
A COMBINED FORMALISM USED AS THE BASIS FOR A TARGET LANGUAGE FOR DEFINING SEMANTICS

This chapter presents a formal language (henceforth referred to as the target language) quite different from conventional machine or assembler language for defining the semantics of a computer language.

The semantics of a language can be defined as the set of rules relating the strings in a language to the behavior or objects that the strings denote. The beharior or object that a string denotes can be described by a string in some other language whose meaning is presumably understood. This approach to defining the semantics of computer languages will be taken in this chapter, namely, the presentation of a single language (whose meaning is presumably understood) for defining the semantics of multiple other languages. The semantics of a given source language will be specified by defining the translation of the language into the target language.

The semantics of the target language, however, will not be left to an English language explanation in the text. The semantics of the target language will be further explicated in Section 3.2 by giving a formal definition of a machine that performs the computation indicated by a target language

\footnotetext{
""Machine" in the sense of a set of logical rules.
}
string and produces the string denoted by the target language string. (In defining the semantics of a computer language, the word computation can be considered synonymous with the word "behavior" and all "objects" in a computer language can be considered as strings.) Thus the appeal to understanding the semantics of a computer language will be ultimately reduced to understanding the formalism in which the operation of the target language evaluating mechanism is expressed. Generally, the semantics of different languages will be specified by giving different translations into the target language while leaving the definition of the target language evaluating mechanism unchanged. On the other hand, the definition of the evaluating mechanism can be changed to define source language constructs that appear difficult to define in the target language."

The target language presented here is based on the formalism of Markov algorithms, 9 an extension to Markov algorithms due to Caracciolo, \(10,11,12\) and the formalism of the \(\lambda\)-calculus of Alonzo Church. \({ }^{17,18 \text { Extended Markov algorithms }}\) are used to define the primitive functions in a computer language, the \(\lambda\)-calculus is used to define new functions from the primitive functions. In a sense, the target language draws upon the best of each formalism. Markov algorithms explicate the notion of an algorithm operating on a string
*This was done to define indirect addressing in SNOBOL/I.
```

and are especially well-suited to the definition of primitive
functions transforming strings into new strings. The \lambda-
calculus explicates the notion of a function and is especially
well-suited to the definition of new functions from the primi-
tive functions.
The target language has several important properties.
The language is formally based, and theorems regarding the
completeness of the formalisms to define the set of all "com-
putable" function exist. 31,32 The language is independent of
the characteristics of existing computers. The basic notation
for the target language is simple. Probably most importantly,
the correspondence between many computer languages and the
target language is somewhat simpler than the correspondence
between computer languages and conventional machine or
assembler languages.

```

\subsection*{3.1 The Target Language}

\section*{3.la Extended Markov Algorithms}

\section*{Markov Algorithms:}

Let \(A\) be an alphabet of characters, called the object alphabet, and let " \(\rightarrow\) ", "." and " \(\Lambda\) " be characters not in A. A Markov algorithm is a finite list of substitution rules of the form
\[
\begin{gathered}
s_{1} \rightarrow(\cdot) t_{1} \\
s_{2} \rightarrow(\cdot) t_{2} \\
\vdots \\
s_{n} \rightarrow(\cdot) t_{n}
\end{gathered}
\]
```

where the si and t }\mp@subsup{|}{i}{}\mathrm{ , 1<i<n, are either " }\Lambda\mathrm{ " or strings of
object alphabet characters, and "(•)" indicates the possible
occurrence of a "." after the "->". The symbol "\Lambda" denotes
the null string.
A Markov algorithm of the above form when applied to an object string $X$ is taken to mean:
(a) Look down among the substitution rules for the first rule such that $s_{i}$ occurs in $X$.
(b) If such a rule is found, replace the leftmost occurrence of $s_{i}$ in $X$ by the string $t$. If a "." occurs after the " $\rightarrow$ " in the substitution rule, terminate the algorithm. Otherwise repeat the application of the algorithm to the newly formed string.
(c) If no such rule is found, terminate the algorithm. For example, the Markov algorithm

```
\(B \rightarrow D\)
\(C \rightarrow F\)
\(0 \rightarrow\)
transforms the string "COBBLER" into the string "FIDDLER", whereas the Markov algorithm
\begin{tabular}{lll}
B & \(\rightarrow\) & D \\
C & \(\rightarrow\) & T \\
O & + & I
\end{tabular}
transforms the string "COBBLER" into the string "TODDLER".
Consider the following Markov algorithm for taking a parenthesized string of letters from the alphabet \(\{I, O, N, X\}\) and producing a string where the initial letters are reversed.
(Here the character "" is used as a marker, and the object alphabet consists of the characters \(\{\mathrm{I} O \mathrm{NX}(\mathrm{X}\) (\}.)
\begin{tabular}{|c|c|c|}
\hline II* & \(\rightarrow\) & \(I * I\) \\
\hline IO* & \(\rightarrow\) & O*I \\
\hline IN* & \(\rightarrow\) & \(\mathrm{N} * \mathrm{I}\) \\
\hline IX* & \(\rightarrow\) & X*I \\
\hline OI* & \(\rightarrow\) & I* 0 \\
\hline 00* & \(\rightarrow\) & 0*0 \\
\hline ON* & \(\rightarrow\) & \(\mathrm{N} * \mathrm{O}\) \\
\hline OX* & \(\rightarrow\) & X* 0 \\
\hline II * & \(\rightarrow\) & \(\mathrm{I} * \mathrm{~N}\) \\
\hline NO* & \(\rightarrow\) & O*N \\
\hline N0f * & \(\rightarrow\) & \(\mathrm{N} * \mathrm{~N}\) \\
\hline N X * & \(\rightarrow\) & \(X * N\) \\
\hline XI* & \(\rightarrow\) & \(I * X\) \\
\hline XO* & \(\rightarrow\) & O*X \\
\hline XN* & \(\rightarrow\) & IV * X \\
\hline XX* & \(\rightarrow\) & \(X * X\) \\
\hline ( I* & \(\rightarrow\) & I ( \\
\hline (0* & \(\rightarrow\) & 01 \\
\hline ( N * & \(\rightarrow\) & IT ( \\
\hline ( X * & \(\rightarrow\) & X \\
\hline () & \(\rightarrow\) • & \(\wedge\) \\
\hline ) & \(\rightarrow\) & *) \\
\hline
\end{tabular}

\footnotetext{
A Markov algorithm for reversing a paranthesized string of letters \{I ONXX
}

This algorithm when applied to the string "(NOXIN)" successively transforms it into the following strings
\[
\begin{aligned}
(\text { NOXIN }) & \rightarrow(N O X I N *) \rightarrow(N O X N * I) \rightarrow(N O N * X I) \rightarrow(N N * O X I) \\
& \rightarrow(N * N O X I) \rightarrow N(N O X I) \rightarrow N(N O X I *) \rightarrow N(N O I * X) \\
& \rightarrow N(N I * O X) \rightarrow N(I * N O X) \rightarrow N I(N O X) \rightarrow N I(N O X *) \\
& \rightarrow N I(N X *) \rightarrow N I(X N N) \rightarrow N I X(N O) \rightarrow N I X(N O *) \\
& \rightarrow N I X(O * N) \rightarrow N I X O(N) \rightarrow N I X O(N *) \rightarrow N I X O N() \\
& \rightarrow N I X O N
\end{aligned}
\]

Even quite simple algorithms like the above become exceedingly lengthy when expressed in the Markov formalism. If the alphabet above included all 26 letters in the English alphabet, the Markov algorithm for reversing the letters in a string would require 704 substitution rules. To alleviate this growth, Caracciolo di Forino \(10,11,12\) in developing a Markov algorithm based language called PANON introduced the notion of a "string variable" as an extension to Markov algorithms.

Extended Markov Algorithms:
Let \(A\) and \(V\) be disjoint alphabets of characters, called respectively the object alphabet and variable alphabet, and let " \(\rightarrow\) ", "." and " \(\Lambda\) " be characters not in \(A\) or V. Let each variable in \(V\) represent some pre-specified (possibly infinite) set of object alphabet strings. The case where different variables can represent different sets of object alphabet strings is not excluded. An extended Markov algorithm is a finite sequence of substitution rules of the
\[
\begin{array}{ccc}
s_{1} & \rightarrow(\cdot) & t_{1} \\
s_{2} & \rightarrow(\cdot) & t_{2} \\
& \vdots & \\
s_{n} & \rightarrow(\cdot) & t_{n}
\end{array}
\]
where the \(s_{i}\) and \(t_{i}, 1 \leq i \leq n\), are either " \(\Lambda\) " or strings of object alphabet and variable alphabet characters such that each variable in \(t_{i}\) occurs also in \(\mathbf{s}_{i}\).

A string \(s_{i}\) represents the set of object alphabet strings computed by concatenating in order from left to right each of the object alphabet characters in \(s_{i}\) with any object alphabet string represented by a variable in \(\mathrm{s}_{i}\). The set represented by \(s_{i}\) is constrained in that each occurrence of the same variable in \(s_{i}\) must be set to the same object alphabet string in computing the set of concatenated object strings that \(s_{i}\) represents. For example, if \(\ell\) is a string variable representing any member of the set \(\{V \mathrm{~W}\}\) and \(m\) is a string variable representing any member of the set \(\{Y \mathrm{ZZ}\) \} the string " \(\ell A m A l\) " represents any member of the set \(\{V A Y A V\) VAZZAV WAYAW wazzaw\}.

A string \(s_{i}\) is said to occur within an object string \(X\) if one or more of the strings represented by \(s_{i}\) occurs within \(X\). The "leftmost" occurrence of \(s_{i}\) in \(X\) is the string such that first, (of the occurrences of \(s_{i}\) in \(X\) ) the occurrence begins with the leftmost object alphabet character, and second, the occurrence is as short as possible.

An extended Markov algorithm of the above form when applied to an object string \(X\) is, taken to mean:
(a) Look down among the substitution rules for the firgt rule in which \(s_{i}\) occurs in \(X\).
(b) If such a rule is found, replace the leftmost occurrence of \(s_{i}\) in \(X\) by the string obtained from \(t_{i}\) by replacing each variable in \(t_{i}\) by the string used in place of the variable in \(s_{i}\). If a "." occurs after the " \(\rightarrow\) " in the substitution rule, terminate the algorithm. Otherwise repeat the application to the newly formed string.
(c) If no such rule is found, terminate the algorithm.*

It will be convenient to introduce a special symbol after the \(s_{i}\) to mean that the string matched to \(s_{i}\) must extend to the last character of the object string. I will use the symbol "." for this purpose."*

For example, let \(s\) and \(s^{\prime}\) be string variables represent-
ing any string of English letters. The extended Markov
algorithm
(1)
\[
s I \rightarrow s 0
\]
transforms the string "BINGO" into the string "BONGO", the extended Markov algorithm
\[
\begin{equation*}
\mathrm{XsXs}{ }^{\prime} \mathrm{X} \rightarrow \mathrm{~s} \mathbf{s}^{\prime} \tag{2}
\end{equation*}
\]

\footnotetext{
*The transformation specified by a substitution rule of an extended Markov algorithm is computable only if the string variables represent recursive sets. This requirement is discussed in detall by Caraccialo (Chap. 5, ref. 11). In this dissertation all sets defined for string variables are recursive.
**This convention can be viewed solely within the framework of extended Markov algorithms by (a) replacing each "." after the \(s_{i}\) by a special character not in the object alphabet (b) replacing each corresponding \(t_{i}\) with \(t_{\text {f followed by the spe- }}\) cial character (c) appending to each object string \(X\) the special character, and (d) applying to the transformed object string an algorithm that simply removes the special character.
}
transforms the string "XABXCDX" into the string "ABCD", the extended Markov algorithm
\[
\begin{equation*}
\mathrm{sXs} \rightarrow X \tag{3}
\end{equation*}
\]
transforms the string "QABXAB" into the string "QX", and the extended Markov algorithm
(4) \(\quad \mathrm{Xs} \rightarrow \underset{\rightarrow}{\rightarrow}\)
\[
s X \quad \rightarrow X
\]
transforms the string "?VWXX?XBC" into the string "? XX?"."
More precisely, an extended Markov algorithm will be specified in three parts:
(a) A statement listing some string variables and the names of the sets whose members the variables represent.
(b) A formal definition of the sets named in (a).
(c) A list of extended Markov algorithm substitution rules including possible occurrences of the defined string variables.

I will use statements of the form " \(\left|a_{1}, a_{2}, \ldots a_{\ell} \varepsilon A\right| b_{1}, b_{2}, \ldots\) \(b_{m} \varepsilon B|\ldots| p_{1}, p_{2},\left.\ldots p_{n} \varepsilon P\right|^{\prime \prime}\), where the \(a_{i}, b_{i}, \ldots\), and \(p_{i}\) are variables and the \(A, B, \ldots\), and \(P\) are the names of the sets, to denote that \(a_{1}\) represents members of the set named \(A, a_{2}\) represents members of the set named \(A\), etc. I will use canonical systems to define the named sets. Using this notation the above extended Markov algorithms are more precisely
*Note that the character "?" is not an English letter.
stated
```

    |s,s' & LETTER STR |
    LETTER STR<A>,<B>, ...,<Z>;
    LETTER STR<a>,<b> * LETTER STR<ab>;
    (I) sI }->\mathrm{ sO
    (2) XsXs'X }\mp@subsup{\}{}{\prime
    (3) sXs }->\textrm{X
    (4) Xs. 
    Consider again the algorithm for reversing any parenthe-
    sized string of letters from the alphabet {I O X N}. Using
the following variable and set definitions
| c,d \varepsilon LETTER |
LETTER<I>,<O>,<N>,<X>;
the extended Markov algorithm for this string transformation
can now be simply given

$$
\begin{array}{rll}
c d * & \rightarrow & d * c \\
(c * & \rightarrow & c( \\
() & \rightarrow 0 & \Lambda \\
) & \rightarrow & *)
\end{array}
$$

Note that by simply augmenting the set named "LETTER" (and the object alphabet) to include all the letters of the English alphabet, the same four extended Markov algorithm substitution rules define the algorithm for reversing a string containing all English letters, whereas 704 substitution rules are required to define this transformation with a Markov algorithm.

```

Even with the extension to Markov algorithms given above, algorithms expressed in the extended Markov formalism often become exceedingly lengthy. One frequently occurring source of this lengthening is a requirement to construct the functional composition of two or more algorithms. Although Markov's monograph defines the additional substitution rules for taking two Markov algorithms and constructing the Markov algorithms defining their functional composition, the number of resulting substitution rules can be enormous. For example, for 2 Markov algorithms over an object alphabet consisting of all English letters, 1,457 substitution rules (Section 3. 3, ref. 9) must be added to the algorithms to produce the algorithm representing their functional composition. Although by using the extension to Markov algorithms the number of additional rules could be reduced to 7 , an algorithm composed by several functional compositions would quickly require many substitution rules and would be correspondingly difficult to understand.

On the other hand, Church's \(\lambda\)-calculus, 17,18 a formalism that makes precise the notion of a function and its properties, is ideally suited to handle the concept of functional composition. The next section presents the formalism of the \(\lambda\) calculus, and the subsequent section discusses the embedding of the formalism of extended Markov algorithms within the formalism of the \(\lambda\)-calculus. This combined formalism
will provide the heart of this dissertation's target language for defining semantics.

\section*{3.1b The \(\lambda\)-Calculus*}

The \(\lambda\)-calculus is a formalism for writing certain classes of expressions. One interpretation (the interpretation taken here) of the formalism is as an explication of ideas about the specification and application of functions. Let \(C\) and \(V\) be disjoint sets of symbols, not including the symbols \(\{\lambda .() \quad\), \(\}\), where " 0 " denotes a string of one or more blank spaces. The set \(C\) will be called the set of constants. The set \(V\) will be called the set of variables. A well-formed expression in the \(\lambda\)-calculus is any string defined (recursively) by the following rules:
(a) If \(p\) is a variable, or \(p\) is a constant, then \(p\) is a well-formed expression.
(b) If E and F are well-formed expressions, then (E F) is a well-formed expression.
(c) If \(v\) is a variable and \(E\) is a well-formed expression, then \(\lambda v . E\) is a well-formed expression.

For example, if \(C\) comprises the symbols \{3 SQ\} and \(V\) comprises the symbol \(\{X\}\), some example expressions are "3", "(SQ 3)" and " \(\lambda \mathrm{X} .(\mathrm{SQ} X)\) ". An expression of the form (E F) is called a combination, and the expressions \(E\) and \(F\) in (E F) are called respectively the operator and operand of the combination. An expression of the form \(\lambda v . E\) is called a \(\lambda\)-expression, and the
*The terminology in this chapter is due mostly to Church and Landin.
```

expression E in \lambdav.E is called the body of the \lambda-expression.
Here, a \lambda-expression of the form \lambdav.E will be interpreted as
a representation of the function mapping the variable v into
the expression E.
An occurrence of a variable in a well-formed expression
is distinguished as "free" or "bound" according to the fol-
lowing rules:
(a) If E is an expression consisting only of a variable,
the occurrence of the variable in E is free.
(b) If E and F are expressions, an occurrence of a
variable in (E F) is free or bound according as it
is free or bound in E or F.
(c) If v is a variable and E is an expression, all oc-
currences of v in \lambdav.E are bound while an occurrence
of a variable different from v in \lambdav.E is free or
bound according as it is free or bound in E.
For example, in the expression "\lambdaX.(F X)", where "F" and "X"
are variables, the occurrence of "F" is free and the occur-
rences of "X" are bound.
Church introduces rules for transforming expressions.
Using these rules, some expressions can be transformed into
a "principal normal form." The principal normal form of an
expression may be viewed as a "canonical" or standard repre-
sentation of the value of the expression. Because of the
introduction of assignment and goto expressions into the
target language to be presented later, the rules for trans-
forming a target language expression into normal form will
not always hold. Instead, the value of a target language
expression will be defined in this dissertation by an

```
extended Markov algorithm specification of a machine that mechanically converts an expression into a canonical representation of the value of the expression.

This machine will be defined formally in section 2 of this chapter. The operation of this machine for evaluating \(\lambda-c a l c u l u s\) expressions will be presented informally in this section.

In general, the value of a constant or free variable is the object denoted by the constant or variable. A list of the values of the constants and free variables is called an "environment." The value of a \(\lambda\)-expression is called a " \(\lambda\)-closure" and consists of two parts: (a) the expression itself, and (b) the environment in which the \(\lambda\)-expression occurs, i.e., the list of the values of the constants and free variables in the expression.

The value of a combination is the object computed by evaluating its operand, evaluating its operator (using the values of constants and free variables given by the environment of the combination), and then applying the value of the operator to the value of the operand. If the operator of a combination is a \(\lambda\)-expression, the result of applying the \(\lambda\)-expression to its operand is computed by (a) coupling the bound variable of the \(\lambda\)-expression with the value of the operand to which the \(\lambda\)-expression is being applied (b) adding this couple to the environment of the \(\lambda\)-expression, and (c) evaluating the body of the \(\lambda\)-expression using this new environment.
```

    Some example \lambda-calculus expression are the following:
    ```

3 (SQ 3)

X
\(\lambda X .3\)
\(\lambda X .(S Q X)\)
\(\lambda X . X\)
(גX. 3 2)
( \(\lambda \mathrm{X} .(\mathrm{SQ} \mathrm{X}) 3\) )
( \(\lambda \mathrm{X} . \mathrm{X} 3\) )
```

If " 2 ", " 3 " and "SQ" are constants denoting respectively the
integer two, the integer three, and the function mapping an above
integer into its square, the nine expressions/denote

| the integer three | the function mapping $X$ into the integer three | the integer three |
| :---: | :---: | :---: |
| the integer nine | the function mapping $X$ (presumably one integer) into its square | the integer nine |
| $\begin{gathered} \text { some object } \\ X \end{gathered}$ | the identity function | the integer three |

3.lc The Marriage of Extended Markov Algorithms to the入-Calculus.
This section combines the formalism of extended Markov algorithms within the formalism of the $\lambda$-calculus. The wedding of these two formalisms will form the basis for the target language that will be presented in Section 3.ld.
Let $E$ be a set of strings representing extended Markov algorithms, where the characters $\{[],, \mid$, and $"\}$ do not occur in E. Let L be another set of strings, called the set of literals, where the character, does not occur in L. Let $C$ be a set of basic symbols, called the set of constants, where

```
```

each constant is either a string from E enclosed by the
brackets [ and ] or a string from L enclosed by the quotation
marks ' and '. Let V be another set of basic symbols, called
the set of variables, where each variable contains no occur-
rence of{[, ], or '}. (Thus the sets C and V are disjoint.)
An expression in the combined formalism will consist of any
expression M such each occurrence of a variable in M is bound
in M.
The extended Markov algorithms will be interpreted as definitions of primitive functions, the literals will be interpreted as representations of the objects upon which the primitive functions operate, and the variables will be interpreted as names of primitive functions, literals, or functions of the primitive functions and literals. In the examples in the text, the quotation marks will often be omitted from constants that represent integers.
Expressions in the $\lambda$-calculus are strings of basic symbols, and hence to include an extended Markov algorithm in the $\lambda$-calculus, it is necessary to have a linear representation of an extended Markov algorithm. An extended Markov algorithm of the form X
D

| $s_{1}$ | $\rightarrow(\cdot)$ | $t_{1}$ |
| :---: | :---: | :---: |
| $s_{2}$ | $\rightarrow(\cdot)$ | $t_{2}$ |
|  | $\vdots$ |  |
| $s_{n}$ | $\rightarrow(\cdot)$ | $t_{n}$ |

```
where \(X\) is the statement listing the string variables in the algorithm, and \(D\) is the definition of the sets named in \(x\), will therefore be represented
\[
\left[X D s_{1} \rightarrow(\cdot) t_{1}\left|s_{2} \rightarrow(\cdot) t_{2}\right| \ldots \mid s_{n} \rightarrow(\cdot) t_{n}\right]
\]

For convenience, however, the statement \(X\) and the definition D will generally be given separately from the list of substitution rules in the algorithm. For example, consider the following expression:
\[
\lambda \alpha .([B \rightarrow D|C \rightarrow F| O \rightarrow I] \alpha)
\]

This expression can be used in combination with other expressions to transform strings. For example the expression
\[
\left(\lambda \alpha \cdot([B \rightarrow D|C \rightarrow F| 0 \rightarrow I] \alpha)^{\prime} \text { COBBLER' }\right)
\]
successively takes on the values
\(\left([B \rightarrow D|C \rightarrow F| O \rightarrow I] \quad\right.\) ' \(\left.C O B B L E R^{\prime}\right)\)
and finally

FIDDLER

In defining the semantics of computer languages, it will be convenient to consider the symbols \(\{\rightarrow \cdot \Lambda[] \mid\}\) as object alphabet symbols in an extended Markov algorithm. I therefore adopt the conventions that any string (not including the symbol ") enclosed by the quotation marks " and "
in an extended Markov algorithm is to be considered as an object alphabet string. This use of quotation marks allows us to consider extended Markov algorithms whose object strings are themselves extended Markov algorithms. This point will be discussed in the definition of the primitive function "CAT", to be presented shortly.

The basic notation for the combined formalism is not especially suited to digestion by humans. To make the notation more palatable, \(I\) will introduce a series of alternate notations for writing expressions in the combined formalism. The alternate notations will be given for convenience and conciseness in communicating the expressions to humans. The alternate notations for the \(\lambda\)-calculus, and the \(\lambda\)-calculus definitions for conditional expressions and recursive functions are for the most part due to Landin.

Alternate Notations for Extended Markov Algorithms:

The linear representation of an extended Markov algorithm is difficult to visualize. Accordingly, I will generally use the notation
\[
\left[\begin{array}{ccc}
s_{1} & \rightarrow(\cdot) & t_{1} \\
s_{2} & \rightarrow(\cdot) & t_{2} \\
s_{n} & \vdots(\cdot) & t_{n}
\end{array}\right]
\]
(where the variable and set definitions for the algorithm will be given separately) in place of the strict linear
```

representation of an extended Markov algorithm in the }\lambda\mathrm{ -
calculus. For example, the expression
\lambda\alpha.([B->D|C->F|O->I] \alpha)
will be written
\lambda\alpha.([lll}$$
\begin{array}{l}{B->D}\\{C->F}\\{0->I}\end{array}
$$]\alpha
The Function CAT:
Let $s$ be a string variable representing any string of characters and consider the following expression

$$
\lambda \alpha \cdot([s, \rightarrow 0 "[\Lambda \rightarrow \odot " s c] "] a)
$$

This expression defines a function mapping the value of the variable a into the extended Markov algorithm $[\Lambda \rightarrow-\alpha]$, where " $\alpha$ " here denotes the value of the variable $\alpha$. This extended Markov algorithm when applied to an object string concatenates the string value of $\alpha$ to the object string. The function above will be called "CAT". For example, the expression ((CAT 'HELLO') ' THERE') successively takes on the values:

```
```

    ((\lambda\alpha.([s. ->' "[\Lambda->"" s" ]" ] a) 'HELLO ') 'THERE')
    (([s. ->. "[\Lambda->*" s "]" ] 'HELLO ') 'THERE')
    ([A ->- HELLO ] 'THERE')
    HELLO THERE
    Similarly, the expression ((CAT ((CAT 'HOW ') 'ARE ')) 'YOU')
takes on the value "HOW ARE YOU". Note that the extended
Markov algorithm [s. ** "[\Lambda->." s "]" ] maps its object string
into another extended Markov algorithm, and thus extended
Markov algorithms have the ability to define functionals,
i.e., functions mapping an argument into a new function.
In defining the semantics of a computer language, it
will frequently be necessary to concatenate strings to pro-
duce a string that represents an extended Markov algorithm
or a string to which an extended Markov algorithm is applied.
It will be convenient not to state explicitly the concatena-
tion of strings in these cases, and I therefore introduce
the following alternate solutton.
Let "CAT" be the function as defined above,
let }\mp@subsup{X}{f}{\prime}l<i<n be expressions, and
let ((CAT....((CAT ((CAT X X ) X X ) ) ( X % )) ... X X ( ) be
an expression whose value is an extended Markov
algorithm or a string to which an extended
Markov algorithm is applied. The ( }\mp@subsup{i}{i}{}\mathrm{ can be
written directiy in the form of the extended
Markov algorithm or the concatenated string to
which an extended Markov algorithm is applied.
Thus, for example, the expressions

```
```

\lambda\pi.\lambda\alpha.\lambda\beta.(((CAT((CAT((CAT((CAT '[TRUE ->'') \alpha))' FALSE ->'' ))

```
                                    B) ( \(]\) ') \(\pi\) )
```

\lambda\alpha.\lambda\beta.([TRUE/TRUE ->* TRUE | TRUE/FALSE ->0 FALSE|
FALSE/TRUE ->* FALSE FALSE/FALSE ->- FALSE]
((CAT ((CAT \alpha) '/')) \beta))

```
can be written
```

\lambda\pi.\lambda\alpha.\lambda\beta.([TRUE ->O \alpha | FALSE ->Q \beta] \pi)
\lambda\alpha.\lambda\beta.([TRUE/TRUE ->* TRUE | TRUE/PALSE ->* FALSE|
FALSE/TRUE ->- FALSE FALSE/FALSE ->0 FALSE] \alpha/\beta)

```
or further rewritten using the previously given alternate
notation
\[
\begin{aligned}
& \lambda \pi \cdot \lambda \alpha \cdot \lambda \beta \cdot\left(\left[\begin{array}{lll}
\mathrm{TRUE} & \rightarrow \cdot & \alpha \\
\mathrm{FALSE} & \rightarrow & B
\end{array}\right] \pi\right)
\end{aligned}
\]

The first expression defines a function that when successively

\footnotetext{
*Greek letters will generally not occur as object strings for extended Markov algorithms. I will therefore use Greek letters in an extended Markov algorithm or the string to which it is applied to denote the symbols that are bound variables. Thus, in writing the strict representation of the algorithm or its object string in terms of \(\lambda\)-calculus expressions, strings not containing Greek letters are to be quoted and the Greek letters are not to be quoted.
}
applied to three arguments produces the value of the variable \(\alpha\) if the value of the variable \(\pi\) is "TRUE" and produces the value of the variable \(\beta\) if the value of the variable \(\pi\) is "FALSE". The second expression defines a boolean-valued function that when successively applied to two boolean valued arguments produces the value "TRUE" if both arguments have the value "TRUE" and produces the value "FALSE" if either argument has the value "FALSE". The first expression will later be used to define conditional expressions. The second expression will later be used to define the function for producing the logical "and" of two arguments.

Note that the first expression above constructs an extended Markov algorithm from literal strings and bound variables. The notion of a bound variable lends itself immediately to extended Markov algorithms embedded within the \(\lambda\)-calculus and allows the construction of extended Markov algorithms that depend on the values of the variables to which the algorithms are applied. This compatibility between the married formalisms greatly simplified the definitions of the primitive functions for SNOBOL/l and ALGOL/60.

Alternate notations for the \(\lambda\)-calculus:

The basic notation for defining and applying functions in the \(\lambda\)-calculus is somewhat awkward for those accustomed to writing functions in the conventional mathematical notation. I thus introduce the following alternate notations.
```

    Let F, V , V , ,., , V b be variables and M, Q, E N, E E
    ..., En be expressions. Expressions of the form

```
(a) \(\left(\lambda V_{1} \cdot\left(\lambda V_{2} \ldots\left(\lambda V_{n} \cdot M E_{n}\right) \ldots E_{2}\right) E_{1}\right)\)
(b) ( \(\left.\lambda F \cdot M \lambda V_{1} \cdot \lambda V_{2} \ldots \lambda V_{n} \cdot Q\right)\)
(c) (...((F \(\left.\left.\left.E_{2}\right) E_{2}\right) \ldots E_{n}\right)\)
can be written
(a) LET \(\mathrm{V}_{1}, V_{2}, \cdots, V_{\mathrm{M}}=E_{1}, E_{2}, \cdots, E_{n}\)
(b) \(\underset{\operatorname{INT}}{\operatorname{IET}} \underset{M}{ }\left(V_{1}, V_{2}, \cdots, V_{n}\right)=Q\)
(c) \(F\left(E_{I}, E_{2}, \cdots, E_{n}\right)\)
where if \(M, Q, E_{1}, E_{2}, \ldots\), or \(E_{n}\) are enclosed in parentheses, the parentheses can be dropped. Thus, for example, the expressions
\[
\left(\lambda X \cdot\left({ }^{\prime} S Q Q^{\prime} \quad X\right)\right.
\]
(( \(\lambda \mathrm{X} \cdot \lambda \mathrm{Y} .\left(\left({ }^{\prime} \mathrm{CAT}{ }^{\prime} \mathrm{X}\right) \mathrm{Y}\right){ }^{1} \mathrm{HELLO}\) ') 'THERE')
\(\left(\lambda \operatorname{COND} \cdot\left(\left(\left(\operatorname{COND} \mathrm{I}^{\prime 2 R U E}\right) 0\right) 1\right) \quad \lambda \pi \cdot \lambda \alpha \cdot \lambda \beta \cdot\left(\left[\begin{array}{l}\mathrm{TRUE} \rightarrow \cdot \alpha \\ \mathrm{FALSE} \rightarrow \cdot \beta\end{array}\right] \pi\right)\right)\)
can be written
```

LET X = 3

```
IN 'SQ' \(X\)
LET \(X, Y=\) 'HELLO ', 'THERE'
IN ( ('CAT' X) Y)
LET \(\operatorname{COND}(\pi, \alpha, \beta)=\left(\left[\begin{array}{lll}\text { TRUE } & \rightarrow & \alpha \\ \text { IN } \operatorname{COND}(T R U E I, 0,1\end{array}\right) \pi\right)\)
Conditional Expressions:
Consider the function COND defined previously
\[
\operatorname{COND}(\pi, \alpha, \beta)=\left(\left[\begin{array}{lll}
\text { TRUE } & \rightarrow & \alpha \\
\text { FALSE } & \rightarrow & \beta
\end{array}\right] \pi\right)
\]

This function selects the value of a if the value of \(\pi\) is "TRUE" and the value of \(\beta\) if the value of \(\pi\) is "FALSE". For example, the value of \(\operatorname{COND}\left({ }^{\prime T R U E}, 0,1\right)\) is the string " 0 ". Next consider the following expression from ALGOL/60

IF \(A=0\) THEN BwA ELSE B/A
and the (loosely written) expression in the combined formalism
\[
\operatorname{COND}(A=0, B * A, B / A)
\]
where COND is defined as above. This expression does not correctly mirror the ALGOL/60 expression. In ALGOL/60 the expression \(B * A\) is evaluated only if the value of A is equal to zero, and the expression \(B / A\) is evaluated only if the value of \(A\) is not equal to zero. This order of evaluation
insures that \(B / A\) is not evaluated if the value of \(A\) is zero. Now consider the following (loosely written) target language expression
\[
\left(\operatorname{COND}(A=0, \lambda \pi \cdot B * A, \lambda \pi, B / A) \cdot \Lambda^{\prime}\right)
\]
where \(\pi\) is a dumm variable. In evaluating this expression, the function COND will be applied to its arguments, one of the \(\lambda\)-expressions \(\lambda \pi . B * A\) or \(\lambda \pi . B / A\), will be selected and then the selected \(\lambda\)-expression will be applied to the operand ' \(A^{\prime}\). Thus only the body of the selected \(\lambda\)-expression will be evaluated." The use of the dummy variable serves as a delaying mechanism in evaluating expressions.

Conditional expressions of the above form will be used repeatedly in defining the semantics of computer languages. I therefore introduce the following alternate notation.

Let \(s_{1}, s_{2}, t_{1}, t_{2}\), and \(t_{3}\) be expressions. Expressions of the form
\[
\left(\operatorname{COND}\left(s_{1}, \lambda \pi \cdot t_{1}, \lambda \pi \cdot t_{2}\right) \quad ' \Lambda^{\prime}\right)
\]
and
\[
\left(\operatorname{CoND}\left(s_{1}, \lambda \pi \cdot t_{1}, \lambda \pi \cdot\left(\operatorname{CoND}\left(s_{2}, \lambda \pi \cdot t_{2}, \lambda \pi, t_{3}\right), \Lambda^{\prime}\right)\right), \Lambda^{\prime}\right)
\]
can be written


Note, in forming a \(\lambda\)-closure, the body of the \(\lambda\)-expression is
not evaluated. not evaluated.
and
\[
\begin{array}{ll}
s_{1} & \Rightarrow t_{1} \\
\mathbf{s}^{2} \operatorname{LSE} & \Rightarrow t_{2}
\end{array}
\]

Similarly, this alternate notation can be extended to include an arbitrary number of nested conditional expressions.

For example, the expression
\(\left(\operatorname{comD}(A=0, \lambda \pi, B \oplus A, \lambda \pi, B / A) \quad A^{\prime}\right)\)
can be written
\[
\begin{aligned}
& A=0 \Rightarrow B * A \\
& E L S E \Rightarrow B / A
\end{aligned}
\]

\section*{3.1d The Target Language}

The combined formalisin of extended Markoy algorithms and the \(\lambda\)-calculus presented in the previous section appears sufficient to define fairly concisely many constructions in computer languages. However, two common features of many computer languages, that for assigning new values to variables and that for transferring control to another statement in a program, have evaded characterization in the combined formalism. To handle this circumstance, the combined formalism will be augmented with new expressions to mirror directly the assignment of new values to variables and the transfer of evaluation from one expresion to another. The augmented version of the combined formalism will comprise the target language of this dissertation.

Sequences of Expressions:

Before discussing the rules for forming well-formed expressions in the target language, let us consider a mechanism for defining a sequence of expressions, where each expression \(E_{1}, E_{2}, \ldots, E_{n}\) in the sequence is to be evaluated in the numerical order indicated by its numerical subscript. Using the rule for evaluating the operand of a combination before the operator of a combination, the tazget language provides a device for handing sequence of expressions.

Let \(X, E, E_{1}, E_{2}, \cdots\), and \(E_{n}\) be expressions, and consider the following \(\lambda\)-expresgion, called t
\[
\lambda \alpha \cdot \lambda \beta,(\beta \quad a)
\]

When evalaated, the conbination (TE) results in first evalucting the expression \(E\) and then returning the value of the \(\lambda\)-closure for \(\lambda \beta .(\beta \alpha)\), where \(\alpha i \neq\) coupled with the value of E. Next consider the combination
\[
[(T E) \lambda F, X]
\]
where square brackets have been used here (for convenience) in place of parentheses." This combination is evaluated as follows:
1. The \(\lambda\)-closure for \(\lambda \pi . X\) is computed

\footnotetext{
*Square brackets will be qued frequently in this section. Strictly speaking, sll square brackets should be replaced by parentheses.
}
2. The combination (T E) is computed, resulting in first evaluating \(E\) and then returning the \(\lambda-c l o s u r e\) for \(\lambda \beta\). ( \(\beta \alpha\) ), where \(\alpha\) is coupled with the value of E.
3. The value of the expression in 2 is applied to the value of the expression in 1, resulting in applying \(\lambda \pi, X\) to \(E\), which returns the value of \(X\).
```

In particular, if X is the expression "\pi", this combination
results in returning the value of E.
Next consider the expression

```
\[
\left[\left(T E_{1}\right) \lambda \pi \cdot\left[\left(T E_{2}\right) \lambda \pi \cdot \pi\right]\right]
\]

This combination is evaluated as follows:
1. The \(\lambda\)-closure for \(\lambda \pi .\left[\left(T E_{2}\right) \lambda \pi, \pi\right]\) is computed. Note that the value of \(E_{2}\) is not computed in forming the \(\lambda\)-closure.
2. The combination ( \(T E_{f}\) ) is computed, resulting in first evaluating \(E_{1}\) and then returning the \(\lambda-c\) losure for \(\lambda \beta\). ( \(\beta \quad \alpha\) )
3. The value of the expression in 2 is applied to the value of the expression in l, resulting in returning the value of \(\left[\left(T E_{2}\right) \lambda \pi . \pi\right]\). This evaluation results in first computing the value of \(E_{2}\) and then returning the value of \(E_{2}\).

Thus the evaluation of this expression results in first
evaluating \(E_{1}\), then evaluating \(E_{2}\), and finally returning the
value of \(E_{2}\).
Similarly, consider the expression


When evaluated, this expression results in successively
evaluating \(E_{1}, E_{2}\), and \(E_{3}\) and then returning the value of \(E_{3}\). This expression, however, has the following important property, which will be used in the definition of the transfer of control to some labeled expression in a sequence of expressions. Let \(C_{1}, C_{2}\), and \(C_{3}\) be the combinations that are given by the matching paris of square brackets indicated by the numbers 1, 2, and 3 above. The evaluation of \(C_{1}\) results in successively evaluating \(E_{1}, E_{2}\), and \(E_{3}\) and returning the value of \(E_{3}\); the evaluation of \(C_{2}\) results in successively evaluating \(E_{2}\) and \(E_{3}\) and returning the value of \(E_{3}\); the evaluation of \(C_{3}\) results in evaluating \(E_{3}\) and returning the value of \(E_{3}\). Moregenerally, an expression of the form

when evaluated, results in successively evaluating \(E_{1}, E_{2}\), ... and \(E_{n}\) and returning the value of \(E_{n}\). Moreover, the evaluation of any combination \(C_{i}\) beginning with the square bracket denoted by the integer i results in successively evaluating the expressions \(E_{i}, E_{i+1}, \cdots\), and \(E_{n}\) and returning the value of \(E_{n}\). This later effect leads us to the notion of a "labeled" expression.

Labels and Label References:

Let \(V\) be the set of variables (as described earlier) and Let \(L\) be the set obtained from \(V\) by affixing a ": to each
variable in \(V\). The set \(L\) will be called the set of labels. Consider an expression of the form
\[
\ell_{1}\left[\left(T E_{1}\right) \lambda \pi \cdot \ell_{2}\left[\left(T E_{2}\right) \ldots \lambda \pi \cdot \ell_{n}\left[\left(T E_{n}\right) \lambda \pi \cdot \pi\right] \ldots\right]\right]
\]
where the \(\ell_{i}, 1 \leq i \leq n\) indicates the possible occurrences of labels, each of which must be different. An expression of this form will be called a "sequence" of the expressions \(\mathrm{E}_{1}\), \(E_{2}, \ldots\), and \(E_{n}\). If we ignore the labels in an evaluation, the evaluation of any combination \(C_{i}\) following some label \(\ell_{i}, \quad l_{i \leq n} \leq\), results in successively evaluating \(E_{i}, E_{i+1}, \cdots\), and \(E_{n}\) and returning the value of \(E_{n}\).

A sequence of the above form may occur within the body of some \(\lambda\)-expression, which in turn may occur within a sem quence in the body of some encompassing \(\lambda\)-expression, and so on for further encompassing \(\lambda\)-expressions. In the target language the transfer of control to some labeled expression will be designated by expressions of the form (GOTO. E), where E is an expression referring to some label. A label reference will be a string of the form. \(\ell\), where \(\ell\) : is a label. The value of a label reference. \(\ell\) will consist of two parts: (a) the combination in the innermost encompassing \(\lambda\)-expression such that the combination is prefixed by the label \(\ell\) : , and (b) the environment within which the combination is to be evaluated. The evaluation of a label reference will be called a "label-closure".

I now proceed to a presentation of the target language of the dissertation.

\section*{Target Language Expressions:}

An expression in the target language is defined as follows. Let \(C, V\), and \(I\) be gets of symbols, called the sets of constants, variables, and labels, as described earlier.
(a) If \(p\) is a variable or \(p\) is a corstant, then \(p\) is an expression.
(b) If E and Fare expressions, then (E F) is an expression.
(c) If \(v\) is variable and \(E\) is an expression, then \(\lambda v . E\) is an expression.
(d) If \(v\) is a variable and \(E\) is an expression, then (v ASSIGN. E) is an expression.
(e) If \(S\) is a sequence, then \(S\) is an expression.
(f) If \(E\) is an expression, then (GOTO. E) is an expression.

Expressions of type (a), (b), and (c) are expressions in the combined formalism as introduced previously. Expressions of type (d), (e), and (f) are new. The evaluation of an expression of the form ( \(v\) ASSIGN. E) will result in first changing the value of the variable \(v\) to the value of the expression \(E\) and then returning the null string as the value of the expression (v ASSIGN. E). If the labels in an expression of type (e) are ignored, the evaluation of a sequence results in successively evaluating each of the component expressions \(E_{1}\), \(E_{2}\), and \(E_{n}\) in the sequence and returning the value \(E_{n}\). If \(E\) is an expression of the form . \(\ell\), where \(\ell\) : is a label, the evaluation of \(E\) will result in forming the label-closure for - \& and the evaluation of an expression of the form (GOTO. E)
```

within some sequence will result in (a) stopping the evalua-
tion of the expression in which E occurs and (b) continuing
by evaluating the combination designated by the label-closure
for .\ell within the environment specified by the label-closure.
Note that this mechanism allows transfer of control only to
expressions within the same sequence or expressions in a
sequence in some encompassing \lambda-expression. The previously
given notation for defining a sequence of expressions is
awkward. I thus introduce the following alternate notation
in place of the strict representation of a sequence. Let E
be a sequence of the form

$$
\ell_{1}\left[\left(T E_{1}\right) \lambda \pi \cdot \ell_{2}\left[\left(T E_{2}\right) \ldots \lambda \pi \cdot \ell_{n}\left[\left(T E_{n}\right) \lambda \pi \cdot \pi\right] \ldots\right]\right]
$$

where the $\ell_{i}, l \leq i \leq n$, indicate the possible occurrences of labels. A sequence of this form will be alternately written

$$
\ell_{1} E_{1} ; \quad \ell_{2} E_{2} ; \cdots \quad \ell_{n} E_{n}
$$

The addition of expressions of type (d), (e), and (f) take effect when it is desired to construct a sequence of expressions to be evaluated one after another or to interrupt the evaluation of a sequence and to continue the evaluation at some other labeled expression.
For example, consider the expression

```
```

LET A= 5
IN (A ASSIGN. (+(A,I)));
(GOTO. .P);
(A ASSIGN. 1);
P:A

```
```

where "+" is a free variable whose value is the function for
computing the arithmetic sum of two integers. The evaluation
of this expression is as follows:
(1) The value of the bound variable A will be set to
five and the body of the \lambda-expression evaluated.
(2) Since the body of the \lambda-expression is a sequence
of expressions, each of the component expressions
will be evaluated in order.
(3) The first expression in the sequence results in
updating the value of A to six.
(4) The second expression results in transferring the
evaluation to the expression labeled P.
(5) The evaluation of the expression labeled P results
in returning the value of A, which has been set to
six.

```

Recursive Definitions:

Consider the following (loosely written) expression defining the factorial function and its application to the integer five:
\(\operatorname{LET} \operatorname{FACT}(N)=E Q(N, O) \Rightarrow 0\)
\(\operatorname{ELSE} \Rightarrow N . F A C T(N-1)\)
IN FACT(5)
where \(E Q\) is a boolean valued function for testing the equality of two integers. The function "FACT" when applied to the argument "5" will not evaluate to five factorial. The difficulty here arises in the definition of the function "FACT" where the variable "FACT" itself occurs as a free variable. This incorrect rendering of a recursive function can be corrected
```

through the notion of a "fixed-point operator."20,25 One
fixed-point operator for target language expressions is the
expression

```
    \(Y=\lambda F \cdot \operatorname{LET} \begin{aligned} & \pi=\prime \Lambda \prime \\ & \operatorname{IN}(\pi \text { ASSIGN. }(P \pi)) ; \pi\end{aligned}\)
If \(M\) is an expression and \(F=E\) is a recursive definftion of the
function \(F\), an expression of the form
LET \(F=E\)
In M

Where \(E\) contains free occurrences of the variable f, can be correctly written
```

    LET F=(Y \lambdaF.E)
    ```
    IN M
To avoid this somewhat awkward method for writing recursive
functions, the following alternate notation is introduced.
    If \(F\) is a variable and \(E\) and \(M\) are expressions, an
    expression of the form
    LET \(F=(Y \lambda F \cdot E) \quad\) IN \(M\)
    Where \(Y\) is the fixed-point operator given above, can
    alternately be written
    LET REC \(F=E \quad\) IN \(M\)
Thus the definition of the factorial function can be correctly
written
```

    LET REC FACT(N)= EQ(N,0) =>0
    IN FACT(5)
        ELSE
        N#FACT(N-1)
    ```

The above fixed-point operator is sufficient to handle recursive definitions of single functions but not sinultaneous recursive definition of two or more functions. In this aissertation simultaneous recursive definitions will not be needed until the semantics of ALGOL/60 procedure declarations is defined, and the presentation of a fixed-point operator to handle simultaneous recursire definitions will be deferred until the chapter on ALGOL/60. A detailed discussion of fixed-point operators is given by Hozencraft. 25

A Definition of the Semantics of the ALGOL/60 Subset:

The definition of the semantics of the ALGOL/60 subset in terms of the target language is given in Appendices 2.1 and 2.2. The specification of the corresponding target language expression for a program in the subset has been broken into two parts. Appendix 2.1 defines the translation of a program into the target language assuming that the primitive "+" is a free variable. Appendix 2.2 defines the primitive "+". To form the complete target language expression, one must take the target language string specified in Appendix' 2.1 and add to it the primitive function definitions of Appendix 2.2 in the form
```

LET CAT \alpha=[s. 㕵 "[A->0" s "]" ] \alpha
IN LET EQ (\alpha,\beta)=···
IN LET REC +(X,Y)= EQ (Y,0) =>0 ELSE }=>\mathrm{ SUM(SUCC X,PRED X)
IN LET d' IN s'

```
```

where "LET d' IN g'" is the target language string specified
by Appendix 2.l.* For example, Appendix 2.l specifies the
following pair of strings
BEGIN INTEGER A; A:=l+2 END .. LET A = '^'
IN (A ASSIGN. (+('1','2'))
The string "LET A = '\Lambda' IN (A ASSIGN. (+('1','2'))" when used
in place of "LET d' IN s'" in expression (a) above specifies
the complete target language expression for the program
"BEGIN INTEGER A; A:=1+2 END".**

```

\subsection*{3.2 An Evaluator for the Target Language}

To explain the semantics of the target language in the previous sections, an appeal was made through the English language. This section reduces that appeal to an appeal for understanding only the formalism of extended Markov algorithms.

\footnotetext{
*This division of the specification of the semantics of a computer language into a specification of a target language string and a separate specification of the primitive functions used in the target language string will be followed in the definitions of SNOBOL/l and ALGOL/60. Also, the definitions of the string variables for the extended Markov algorithm primitives are given at the beginning of Appendix 2.2. These definitions must be added to each extended Markov algorithm using the string variables.
* It may happen that the use of identifiers in a source language program will conflict with the use of identifiers used to define the primitive functions in the target language. To avoid this conflict, the identifiers for the target language primitives strictly speaking should be given as identifiers that are different from the source language identifiers. This conflict can be avoided by appending to each target language identifier a symbol (e.g., the symbol "\#") not allowed in source language identifiers.
}

\begin{abstract}
The "value" of a target language expression will be defined" in this section by an extended Markov algorithm definition of a machine that mechanically converts an expression into another expression, the value of the initial expression. The machine may be viewed as a hypothetical computer for the target language, and extended Markov algorithms may be viewed as the machine language for the computer. The definition of the target language evaluator is based on a similar definition given by Landin, 20,24 and Wozencraft. 25

The extended Markov algorithm definition of the target language evaluator is given in Appendix 2.3. Before applying the algorithm to a target language expression, it is necessary to provide a unique index for each " \(\lambda\) " and "(" in the expression. Thus the expression
\end{abstract}
\[
\left(\lambda X \cdot(1 S Q ' X){ }^{\prime} 3^{\prime}\right)
\]
will be indexed
\[
\left({ }_{1} \lambda_{2} X \cdot\left(3^{\prime} S Q^{\prime} X\right)^{\prime} 3^{\prime}\right)
\]

The indices allow unique identification of a \(\lambda\)-expression or combination.

The evaluation of an expression begins with a substitution rule transforming the expression to be evaluated into five strings: the "control" string, the "result" string, the "environment" string, the "store" string, and the expression itself. Subsequent substitution rules define transforma-
tions on the control, result, environment, and store strings until the value of the target language expression is computed. The final substitution rule returns the value of the expression.

Generally, the control string is a string of the foril
\[
a_{k} a_{k-1} \quad \cdots \quad a_{1}
\]
where each \(a_{i}\). \(1 \leq i \leq k\), is an atomic part of an expression (e.g., a constant, variable, indexed lambda symbol, or indexed left parenthesis). The control string is used to hold the atomic parts of an expression before they are evaluated.

When the parts of the control string are evaluated, their values are placed on the store string. The store string is a string of the form
\[
\left(111 \ldots 1, r_{n}\right) \ldots\left(111, r_{3}\right)\left(11, r_{2}\right)\left(1, r_{1}\right)
\]
where each \(r_{i}, l \leq i \leq n\), is a string denoting the value of a constant, a variable, or a \(\lambda\)-expression, and the string of ones before each string value provides a unique pointer to the string value. A new store component for a string \(r_{n+1}\) is obtained by (a) obtaining the string of ones representing the pointer \(p\) to \(r_{n}\) and (b) prefixing the string " (lp, \(r_{n+1}\) )" to the left of the store string.

The result string is used to store pointers to intermediate calculated values formed in the evaluation of a target language expression. The result string is a string of the form
\[
\mathrm{p}_{\mathrm{m}} \quad \cdots \quad \mathrm{p}_{2} \mathrm{p}_{1}
\]
where each \(p_{i}\), \(i \leq 1 \leq m\), is a pointer to some string value in the store.

Let \(N_{1}, M_{1}, N_{2}, M_{2}, \ldots, N_{k}, M_{k}\) denote strings of ones, let \(v_{1}, v_{2}, \ldots, v_{k}\) denote variables, and let \(p_{1}, p_{2}, \ldots, p_{k}\) denote pointers to the store. The environment string is a string of the form
\[
\left(N_{k} \leftarrow M_{k} \quad v_{k}=p_{k}\right) \ldots\left(N_{2} \leftarrow M_{2} \quad v_{2}=p_{2}\right)\left(N_{1}+M_{1} \quad v_{1}=p_{1}\right)
\]
where each component \(\left(N_{i} \leftarrow M_{i} v_{i}=p_{i}\right)\) is a string such that \(\mathbb{N}_{i}\), \(1 \leq i \leq k\), identifies the environment for some \(\lambda\)-expression \(\lambda_{j}\), \(v_{i}\) identifies the bound variable \(v\) of \(\lambda_{j}, p_{j}\) is a store pointer to the current value \(v\), and \(M_{1}\) identifies the environment of the encompassing \(\lambda\)-expression. The environment \(M_{i}\) is said to be "Iinked" to the environment \(N_{1}\). In general, the environment components linked to \(N_{i}\) provide pointers to the current values each of the bound variables in the \(\lambda\)-expression \(\lambda_{j}\) and its encompassing \(\lambda\)-expressions. The list of environment components linked to \(\mathbb{N}_{1}\) will be called the environment \(N_{i}\). For example, consider the environment "11111" in the environment
\((11111+11 \mathrm{X}=111111)(1111+11 \mathrm{~A}=11)(111+11 \quad \mathrm{~B}=111)(1 \mathrm{I}+1 \mathrm{Y}=111)(1 \leftarrow 1 \mathrm{Z}=1)\)

The environment components linked to "lllll" provide store pointers to the current values of the variables \(X, Y\), and \(Z\) in
the \(\lambda\)-expression whose environment is identified by "lllll".
A new component is prefixed to the environment string each time a new \(\lambda\)-expression is applied. Thus each \(N_{i}\) at the left of each environment component identifies an environment for some applied \(\lambda\)-expression, and the environment components linked to \(N_{i}\) provide pointers to the values of the free variables in the body of the \(\lambda\)-expression whose environment is given by \(N_{i}\). Since constants in the target language are treated as literal strings whose values are the strings themselves, the values of the constants in an expression are not placed on the environment string.

The set definitions for the string variables used in the extended Markov algorithm definition of the evaluator are given in Appendix 2.3a. The set "STR" defines the set of all strings that might occur within a target language expression. The sets "CONSTANT" and "VARIABLE" define the sets of constants and variables. The sets "PTR" and "INDEX" define respectively the set of pointers to the store string and the set of indices used in marking an expression. The set "EXP" defines the set of target language expressions, the set "EXP HD" defines the set of strings that can occur at the head of an expression, and the set "EXP TL" defines the set of strings that can occur at the tail of an expression. For example, in
 head of the expression and the string " \(\lambda_{2} X .\left({ }_{3}{ }^{\prime} S Q^{\prime} X\right)\) ' \(3^{\prime}\) )" is the tail of the expression, and in the expression " \(X\) " the
```

variable "X" is the head of the expression and the tail of
the expression is null.

```

The substitution rules for the extended Markov algorithm
definition of the target language evaluator are given in
Appendix 2.3b. Three alternate notations were used in writing
these rules:
(1) Let \(x_{i}\) and \(y_{i}, 1 \leq i \leq 5\), be string variables representing arbitrary strings used in an extended Markov algorithm. Generally, each substitution rule is of the form"
\[
\left\langle c y_{1}-x_{2} r y_{2}-x_{3} e y_{3}-x_{4} s y_{4}-x_{5} p y_{5}\right\rangle \rightarrow\left\langle c^{\prime} y_{1}-x_{2} r^{\prime} y_{2}-x_{3} e^{\prime} y_{3}-x_{4} s^{\prime} y_{4}-x_{5} p^{\prime} y_{5}\right\rangle
\]
where the \(c, r, e, s\), and \(p\) are string referring to portions of the control, result, environment, store, and expression strings and the \(c^{\prime}, r^{\prime}, e^{\prime}, s^{\prime}\), and \(p^{\prime}\) are the transformed portions of these strings. Since the \(x_{i}\) and \(y_{i} o c c u r\) in each substitution rule, a substitution rule of the above form will be written in the form
\[
\left.\begin{array}{l}
c \\
r \\
e \\
s \\
p
\end{array}\right] \rightarrow\left[\begin{array}{l}
c^{\prime} \\
r^{\prime} \\
e^{\prime} \\
s^{\prime} \\
p^{\prime}
\end{array}\right.
\]
(2) If one of the five strings \(c, r, e, s\), or \(p\) is given as null on both sides of the substitution rule, the symbol "-" can be used in place of the null string symbol "A".
(3) If one of the five components \(c, r, e, s\), or \(p\) occurs unchanged in the right-hand side of the substitution rule, the symbol "I" can be used in place of the string in the right-hand side of the rule.

\footnotetext{
"The hyphen " \({ }^{\prime \prime}\) is used to separate the control, result, environment, store, and expression strings.
}

Thus the substitution rule
\[
\begin{aligned}
& <\left(y_{1} y_{1}^{-x_{2} A y_{2}-x_{3} \Lambda y_{3}-x_{4} \Lambda y_{4}-x_{5}} i_{i} h t h^{\prime} t^{\prime}\right) y_{5}> \\
& \quad \rightarrow<h^{\prime} \text { h APPLY. } y_{1}-x_{2} \Lambda y_{2}-x_{3} \Lambda y_{3}-x_{4} A y_{4}^{-x_{5}}\left(i^{h t} h^{\prime} t^{\prime}\right) y_{5}
\end{aligned}
\]
can be written using notation (1)
\[
\left.\begin{array}{r}
(\dot{f} \\
\left.l_{i} h t h^{\prime} t^{\prime}\right) \\
\Lambda
\end{array}\right] \rightarrow\left[\begin{array}{l}
h^{\prime} \text { h APPLY. } \\
\Lambda
\end{array}\right]
\]
and further written using notationg (2) and (3)

Three example evaluations of target language expressions
are given on the adjacent pages. Each of these evaluations shows the successive transformations on one of the initial expressions:


\footnotetext{
"The constant 'SQ' in the first two expressions represents the primitive function for squaring an integer. Strictly speaking, all primitive functions in the target language must be defined by constants that are extended Markov algorithms.
}








\(\xrightarrow{11,11,21,11}\left[\begin{array}{l}n \\ 2 \\ I \\ I \\ I\end{array} \quad \xrightarrow{12} 4\right.\)

Initialization and Termination of Evaluation (rules land l2)*

The evaluation of an expression begins (rule l) by initializing the control string with the head of the expression to be evaluated and the marker "|, initializing the result string with the marker "| \(\left.\right|_{1}\), initializing the environment string with the string " \((1 \leftarrow 1 \pi=1) "\), initializing the store string with the string "(I, \(\Lambda\) )", and initializing the expression string with the expression to be evaluated. Since the initial environment will generally contain the values of no free variables, the initial environment string contains the dummy variable \(\pi\) whose value is a pointer to the null string in the store. The marker "| \(\left.\right|_{1}\) is placed on the control and result string to denote that the head of the expression is to be evaluated within the initial environment l. In general, the subscript \(j\) of the leftmost \(\left.\right|_{j}\) in the control string denotes that the control string variables to the left of the \(I_{j}\) are to be evaluated using the environment j, i.e., using the environment components linked to the component \(\left(N_{i}+M_{i} \quad v_{i}=p_{i}\right)\) where \(N_{i}=J\).

The evaluation terminates (rule l2) when the control string is null. When the control string is null, the result

\footnotetext{
*Rules 1 and 12 do not exactly follow the alternate notation for the evaluator given earlier. These rules are strictly given as
ht
\(\stackrel{l}{\rightarrow}\left\langle h_{1}-\left.\right|_{1}-\left(\lambda_{1}+\lambda_{1} \pi=I\right)-(1, \Lambda)-h t\right\rangle\)
\(\left\langle\Lambda-p-x_{3} y_{3}-x_{4}(p, r) y_{4}-x_{5} y_{5}\right\rangle \xrightarrow{12}\)
\(\mathbf{r}\)
}
```

string vill contain a pointer to some string value in the
store. The string in the store is returned as the result of
the evaluetion. In general, the result of an evaluation is
either a constant or a \lambda-closure. Strictiy speaking, if
the result of the evaluation is a \lambda-closure, the \lambda-expression
and the values of its free variables should be returned as the
result of the evaluation. If the result of the evaluation is
4. \lambda-closure, the \lambda-expression and th* values of its free
variables can be obtained from the environment, store, and
expression strings specified prior to the termination of
egeluation.
If user vere evaluating tafget language expressions with input-output facilities, (a) the initial values of the input and owtput gtrlige foretumably those given on some device like a telftype or card reader) could be placed in the initial store strine and (b) two syaten variables and polatore to their initial values could be placed on the initial envirodment atring. The addition or removal of strings on the input or autput device could then be defined by updeting the vilues of the systen variables to thefir new Talues. This is the mechanism used to define input-output It 8 gobol/l (see Chapter If).

```
```

Evaluation of Combinations (tule 2):

```
Evaluation of Combinations (tule 2):
    If left parenthesis of conbination is at tie left
    If left parenthesis of conbination is at tie left
Of the control ftring, the left parenthesis is removed frow
```

Of the control ftring, the left parenthesis is removed frow

```
the control string, "and the head of tts operand and operator are prefixed to the control string and the string "APPLY." is placed to the right of these two strings. Subsequent rules will evaluate the operand and operator, and then apply the value of the operator to the value of the operand to produce the value of the combination.

Evaluation and Application of \(\lambda\)-expressions (rules 3, 8, and 1l):

If the name \(\lambda_{1}\) of a \(\lambda\)-expression is at the left of the control string (rule 3 ), the current environment \(j\) (initially the dummy environment 1 ) is obtained, the string \({ }^{\prime} \lambda_{i} \varepsilon_{j}{ }^{\prime \prime}\) is placed in a new component at the left of the store string, and a pointer to the new store component is prefixed to the result string, The string \({ }^{n} \lambda_{i} E_{j}{ }^{n}\) represents the \(\lambda\)-closure for \(\lambda_{i}\) in that (a) \(\lambda_{i}\) provides a name uniquely identifying the \(\lambda\)-expression \(\lambda_{1}\) contsined in the expression string and (b) the environment component \(f\) provides the (linied) list of the pointers to the current values of the free variables of the \(\lambda\)-expression \(\lambda_{i}\) 。

If the string "APPLY." is at the left of the control string, a pointer \(p\) to a \(\lambda\)-closure \(\lambda_{i} \varepsilon_{j}\) is at the left of the result string, and \(k\) is the index of the most recentiy added environment component (rule 8):

\footnotetext{
-In the discussion to follow, unless explicitiy stated otherwise, the elements referred to at the left of the control string are assumed to be deleted from the control string after being evaluated.
}
(a) a new component ( \(1 k+j \quad v=p^{\prime}\) ), where \(v\) is the bound variable of the \(\lambda\)-expression \(\lambda\) and \(p^{\prime}\) is a pointer to the operand to which the \(\lambda\)-expression \(\lambda\) has been applied, is prefixed to the environment string. (This action results in setting the proper environment for evaluating the body of the \(\lambda\)-expression \(\lambda_{i}\).)
(b) The head of the body of the \(\lambda\)-expression \(\lambda_{i}\) and \(a\) marker \(\left.\right|_{1 k}\) are prefixed to the control string, and
(c) the pointers \(p\) and \(p^{\prime}\) to the \(\lambda\)-closure and its operand are deleted from the result string and the marker \(\left.\right|_{1 k}\) is prefixed to the result string.

If a marker \(\|_{j}\) is at the left of the control string and a pointer \(p\) and marker |j are at the left of the result string, the markers are deleted and the pointer \(p\) is left on the result string. The pointer will point to the value of applying the \(\lambda\)-expression to its operand.

Evaluation of Variables and Constants (rules 4 and 6):

If a variable is at the left of the control string, a pointer to the current value of the variable is prefixed to the result string (rule 4.1). The pointer is obtained by (a) obtaining the index \(j\) of the current environment and marking the environment component \(j\) with the symbol "o" (rule 4.3), and (b) then searching (rules 4.1 and 4.2) through the environment components linked to \(j\) for the occurrence of the variable.

If a constant is at the left of the control string (rule 6), a new store component containing the constant is prefixed to the store string, and the pointer to the new store
```

component is prefixed to the result string.*
Evaluation of Label References (rules 5):
If a label reference . l is at the left of the control
string (rules 5), each environment component linked to the
current environment component is searched for the occurrence
of a component such that the \lambda-expression whose environment
is specified by the component contains a body that is a
sequence containing the label. If the label is found, a
new store component hej containing the head of the expression
following the label and the index j of the environment com-
ponent is prefixed to the store, and a pointer to the new
store component is placed on the result string. The head of
the labeled expression and the environment index j provide
a representation of the label-closure for . i in that the
head of the labeled expression uniquely identifies the labeled
combination and the index j uniquely identifies the current
environment of the sequence within which the combination
occurs.

```

Transfer of Control (rule 10):

If the string "GOTO. APPLY." is at the left of the control string and a pointer p to a label closure \(\mathrm{h}_{\mathrm{g}}\), where

\footnotetext{
*In the evaluator, all constants that are extended Markov algorithms must be enclosed by the quotation marks ' and
}
```

h is the head of a labeled expression and j is the environ-
ment within which the labeled expression is to be evaluated,
is at the left of the result string
(a) all portions of the control and result strings to
the left of the markers |, are deleted, and
(b) the head of the expression following the label is
prefixed to the control string.
This mechanism results in interrupting the evaluation of the
current expression and continuing with the evaluation at the
labeled expression using the environment d specified while
evaluating the label-closure.

```
Application of Constants (rules 9.1 and 9.2):
    If the string "APPLY," is at the left of the control
string, and two store pointers \(p\) and \(p\) to the strings \(s\)
and \(s^{\prime}\) are at the left of the result string, the string \(s\)
is applied to the string \(s^{\prime}\) (presumably \(s\) is an extended
Markov algorithm and \(s^{\prime}\) is the object string to which the
algorithm is to be applied). The resulting string value is
placed in a new store component, and the pointer to the new
component is prefixed to the result string.
Assignment (rules 7.1 and 7.2):
    If the string "ASSIGN. APPLY." is at the left of the
control string and two store pointers \(p\) and \(p^{\prime}\) are at the
left of the result string, the string value in the store
associated with \(p\) is changed to the string value associated with \(p^{\prime}\).

Adaition of New Rules to the Evaluator:

It may happen that certain source language constructions are awkward to define solely within the target language and that these constructions can be more easily defined by adding new expressions to the target language and new evaluator rules to evaluate these expressions.

The rule applied to evaluate target language expressions is opecified by the numerically first rule that is applicable to the current string values of the control, result, environment, store, and expression strings. By adding a rule to the evaluator whose left part specifies a configuration of the control, result, environment, store, and expression strings that, for the given configuration, provides a different transformation from the initial evaluator rules, the evaluator can be extended to define new types of target language expressions.

Generally, the rule applied by the evaluator is determined by the element at the left of the control atring. For example, in the definition of indirect addressing in sfobol/l, it was desirea to add a rule to the evaluator that woula take some string value given in store and prefix the string value to the control string. The string value prefixed to the control
```

string would then be evaluated in subsequent transformations
as if the string value were itself a variable. By (a) allow-
ing expressions of the form "(LOOKUP. X)", where X is a
variable, in the target language tranglation of SNOBOL/1, and
(b) adding the rule

| LOOKUP. APPLY. |  |
| :---: | :---: |
| - | $\rightarrow$ |
| ( $\mathrm{p}, \mathrm{s}$ ) |  |

to the evaluator, the extended evaluator defines indirect
addressing. None of the initial evaluator rules are applim
cable to a configuration where the string "LOOKUP." is at the
left of the control string; hence the rule can be placed in
any numerical position within the initial sequence of rules.

```
3. Discussion

This chapter has presented a formally based target language in which the semantics of a computer language can be defined. The semantics of the target language was, in turn, defined in terms of the formalism of extended Markov algorithms by giving an extended Markov algorithm definition of a machine for evaluating target language expressions.

If used as a target language for the implementation* of

\footnotetext{
*Extended Markov algorithms have been implemented in the source language PANON-1B. 11,12
}
a computer language, the target language allows the simple addition of built-in machine primitives. For example, if a computer has a built-in primitive for computing the sum of two integers, there is no need to define this primitive in the target language. This primitive can be used as a constant in the target language and in applying the primitive to its arguments the machine algorithm can be used. The point of using only extended Markov algorithms to define primitive functions is that for implementation of the target language the only necessary machine capability is that for implementing extended Markov algorithms. The fact that a given machine has certain built-in primitives simply relieves the person defining the semantics of a source language of defining the semantics of the built-in primitives in terms of extended Markov algorithms.

The target language is undesirable in one important sense. The computer language constructions for defining the assignment of new values to variables and for defining the transfer of control within a program required the addition of new expressions to the combined formalisms of extended Markov algorithms and the \(\lambda\)-calculus. The new expressions add to the complexity of the target language and place restrictions on the applicability of any theorems developed for \(\lambda\)-calculus expressions. This undesirable feature of the target language is, in part, redeemed in that the evaluator for the target language was completely defined within the

In the sixth century B.C. written language was continuous. There was no concept of breaking up units of expressions with punctuations marks. Kohmar Pehriad, a leading Macedonian ifterary figure, had the ingightful idea of using a small round dot to indicate the end of a thought unit. Convinced of the utility of his invention, he spent almost thirty years of his life traveling through ancient Greece, Rome, and North Africa attempting to gain local acceptance of that small round dot. His effort was well-rewarded. The stark simplicity of his brililiant idea becase popular so quickly that almoat every written lenguage used today uses the little round dot at the end of anit of expression.

Pehriad's efforts did not stop with the dot, Recognizing the need for another mark to indicate pauses in the middle of thought units, he began using a dot with a curved descending tail in en expression to indicate parse in the thought. This mark is, of course, quite familiar in our ovn language, and both the comma (Kohmar) and the period (Pehriad) have been nared after their distinguished inventor.










\section*{CHAPTER IV}

\section*{A DEFINITION OF THE SYNTAX AND SEMANTICS OF SNOBOL/I}

\author{
In this chapter I attempt to demonstrate the thesis of this dissertation, that there should be formal definitions of the syntax and semantics of computer lamguages. As an example computer language, I have chosen sinobol/l, as initially defined by Farber, Griswold and Polonsky. 27 SNOBOL/l was chosen as an example because (a) the language is simple enough to describe conveniently in a single chapter of this dissertation and (b) the language is fairly well-known. No knowledge of SNOBOL/l will be assumed in this chapter. Rather, it is the intent of this chapter to define every construct (except character spacing) in the language. The definition of SNOBOL/l will be in two parts: (a) an informal description of the language and of the techniques used in the formal definition in this chapter using the English language and (b) a formal description of the language in Appendix 3 using the formal system. \\ This chapter and the formal description of Appendix 3 may be viewed as a reference manual for s耳obol/l. It is intended for a user who wishes a detailed description of the language. \\ The formal definition of 8 NOBOL/l is divided into three parts. Appendix 3.1 gives the canoncal system defining the
}
```

syntax of SNOBOL/l, Appendix 3.2 gives the canorical system de-
fining the translation of SNOBOL/l into the target language,
and Appendix 3.3 gives the definition of the primitive func-
tions used in the target language. In writing the formal
definition of the SNOBOL/I, it was necessary to resolve a
few issues that were ambiguously or incompletely defined by
the English language definition of the language given by
Farber, Griswold and Polonsky.*

```
Introduction to \(\operatorname{SNOBOL/1}\)
    SNOBOL/l is a language for defining transformations on
strings of symbols. Programs in \(S N O B O L / 1\) are comprised of
a linear sequence of rules of which there are four varieties:
"input"rules for obtaining strings of symbols from some
external input device (like a teletype or card reader),
"assignment" rules for assigning names to strings, "pattern
matching" rules for transforming strings into new strings,
and "output" rules for writing strings on some external out-
put device (like a teletype or card reader). In general,
the behavior defined by each rule is executed in linear
order. However, rules can be labeled with names and the
```

*For example, it was not clear whether the authors meant to
permit or prohibit the use of the same variable name to
denote different types of variables in a single pattern
matching rule or whether to permit or prohibit the use of
a name both as a string name and a label in the same pro-
gram. I decide to prohibit the first of these construc-
tions and to permit the second of these constructions.

```
ordinary sequence of execution interrupted and continued at some other labeled rule.

Introduction to the Technigues Used in Describing SNOBOL/I

The parts of this chapter will each describe some construct in the \(S N O B O L / l, e . g\), a string, an arithmetic expression, a rule, or a statement. Each of these parts will consist of (a) portions of the productions from the canonical system of the translation (Appendix 3.2) of SNOBOL/l, (b) examples of the \(S N O B O L / l\) constructs and their corresponding target language translations, and (c) an English language explanation of these constructs and their semantics as defined in the target language.

Theoretically, the (abbreviated) canorical system of the translation of SNOBOL/l must be combined with the canonical system of the syntax of SKOBOL/l to obtain the complete canonical system defining the set of legal programs and their target language translations. Nevertheless, except for the context-sensitive requirements on SNOBOL/l, the abbreviated canonicalsystem of the translation of SNOBOL/l provides a synopsis of a context-free specification of the language and its semantics in terms of the target language. Accordingly, the productions from the (abbreviated) canonical system of the translation will be used in the text to define the syntax and semantics of \(S N O B O L / 1\), and the specification of the context-sensitive requirements on syntax will be discussed at the end of the chapter.
```

    As mentioned in the previous chapter, the first term of
    each term tuple in the specification of the translation of a
language is generally of the form "s..t" where "s" represents
some string in the source language and "t" represents the
corresponding target language translation. The example
SNOBOL/l strings and their target language tranglations
given in the text follow this notation.

```

\section*{Strings}
```

DIGIT<0>,<l> ..., <9>;
LETTER<A>, <B> ..., <Z>;
MARK< $\phi>,<,>,<\equiv>, \ldots,</>$;
DIGIT<p> LETTER<p> MARK<p> $\rightarrow$ BASIC SYMBOL<p>;
BASIC SYMBOL<b> $\rightarrow$ STRING<SEQ ( $\ell)>$;

```
Example Strings:
ABCl23\% A ROSE IS A ROSE
HRSSE,KAFKA,MANH ALPHA
    The basic symbols in SNOBOL/l are the decimal digits,
the capital English letters, and a variety of other symbols
like "\%", "." and "=". A string, the basic data type, con-
sists of any linear sequence of basic symbols.

\section*{Names}

\begin{tabular}{ll} 
ALPHA & 1234 \\
ABC.EFG & 12.3 \\
\(\$\) BETA & \(\$ 1234\)
\end{tabular}

\begin{abstract}
A string can be assigned a name and the name used in place of the string. A name consists of a sequence of decimal digits and English letters, possibly including medial periods. Besides designating a string, a name can be used in two other contexts, that of a string "variable" and that of a string "back reference." These three uses of names shall be distinguished by calling a name that designates a string a "string name," a name that designates a variable a "variable name," and a name that designates a back reference a "back reference name." A string name is treated as a variable in the target language.

A string name can be indirectly referenced by prefixing a string name with a dollar sign. The string value of a string name prefixed by a dollar sign is the string whose name is the string value of the name prefixed by the dollar sign. For example, if the string value or the name "BETA" is the string "A ROSE IS A ROSE" and if the string value of the name "A" is the string "BETA", the string value of "\$A" is the string "A ROSE IS A ROSE". The primitive function "LOOKUP." is used to handle indirect addressing in the target language. "LOOKUP." is defined by an extended Markov algorithm substitution rule (Appendix 3.3d) that must be added to the target
\end{abstract}
```

language evaluator.* When evaluated, this substitution rule
inserts the string value of a name at the left of the control
string. Thus the string is treated as if itself were a
variable to be evaluated in subsequent steps taken by the
evaluator.

```

\section*{Arithmetic Expressions}
```

DIGIT<d> }\quad->\mathrm{ DIGIT STR<SEQ(d)>;
DIGIT STR<s> }->\mathrm{ INT<s>,<-s>;
INT<i> }\quad->\mathrm{ ARITH OPERAND<*i"..'i'>;
STR NAME<n..n'> }\quad->\mathrm{ ARITH OPERAND<n..n'>;
ARITH OPERAND<a..a'>,<b..b'> > ARITH EXP<a+b..(+(a', b'))>,
<a-b..(-(a, (b, ))>,
<a\#b..(*(a, (a, ))>,
<a/b..(/(a', b')))>;

```

Example Arith Operands:
\[
\begin{gathered}
{ }^{*} 65^{*} \ldots 5^{\prime} \\
-65^{\prime \prime} \cdot .^{\prime}-65^{\prime} \\
\text { A. . A }
\end{gathered}
\]

Example Arith Expressions:
\[
\begin{aligned}
& A+B \\
& A+{ }^{*} 65^{\dot{n}} \cdot(+(A, B)) \\
& \left.A=\left(A, \quad 65^{\prime}\right)\right)
\end{aligned}
\]

SNOBOL/l allows a limited type of arithmetic on strings whose contents are integers. An integer can be used directly as an arithmetic operand by enclosing the integer in the quotation marks \({ }^{6}\) and \({ }^{6}\). A name whose string value is an integer can also be used as an arithmetic operand. An

\footnotetext{
*As mentioned in the chapter describing the target language evaluator, it may occasionally be convenient to define some source language constructs by adding rules to the evaluator rather than by defining the constructs solely within the target language. To define indirect addressing in the target language would require complicated additions to the canonical system of the translation of SNOBOL/1
}
arithmetic expression consists of an arithmetic operand followed by one of the arithmetic operators "+", "-", "." and "/" (defined in Appendix 3.3b) followed by another arithmetic operand. The string value of an arithmetic expression is the string computed by applying the arithmetic operator to the integer value of the two operands.

\section*{String Expressions}
```

STRING EXP<\Lambda.. ' }\mp@subsup{\Lambda}{}{\prime}>
STRING<s> }\quad->\mathrm{ STRING EXP< s ..'s'>;
STR NAME<n..n'> }\quad->\mathrm{ STRING EXP<n..n'>;
ARITH EXP<a..a'> }\mp@subsup{a}{}{\prime
STRING EXP<s..s'>,<t..t'!> > STRING EXP<sOt..((CAT s') t')>;

```
Example String Expressions:
A..'A' NAME REVERSE. ( (CAT NAME) REVERSE)
"ABCl23\%"..'ABCl23\% " "ABC* A.. ((CAT 'ABC') A)
A..A X Y Z.. ((CAT ((CAT X) Y)) Z)
\$A.. (LOOKUP. A)

A string expression in SNOBOL/l is an expression whose value is a string. A string can be used directly in an arithmetic expression by enclosing the string in the quotation marks* and*. A string name or arithmetic expression can also be used in a string expression. A sequence of string expressions each separated by one or more spaces" comprises a complete string expression. The value of a string expression is the string computed by concatenating the string values of each of the component string expressions.
"The symbol " 0 " denotes one or more spaces.

\section*{Patterns*}

```

STR NAME<n..n'> }->\mathrm{ PAT EXP<n..n'>;

```

```

VAR NAME<n> < PAT EXP:SPECS<|(n)!..'n': neBAL STR|>;
VAR NAME<n>, DIGIT STR<d> + PAT EXP:SPECS<\#n/de..'n' :
(n,d)\varepsilonFIX LN STR|>;
BACK REF NAME<n> < PAT EXP<n..'n'>;
PAT EXP<p..p'>,<q..q'> }\mp@subsup{q}{}{\prime
PAT EXP<p..p'> + PATTERN<p..p'>;

```

Example Patterns:
```

${ }^{4} A B C{ }^{* \prime} .{ }^{\prime} A B C{ }^{\prime}$

```
\(X\) Y.. ((CAT X) Y)
WHAME. . 'INAME' : RAMEESTR


*X: Y X. . ((CAT ( (CAT 'X') Y) 'X') : XESTR

A pattern in SHOBOL/l is the basic unit through which string transformations are accomplished. A pattern can be viewed as an expression representing a set of strings.

A string enclosed by quotation marks is a pattern expression representing the set of strings containing one member, the string itself. A string name is a pattern representing the set of strings containing one member, the string value of the string name. A variable name enclosed by asterisks is a pattern expression representing the set of all strings of basic symbols. A variable name enclosed by parentheses and further enclosed by asterisks is a pattern expression representing the set of all strings containing balanced pairs of
```

"The use of the auxiliary term for the predicate part "SPECS"
will be discussed shortly.

```


\section*{Pattern Matching Rules}
```

STR NAME<n..n'>, STR EXP<s..s'>, PATTERN:SPECS:VAR REFS
<p..p':c:v> }->\mathrm{ PAT MATCH RULE<nOp=s..
(MATCH_AND_ASSIGN(n', (p',\lambda\pi. '', 'c','(v)'>;
Example Pattern Matching Rules:
X**ABC'= ..(MATCH_AND_ASSIGN(X, 'ABC', \lambda\pi.'^','', '()'))
X *NAME* «,"=..(MATCH_AND_ASSIGN(X, ((CAT 'NAME') ',')
, \lambda\pi.'A', 'NAME\varepsilonSTR |', '(NAME,)'))
X ALPHA = BETA..(MATCH_AND_ASSIGN(X, ALPHA, \lambda\pi.BETA,'','()'))

```

A pattern matching rule consists of a string name followed by pattern, an equal sign, and a string expression. The execution of a pattern matching rule results in the following sequence of actions:
(a) The string value of the string name is scanned for the occurrence of the pattern.
(b) If the occurrence of the pattern is found
(i) each string variable in the pattern is assigned the value of the substring used in matching the variable to the object string,
(ii) the string expression is evaluated (using the new values of the string variables), and
(iii) the occurrence of the pattern in the object string is replaced by the string value of the string expression and the string name is assigned the value of this newly formed string.
(c) If the occurrence of the pattern is not found, no action is taken.

The pattern matching capability of SNOBOL/I is handled
in the target language through the function "MATCH_AND_ASSIGN",
```

(see Appendix 3.3c) which essentially forms an extended Markov
algorithm that reflects the same transformation defined by
the pattern. In the formation of the extended Markov algo-
rithm, the variable and back reference names are treated as
extended Markov algorithm string variables. Hence the trans-
lation of a variable or back reference name is given as a
constant (see definition of patterns given previously), the
variable names are specified as extended Markov algorithm
string variables representing members of one of the sets
"STR", "BAL STR", and "FIX LN STR" (see the auxiliary term
for the predicate part "SPECS" in the definition of a pattern)
defined in Appendix 3.la, and the lists of variable names*
and their set specifications are passed as arguments to the
function "MATCH_AND_ASSIGN". The evaluation of the function
"MATCH_AND_ASSIGN" results in the following actions:
(a) An attempt is made to match the pattern to the object string.
(b) If a match is found, the values of the variables are updated, the value of the string expression is computed, the name to which the pattern has been applied is updated to its new value, and the string "TRUE" is returned.
(c) If no match is found, the string "FALSE" is returned.

```

\footnotetext{
*The list of variable names is given by the auxiliary term for the auxiliary predicate part "VAR REFS" generated in the canonicalsystem for the syntax of SNOBOL/l. This auxiliary term is also generated in the complete (unabbreviated) canonicalsystem of the translation of SNOBOL/l and is used to specify the translation of SNOBOL/l as indicated above.
}
```

Input Rules and Output Rules
PATTERN:SPECS:VAR REFS<p..p':c:v>
-> INPUT RULE<SYS .READ p..(MATCH AND_ASSIGN
(READER\#, p', \lambda\pi, ' }\mp@subsup{\Lambda}{}{\prime},\mp@subsup{,}{}{\prime}\mp@subsup{c}{}{\prime},(v),'v'J)>
STRING EXP<S..si> }->\mathrm{ OUTPUT RULE<SYS .PRINT s...
(PRINTER\# ASGIGN.((CAT PRINTER\#) \&'))>;
Example Input and Output Rules:
SYS . READ mX. . (MATCH_AND_ASSIGN(READER\#, 'X', \lambda\pi.' '',
'XeSTR |','(X,)', 'X,'));
SYS .PRINT REVERSE..(PRINTER\# ASSIGN. ((CAT PRINTER\#) REVERSE))
An input rule consists of the string "SYS. READ" followed by a pattern. An output rule consists of the string "SYS . PRINT" followed by a string expression.
The input and output of strings from some external input device is defined in the target language by assuming that there are two system variables "READER\#" and "PRINTER\#" that contain the initial values of the input and output strings.* When a string is input into a program, the value of the system variable "READER\#" is changed to the string computed from the current value by deleting the string to be read in, and the values of the string variables in the pattern are updated. The pattern matching and updating of variables are handed through the function "MATCH_AND_ASSIGN" described previously.

```

\footnotetext{
The initial values of these variables can be added to the initial environment named \(\lambda_{1}\) in the target language evaluator.
}
```

When a string is output from a program, the value of the
system variable "PRINTER*" is updated by appending the string
value of the string expression.
Assignment Rules
STR NANE<n..n'>, STR EXP<s..s'> > ASSIGN RULE
<n=g..(n' ASSIGN. s')>;
Example Assignment Statement:
REVERSE = X REVERSE..(REVERSE ASSIGN. ((CAT X) REVERSE))
An assignment rule consists of a string name followed
by an equal sign and a string expression. The execution of
an assignment rule results in assigning the string value of
the string expression to the string name.

```

\section*{Rules}


```

    ASSIGN RULE<r..r'> \(\quad \rightarrow\) URLABELED RULE<r..r'>;
    ```
    ASSIGN RULE<r..r'> \(\quad \rightarrow\) URLABELED RULE<r..r'>;
UNLABELED RULE<r..r'> \(\quad \rightarrow\) RULE<Er..r'>;
```

UNLABELED RULE<r..r'> $\quad \rightarrow$ RULE<Er..r'>;

```


```

    Example Rules:
    HAME = NAME REVERSE..(REVERSE ASSIGM. ((CAT NAME) REVEREE)
    L4 HAME = NAME REVERSE.. L4: (REVERSE ASSIGN. ((CAT NANE) REVERSE)
A rule must be prefixed by a sequence of blaxk spaces or a name. A name prefixing a rule is called a label and is used to identify a rule when the normal order of evaluation ia to be interrupted and to be continued at the labeied rule.

```

\section*{Statements}
```

NAME<n> }->\mathrm{ LABEL EXP<n.. .n>;
STR NAME<n> > LABEL EXP<\$n..(LOOKUP. ((CAT '.') n))>
RULE<r..r'>, LABEL EXP<\ell..\&'>,\langlem..m'>
->STM<r_..r'>,<r/(\ell)..rr';(GOTO. \ell')>;

```

```

    <r/F(m)..r' # '\Lambda' ELSE => (GOTO. m')>,
    <r/S(\ell)F(m)..r' }=>\mathrm{ (GOTO. l'') ELSE # # (GOTO. m')>,
    <r/F(m)S(\ell)..r' }=>\mathrm{ (GOTO. l') BLSE }=>\mathrm{ (GOTO. m')>;
    ```

\section*{Example Statement:}
```

L3 REVERSE = *," NAME REVERSE /(L2) ..
L 3: (REVERSE ASSIGN. ((CAT((CAT ',') NAME)) REVERSE));
(GOTO. .L2)

```

A label expression in \(S N O B O L / l\) is an expression whose string value is a label. A label can be referenced directly by giving the name of a label or by giving a string name whose value is a label and prefixing the string name by a dollar sign.

A statement consists of one of the strings "r", "r/(2)", "r/S(l)", "r/F(m)", "r/S(l)F(m)", or "r/F(m)S(l)", wherer is a rule and \(\ell\) and \(m\) are label expressions. The execution of a statement of the form "r/(l)" results in executing rule \(r\) and then transferring control to the statement designated by the label expression 2. The execution of a rule of the form "r/S(\&)" results in evaluating rule \(r\) and then transferring control to the statement designated by the label expression l if the rule (presumably a pattern matching rule or input rule) succeeded in matching the pattern in the rule to its
```

object string. Similarly, a statement of the form r/F(m)
results in transferring control to the statement designated
by m if the execution of rule r failed to match the pattern
in the rule to its object string. Finally, statements of
the form "r/S(\ell)F(m)" or "r/F(m)S(\ell)" result in transferring
control to one of the statements designated by \ell or m if the
execution of rule r succeeded or failed in matching its pattern
to its object string.

```

\section*{Statement Sequences*}
```

STM<s..s'> }\quad->\mathrm{ STM SEQ<s..s'>;
STM SEQ<q..q'>, STM<s..s'> }->\mathrm{ 'STM SEQ<q|ह...q';s'>;
STM SEQ<q...q'>, STRING<s> }->\mathrm{ STM SEQ<q**S..q'>,<\#siq..q'>;

```
Example Statement Sequence:
L4 REVERSE \(=\mathrm{X}\) REVERSE
    SYS .PRINT REVERSE
    L4: (REVERSE ASSIGN. ((CAT X)
    REFERSE));
    (PRINTER\# ASSIGN. ( (CAT
    PRINTER\#) REVERSE));
    A statement sequence consists of a list of statements
each on a new line. The statements are executed in order
unless a statement explicitly specifies a transfer of control.
Arbitrary character strings prefixed by an asterisk can be in-
serted among statements. The character strings provide com-
ments for the programmer and are not evaluated.
*The symbol "z" denotes a new line.

\section*{SHOBOL/ 1 Prograns*}
```

STM SEQ:STR REFS<q..q':s
<s
Example Program:

| L1 | SYS | , READ * ${ }^{\text {\% }}$ |  |
| :---: | :---: | :---: | :---: |
| L2 | X | WAME ** $=$ | /8 (L3)F(L4) |
| L3 | REVERSE | = *, NAME REVERSE | /(L2) |
| L4 | REVERSE | = ${ }^{\text {X }}$ REVERSE |  |
|  | SYS | . PRIMT REYERSE |  |
| ERD | Ll |  |  |

Translation:
LRT X,NAME,REVERSE = 'A','A','A'
IN (GOTO. .LI);
L1: (MATCH AND ASSIGN(READER\#,'X', \lambda\pi.'A',XESTR |', '(X,)'));
L2: (MATCB_AITD_ASSIGM(X,((CAT 'MAME)','), \lambda\pi.'A',
'rANEESTR (','(NAME,)'))
\#(GOTO. .L3) ELSE => (GOTO. .L4);
L3: (reverse absigi. ((CAT ((CAT ',') fame)) REvERSE));
(GOTO. .L2):
L4: (REVERSE ASBIGN, ((CAT X) REVERSE));
(PRINTER\& ASSIGH. ((CAT PRIMTERA) REVERSE));

```
Wike the list of variable names, the list of string names
    used in a SHOBOL/l is generated in the canonical system for
    syntax and is used in the canonical system for the trangla-
    tion to form the 12 st of bound variables for the target
    language transiation of a program.
    The predicate "LIST:BYS:CORR NULL LIST" names a set of
    ordered triples, where the first element of each triple is
    a 11at of pames (e.c., \(X, X, X, A L P H A, Y\), , the second element
    is name list containing one occurrence of each name in
    the first list (e.g., \(X, y, A L P H A\) ), and the third element is
    a list of null strings with the same number of elements as

    to set the list of string nemes in a program to bound vari-
    ablea each with the initial value of a null string.

A SHOBOL/L progran consists of a statement sequence followed by a statement of the form "EMD \(n\) ", where "ERD" is a label and " \(n\) " designates the label of some statement in the statement sequence. The execution of a program begins by initializing the string values of the string names in the program to null and then executing the statements in the program beginning with the statement labeled by " \(n\) ". The example progran above reads in atring from the input device and outputs the string computed from the input string by reversing the order of each substring eqarated by a comma. For example, if the string "HEBSE, KAFKA, MAHR" is on the input device, the string "MAMA, KAFKA, HESSE" is printed on the output device.

Context-Sensitive Requirements on the Syntax of shoboL/l

There are a few context-sensitive requirements on the syntax of SNOBOL/1:
(a) The variable names in a pattern must each be different.
(b) The back-reference names in a pattern must be identical to the variable names and different from the string names.
(c) The labels in a program must each be different and each reference to a label in a label expression must refer to a name that actually occurs as a label.

These requirements are specified in the canonical system for
the syntax of \(S N O B O L / l\) by specifying with each construct.
(a) the lists of names used as string names, variable names, and back reference names (productions 3 of Appendix 3.1).
(b) the lists of names used as labels (production ll.3) and names used to refer to labels (production 12.1),
and specifying
(a) that the list "r " of variable names in a pattern must contain names each of which is different (the premise "DIFF NAME LIST< \(r_{V}>\) " in production 6.8),
(b) that the list "r " of back reference names in a pattern must be contained within the list "r " of variable names and that the list "r " of string names in a pattern must be disjoint from the list "r " of variable names (the premise "Ll:L2:INTERSEC \(\left\langle r_{b}^{v}: r_{v}: r_{b}\right\rangle,\left\langle r_{s}: r_{v}: \Lambda\right\rangle^{\prime \prime}\) in production 6.8), and
(c) that the list of labels in a program must contain names each of which is different and that each label reference must be contained in the list of labels (production 14 ).

The addition predicates "DIFF NAME LIST" and "Ll:L2:INTERSEC"
are defined at the end of Appendix 3.1.

This chapter has attempted to describe in detail the syntax and semantics of \(S N O B O L / 1\). It is intended that a reader, having digested this chapter, would have sufficient
```

knowledge of SNOBOL/l and its formal definition to be able
to use the compact, formal definition to answer further
questions concerning the syntactic legality or meaning of
a given SNOBOL/l construct. It is hoped that this chapter
has served that objective.

```

\section*{CHAPTER V}

A SPECIFICATION OF THE SYNTAX AND SEMANTICS OF ALGOL/60

\begin{abstract}
This chapter exercises the formal system presented in this dissertation to specify the syntax and semantics of ALGOL/60, as defined in the official ALGOL/60 report edited by Peter Naur. \({ }^{28}\) The intent of this chapter is not only to explicate the formal specification of ALGOL/60, but also to relate the techniques used in the formal specification of ALGOL/60 to other languages and to compare the formal system presented here to other methods of language specification. A knowledge of ALGOL/60 is assumed in this chapter.

It is surprising that, although \(A L G O L / 60\) is the official publication language of the Association for Computing Machinery and is accordingly widely-publicized, the author knows of no implementation of the complete language. Probably the most important factor in this circumstance is the complexity of ALGOL/60. Indeed, in writing this chapter I frequently found myself in the difficult situation of first attempting to understand \(A L G O L / 60\) and then attempting to characterize the language with the formal system. There are many interrelated program constructions and a complicated variety of restrictions on programs that make the language difficult to understand and define. Nevertheless, as an example of the formal system, applied to a somewhat complex computer language, apecification
\end{abstract}
```

of the syntax and semantics of ALGOL/60 is presented in Appen-

```
dix 4.*

Previous Work by Peter Landin:
In his paper \({ }^{21}\) "A Correspondence Between ALGOL/60 and Church's Lambda Notation," Peter Landin described the semantics of ALGOL/60 in terms of a modified form of Church's \(\lambda\)-calculus, called "imperative applicative expressions" or "IAEs". The target language presented here is similar to Landin's imperative applicative expressions in that the \(\lambda\)-calculus was augmented to directly hande assignment and transfer of control features of ALGOL/60. The target language differs from imperative applicative expressions in that (a) the mechanism to handle transfer of control here is different from that of Landin, and (b) Landin's (SECD) machine to evaluate imperative applicative expressions is specified by a \(\lambda\)-calculus expression, whereas the machine to evaluate target language expressions here is specified by an extended Markov algorithm.

The specification of the semantics of ALGOL/60 given here is heavily based on Landin's definition. On the other hand, the dissertation here not only includes a specification of the semantics of ALGOL/60, but also a specification of syntax and a definition of the primitive functions used in

\footnotetext{
*The specification of character spacing and of the use of exponents in numbers is not included.
}
```

specifying the semantics. The primitive functions used to
specify the semantics of ALGOL/60 are defined only by example
in Landin's paper.

```

\section*{The Syntax of ALGOL/60}

The canonical system specifying the syntax of ALGOL/60 is specified in Appendix 4.1. The first term in each specified term tuple describes some string in ALGOL/60. If the auxiliary predicate parts and terms are deleted from this specification, Appendix 4.1 can be viewed as a partial (contextfree) specification of the syntax. A context-free specification of ALGOL/60's syntax exists in the ALGOL/60 report and the specification of Appendix 4.1 closely parallels the specification in this report. Although it does not completely specify the syntax of the language, the context-free specification of ALGOL/60 is fairly straight-forward and the presentation of the canonical system of ALGOL/60 will therefore focus on the context-sensitive requirements.

\section*{Context-Sensitive Requirements on the Syntax of ALGOL/60}

There are myriad context-sensitive requirements on the syntax of \(A L G O L / 60\). Among these requirements are
(a) The type of each identifier in a program must be declared.
(b) An identifier cannot be used in conflicting contexts in the same block. There are many variants of this requirement. For example, an identifier
    used as a real variable in a block cannot be used
    as a boolean variable, an array identifier, a pro-
    cedure identifier, or a switch identifier.
    (c) Any use of an array identifier must occur with a
        subscript list of the same dimension as that of
        the bound pair list in the array declaration.
    (d) The bound pair list in an array declaration can
        depend only on variables that are non-local to the
        block in which the array declaration is given.
    (e) All statement labels in block must be different.
    (f) The uses of actual parameters in a function desig-
        nator must be compatible with the uses of the cor-
        responding formal parameters in the procedure
        declaration. There are many, many variants of
        this requirement. For example, an actual parameter
        that is declared to be a real variable cannot cor-
        respond to a formal parameter that is used as a
        boolean variable, an actual parameter that is a
        procedure tdentifier must correspond to a formal
        parameter that is used with arguments that are
        consistent with the procedure declaration, and an
        actual parameter that is an arithmetic expression
        cannot correspond to a formal parameter that is
        called by name and asaigned a value in the procedure
        declaration.
The context-sensitive requirements on the syntax of ALGOL/60 occur in many other computer languages besides ALGOL/60. The restriction (a) that the type of each identifier must be declared occurs in many computer languages. For example, in PL/l each occurrence of an identifier used to
name an object must be declared, either explicitly, contextually,
or implicitly. An explicit declaration of an identifier is
given through a DECLARE statement, whereby an identifier is
given an attribute restricting the use of the identifier to
statements operating on certain classes of data, e.g., fixed
point numbers, character strings, or files. A contextual
```

declaration of an identifier is given when an identifier
occurs in a context where only one class of data objects can
occur, e.g., in the statement "GET FILE (X) DATA" the identi-
fier "X" is contextually declared as a member of the class
file in that only a file name can occur after the string "GET
FILE" in a GET statement. An implicit declaration of an
identifier is given when an identifier is associated with
other declared identifiers (e.g., in the statement
"T = A B", if "A" and "B" are declared as fixed point num-
bers, the identifier T may be implicitly declared as a fixed-
point number). Programs not specifying a unique declaration
for each identifier are illegal.
The restriction (b) that identifiers cannot be used in conflicting contextx occurs in almost every language where different classes of data objects are distinguished. For example, although $P L / l$ allows some identifiers to be used in different contexts, many contexts of declared identifiers are considered illegal, e.g., if " $X$ " is explicitly declared as a bit string, the statement "GET FILE (X) DATA" is illegal since the GET statement contextually declares " $X$ " as a file.
The restriction (e) that all statement labels in a block must be different occurs in almost every language allowing statements to be labeled and control to be passed to a labeled statement. The labels must be different in order for the destination of the transfer of control to be unique. For example, in Fortran IV no two statements may be labeled with the same statement number.

```

The restriction (f) that corresponding actual and formal parameters must be compatible likewise occurs in many languages and can become complicated, especially in languages allowing nested procedure definitions and applications like ALGOL/60.

The author knows of only one major computer language where a complete formal specification of its syntax has been given. In particular, the simulation language GPSS has been specified completely by Donovan, \({ }^{3}\) using canonic systems. Otherwise, the syntax of many computer languages has been specified either informally or has been partially formalized, usually with a context-free grammar.

Before discussing the specification of the contextsensitive requirements on the syntax of \(A L G O L / 60\), the reader is reminded that the auxiliary predicate parts and terms in a production generally specify the lists of identifiers, labels, variables, etc, that are used within the source language string specified by the first term in the production. These lists will be referred to repeatedy in the productions to follow.

Specification of the Requirement that the Type of Each Variable Must be Declared:

Consider the (abbreviated) production* from the canonical
*The productions given in the text will generally be only portions of the corresponding productions given in Appendix 4. Portions of productions are given in the text to illuminate better the particular construction under discussion. An explication of the complete canonical system for ALGOL/60 will be given later in the chapter.
system of the syntax of ALGOL/60:

ID<i> \(\rightarrow\) REAL VAR:R VARS<i:i,>;

If "i" designates a string that is an identifier, the term tuple "<i:i,>" designates a pair where the first element is an identifier used as real variable, and the second element designates the addition of the identifier to the list of identifiers used as real variables in a program. Consider also the production

IDLIST<\&> \(\rightarrow\) TYPE DEC:DEC R VARS<REAL \(\ell: \ell,>\);

If " \(\ell\) " designates a string that is a list of identifiers, the term tuple "<REAL \(\ell: \ell,>"\) designates a pair where the first element is an ALGOL/60 declaration of a list of identifiers as real variables, and the second element designates the addition of the list of identifiers to the list of identifiers declared as real variables.

Next consider the production

STM SEQ:R VARS<s: \(\mathbf{v}_{\mathbf{r}}>\), DEC SEQ:DEC R VARS<d: \(\mathbf{v}_{\mathbf{r d}}>\),

\(\rightarrow\) BLOCK:R VARS<BEGIN d;s END:V'>;

Here, if
(a) "s" is a statement sequence with a list "v" of
(b) "a" is a declaration sequence with a list "v \(\quad\) rd of identifiers declared as real variables
(c) " \(v\) '" is the list computed from " \(v_{r}\) " and " \(v r_{\text {" }}\) by fofming their relative complement \({ }^{r}\left(i, e ., ~ " r r_{r}^{d}-v_{r a}\right.\) )
then
(d) "BEGIN \(d ; s\) END" is a block with a list "v'" of identifiers that are used as real variables in the block but not declared within the block

Finally, consider the production

PROGRAM STR:R VARS \(\langle P: \Lambda\rangle \rightarrow\) ALGOL PROGRAM \(\langle p>\);

Here, if (a) "p" is a string that is in the form of a program and (b) the list "R VARS" of identifiers that are used in the program as real variables but are not yet declared is given as null, then the string "p" is specified as a bone fide legal ALGOL program.

In this manner (a) each identifier in a program used as a real variable is added to the list of used real variables, (b) each identifier declared as a real variable is added to the list of declaredral variables, (c) each identifier declared in a block as a real variable is removed from the list of identifiers used as real variables, and (d) a string is specified as a legal program only if the list of used (but as yet undeclared) real variables is given as null.

Specification That Identifiers Cannot be Used in Conflicting Contexts:

Consider the following production

STM SEQ:R VARS:B VARS<s: \(\mathrm{v}_{\mathrm{r}}: \mathrm{v}_{\mathrm{b}}>\), DEC \(S E Q<d>\),
DISJ ENTRY LISTS< \(\left(v_{r}\right)\left(v_{b}\right)>\rightarrow\) BLOCK<BEGIN \(d ; s\) END>;

\begin{abstract}
where the predicate "DISJ ENTRY LISTS" specifies a set consisting of one or more identifier lists each enclosed in parentheses such that each list is disjoint from the others. If " \(v_{r}\) " and " \(v_{b}\) " specify the lists of identifiers used respectively as real variables and boolean variables, in a statement sequence, the premise "DISJ ENTRY LISTS< ( \(\left.v_{r}\right)\left(v_{b}\right)>"\) insures that the string "BEGIN d; s END" is a legal block only if the lists " \(\mathrm{v}_{\mathrm{r}}\) " and " \(\mathrm{v}_{\mathrm{b}}\) " are disjoint, i.e., not used in conflicting contexts.
\end{abstract}

Specification That Actual and Formal Parameters Must Be Compatible:

The requirements on the uses of actual and formal parameters of ALGOL/60 procedures is complicated. For example, let " \(P(X, A)\) " be a declared procedure with two formal parameters "X" and "A", where in the declaration of "P", "X" is used as a real variable and " \(A\) " is used as an integer array of dimension three. The function disignator " \(P(3.1, Q)\) ", where " \(Q\) " is a declared integer array of dimension three would constitute a legal activation of the procedure "P", whereas the function designator "P(TRUE,Q)" would not be legal since the type "REAL" of "X" and the type "BOOLEAN" of "TRUE" are not compatible.

To specify the context-sensitive requirements on procedures, \(a\) number of additional predicates are defined. For simplicity, in the discussion to follow \(I\) will assume that ALGOL/60 has only three data types: real variables, boolean variables, and integer arrays. Consider the following productions:
```

DIMM<1>;
DIMM<m> \& DIMM<ml>;
SPEC<REAL>,<BOOLEAN>;
DIMM<m> < SPEC<INTEGER ARRAY(m)>;
SPEC<s> }->\mathrm{ SPEC LIST<s>;
SPEC<s>, SPEC LIST<\ell> }->\mathrm{ SPEC LIST<l,s>;

```

Here the predicate "SPEC" specifies a set comprising the strings \{REAL BOOLEAN INTEGER ARRAY(I) INTEGER ARRAY(II) INTEGER ARRAY(lll) ...\}, where each string specifies the use of some formal parameter in a procedure declaration. The predicate "SPEC LIST" specifies a set where each member is a string of parameter specifications each separated by a comma.

For example, if "P" is a procedure declared as above, the specification list for the formal parameters of "p" would be "REAL, INTEGER ARRAY(111)". Similarly, if "P(3.l,Q)" and " \(P(T R U E, Q\) )" are function designators where " \(Q\) " is declared as an integer array of dimension three, the specification list for "P(3.1,Q)" would be "ARITH EXP, INTEGER ARRAY(111)" and the specification list for "P(TRUE,Q)" would be "BOOL EXP, INTEGER ARRAY(lll)". In the specification of the syntax of ALGOL/60, a predicate "SPEC MATCH" is defined. The ordered
pair "<ARITH EXP, INTEGER ARRAY(111): REAL, INTEGER ARRAY(111)>" is a member of this predicate, and thus, by using this predicate as a premise in the canonical system for ALGOL/60, the function designator " \(P(3.1, Q)\) " is allowed as a compatible function designator with the above indicated declaration of " \(P\) ". On the other hand, the ordered pair " \(<B O O L E X P, I N T E G E R\) ARRAY (111): REAL, INTEGER ARRAY(111)>" is not member of this predicate, and thus the function designator "P(TRUE,Q)" is not allowed as a compatible function deaignator for "p". Since the number of data types in ALGOL/60 is much greater than the number of types assumed in the examples just given, the actual specification of the context-sensitive requirements is much more complicated than indicated in the previous paragraphs. A detailed discussion of the complete canonical system specification of the context-sensitive requirements on \(A L G O L / 60\) procedures is given at the end of this chapter.

\section*{The Semantics of ALGOL/60}

It seems that much less work in computer science has been directed to formalizing semantics than in formalizing syntax. While many methods for characterizing (at least in part) the syntax of computer languages have been successfully developed, few methods for characterizing semantics have reached a development where entire languages have been characterized. An application of the \(\lambda\)-calculus has been used by Peter Landin \({ }^{21}\) and John Wozencraft \({ }^{25}\) to characterize respectively the seman-
tics of \(A L G O L / 60\) and the classroom language PAL. The characterization of semantics given in this dissertation is in part based on these efforts.

A quite different approach to characterizing semantics has been taken by the IBM Vienna laboratory, which has undertaken the formidable task of characterizing the semantics of PL/I. This group has used portions of LISP, the predicate calculus, set theory, and other constructs of their own invention to characterize the semantics of PL/l. Their work has been described in several lengthy IBM technical reports. A judgment of the utility of their approach awaits a more digestible presentation of the formal system and the techniques used within the formal system.

The specification of the semantics of ALGOL/60 in terms of the target language presented here is given in Appendix 4.2. Much of the semantics of ALGOL/60, e.g., arithmetic expressions, boolean expressions, designational expressions, conditional statements and statement sequences, are straightforwardly defined in the target language and in part have been discussed in previous chapters. I will therefore focus the discussion of this chapter on some constructs in ALGOL/60 whose semantics are not quite as obviously expressed in terms of the target language.

The table on the following pages lists several example ALGOL/60 expressions and their translations into the target language. In the discussion to follow, the reader may find it helpful to refer to these examples.

EXancle alaol/ 60 Expazssions and taila tranclations Info tine tancet lailguace
\begin{tabular}{|c|c|c|}
\hline symectic Type & alcol/60 Empreselion & Tranilation into the Tarcer Language \\
\hline ID8 & 11 & - \\
\hline 田 & 65 & '65' \\
\hline -10\% & -65 & (megatz -65') \\
\hline vum & 65.32 &  \\
\hline ID & a & A \\
\hline ID & \(\boldsymbol{x}\) &  \\
\hline Tat & \(a\) & \\
\hline vas & a 11.1 ] &  \\
\hline Pen des & P & ( \(P\) 'A') \\
\hline FCM DEA & \(\mathrm{Q}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{z})\) &  \\
\hline AnITM ETP & \(a+\sec\) & \(\left(+\left(A_{0}=\left(D_{*}, C\right)\right)\right.\) \\
\hline antra 13 & IP 3 tien 0 eLst 1 & \(\mathrm{B} \Rightarrow{ }^{\prime} 0^{\prime}\) ELSE \(\Rightarrow{ }^{\prime}{ }^{\prime}\) \\
\hline DES EXP & alfia & . Alpua \\
\hline DES ETP & 009 & . 9 \\
\hline DES ExP & \(s(x)\) & ( (GET_EL(CONY_T0_IMT \(x, s))\) ' \(\ell\) ') \\
\hline commer ATM &  & \\
\hline 0070 85M & 6070009 & (corc. .9) \\
\hline Astry 87 m & P : \(=1\) & LET P=(COMY_TO_IMT X) 1月 (PA ASSIGM. ") If F is an integer procedure identifier \\
\hline A807 ATM & A : - : \(=x\) & 
```

LET g"a It (a Assifm. r)
If A and bere integer var:

``` \\
\hline FOM LIET 5 & x 8TEP 1 Until 5 &  \\
\hline FOR stix &  &  \\
\hline Uucose stm & ALPMA: 6050009 & ALPMA: (GOTO. .9) \\
\hline COID 8t\% & \[
\begin{aligned}
& \text { IP Befmuz } \\
& \text { TEEM } 60 \text { TO ALPMA }
\end{aligned}
\] &  \\
\hline fret dec & real \(x, 7, z\) & \(x, y, z=A \cdot A \cdot A \cdot A^{\prime}\) \\
\hline TYPE pre &  &  \\
\hline anmar dec & neal anarar a[1:10, \(\begin{array}{r}1: 10\end{array}\) &  \\
\hline Amar mec &  &  \\
\hline * dxe & syitck EiPALPEA, 009 &  \\
\hline proc dee & aral phocrpunz P(xy) Falue X : \(\mathrm{F}:=\mathrm{ETY}\) &  \\
\hline sLoct &  &  \\
\hline alcol pmognan &  & 

```

                        In (fu assTgm: .); ff
    ```


```

        IM LET A=8'IM (0 AssiGM. ")
    ``` \\
\hline
\end{tabular}

Primitive Functions Used to Define the Semantics of ALGOL/60:

Appendix 4.3 defines the primitive functions used in defining the semantics of ALGOL/60. Appendices 4.3a and 4.3 b define miscellaneous primitives, like the function "NEQ" for negating a boolean value, the function "HD" for computing the head of a list, and the function "ABS" for computing the absolute value of a number. Real numbers in ALGOL/60 are represented in the target language by their fractional equivalent. A fraction in the target language is a string of the form "xDy", where \(x\) and \(y\) represent respectively the numerator and denominator of the fraction. For example, the real number "1.5" in ALGOL/60 is translated into the target-language string "3D2" denoting the traction three-halves (3 Divided by 2). Appendix 4.3c defines the primitives "TRANS_INT" and "TRANS_FRAC" for converting real numbers to their fractional representation and the primitives "CONV_TO_REAL" and "CONV TO_INT" for converting integer numbers to real numbers and real numbers to integer numbers. Appendices 4.3 d and \(4.3 e\) define the arithmetic and boolean primitives.

Appendices \(4.3 f\) and 4.3 g define the primitives used in defining the semantics of for statements and arrays and will be discussed later in the text.

Primitive functions similar to those given for ALGOL/60 can be used to define the semantics of many languages used for numerical processes. For example, in FORTRAN IV, the arithmetic and boolean primitives almost exactly parallel
those for ALGOL/60. Although FORTRAN IV allows the user to (a) specify one of two precisions for real number arithmetic and (b) specify arithmetic for complex numbers, these facilities can be readily specified in the target language by (a) defining a primitive that converts target language fractions to the desired precision as real numbers and (b) defining the arithmetic operators for complex numbers in terms of those given for real numbers. Similarly, the FORTRAN IV facilities for arrays and DO statements closely parallel the ALGOL/60 facilities for arrays and for statements.

Assignment of Values to Variables and Procedures:

Consider the following ALGOL/60 assignment statements:
\[
\begin{aligned}
& A:=X \\
& F:=X \\
& A:=F:=X
\end{aligned}
\]
where " \(X\) " is an integer variable, "A" is a real variable, and "F" is a real procedure identifier. The corresponding target language expressions for these statements are:

LET \(\pi=\) (CONV_TO_REAL X) IN LET \(\alpha=A\) IN ( \(\alpha\) ASSIGN. \(\pi\) )
LET \(\pi=\left(C O N V \_T O \_R E A L X\right)\) IN (F\#ASSIGN. \(\pi\) )
LET \(\pi=(\) CONV_TO_REAL X) IN (F\# ASSIGN. \(\pi\) );
LET \(\alpha=A\) IN ( \(\alpha\) ASSIGN. \(\pi\) )

The expression on the right side of an assignment statement must be evaluated only once. Therefore, the translation of the right-hand expression is evaluated once and is linked With the dummy variable " \(\pi\) " and the value of \(\pi\) is used in each target language assignment expression. The primitive "CONV_TO_REAL" is applied to " \(\pi\) " before the assignment to convert the value of " \(\pi\) " to a real number.

Assignments in the target language can only be made to target language variables. The ALGOL/60 variables in the left side of the assignment statement are linked with the dummy target language variable " \(\alpha\) " to handle the case where the ALGOL/60 variable is a formal parameter called by name and the ALGOL/60 variable must be translated into a target language expression that is not a variable. (This point will be discussed shortly.) By linking the dummy variable \(\alpha\) with the translation of expression representing the \(A L G O L / 60\) variable, an assignment to a will also result in an assignment to the corresponding ALGOL/60 variable.

The assignment of a value to a procedure in a procedure declaration is handled by affixing the mark "\#" to the procedure identifier and assigning the value of the right-hand expression to this newly formed identifier. The "\#" is affixed to the identifier to avoid conflicts with the use of the procedure identifier in a recursive call to the procedure. In the translation of the entire procedure declaration, the
```

translation of the last statement in the declaration is
followed by the statement "F\#", where F is the procedure
identifier. Thus the evaluation of the procedure will return
the value currently assigned to the procedure identifier.
Parameters Called by Name and Called by Value:
Consider the following ALGOL/60 procedure declaration:
PROCEDURE F(X,Y); VALUE Y;
BEGIN
Y := Y+Y;
X := Y*Y;
END
In this procedure declaration the formal parameter "X" is
called by name and the formal parameter "Y" is called by
value. If "A" and "B" are real numbers whose current values
are "l" and "2", the evaluation of the procedure statement
F(A,B);
results in changing the value of "A" to "4" while leaving the
value of "B" unchanged.
Next consider the following target language translations
of the procedure declaration given above and procedure state-
ment "F(A,B)":
LET F(X,Y) = LET Y = (UNSHARE (Y ' }\mp@subsup{|}{}{\prime}\mathrm{ '))
IN LET }\pi=(\textrm{CONV_TO_REAL}(+(Y,Y))
IN LET \alpha = Y IN ( }\alpha\mathrm{ ASSIGN. |);
LET \pi = (CONV_TO_REAL (* (Y,Y)))
and IN LET \alpha = (X ' ' ') IN ( }\alpha\mathrm{ ASSIGN. п)
F(\lambda\pi.A, \lambda\pi. B )

```
Here, the translations of the actual parameters "A" and "B" are given as functions mapping the dummy variable " \(\pi\) " into the variables of "A" and "B". In the evaluation of the procedure statement "F(A,B)", the function " \(\lambda \pi . B\) " will be applied to the null string (causing the evaluation of "B") and the function "UNSHARE" (Appendix 4.3a) will be applied to this value (causing the formation of a new cell in the store for the value of "B". Thus subsequent assignments to the formal parameter "Y" will not result in changing the value of "B". On the other hand, the function "UNSHARE" is not applied to " \(X\) " and the assignment of a value to "X" will result in changing the value of the corresponding actual parameter "A".
```

Lists in ALGOL/60:

```
In defining the semantics of \(A L G O L / 60\), it will be convenient to define primitive functions operating on lists of strings. I will use the notation
\[
s_{1+} s_{2+} \cdots+s_{n}
\]
where the \(s_{i}, l \leq i \leq n\), are strings, to denote a list. If \(X_{1}, X_{2}, \ldots, X_{n}\) are expressions whose values are the strings \(s_{1}, s_{2}, \ldots, s_{n}\), the expression

```

will result in forming the list

```
\[
s_{1+} s_{2+} \cdots+{ }_{n}
\]

The concatenation of expressions to form lists will occur frequently in the formal definition of ALGOL/60. For convenience, \(I\) will generally omit the explicit apecification of the concatenation of the component expressions of a list and write list expressions of the form (1) in the alternate notation
\[
\left[x_{1+} x_{2+} \cdots+x_{n}\right]
\]

Arrays and Switches:

An array in \(A L G O L / 60\) is treated in the target language as an indexed linear list, where the number of elements in the list equals the number of elements in the array. For example, an array with a bound pair list
\[
[1: 2,1: 3]
\]
is translated into the string
\(\left(1_{+} 1, \Lambda\right)_{+}\left(1_{+} 2, \Lambda\right)_{+}\left(1_{+} 3, \Lambda\right)_{+}\left(2_{+} 1, \Lambda\right)_{+}\left(2_{+} 2, \Lambda\right)_{+}(2,3, \Lambda)\)
where the symbol "A" specifies an initial null value for each element of the array. The translation of arrays into lists is handled through the function "MAKE_LIST" (Appendix 4.3g), which converts the bound pair list of the array into a linear list of array elements each with an initial null value. An element of an array is obtained through the function "GET_EL",
```

(Appendix 4.3g), which, given a subscript list and an array
identifier, obtains the appropriate array element. The
elements of an array are updated with new values through the
function "RESET_LIST", which resets the value of one of the
array elements in the array list.
Switches are also treated as linear lists. For example,
a switch with a switch list "L,M,N" is translated into the
target language string "[(1,\lambda\pi. .L) + (2, \lambda\pi...M) (3,\lambda\pi. .N )] The
elements of the target language list are given as dummy
variable functions so that an element of a switch list is
not evaluated unless the element is selected by a designa-
tional expression. The translation of switches into lists
is handled through the primitive function "INDEX_LIST" (Ap-
pendix 4.3g), which forms an indexed list of switch elements.
An element of a switch list is obtained by applying function
"GET_EL" to the switch list and then applying the selected
element to the null string. This application results in
forming the proper label-closure for the label.
Own Variables:
Consider the following outlined ALGOL/60 program:
BEGIN
REAL X,Y,Z;
PROCEDURE F(A); BEGIN OWN X; ... END;
:
END

```
and its target language translation
\[
\begin{array}{ll}
\operatorname{LET} & X H I=' \Lambda^{\prime} \\
\text { IN } & \operatorname{LET} \operatorname{REC} X, Y, Z, F(A)=' \\
& I N \\
& \vdots \\
&
\end{array}
\]

The variable " \(X\) " in the \(A L G O L / 60\) procedure " \(F\) " is an own variable, and hence on successive calls to the procedure "F" the value of " \(X\) " is not re-initialized to a null value but maintains the value last assigned to " \(X\) " on the previous call. In the target language translation of the program, a new global identifier "X\#I" is created, and on each call to "F" the value of "X" is set to the value of "X\#l". In this manner an assignment to the value of "X" will also result in an assignment to "X\#I". Since "X\#I" is global to the entire target language expression, "X\#l" will maintain the value last assigned to " \(X\) " and subsequent calls to "F" will result in resetting "X" to its last assigned value.

The mark "\#" and positive integer are affixed to the global own identifiers so that these identifiers will not conflict with other identifiers in the target language expression.

Own arrays are treated similarly to own variables in that the own array identifiers are coupled with corresponding global identifiers. The global array identifiers are initialized with null values. Upon each entry to a block with an own array,
(a) the value of the global array identifier is updated to the value computed from the current value of the global identifier by (1) retaining the values of the array elements whose indices, as specified by the current value of the bound pair list, occur in the array list for the global identifier, and (2) setting to null the values of the array elements whose indices do not occur in the array list for the global identifier, and
(b) coupling the value of the own array identifier with the value of the corresponding global array identifier.

Thus, upon the first entry to the block, each element of the own array will be given as null. Since updating the value of the local own array identifier will also result in updating the value of the corresponding global array identifier, subsequent entry to the block will result in resetting the values of the previously given elements of the own array identifier to their previous values and setting the value of each array element not included in the previous bound pair list to null.

Own variables and own arrays have generally caused problems for those implementing languages with own variables in that special programs and storage areas have been needed to properly implement own variables. The above mechanism for handling own variables in the target language is quite straightforward and avoids the complexity generally associated with own variables

Goto Statements:

A statement of the form "GO TO L" in ALGOL/60, where \(L\)
```

    is a label reference, will result in interrupting the normal
    order of evaluation and continuing by evaluating the statement
    labeled by L in the same sequence or in the first encompassing
    block containing a statement with a label L. The mechanism
    for transferring control to a target language expression in
    the same or an encompassing sequence has been discussed in
    the chapter III.
    On the other hand, a more complicated situation for
    transferring control occurs when a label is passed as an
argument to a procedure.* For example, consider the procedure
statement

$$
F(L)
$$

and the procedure declaration
PROCEDURE F(X); LABEL X;
BEGIN
:
GO TO X;
:
END
Since in the target language, the procedure statement is
translated as

$$
F(\lambda \pi ., L)
$$

where the $\lambda$-closure for " $\lambda \pi$. . L" is evaluated relative to the Formal parameters that are labels called by value are excluded according to the ALGOL/60 report.

```
```

environment within which the procedure statement occurs and

```
the GO TO statement is translated as
    (GOTO. ( \(\left.X^{\prime} \Lambda^{\prime}\right)\) )
the label-closure for \(X\) will refer to the labeled statement
in the block in which procedure statement occurs (or to a
labeled statement in an encompassing block) and the environ-
ment given by the label closure will refer to the environment
of the block specified at the time when the procedure state-
ment was evaluated.
    Furthermore, consider the ALGOL/60 program:
BEGIN INTEGER A,B;
    PROCEDURE \(F(I, X)\); LABEL \(X\); VALUE \(I\)
        BEGIN \(\quad \mathrm{M}: \quad \mathrm{B}:=\mathrm{B}+1\);
                            I \(:=I+1\);
                        IF \(B=4\) THEN GO TO LI;
                        IF \(B=3\) THEN GO TO \(X\);
                            IF \(B=2\) THEN \(F(I, X)\);
                            IF \(B=1\) THEN \(F(I, M)\) END \(F\);
        \(\mathrm{A}:=\mathrm{B}:=0\);
        F(A,LI);
    Ll: A:=A*A
END

Here \(F\) is a recursive procedure that is called three times. On the second call to \(F\) the local label M is passed as an argument; the label-closure for \(M\) will specify an environment within which the value of \(I\) is 1 . On the third call to for GO TO statement "GO TO \(X\) " will result in resetting the environment within which the value of \(I\) is \(l\), and upon exiting from the procedure the value of \(I\) will be 2 , and not 3 .

Recursive Definitions:

ALGOL/60 allows the declaration of variables, arrays, switches, and procedures that can depend on each other. For example, the following declaration sequence can occur within a block

REAL PROCEDURE HI (XI); IF XI=0 THEN 1 ELSE X1*H2 (XI-1);
REAL PROCEDURE H2 (X2); IF X2=0 THEN 1 ELSE X20H1 (X2-1)

These declarations constitute a simultaneous recursive definition of the factorial function (e.g., the value of the function designator "Hl(4)" is "24").

If El, \(E 2\), and \(S\) are statements, and H1 and H2 are procedure identifiers that are (possibly) defined simultaneously recuraive, the ALGOL/60 block

BEGIN
REAL PROCEDURE HI (XI); El;
REAL PROCEDURE H2(XI); E2;
8
END
can be correctly defined by the target language translation
(1) ( \(\left.\lambda \pi \cdot(\lambda H 1 .(\lambda H 2.8(H D \pi))(T L \pi))\left(Y^{2} \lambda H 1, \lambda H 2 \cdot[\lambda X 2 \cdot e 2+\lambda X 1 . e 1]\right)\right)\)

Where el, e2, and s are the target language expressions for the ALGOL/60 statements \(E 1, E 2\), and \(S\) and the fixed point operator \(Y^{2}\) is
```

\lambdaF. LET пl,\pi2='^','^'
IN LET Z=((FT1)\pi2)
IN (\pil ASSIGN. HD Z);
(\pi2 ASSIGN. TL Z);
Z

```
```

Gxtending the alternate notation for recursive definitions
given earlier, an expression of type (l) will be alternately
written

```

    IN 8
and further rewritten
    LET \(\underset{\text { REC }}{\operatorname{HI}}(\mathrm{XI}), \mathrm{H} 2(\mathrm{X} 2)=e 1, \mathrm{e} 2\)
    More generally, if Hl, H2, ... , Hk are declared variablea,
arrays, switches, or procedure identifiers whose target lan-
guage translations are the expressions tl, t2, ... tk, and s
is the target language translation of the atatement, an
expression of the form


where
```

lst \pi}=\mathrm{ (HD %)
2nd \# = (HD (TL \pi) )
:
kth\pi=(HD (TL (TL ... \pi)...))
Yk = \P. LET T1,\pi2,···.,\pik='A', 'A',···..,'A'

```

```

                                    IN (\pi1 ASSIGN. (HD Z)):
                                    (#2 ASSIGR. (HD (TL Z)));
                                    (\pik ASSIGN.(ED (TL (TL .. \pi)..));
                            Z
    ```
and
```

    if Hi, l\leqi\leqk, is a procedure definition of j variables
    XI,X2, ... , XJ
    then the expression ti is given as \lambdaXl. \lambdaX2...\lambdaXk.ei, where
        ef is the target language translation of the procedure
        budy,
    ```
```

will correctly define the (possibly simultaneous recursive)
definitions in s.
Further extending the alternate notation for k simul-
taneous recursive definitions, an expression in the target
language of form (2) will alternately be written

```
    LET REC H1, H2, ..., Hk=tl, \(2, \ldots, t k\)
    IN \(s\)
Furthermore, if \(H_{i}, l \leq i \leq k\), is a procedure definition of \(j\)
variables \(X 1, X 2, \ldots, X j\), then \(H i\) and \(t i w i l l\) be given as
Hi(Xl, X2,..., XJ) and ei, where ei is the target language
translation of the procedure body,
```

Consider the following ALGOL/60 for statement:

```
(I) FOR \(\mathrm{X}:=1,2\) STEP 2 UNTIL 7 DO \(\mathrm{X}:=\mathrm{X}+1\)

Here, since the control variable is itself updated in the statement "X:=X+I", the statement "X:=X+I" is evaluated only three times, for the values of the control variable "X" equal to "1", "2" and "5". The critical point in this evaluation is that the increment for the control variable " \(X^{\prime \prime}\) is delayed until the statement following the "DO" is executed, possibly changing the current value of the control variable. Similarly, the evaluation of a for statement of the form
(2) FOR \(\mathrm{X}:=\mathrm{Q}\), U STEP V UNTIL W DO s ;
where "s" is some statement, can result in changing the values of "X", "U", "V", or "W" before each iteration of the statement. The delay in the evaluation of for list elements is handled through the use of dummy variable functions. For example, consider the following function definitions:
```

REC STEP(A,B,C)=LET A', B',C'=(A,'A'),(B'A'),(C 'A')
IN (B'\geq0)A(C'< ('`)

```

```

                                    +(+(A', B')), B,C))]
    ```

```

    II \(\quad\left(\mathrm{T}=\mathrm{A} \mathrm{A}^{\prime}\right) \Rightarrow \mathrm{H} \Rightarrow\)
    (H: \(=A^{\circ}\) ) \(\Rightarrow\) (DELAY_CAT T)
    \(\mathrm{ELSE} \quad \Rightarrow\left[\mathrm{H}^{\prime}+\mathrm{T}\right]\)
    ```
```

$\operatorname{REC} \operatorname{POR}(V, L, S)=L E T H, T=H D L, T L L$
IN $(L=' A ') \Rightarrow 1 A^{\prime}$
ELSE $\quad \Rightarrow \quad V:=H ;\left(S * A^{\prime}\right) ;$
FOR(V, (DELAY_CAT T),S)

```
and the following target languge translation of the for statement (2)
\(\operatorname{FOR}\left(X,\left(D E L A Y \_C A T\left[\pi \cdot Q_{+} \lambda \pi \cdot(\operatorname{STEP}(\lambda \pi \cdot U, \lambda \pi \cdot V, \lambda \pi \cdot W))\right]\right.\right.\), st)

Here the function "DELAY_CAT", when applied to the list of dummy variable functions in a for list, produces (a) the null string or (b) the eraluation of the next element in the for list followed by the dumy variable functions representing the remeining elements in the for list. The function "FOR" successively evaluates the statement within the for statement for each of the successively computed elements in the for ifst. The semantic constructs in ALcol/60 are similer to those in many other computer languages for performing numerical calculations, e.g., FORTRAN, MAD, AED and portions of PL/1. The semantic constructs in SHOBOL/I; defined in the previous chapter, appear in part in several languages for string manipulation, e.g., PANOF/1B, TRAC and CONVERT. The characterization of certain importamt linguistic features, like

\footnotetext{
\({ }^{*}{ }^{\prime}\) represents the target language translation of the source language statement s.
}
structures in \(P L / 1\) and \(A M B I T / G\) and real-time operations in PL/L, has not yet been attempted with the target language presented in this dissertation. I suspect that the delay feature in evaluating target language expressions will prove useful in defining real-time operations and that modifications to the target language will be needed to characterize conveniently operations on structured data. Nevertheless, the characterization of SHOBOL/l and ALGOL/60 have provided significant tests of the target language in defining semantics, and it is expected that future research will yield modifications and extensions of the concepts presented here to define more varied computer languages.

Since the discussion in this chapter has focused on a simplified exposition of certain constructs in ALGOL/60, the remainder of this chapter will be devoted to detailed explanation of the complete formal definition of ALGOL/60, as given in Appendix 4.

\section*{Two Abbreviations for the Canonical Systems of ALGOL/60:*}

Besides the abbreviations introduced earlier, two abbreviations have been added to the notation for canonical systems in writing the canonical systems for ALGOL/60. The first of these abbreviations allows the user to abbreviate constructions defining an alternating sequence of two other

\footnotetext{
*The remaining portions of this chapter are for those who wish to study in detail the formal definition of ALGOL/60 given in Appendix 4.
}

\begin{abstract}
constructions (for example, defining a "for list," which consists of a sequence of for list elements each separated by a comma). Examples of the variants of this abbreviation are given in examples 7 in the table on the following page. The formal definition of this abbreviation is given in productions 21 of Appendix 1.3.

The second of these abbreviations generally allows the user to use a slash to abbreviate productions that are repeated for each of the constructions defining real, integer, and boolean quantities in ALGOL/60. An example of the use of this abbreviation is given in example 8 in the table on the following page. The formal definition of this abbreviation is given in productions 22 of Appendix 1.3.
\end{abstract}

\section*{Notes on the Canonical System Defining the Syntax of ALGOL/60:}

Predicates Needed to Specify Context-Sensitive Requirements:

To specify the context-sensitive requirements on the syntax of \(A L G O L / 60\), a number of additional predicates (s 31 through S4I) are used. The predicate "TYPE" (S31.1) defines a set of three members, the strings "REAL", "INTEGER", and "BOOLEAN". The predicate "DIMM" defines a set consisting of strings of ones, where the number of ones in a string gives the dimension of an array. The predicate "SPEC" defines a set of strings, where each string specifies the use of some formal parameter in a procedure declaration. The predicate
sxamples of abjayiations used in tur canonic systems of alool/60

"SPEC LIST" defines a set where each member is a string of parameter specifications each separated by a comma. For example, if "p" is a declared procedure with two formal parameters " \(X\) " and " \(A\) ", and " \(X\) " is used as a real variable and " \(A\) " is used as an integer array of dimension three, the specification list for the occurrence of the procedure declaration is "REAL, INTEGER ARRAY(111)".

The predicate "SPECI:SPEC2:COMB" (S33) defines a set of triples, where the first element is a parameter specification designating some use of a formal parameter, the second element is a parameter specification designating some other compatible use of the parameter, and the third element the parameter specification designating their combined use. For example, if the formal parameter " \(X\) " were used in three contexts, as a real variable in an arithmetic expression, as a real variable in a subscript list, and as a real variable that is assigned a value in an assignment statement, the following triples could be generated
<A:REAL:REAL> <REAL:REAL:REAL> <REAL:ASGNED:REAL ASGNED>
designating the combined use of "X" as a "REAL ASGNED" variable. Note that if \(X\) is used both as a real and a boolean variable, there is no way to combine the specifications "REAL" and "BOOLEAN" to obtain the specification of the combined use of "X". In the generation of legal programs, the use of this predicate prevents the generation of illegal procedure
declarations containing such incompatible uses of formal parameters.

The predicate "SPEC MATCH" (S34) defines a set of ordered pairs, where the first element is the parameter specification of an actual parameter, and the second element is a compatible parameter specification of the corresponding formal parameter. The predicate "SPEC LIST MATCH" augments this set to include lists of parameter specifications. For example, if "P" is a procedure as defined above and " \(Q\) " is a declared integer array of dimension three, the function designators "P(3.1, Q)" and "P(TRUE,Q)" would have specification lists "ARITH EXP, INTEGER ARRAY(111)" and "BOOLEAN EXP, INTEGER ARRAY(111)". The specification list "REAL, INTEGER ARRAY(lli)" would match the specification list "ARITH EXP, INTEGER ARRAY(111)" but would not match the specification list "BOOL EXP, INTEGER ARRAY(111)". Thus the use of this predicate prevents the use of incompatible formal and actual parameters.

The predicate "USES:PARS WITH SPECS" (S35) defines a set of ordered pairs, where the first element of each pair contains several lists of formal parameters with each list followed by a parameter specification enclosed in parentheses* (e.g., "X,Y,Z,(REAL) \(A(111), B(1111),(B O O L E A N\) ARRAY))", and

\footnotetext{
*If the formal parameter is an array identifier, the identifier may be followed by the dimension of its subscript list; if the formal parameter is a procedure identifier, the identifier may be followed by the specification list for its actual parameters.
}
the second element contains the list of formal parameters with each formal parameter followed by its parameter specification (e.g., "X REAL,Y REAL,A BOOLEAN ARRAY(Ill), B BOOLEAN ARRAY(1llı)"). The predicate "PARS:USES:SPECS" defines a set of triples, where the first element is a list of formal parameters (e.g., "X,Y,A,B"), the second element is a list of the uses of the parameters (e.g., "X REAL,Y REAL,A BOOLEAN ARRAY(lll), B BOOLEAN ARRAY(llll)" , and the third element the parameter specification list for the parameters (e.g., "REAL, REAL, BOOLEAN ARRAY(lll), BOOLEAN ARRAY(llll)"). This predicate is used to generate the specification list for the formal parameters in a procedure declaration. The predicate "ENTRY" (s36) defines the set of elements that can occur as auxiliary lists in the canonic system for ALGOL/60. An entry is either an identifier, or an array identifier followed by the dimension of the subscript list given with the array identifier, or a procedure identifier followed by the specification list of the actual parameters given with the procedure identifier. The predicates "DIFF CHAR", "DIFF STR", "DIFF ENTRY", "IN", "NOT IN", "NOT CONT", "DIFF ENTRY LIST", "DISJ ENTRY LIST", "Ll:L2:INTERSEC" and "Ll:L2:REL COMP" are similar to those given for SNOBOL/I. One important exception in the similarity for the ALGOL/60 predicates and the \(S N O B O L / 1\) predicates occurs in the definition of the predicate "IN" (S38.1). An entry is considered to be contained in a list of other entries only if the
dimension of an array identifier or the specification list of a procedure identifier matches each of the dimensions of other identical array identifiers or the specification lists of other identical procedure identifiers.

Specification of the Context-Sensitive Requirements:

In general, the context-sensitive requirements on the syntax of ALGOL/60 are specified by specifying a number of auxiliary lists with each syntactic unit and later specifying that each of these lists has certain properties. The lists specify (a) the identifiers declared as real, integer, boolean, or switch variables (s24 and s26.2), (b) the identifiers used as real, integer, boolean, or switch variables (SB.3, S9.1 and Sl2.2), (c) the identifiers declared as real, integer, or boolean arrays (S25.9 and S25.10), (d) the identifiers used as real, integer, or boolean arrays (s8.4 and s9.3)
(e) the identifiers declared as real, integer, boolean, or non-valued procedures (S27.12) (f) the identifiers used as real, integer, boolean, and non-valued procedures. (s9.2, 59.9 and S9.10) (g) the labels* (S20.2 and s21.3) and label references (Sl2.1), ( \(h\) ) the procedure identifiers and variables

\footnotetext{
Weading zeros in a numeric label do not effect the value of the label. For example, the strings "00149", "0149", and "149" each denote the label with value "149". Thus, a label is defined (S4) in the canonical system by a set of ordered pairs, where the first element is a label and the second element is its value. The auxiliary lists of labels and label references contain the values of each label string.
}
that are assigned a value in an assignment statement (si8.l and Sl8.2), and (i) the variables used in the arithmetic expressions in an array declaration (s25.1).

The specification of the restrictions on each of these lists is complicated. The lists of formal parameters, parameters called by value, and labels in a procedure declaration must contain identifiers each of which a different (predicate "DIPF ENTRY LIST" in S27.l2). The lists of formal parameters used as real, integer, boolean and awitch variables, the lists of formal parameters used as real, integer, and boolean arrays, the lists of formal parameters used as real, integer, boolean and non-valued procedures, the lists of formal parameters used to reference labels, and the lists of assigned procedure identifiers must each be disjoint (predicate "DISJ ENTRY LISTS" in s27.12). The lists of declared identifiers and labels in a block must each contain different identifiers (predicate "DIFF ENTRY LIET" in S29). The lists of identifiers used as variables, arrays, procedures, and labels must each be disjoint (predicate "DISJ ENTRY LISTG" in S29).

The lists of identifiers used in a procedure declaration but not specified as formal parameters (the primed variables in S27.12), the lists of identifiers used in a block but not declared in the block (the double primed variables in S29), and the lists of identifiers used in the bound pair list of an array declaration (the variables with a subscript "m" in S29) must be obtained and specified as used identifiers in
```

the procedure declaration or block. Furthermore, with each
declaration (S25.4) or use (S8.4 and 89.3) of an array identi-
fier, the dimension m of the associated bound pair list or
subscript list is kept with the identifier in the auxiliary
lists of declared and used arrays, Similarly, with each
procedure declaration (S27.12) and function designator (S9.2,
S9.9 and S9.10), the specification list x of the formal or
actual parameters is kept with the identifier in the auxiliary
lists of declared and used procedures. The specification list
for a procedure declaration is obtained through the predicate
"PARS:USES:SPECS" discussed earlier. The restrictions that
the dimension of each use of an array identifier must match
its declared dimension and that the actual and formal para-
meter lists must be compatible are specified through the
predicates "PARS:SPECS:USES", "Ll:L2:REL COMP" and "Ll:L2
:INTERSEC" as discussed earlier.
Finally, a string is defined as a syntactically legal
program only if the lists of used but not declared variables,
arrays, procedures, labels, label references, and assigned
procedure identifiers are each given as null (S30.3).

```

\section*{Notes on the Canonical System Specifying the Translation} of ALGOL/60

Three additional predicates (T42) are used in the specification of the translation of ALGOL/60 into the target language. The predicates "LIST:CORR NULL LIST", "LIST:CORR URSHARE LIST",
and "LIST:CORR INDEXED LIST" define sets of ordered pairs where the first element of each pair is a list of identifiers (e.g., " \(X, Y, Z, "\) ) and the second element of each pair is respectively (a) the corresponding list of null strings (e.g., "' \(\left.\Lambda^{\prime}, ' \Lambda \prime, ' \Lambda ', "\right)\) (b) the corresponding list of expressions applying the function "UNSHARE" to each identifier (e.g.,
 and (c) the corresponding list of identifiers each followed by a "\#" and a positive integer (e.g. "X\#l,Y\#l,Z\#1,").

\footnotetext{
*In the target language these lists are used in expressions
 ing, the last comma in each list should be removed.
}

\section*{CHAPTER VI}

DISCUSSION

\begin{abstract}
This thesis describes a formal system for defining the rules for writing programs in a computer language and for defining what these programs mean. The author strove for simplicity of the formal system, and then applied the formal system to define two complete computer languages, ALGOL/60 and SNOBOL/1.

Besides simplicity, such attendant qualities like naturalness, perspicuity, and communicativenesa have been accorded due allowance. Necessarily, I have used my personal discretion in weighing these qualities. It is inevitable that further research will refine the optimal balance of these qualities. Admittedly, there exists no known metrics for measuring these qualities precisely. They are subject to a latitude of interpretations. This fact should not be surprising. Indeed, almost every computer language has at least the theoretical capability of defining any computable algorithm. Why so many computer languages? It is more natural or more concise to define an algorithm in one language than another

Canonical systems were used here to define the syntactically legal strings in a computer language and the tranglation of the legal strings into strings in some other language. Not once was it necessary to step outside the formalism to
\end{abstract}
define the syntax or tranglation of a language. Although some complexity was added to the formalism by introducing abbreviations to the basic notation, even the abbreviations were ultimately defined in terms of the basic formalism.
Extended Markoy algorithms and the \(\lambda\)-calculus were used as a basis for defining semantics. Prior to this effort, work has been done by others in using formalisms like recursive function theory, Markov algorithms, formal graph theory, and the \(\lambda\)-calculus to characterize computational processes. However, the marriage of extended Markov algorithms to the \(\lambda\)-calculus is to my knowledge the first attempt where two formalisms have been intimately combined to characterize computational processes. Almost every construction in SNOBOL/l and ALGOL/60 was solely within the combined formalism. The introduction of new expressions to the combined formalism to mirror the assignment and transfer of control constructions in \(S N O B O L / 1\) and \(A L G O L / 60\) appeared unavoidable. Nevertheless, these additions accomplished complete definitions of the semantics of both languages. Moreover, the entire target language was eventually defined by an extended Markov algorithm defining a machine for evaluating strings in the target language.
The extended Markov algorithm definition of the target language evaluator not only reduced the definitions of semantics to a single formalism, but also demonstrated that a computer possessing only the characteristics needed to

\begin{abstract}
evaluate an extended Markov algorithm is sufficient to execute source language programs tranglated into the target lenguage. The conventional machine facilities existing in most computers, like those for performing arithmetic and logical operations and those for transferring control within a progran, are not needed to evaluate target language programs, although they may be convenient. On the other hand, such horribly detailed machine facilities, like those for shifting bite or branching on the setting of anatapear to be useless in evaluating target laguage programs. The ability to use extended Markov agorithmg as the basic evaluating mechanism for computational processes sugests that machine languges quite different from those contoxtionany used might be more effective for defining computationail processes. However, this subject is, at least, worth another doctoral dissertation.

One may well ask: Why was one formalism, canonical syatems, used to define the syntax and translation of language? Why vid anotber pair of formaliams, extendef Mryov algorithms sind the \(\lambda\) chalculus nead to derime the serintice of a languagef And why wes jut tintended Markov argorithmg used to define the tarect lengote evaluytory The following are \(y\) grisers. First, it appors conventeat to define the
 (which canonical bytens provide) tiont rroes the iangene
\end{abstract}
```

designer from the details of specifying a scanning algorithm
for determining whether a source language string is accept-
able. Second, a computer language generally specifies some
well-defined algorithm for performing a computation, and
hence it seems somewhat natural to define the semantics of
a computer language with some simpler algorithmic forimelisms
(Iike extended Markov algorithms and the \lambda-calculus).
Third, extended Markov algorithms alone were sufficient to
define the target language evaluator. Fourth, the considera-
tions of naturalness and perspecuity arise again. The
formalism of canonical systems seemed well-suited to define
the syntax and translation of a language, the combined forma-
lism of extended Markov algorithms and the \lambda-calculus
readily lent themselves to defining what a language means,
and extended Markov algorithms provided the desired concise
definition for the target language evaluator. In short,
different formalisms model different processes with different
degrees of complexity.

```

I have attempted to separate the specification of the syntax and semantics of a language into three parts: (1) the specification of the legal strings in a language, (2) the specification of the translation of the legal strings into the target language, and (3) the specification of the primitive functions used in the target language. Although each of these specifications must depend on the others for their correctness, the specification of the primitive functions in the target
language were written for the most part after the specification of the translation of the source language into the target language and resulted in few changes to the definition of translation. On the other hand, it is unfortunate that the specifications of the syntax and translation depended heavily on each other. A change in the specification of the syntax often required a change in the specification of the translation, and vice versa. It would certainly be valuable to develop a convention that would better isolate the specification of the syntax and translation.
```

    Although the semantics of a source language was formally
    defined here by the target language, and although canonical
systems specify only the syntax of a language, a large portion
of the semantics of the source language was somewhat impercep-
tively defined in the canonical system defining only the syntax,
of the language. By using descriptive predicate names like
"ARITH EXP", "COND STM", and "LABEL", a correspondence with
the English language was made to aid the reader's understand-
ing of what was being talked about, i.e., the semantics of
the constructions being defined. A similar use of the
English language occurs in a Backus-Naur form specification
of a computer language. The use of metalinquistic variables,
like "ARITH EXP", "DIGIT", and "PRIMARY" in productions like
"<ARITH EXP> :: = <DIGIT> | <PRIMARY>", does convey some idea
Of what the specified strings mean, although strictly speaking
the productions define only certain legal strings in a

```
language. In this way both canonical systems and Backus-Naur form make good uses of one of the most popular meta-languages, the English language.

There are several immediate uses of the formal system presented here. First, when developing a language, it would be desirable to have a formal definition apecifying precisely what strings are allowed in the language and what the strings mean. Such a formal definition could be given to others for their analysis and woula sharpen the debate over whether the convenience of each construction in the language would be worth the difficulty in explaining or implementing the construction. Second, after the designers agreed upon the constructions in the language, the forpal definition would be vatuable to those implementing the language or those preparing the language manaals in that they vould know unambiguously What was intended by the language designer.

The formal system presented here opens geveral avemues for future research. As previously mentioned, since canonicsi systens can definc precisely both the syntax and translation of a lagatege, canonical syetems ight be used at the basis for uitomitic trans Letion betwean computer Langunges. If an efficfent algorithe conid be deteloped to recogaize gtriagg specified by a canonical system and cenerate their translation, a canontal ftem definition of tanguse couid be immediately uecito tratsiate legal prograns in the Ianguge into another lengage. Another uee of the formal system wight be
in the implementation of "extensible" computer languages. By simply adding or changing the productions defining the syntax and semantics of a language, the new productions could be given to the algorithm for translating strings specified by a canonical system, thereby implementing the extended language.

The author has attempted to integrate and adapt three known formalisms to define computer languages. These formalisms have been blended into a formal system for defining computer languages rigorously and somewhat concisely. The most significant portions of the attempt here are the application of canonical systems, the marriage of extended Markov algorithms with the \(\lambda\)-calculus, and the application of extended Markov algorithms to define an evaluator for the target language. It is hoped that this work is a progressive step in achieving the thesis of this dissertation, to meet the need for formal methods for completely defining computer languages.


(b) with abbreviatiopa
\begin{tabular}{|c|c|c|}
\hline \[
2
\] & DIGIT &  \\
\hline 3.1 & piximar &  \\
\hline 3.2 & &  \\
\hline 3.3 & AnITE ETP &  \\
\hline 3.5 & 87\% &  \\
\hline 4.1 & T7P: LTET &  \\
\hline 4.2 & DEC &  \\
\hline 5. & Proozam &  \\
\hline 6.1
6.2 & IM & \begin{tabular}{l}
 \\

\end{tabular} \\
\hline
\end{tabular}

\section*{
}
\begin{tabular}{|c|c|c|}
\hline 2.1 & DICET & DEOT43* \\
\hline 1.t & & Brerestif \\
\hline 1.3 & & matress: \\
\hline \%. 1 & van & Fatasi \\
\hline 2.2 & & Fatcys \\
\hline 3.1 & Permax &  \\
\hline 3.8 & &  \\
\hline \(3 \cdot 3\) & AmETE &  \\
\hline 3.4 & 84\% & \begin{tabular}{l}
 \\

\end{tabular} \\
\hline 4.1 & TTPE [5IE &  \\
\hline h. \({ }^{2}\) & &  \\
\hline 4.4 & Ene &  \\
\hline 5. & Preven & \(\qquad\) \\
\hline 6.1 & 1 It & IIPA, \(8 A_{0}>8\) \\
\hline 6.5 & &  \\
\hline
\end{tabular}
(b). vith abtrevietiens

cgle oybel as coneten - mev 11se.

\section*{}

\section*{}
a) Profuctiona definiag the rules for cometructine aconical syutem
\begin{tabular}{|c|c|c|}
\hline 1. & 03J alpa &  \\
\hline 2.1 & Paged clar &  \\
\hline 2.2 & PRED PAET &  \\
\hline 2.4 & paid ampa & Pampantsp, \\
\hline 2.5 & &  \\
\hline 3.1 & var alpata &  \\
\hline 3.2 & &  \\
\hline 3.3 & &  \\
\hline 4.1 & wf tran & 7r tman<a>; \\
\hline 4.2
4.3 & &  \\
\hline 4.4 & \%F 7TRM &  \\
\hline 4.6 & wr monm rupax &  \\
\hline 5. & wi atom monm &  \\
\hline 6.1 & w7 painiag &  \\
\hline 6.2 & w conclusiol & 4row Pmobep? - w? tonclunielepps \\
\hline 7.1 & wp aspan Pmod &  \\
\hline 7.2 & WP PRIOD &  \\
\hline 7.6 & &  \\
\hline 0.1 & CAnim max 878 &  \\
\hline 5.2 & &  \\
\hline
\end{tabular}





Rule 1：DERIVATroll《A＞；

（a）Derivation of ayntecticelly legel progran
\begin{tabular}{|c|c|c|c|}
\hline & Preaises & Production from App．1．2． &  \\
\hline \(c_{1}\) & & 1.1 & DIETTel \\
\hline \(c_{2}\) & & 2.1 & VAR＜A＞ \\
\hline \(c_{3}\) & \(c_{2}\) & 3.1 &  \\
\hline \({ }_{4}\) & \(C_{3}\) & 3.3 & ARITE ETP：YAREくI：A＞ \\
\hline \(c_{5}\) & \(c_{1} \cdot c_{4}\) & 3.5 & ETM：Yans＜asel \(\mathrm{A}_{*}\)＊ \\
\hline \({ }^{C} 6\) & & 4.1 & TYPE LIET＊A＊ \\
\hline \({ }^{6}\) & \(c_{6}\) & 4.4 & DEC：DEC VARsくIETEGER A：A， \\
\hline \(c_{8}\) & & 6.1 & IE＜\(A_{1}: A_{1}\) ） \\
\hline \(C_{9}\) & \(c_{5}, c_{7}, c_{8}\) & 5. &  \\
\hline
\end{tabular}
（b）Derivation or ayntactically legel profrea and its traaiation into ansembler languace．


\section*{}

\begin{tabular}{|c|c|c|}
\hline 3.1 & PRIdAamy &  \\
\hline 3.2 & &  \\
\hline 3.3 & ARITI EX &  \\
\hline 3.4 & &  \\
\hline 3.5 & 851 &  \\
\hline 4.1 & TTPE LIET &  \\
\hline 4.2 & &  \\
\hline 5. & Proghan &  \\
\hline
\end{tabular}

```

Set cefinitions for Btrian verioblen | r.* cerp |

```



```

STR STR<A%
STh<m>, cran<e> + arn<ee>!
periaition of prinitive runctions
CAT a * [ \&. * " [A+*"** |"]a

```



```

/80/r.** %9r
lllll}
REC \&(X,Y) = BQ (Y,'0') \# X
EL8E msun(8UCC X. PRED Y)

```



\begin{tabular}{|c|c|}
\hline DICIT & Drarta0., <1) . . . . . -9, \\
\hline Lityter &  \\
\hline mane &  \\
\hline 85 &  \\
\hline constant FAnzall &  \\
\hline PEP &  \\
\hline LABEL 8TR & \begin{tabular}{l}
LABEL ETR < A \\

\end{tabular} \\
\hline ETP &  \\
\hline 8 Ea &  \\
\hline EPED &  \\
\hline  &  \\
\hline
\end{tabular}

\begin{tabular}{|c|c|c|}
\hline 1.1 & drart & DIATT＜0＞， 12 ，．．．，＜9＞1 \\
\hline 1.2 & LITTEM & Letithca＞，＜n＞，．．．，＜z＞ \\
\hline 1.3 & Mank mat &  \\
\hline 1.4 & Basic symbol & DIGIT＜p＞｜LETTERAP＞｜MARK＜p＞－BABIC ATMEOL＜D＞： \\
\hline 2. & strime &  \\
\hline 3.1 & mave &  \\
\hline 3.2 & &  \\
\hline 3.3 & Str manz &  \\
\hline 3.4 & yap mani mame &  \\
\hline 3.5 & back rep hame &  \\
\hline 4.1 & dioit sta &  \\
\hline 4.2 & 14T &  \\
\hline 4.3 & Antif Exp &  \\
\hline 4.5 & &  \\
\hline 5.1 & staing exp & STPIEGEXPくA＞： \\
\hline 5.2
5.3 & &  \\
\hline 5.4 & & ARTTM EXP＜a＞－STAIMG EXPくa＞； \\
\hline 5.5 & & starme Expas＞，＜t＞\({ }^{\text {a }}\) STRIMG EXP＜sCt＞ \\
\hline 6.1 & Pattern &  \\
\hline 6.2 & &  \\
\hline 6.3 & &  \\
\hline 6.5 & &  \\
\hline 6.6 & &  \\
\hline 6.7
6.8 & &  \\
\hline & &  \\
\hline 7. & ASSIGM RULE &  \\
\hline 8. & pat match rule &  \\
\hline 9. & input mule &  \\
\hline 10. & output nule &  \\
\hline 11.1 & nute &  \\
\hline 11.2 & &  \\
\hline 11.3 & &  \\
\hline 12.1 & label exp & \\
\hline 12.2 & STM & \begin{tabular}{l}
Sth makeens－Lallel Expafa； \\
RULE＜r＞，LABEL EXP《\＆
\end{tabular} \\
\hline 13.1 & STM SEQ &  \\
\hline 13.2 & &  \\
\hline 13.3 & &  \\
\hline 14. & 87OBOL
PROORAM & \begin{tabular}{l}
 \\

\end{tabular} \\
\hline 15.1 & Mami liat & Hant Liston＞； \\
\hline 15.2 & &  \\
\hline 16.1 & dipr cman &  \\
\hline 16.2 & DIFF STA &  \\
\hline 16.3 & diff mame &  \\
\hline 17.1 & 1\％ &  \\
\hline 17.2
17.3 & &  \\
\hline 17.3
17.4 & not III & \[
\begin{aligned}
& \text { WAME<n> } \\
& \text { HOT IPAR: }
\end{aligned}
\] \\
\hline \[
\begin{aligned}
& 28.1 \\
& 18.2
\end{aligned}
\] & mot cont &  \\
\hline 19.1
19.2 & dipf mane list &  \\
\hline & L1：L2：Intinsec &  \\
\hline 20.2 & &  \\
\hline 20.3 & &  \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline 3.3 &  &  \\
\hline 4.3 & ARITM EXP &  \\
\hline 4.4 & & \begin{tabular}{l}
STR MAME<n..A"> \\
- APITA optanden..a'?
\end{tabular} \\
\hline 4.5 & & 
\[
\left.<-b-\left(-\left(a^{\prime}, b^{\prime}\right)\right)>,<e^{-} b \ldots\left(n^{+}+b^{\prime}\right)\right)>,<a^{\prime} / b \ldots\left(/\left(e^{+}, b^{\prime}\right)\right)>;
\] \\
\hline 5.1 & STRYIGG. EXP &  \\
\hline 5.2 & &  \\
\hline 5.3 & &  \\
\hline 5.4
5.5 & &  \\
\hline 5.5 & &  \\
\hline 6.1 & PATtERL &  \\
\hline 6.2 & &  \\
\hline 6.3 & &  \\
\hline 6.4 & &  \\
\hline 6.5
6.6 & &  BACX REF MAME<a> \(\rightarrow\) PAT EXPan..'n"> \\
\hline 6.7 & &  \\
\hline 6.8 & & PAF EXP<p..p'> - PATTERM<p.-p'>i \\
\hline T. & As8igh RULE &  \\
\hline 8. & pat match nule & \begin{tabular}{l}
 \\

\end{tabular} \\
\hline 9. & TMPUT RULE & ```
PATTERE:SPEC8:VAR REFS<P..p':C:T>
    -> INPUT RULESSYS . READ p..(MATCh_AND_ABSIOM(READERM, D', AN,'A', 'c', '(v)')>;
``` \\
\hline 10. & OUTPUT NULE &  \\
\hline 11.1
11.2 & pube & ```
ASSIGM RULE<r...r'> | PAT MATCH RULE<r..r'> | IMPUT RULE&F..r',
        QUTPUT RULE<r.,F'> * U#LABELED RULE<R..F'>:
UMLABELED RULE<<..f'> ) RULE<Or..f'>;
``` \\
\hline 11.3 & &  \\
\hline \[
\begin{aligned}
& 12.1 \\
& 12.2
\end{aligned}
\] & LABEL EXP &  \\
\hline 12.3 & 854 &  \\
\hline 13.1
13.2 & STM SEQ & \begin{tabular}{l}
 \\

\end{tabular} \\
\hline 13.2
13.3 & &  \\
\hline 14. & STOBOL PROGRAM & \begin{tabular}{l}
 \\

\end{tabular} \\
\hline 22.1
22.2
22.3 & L18T: BVs: CORA WULL LIST & \begin{tabular}{l}
 \\
 \\
 \\
LIST: BVs; conk nULL LIST<\&:b;x>, NAME<n>. NOT TH<a:t> \\

\end{tabular} \\
\hline
\end{tabular}

\section*{}


\begin{tabular}{|c|c|c|c|c|}
\hline cat & [ s . & ** &  & \\
\hline EQ( 0,3 ) = & [8/8. & \(\rightarrow\) & faus & \\
\hline  & \(\left[\begin{array}{l}\mathrm{c} / \mathrm{s} \\ \mathrm{c} / \mathrm{s} .\end{array}\right.\) & \(\cdots\) & palge & \\
\hline \(\operatorname{cosin}(0,4,3)=\) & [ Taus & +* & - & \\
\hline \(\operatorname{Alnd}(0,0)=\) &  & +* & Taus
PaLes
Past
TaLE & \\
\hline ED & \(\left[(b,)^{\prime}\right)\) & +* & \(\stackrel{1}{8}\) & \\
\hline \% & [ \({ }^{(b, c)}\) & \(\rightarrow\) - & (i) & \\
\hline
\end{tabular}
(b) Arithmetio prinitives

\begin{tabular}{|c|c|c|}
\hline nse \(-(x, y)=\) & \[
\begin{aligned}
& \mathrm{Eg}\left(\mathrm{x} \cdot \mathrm{O}^{\prime 0}\right) \\
& \mathrm{ELSE}
\end{aligned}
\] & \[
\Rightarrow \quad x \quad=(\operatorname{PRED} X, \text { PNED } x)
\] \\
\hline REC sum( \(\mathrm{X}, \mathrm{y}\) ) & \[
\begin{aligned}
& \operatorname{EQ}\left(\mathrm{r}_{\mathrm{y}}+\mathrm{OLD}^{\prime}\right)
\end{aligned}
\] & \[
x
\] \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline 8Ialin \((x\) & AID(18_POR \(X\), 18_pos \(Y\) ) \\
\hline & Alid (18-pos \(x\), 18-is0 Y) \\
\hline &  \\
\hline & ELSE \\
\hline
\end{tabular}
LEss \((x, y)=\) MEO ( \(\left.=(x, x), 0^{\prime}\right)\)

REC \(\operatorname{PROD}(X, Y)=\operatorname{IQ}\left(X, O^{\circ}\right) \Rightarrow 0^{\circ}\)
    ELBE \(\Rightarrow \operatorname{sun}(X\), PROD \((X\), PRED \(X))\)
nec quot \((x, y)=\operatorname{Lzss}(x, y) \Rightarrow 0^{\prime} 0^{\prime}\)


\(-(X, Y)=\quad+(X\), negatz \(Y)\)


(c) Baic pattera natehing functiop




    III EG (8.'A') \(\Rightarrow\) '7aLss'
        ELss




(d) Dafinition of coorup. to he elled_io areinctor
LOOKUP. APPLY. \(\left.\begin{array}{r}p \\ (p, z) \\ -\end{array}\right] \xrightarrow{T .1}\left[\begin{array}{l}1 \\ 1 \\ - \\ I \\ -\end{array}\right.\)



```

|  |  | L1:L2:REL COMPe <br>  <br>  <br> $\rightarrow$ HLOCK:R VARS:I VARS: B VARS:S VARS:R ARAAYS:I ARRAYS: $B$ arrays: :I PHOCS:B PROCS: ${ }^{-1}$ PROCS: LABELS:LADEL REFS <br>  <br>  |
| :---: | :---: | :---: |
| $\begin{aligned} & 30.1 \\ & 30.2 \\ & 30.3 \end{aligned}$ | ALGOL progran | ```BLOCK<p% COMPOURD STM<P> * PROGRAM STR<P>: PROGRAM STR<s>, LABEL:VAL<i;v> * PROGRAM STR<i-:A>> program Str:r vars:I vars:b Vars:S vars:r armays:i arrays;b arrays;b procs :I ProcS:e procs:m Procs:LabelS:label refS:ASgMED phoc idS < :A:A;i:A:A:A:A:A:A:A:A:A:A:A> - Algol ProgfaN<">;``` |
| 31.1 | mys |  |
| 31.2 32.3 | D1M | $\begin{aligned} & \text { DIMM<12; } \\ & \text { DIMH<a> } \end{aligned}$ |
| 32.1 | SPEC |  |
| 32.2 |  |  |
| 32.3 |  |  |
| 32.6 32.5 | SPEC LIST |  |
| 33.1 | SPEC1:SPECE |  |
| 33.2 33.3 | : COM | ```TYPE<t>. DIMM<a> - SPEC1:SPEC2:CONB<ARRAY,REAL ARRAY(B);PEAL AGRAY(a)>, <t ARRAY:t arRay(a):t ARRAT(a)>;<t;VALUE:VALUE t>,<t;ASGMED:ASGMED t>,```   ```<t PROCEDURE:t PROCEDURE(a):t PROCEDUAE(a)>;``` |
| 34.1 | Spec matey |  |
| 34.2 |  | SPEC1:SPEC2: COMBes:t:e - SPEC Matchas:t): |
| 34.3 |  |  |
| 34.4 | SPEC LIST |  |
| 34.5 | матся |  |
| 35.1 | USES: PARS |  |
| 35.2 | WITH SPECS |  <br> $\rightarrow$ USES:PARS MITH SPECS<uif $t$ ):xi $e, y$ : |
| 35.3 |  |  <br>  |
| 35.4 |  |  <br>  |
| 35.5 |  |  <br>  |
| 35.6 | PARS: USES | PARS:USES:SPECS $A$ : $A: A \times$; |
| 35.7 35.8 | :specs |  <br>  |
| 36.1 | Eatry |  |
| 36.2 36.3 | ektry list | EMTAY LIST<A>; EMTAYくe> - EMTAY LIST<e,t>; |
| 37.1 | diff char |  |
| 37.2 | DIFP STA |  |
| 37.3 | diff elitay |  |
| 38.2 | 1II |  |
| 38.2 38.3 |  |  |
| 38.3 38.4 |  |  |
| 38.5 | HOT In | EMTRYくe\% - Iot ince:A>: |
| 38.6 |  |  |
| 39.1 39.2 | Fot cost |  |
| 39.3 |  |  |
| 40.2 | DIFF EMTRY | DIFF EMTRY LIST<A>; |
| 40.2 | L157 |  |
| 40.3 40.4 | DISJ ERTAY |  |
| 42.5 |  |  |
| 40.6 |  |  |
| 40.7 |  |  |
| 40.8 |  |  - DISJ Emtry Lists<l(a)>: |
| 41.1 | L1: 12 |  |
| 61.2 | : IMTERSEC |  |
| 41.3 41.4 |  |  |
| 41.5 | SREL COMP |  |
| 41.6 |  |  |

```
 of acgot／60 into taE tarcet LaBquage
\begin{tabular}{|c|c|c|}
\hline 6.2 & UFsial &  \\
\hline 6.3 & ITT &  \\
\hline 6.4 & num &  \\
\hline 7.1 & ID &  \\
\hline 7.2 & IDLIET &  \\
\hline 0.1 & vant &  \\
\hline 8.2 & &  \\
\hline 8.3 & &  \\
\hline 0.4 & &  \\
\hline 9,1 & FCI des & ID＜1．．1＂＞\(\quad \rightarrow\) ACT PAR＜1．．hm．1＇＞ \\
\hline 9.2 & & ID＜1．．1＇＞\(\rightarrow\) ACT PAR\＆I．．An．1＇＞； \\
\hline 9.3 & &  \\
\hline 9.4 & & REAL／IHT／BOOL YAR＜V．．．V＇＞－ACT PARくv．．An．v＇＞； \\
\hline 9.5 & & ARITH EXP＜a．．．e＇s＋ACT PAR＜a．．AT．A＇＞ \\
\hline 9.6 & &  \\
\hline 9.7 & &  \\
\hline 9.8
9.9 & &  \\
\hline 9.10 & &  \\
\hline 9.11 & & \begin{tabular}{l}
REAL FCH DES＜R．．f＇＞｜IMT PCE DES＜P．．f＇＞｜BOOL FCM DES《f．．f＇＞ \\

\end{tabular} \\
\hline 10.1 & ARITH EXP &  IMT TCI DES＊P．．p＇＞＊PRIM＜p．．f＇＞； \\
\hline 10.2 & &  \\
\hline 10.3 & &  \\
\hline 10.4 & &  \\
\hline 10.5 & &  \\
\hline 10.6
10.7 & &  \\
\hline 10.1 & &  \\
\hline 21.1 & H00L Exp &  \\
\hline 11.2 & &  \\
\hline 11.3 & &  \\
\hline 11.5 & &  \\
\hline 21.6 & &  \\
\hline 11.7 & &  \\
\hline 11.8 & &  \\
\hline 11.9 & &  \\
\hline 11.10
11.11 & &  \\
\hline 12.1 & des Exp &  \\
\hline 12.2
12.3 & &  DES EXPくd．．d＇r \(\rightarrow\) SIMPLE DES EXPG（d）．．．1＇» \\
\hline 12.4 & &  \\
\hline 12.5 & & \begin{tabular}{l}
BOOL EXP＜D．．b＇＞，SIMPLE DES EXP＜B．．．s＇＞，DES EXP＜d．．d＇＞－DES EXP \\

\end{tabular} \\
\hline 13. & Exp & ARITM Expce．．e＇＞｜BOOL Expee．．e＇＞｜DEE Expce．．e＇＞\(\rightarrow\) Exp＜c．．e＇＞ \\
\hline 14. & dumay stm &  \\
\hline 15. & COMDEMT STM &  \\
\hline 16. & a0to STM &  \\
\hline 17. & PRIOC stm & FCM DES＜f．．．f＇＞P PROC STMくf．．f＇＞ \\
\hline 18.1
18.2 & A8GT STM &  \\
\hline & & REAL／IETBEOL \\
\hline 18.3 & &  \\
\hline 18.4 & &  \\
\hline 18.5
18.6 & & \begin{tabular}{l}
 \\

\end{tabular} \\
\hline & & \\
\hline 19.1
19.2 & TOR STM &  \\
\hline 19.3 & &  \\
\hline 19.4
19.5 & &  \\
\hline 19.5 & & REAL／IM VAh＜t．．vix，＋on Lls \\
\hline
\end{tabular}



6) Arithatic converilon primitives (see arithectic primitives for definitiona of
\begin{tabular}{|c|c|c|c|c|c|}
\hline  & & \[
\begin{gathered}
\text { 10de/ } \\
\text { /8/ }
\end{gathered}
\] & \(\rightarrow\) &  & \(10 /\) \\
\hline TRAIS_pade \(a=\) & & /8do/
/8a/tDr.
//rdr.
/Ef & \(\stackrel{+}{+}\) & \[
\left.\begin{array}{l}
\operatorname{lod} / \\
\operatorname{los} / \mathrm{dtpor} \\
t \mathrm{plr} \\
/ \mathrm{s} / \mathrm{D}
\end{array}\right]
\] & 10/ \\
\hline COIY_TO_REAL * & & aDt. & \(\rightarrow\) & - Dt
- \({ }^{\text {d }}\) ( & \\
\hline
\end{tabular}


COMV_TO_IIT \(X=\operatorname{EnTIER}\left(+\left(x, 122^{\circ}\right)\right)\)
(d) Aritheetic prinitives


REC \(\operatorname{SUM}(X, Y)=\operatorname{EQ}\left(Y, 0^{\circ}\right) \Rightarrow I\)
\(\begin{array}{lll}\text { ELSE } & \Rightarrow \mathrm{E} \\ \text { ELSE ( succ } \mathrm{X} & \mathrm{PRED} \mathrm{I} \text { ) }\end{array}\)
LEs8 \((X, Y)=\quad\) IER \(\left(:(Y, X), 0^{\prime}\right)\)


\(\begin{aligned} \text { EQ }(X, Y) & \Rightarrow 10 \\ \text { ELBE } & \Rightarrow E(X, Y)\end{aligned}\)
REC Quot \((x, Y)=L \operatorname{LEs}(X, Y) \Rightarrow 0^{\circ}\)
ELsE \(\Rightarrow \operatorname{sun}(12.1, \operatorname{quor}(:(X, Y), Y))\)




```

    AMD(IS_POS X, IS_POS Y) }=>\mathrm{ ' 
        AHD(ISPPOS x, IS_neg y) }=>\mathrm{ '-'
        ELSE
    *(X,Y)= AMD(IS_POS I, IS_POS Y) => PRI_SUM(X,Y)
AMD(IS_POS X, IS IRG Y) => PRI-DIFT(X, AIS Y)
AMD(IS_POS X, IS_EEG Y) \# PRI_DIFF(X, AIS Y)
ELSE -HEG X, IS_POS Y) \# PRIGIM(PRI_suM(ABS X, ABS Y))
(x,y)= LET S = SIGM(x,y)
IN CAT(S, PRI_PROD(ABS X, ABS Y))
f(x,y)= LET S = SIGM(x,y)
IN CAT(S, PRI_QUOT(ABS X, ABS Y))
-(X,Y) = + (X, megate Y)
\#(x,y) = LET S = SIgN(x,y)
in cat(S, emtier(abs (/(X,y)))
(e) Boolean priaitives
7X= HOT X
A(X,Y)= AlD (X,Y
V(X,Y)= \quadпOT(AND(nOT X, MOT Y))
I(X,Y) = not(AMD(X, not Y))
E(X,Y)= EQ(X,y)
PRI_LESS(X,Y)= LET M1,D1,N2,D2 = XUM X, DEM X, MUM Y, DEM Y
IK LESS(PROD(\#1,D2), PROD(N2,D1))
S(X,Y)= AND(IS_POS X, IS_POS Y) \# PRI_LESB(X,Y)
AMD(IS-PES }x\mathrm{ , IS-MEG Y) }=>\mathrm{ TRUE
AMD(IS_NEG X, IS_POS Y)
=(X,Y) = EQ(X,Y)
N(X,Y)= NEQ(X,Y)
s(X,Y)= V(< (X,Y), = (X,Y) )
z(x,y)= 苗(< (x,y))
>(x,y)= rot(\leq(x,y))
(r) For stategent prinitive:
REC STEP(A,B,C) = LET A;B;C; = (A A'A'),(B 'AA'),(C;'A')
In AMD(IS_POS B! LESS(C;A+}))=>\mp@subsup{A}{}{\prime
AMD(IS_MEG B; LESS(A;C'))
REC WHILE(A,B)= LET A;B'=(A 'A'),(B 'A')
IM HOT B' => 'A'
ELSE => [A', <br>pi.(WHILE ( }A,B))

```

```

        IN EQ(I, A')}=>\mp@subsup{\textrm{HO}}{0}{
            MEQH; 'A')
    REC FOR(V,L,S)= LETH,T= HD L, TL,L,
IN EQ(L, 'ん')'=>'A'

```

```

                        #asmiGI. (COMV_TO_REAL m)T:
                        (s 'A):
                            ror (T, (DELAT_CAT T). S)
    ```
```

(g) Arrey and ligt primitives
GET_EL(I,L)= {r(I,B)t. +* s ]L
RESET_EL(I,L,X)= [r(I,B)t. + r(I,X)t ] L
REC IMDEX_LIST(I,L)= LET H,T=HDL,TLTL

```

```

    IMT A,T=HDL, TL L
        ELSE }=>\mathrm{ LAST T
    REC TRUNC L -
LET H,T = HD L, TL L
ELSE }\quad=>[\mp@subsup{H}{+}{T}\mathrm{ TRUNC T]
REC ADDI(SUBSLIST,LB,UB) = LET S , S S , S , T , T T , T = = LAST SUBSLIST, LAST LB,LAST UB,TRUNC LB,TRUNC UB
IH NEQ(S
ELSE }=>[ADDI(T, T, T2, T3), S []
REC MAKE_LIST(I,LB,UB)= EQ(I,UB)}\vec{ELSE
REC RESET_LIST ( ER (J,UB)

```

Appendix 5. THEORETICAL BACKGROUND

\section*{FOR CAINONICAL SYSTENS}
```

    The intent of this appendix is (a) to describe and
    relate the formalisms of Post's formal systema
Smullyan's "elementary formal" systems,' (b) to show that
the formalism of "canonical" systems presented in this
dissertation is equivalent (except for changes in notation)
to Smullyan's elementary formal system, and (c) to show that
the terminology and interpretation of canonical systems
given here relate to the terminology and interpretation of
the formal systems of Post and Smullyan.
A formal system will be described by giving
(a) A set A of primitive symbolg: For example, this set may
be the symbols {0 l ... 9} or the set of characters in
a computer language.
(b) A set C of auxiliary symbols:* For example, this set
may include the symbols {SQ + =} .
(c) A set $S$ of initial statements composed from the primitive and auxiliary symbols: The set $S$ will be composed of strings from AUC."*
(d) A set $E$ of well-formed expressions: The set of wellformed expressions will generaliy incorporate symbols from AUC and other symbols.
(e) A series of rules for using the well-formed expressions: The rules will be used to derive new statements containing the primitive symbols from the set $S$ of initial statements.

```

\footnotetext{
*All sets of symbols in the systems of post and Smullyan are assumed to be disjoint from each other.
*The symbol " \(U\) " denotes the binary operation of set union.
}
(f) An interpretation of the formal system: Strictly speaking, an interpretation is not part of a formal system. An interpretation is placed on a formal system by a user, who wishes to draw conclusions about the objects that the symbols of the system represent.

\section*{POST'S SYSTEMS}
(a) Primitive Symbols

Let \(A\) be a finite set of symbols \(\left\{A_{1} A_{2} \ldots A_{i}\right\}\).
(b) Auxiliary Symbols

Let \(C\) be a finite set of symbols \(\left\{C_{1} C_{2} \ldots C_{j}\right\}\).
Let \(L\) be the set AUC, the union of the sets \(A\) and \(C\). Post calls the set L the set of "primitive letters" and does not distinguish the sets \(A\) or C. The sets A and C are distinguished here to clarify the distinction between a Post system and a Smullyan elementary formal system.
(c) Initial Statements

The initial statements \(S\) are a set \(\left\{S_{1} S_{2} \ldots S_{k}\right\}\), where each \(S_{i}, \quad l \leq i \leq k\), is a string of letters from \(L\).
(d) Well-formed Expressions

Let \(V\) be a finite set of symbols \(\left\{V_{1} V_{2} \ldots V_{\ell}\right\}\) called variables.
A premise is a string of symbols from LUV.
A conclusion is a string of symbols from LUV.
A well-formed expression is a string of the form
" \(Q_{1}, Q_{2}, \ldots, Q \xrightarrow{\text { produce }} C\) " where the \(Q_{i}, l \leq i \leq m\), are premises \(\begin{aligned} & \text { mad } \\ & C\end{aligned}\) is a conclusion such that each variable in \(C\) also occurs in at least one \(Q_{i}\). A well-formed expression is called a production.

A set \(E\) is a system in canonical form if \(E\) is a finite set \(\left\{P_{1} P_{2} \ldots P_{n}\right\}\), where each \(P_{i}, l \leq i \leq n\), is a production.
(e) Rules for Using-Formed Expressions

Rule l: A string \(X\) is called an instance* of a production \(P_{i}\)
if \(X\) can be obtained from \(P\) by substituting for each variable in \(P\) some string (possibly null) of letters from L. The string substituted for each occurrence of the same variable must be the same.

\footnotetext{
*The word "instance" is not used by Post.
}

Rule 2: If each premise in an instance of a production has been derived, then the conclusion of the production can be derived.

The statements derivable from a Post system are
(a) The initial statements
(b) The statements that can be derived from the productions by first applying Rule 1 to obtain an instance of the production and then applying Rule 2 to the production instance.
(f) Interpretation

A production can be viewed as a rewriting rule for obtaining new statements from previously derived statements. The interpretation of the derived statements are subject to the interpretation of the initial letters.

Example 1: A Post System Defining the Set of Squares of Positive Integers
(a) Primitive Symbols \(A=\{1\}\)
(b) Auxiliary Symbols \(C=\{S Q\}\)
\(L=\{1 S Q\}\)
(c) Initial Statements \(S=\{1 S Q 1\}\)
(d) Well-formed Expressions \(\quad V=\left\{\begin{array}{l}u \\ v\end{array}\right\}\) \(E=\{u S Q v \rightarrow u l S Q u u v 1\}\)
(e) Derived Statements \{1SQ1 11SQ1111 111SQ1llllllll ...\}
(f) Interpretation

The string of ones occurring to the left of "SQ" represents the positive integer denoted by the number of ones.
The string of ones occurring to the right of "SQ" represents the positive integer that is the numerical square of the integer to the left of "SQ".

Example 2: Another Post System Defining the Set of Squares of the Positive Integers.

Note: The intent of this example is to illustrate that the "canonical systems" given in this dissertation fit the definition of a system in canonical form given by Post.
(a) Primitive Symbols \(A=\{1\}\)
(b) Auxiliary Symbols \(C=\{H: S Q<>:\}\)
\(L=A \cup C=\{1 N: S Q<>:\}\)
(c) Initial Statements \(S=\{N: S Q<1>\}\)
(d) Well-formed Expressions \(V=\left\{\begin{array}{ll}u & v\end{array}\right\}\)
\[
E=\{N: S Q<u: v>\rightarrow N: S Q<u l: u u v l>\}
\]
(e) Derived Statementa
\{N:SQ<1:I> \(\bar{N}: S Q<11: 1111>N: S Q<111: 111111111>\ldots\}\)
(f) Interpretation

The string "N:SQ" is the name of a set. The string "<x:y>", where \(x\) and \(y\) are strings of ones, are members of the set "N:SQ".
The string of ones before the ": represents a positive integer; the string of ones to the right of the ":" represents the square of the positive integer to the left of the ":".

SMULLYAN'S "ELEMENTARY FORMAL" SYSTEMS \({ }^{2}\)
Smullyan's elementary formalsystems are a descendant of Post's formal systems.
(a) Primitive Symbols Let \(A\) be \(a\) finite set of symbols \(\left\{A_{1} A_{2} \ldots A_{i}\right\}\) called the object alphabet.
(b) Auxiliary Symbols

Let \(P\) be a set of symbols \{P \(P_{2}\)...\} called the predicate alphabet. With each predicate alphabet symbol we associate a unique positive integer called its degree. Let \(Z\) be the set \(\{, \rightarrow\}\). The symbol " \(\rightarrow\) " is called the "implication sign and the symbol "," is called the "punctuation" sign.
The set \(C\) of auxiliary symbols is the set PUZ.
(c) Initial Statements - None

Smullyan inciudes the initial statements as members of the set of well-formed expressions.
(d) Well-formed expressions

Let \(V\) be a set of symbols \(\left\{V_{1} V_{2} \ldots\right\}\) called the set of variables.
A term is a string from VUA.

A well-formed atomic formula is a string of the form "Pt \(t_{p}, t_{2}\)... \(t^{\prime \prime}\) where \(t_{i}, l \leq i \leq k\), are terms and \(P\) is a predicate of \(\frac{1}{2}\) egree \(k\).
A well-formed expression is either an atomic formula or an expression of the form \(X_{1} \rightarrow X_{n_{n}} \ldots \rightarrow X_{m}\) (assuming association to the right; efg., \({ }^{2 n} X_{1} \rightarrow X_{p}{ }^{m} \rightarrow X_{3}{ }^{n}\) is to be read " \(X_{1}\) inplies ( \(X_{2}\) implies \(\left.X_{3}\right)^{1 n}\) ) where \({ }^{3} X_{i}\), l<i<m are atomic formulas. A weIl-formed expression is called a well-formed formula.
A set \(E\) is an elementary formal system if \(E\) is a finite set \(\left\{F_{1} F_{2} \ldots F_{n}\right\}\) where the \(F_{i}, I \leq 1 \leq n\), are wellformed formulas, \({ }^{2}\) called axioms.
(e) Rules for Using Well-formed Expressions

Rule 1: (Substitution) A formula \(\mathrm{F}^{\prime}\) can be derived from a formula \(F\) by substitution if \(F^{\prime}\) can be obtained from F by substituting a string in \(A\) for each occurrence of some variable in F.**

Rule 2: (Modus Ponens) A formula \(F^{\prime}\) can be derived from a formula \(F\) by modus ponens if \(F\) is the form \(X \rightarrow F{ }^{\prime}\) and \(X\) is some previously derived atomic formula. More generally, a formula \(X_{n}\) can be derived from a formula of the form \(X_{1} \rightarrow X_{2}{ }^{n} \rightarrow \ldots \rightarrow X_{n-1} \rightarrow X_{n}\) if each \(x_{1}, l \leq i \leq n\), is an atomíc formula and \(x_{1}^{n-1} x_{2}, n_{n}, x_{n-1}\) have each been previously derived. Int thls case, we refer to the \(X_{1}, X_{2}, \cdots\), and \(X_{n-1}\) as premises, \(X_{n}\) as a conclusioñ, and say that the conclusion \(X_{n}\) is derivable from the conjunction of the premises \(X_{1}, X_{2}, \ldots\), and \(X_{n-1}\), \({ }^{\text {WH}}\)

The "provable strings" of an elementary formal system \(E\) are
(i) the axioms of \(E\)
(ii) the strings that can be derived from the axioms by a finite number of applications of rules 1 and 2.

Wote that no restriction is placed on the use of a variable occurring in \(X_{m}\) but not in \(X_{i}, 1 \leq 1 \leq m-1\).
* In an elementary formal system, it is not necessary to substitute object strings for each variable in formula to derive atrings froz the well-formed formulas. Thus we can derive strings containing variables in an elementary formal system. In a Post system, we must substitute object strings for each variable in a production before we can derive strings.
** If each variable is replaced by an object string, this generalization of modus ponens is identical to rule 2 for deriving strings given by Post.

An instance of a well-formed formula \(F\) is a string obtained from \(F\) by applying rule 1 (substitution) to all variables in F. A formula so obtained is called a sentence.

The "provable sentences" of an elementary formal system \(E\) are the provable strings containing no variables.
(f) Interpretation

Let \(P\) be a predicate of degree \(k\) in an elementary formal system \(E\), and let \(Y\) be a set of k-tuples of strings from A. We say that the predicate \(P\) represents the set \(Y\) if the following condition holds: \(\overline{P X}_{1}, X_{2}, \ldots, X_{r}\) is a provable sentence in \(E\) if and only if the katuple \(\left(X_{1}, X_{2}, \ldots, X_{k}\right)\) is contained in \(Y\).

Thus an elementary formal system can be viewed as a set of axioms used to enumerate the members of sets whose names are denoted by the predicates.

Example 3: An Elementary Formal System Defining the Set of Squares of the Positive Integers
(a) Primitive Symbols \(A=\{1\}\)
(b) Auxiliary Symbols \(P=\{R\}\)
\[
Z=\{, \rightarrow\}
\]
(d) Well-formed Expressions \(V=\{u \quad v\}\)
\[
E=\{R 1,1 \quad R u, v \rightarrow R u l, u u v l\}
\]
(e) Derived Statements
\{Rl, Rll,lll Rlll,lllllllli ...\}
The derived statements given above are (in the Smullyan sense) the atomic sentences derived from E.
(f) Interpretation

If \(R\) is the name of a set, the ordered pairs
\(\{(1,1)(11,1111)(111,111111111) \ldots\}\) are the members of R. We interpret the set \(R\) as containing all ordered pairs such that the string to the left of the "," represents a positive integer and the string to the right of the "," represents the positive integer that is the square of the integer represented by the string of ones to the left of the ",".

CANONICAL SYSTEMS (as presented in this dissertation)

The formalism called "canonical systems", as presented in this dissertation, is equivalent (except for changes in notation) to Smullyan's elementary formal systems.
(a) Primitive Symbols In this dissertation the primitive or "object" alphabet is the set of characters used in some computer language.
(b) Auxiliary Symbols The predicate alphabet \(P\) here is a string of English letters or digits each separated by the tuple sign ":". Each string of English letters of digits is called a predicate part, and the number of predicate parts in a predicate is usually identical to the number of terms in a term tuple following the predicate. The separation of predicates into parts is made (a) to give some mnemonic describing the role of each term in a term tuple following the predicate, and (b) to provide a convenient notation for abbreviating a canonical system.

The set \(Z\) is given as \(\{: \rightarrow\}\) rather than \(\{, \rightarrow\}\) since the comma "," is a character occurring frequently in computer languages.
(d) Well-formed Expressions A well-formed formula "X \(\rightarrow X_{2} \rightarrow \ldots X_{n-1} \rightarrow X_{n} "\) is written here as
 \(X_{n}{ }^{\prime}\) is derivabie \({ }^{\text {flom }}\) a canonical system if and only if each of the instances of the premises \(X_{1}, X_{2}, \ldots, X_{n-1}\) are derivable. This alternate formulation 1 is in then-l spirit of Post.

The delimiter ";" is introduced here to separate the well-formed formulas of a canonical system. The wellformed formulas in a Smullyan system are separated by the use of appropriate spacing of formulas in a page of text.

Furthermore, the string of terms following a predicate is enclosed by the angle brackets "<" and ">" so that the characters "," , ";" and " \(\rightarrow\) " can be used in the terms as object symbols without the use of quotation marks.
(e) Rules for Using Well-Formed Expressions The rules for using well-formed productions of a canonical system are identical to the rules used by Smullyan.
(f) Interpretation The interpretation given to a canonical system here is a hybrid of the interpretation of the systems of Post and Smullyan

> (i) The productions of a canonical system are viewed as rewriting rules (Post).
> (ii) The derived strings of a canonical system are viewed as statements about the membership of ntuples of strings in sets whose names are given by the predicates (Smullyan).
```

The following works describe the theoretical foundations of
canonical systems:
I. Emil L. Post
Formal Reductions of the General Combinatorial
Decision Problem
American Journal of Mathematics, Volume 65, pp. 197-
215, 1943.
2. Raymond M. Smullyan
Theory of Formal Systems
Annals of Mathematical Studies, Number 47, Princeton
University Press, Princeton, New Jersey, 1961.
The following references describe work on applications of
canonic systems to computer languages:
3. John J. Donovan
Investigations in Simulation and Simulation Languages,
Ph.D. dissertation, Yale University, Hew Haven,
Connecticut, 1966.
This reference adapts Smullyan's system to specify
the syntax of computer languages, and introduces
the term "canonic systems" to describe the re-
sulting variant.
4. Henry F. Ledgard
A Scheme for the Translation of Computer Languages,
Ph.D. dissertation proposal,M.I.T., Cambridge,
Massachusetts, 1967.
This reference applies canonic systems to define
both the syntax of a computer language and its
translation into a target language.
5. John J. Donovan and Henry F. Ledgard
A Formal System for the Specification of the Syntax
and Translation of Computer Languages
AFIPS, Proceedings of the 1967 Fall Joint Computer
Conference, Volume 3l, Thompson Books, Washington,
D.C., 1967.
This reference also considers the use of canonic
systems to define the syntax and translation of a
computer language.

```
6. Joseph W. Alsop

A Canonic Translator
\(\overline{M A C-T R-46, ~ P r o j e c t ~ M A C, ~ M . I . T ., ~} 1967\)
This reference describes an algorithm that uses a canonic system specification of a language as a data base to recognize strings specified by the canonic system and generate their translation.
7. James T. Doyle

Issues of Undecidability in Cenonic Systems, S.M. dissertation, M.I.T., Cambridge, Massachusetts, 1968.
8. Joseph P. Haggerty

Complexity Measures for Language Recognition by
Canonic Systems, S.M. dissertation, M.I.T., Cambridge, Massachusetts, 1969.

The following is the basic reference for Markov algorithms:
9. Andrei A. Markov

Theory of Algorithms
Acadamy of Sciences of the USSR, Moscow, 1954, English Translation by Israel Program for Scientific Translations.

The following describe the extension of Markov algorithms used in this dissertation.
10. A. Caracciolo di Forino

Generalized Markov Algorithms and Automata
Lecture delivered at the International Summer School of Physics Course on Automata Theory, Ravello, Italy, 1964.
11. A. Caracciolo di Forino and N. Wolkenstein

On a Class of Programming Languages for Symbol Manipulation based on Extended Markov Algorithms, Centro Sudi Calcolatrici Electroniche del C.N.R., Pisa Italy, 1963.
12. A. Caracciolo di Forino

String processes and generalized Markov algorithm in Symbol Manipulation Languages and Techniques, North-Holland Publishing Company, Amsterdam, 1968.
```

The following are other references on Markov algorithms:
13. Anton P. Zeleznikar
Some Algorithm Theory and its Applicability
American Mathematical Society Translations, Series
2, Volume 18, pp. 141-158, 1963. This reference
describes a 2-dimensional variant of Markov algo-
rithms.
14. V. K. Detlovs
The Equivalence of Normal Algorithms and Recursive
Functions
American Mathematical Society Translations, Series
2, Volume 23, pp. 15-82, 1963.
15. V. S. Cernjarskii
On a Class of Normal Markov Algorithms
American Mathematical Society Translations, Series
2, Volume 48, pp. 1-35, 1965.
16. L. A. Kaluzhnin
Algorithmization of Mathematic Problems
Problems of Cybernetics, Volume 2, pp. 371-391, 1961.
This reference analyzes the advantages and short-
comings of Markov algorithms.
The following are the basic references on the \lambda-calculus:
17. Alonzo Church
The Calculi of Lambda-Conversion
Annals of Mathematical Studies, Number 6, Princeton
University Press, Princeton, New Jersey, 194l.
18. Haskell B. Curry and Robert Feys
Combinatory Logic, Volume I, North-Holland Publishing
Company, Amsterdam, 1958.
The following references describe the theory and application
of the \lambda-calculus:
19. Peter J. Landin
A Formal Description of ALGOL 60
Formal Language Description Languages for Computer
Programming, North-Holland Publishing Company,
Amsterdam, 1966.
20. Peter J. Landin
The \lambda-Calculus Approach
Advances in Programming and Non-Numerical Computation,
Permagon Press, New York, 1966.

```
```

21. Peter J. Landin
A Correspondence Between ALGOL 60 and Church's Lambda-
Notation
Communications of the ACM, Volume 8, Numbers 2 and
3, February 1965.
22. Christopher Strachey
Towards a Formal Semantics
Formal Language Description Languages for Computer
Programiming, North-Holland Publishing Company,
Amsterdam, 1966.
23. C. Bohm
The CWH as a Formal and Description Language
Formal Language Description Languages for Computer
Programming, North-Holland Publishing Company,
Amsterdan, 1966.
24. Arthur Evans, Jr.
Class notes for Linguistic Structures, Subject 6.688,
M.I.T., Fall Term, 1966.
These notes are based on class lectures given by
Peter Landin.
25. John M. Wozencraft
Class notes for "Programming Linguistics," Subject
6.231, M.I.T., Spring Term, 1968.
26. James H. Morris
Lamda Calculus Models of Programming Languages, Ph.D.
dissertation, M.I.T., December 1968.
The following references describe the computer languages
SNOBOL/1 and ALGOL/60.
27. David J. Farber, Ralph E. Griswold, and I. P. Polonsky
SNOBOL, A String Manipulating Language
Journal of the ACM, Volume ll, Number 2, pp. 21-30,
1964.
28. Peter Naur (Editor)
Revised Report on the Algorithmic Language ALGOL
6 0
Communications of the ACM, Volume 6, Number l, pp.
1-23. 1963.
```
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The following references have also been used:
29. Peter E. Lauer
The Formal Explicates of the Notion of An Algorithm,
Technical Report 25.072, IBM Laboratory Vienna,
February, 1967.
This reference explains and relates formalisms (in-
cluding Post's sysiems, Markov algorithms, and
the \lambda-calculus) related to the theory of comput-
ability.
30. A. M. Turing
On Computable Numbers with an Application to the
Entscheidungsproblem
Proceedings of the London Mathematical Society,
Volume 42, pp. 230-265, 1936.
31. A. M. Turing
Computability and Lambda-Definability
Journal of Symbolic Logic, Volume 4, pp. 153-160,
1937.
32. Stephen C. Kleene
Lambda-Definability and Recursiveness
Duke Mathematical Journal, Volume 2, pp. 340-353,
1936.
33. E. V. Detlovs
The Equivalence of Normal Algorithms and Recursive
Functions
American Mathematical Society Translations, Series
2, Volume 23, pp. 15-81, 1963.
34. Marvin L. Minsky
Computation: Finite and Infinite Machines, Prentice-
Hall, Inc., Englewood Cliffs, New Jersey, 1967.
35. Noam Chomsky
On Certain Formal Properties of Grammars
Information and Control, Volume 2, Number 4, pp.
393-395, 1959.
36. Alfred B. Manaster
Class notes for "Introduction to Mathematical Logic,"
Subject 18.886, M.I.T., Spring Term, 1967.
37. Thomas B. Steel, Jr. (Editor)
Formal Language Description Languages for Computer
Programming, North-Holland Publishing Company,
Amsterdam,1966.

```
```

38. Trenchard More
Relations Between Simplicational Calculi, Ph.D.
dissertations, M.I.T., Cambridge, Massachusetts,
1962.
39. Calvin N. Mooers
How Some Pundamental Problems are Treated in the
Design of the TRAC Language
Symbol Manipulation Languages Techniques, Nor'th-
Holland Publishing Company, Amsterdem, 1968.
40. Joseph Weizenbaum
ELIZA - A Computer Program for the Study of Natural
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