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Foreword 

Since I started the Microprocessor Report newsletter in 1987, 
the microprocessor industry has changed dramatically. The 
emergence of five major RISC architectures and a proliferation 
of x86 designs, fueled by the explosive growth of the PC indus­
try, have made the microprocessor marketplace vastly more 
complex. 

Microprocessor Report is well known for its up-to-the-minute 
coverage of new microprocessors. In the course of doing this 
work, we collect far more information than we can ever include 
in the newsletter. We have frequently heard from our readers 
that a more comprehensive, all-in-one reference would be 
invaluable. Based on this input, we set out two years ago to pro­
duce a series of in-depth reports, called the MicroDesign 
Resources Technical Library. 

Our first Technical Library report, New DRAM Technologies, 
was created by Steven Przybylski and published in April 1994. 
Now, after several man-years of effort, we have completed the 
first two microprocessor volumes in the series: The Complete 
x86, by John Wharton, and RISC on the Desktop, by Linley 
Gwennap. John and Linley have invested enormous amounts of 
time to make these reports the most comprehensive resources 
available. Many others have made significant editorial contri­
butions, including Brian Case, Rich Belgard, Nick Tredennick, 
Ivy Lui, and myself. 

These reports have been a mammoth undertaking, and the 
results speak for themselves. I believe that they are destined to 
become the "bibles" of the microprocessor industry. Not only do 
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they describe a wide range of products in great depth, but they 
put the technology in the context of the marketplace. 

We will be updating and enhancing these reports periodically, 
and I would appreciate your feedback on them. The best way to 
contact me is by email (mslater@mdr.ziff.com); you can also 
reach me by phone at 707 .824.4004. I trust you will find the 
reports valuable, and I look forward to your feedback. 

Michael Slater 
Sebastopol, California 
December, 1994 
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Why this Report 
is Needed 

Executive Summary 

It is the best of times. It is the worst of times. It is a time of rap­
idly expanding options as new x86 devices burst on the scene. It 
is a time of consolidation as old products are displaced or with­
drawn from the market. Never before have PC designers been 
faced with so many attractive alternatives, and never before 
has the processor selection process been more tough. 

It used to be, if you were building a 386-class PC, your choices 
were simple. Midrange desktop systems chose an i386DX device 
for a reasonable mix of price and performance. Low-cost or por­
table PCs used an i386SX to reduce expense and part count. 
Vendors of high-end desktops and "tower" process-servers 
selected the i486DX for absolute maximum performance. You 
could pick any supplier you wanted, Henry Ford might have 
said, as long as it was Intel. The hardest decision a designer 
faced was the choice of what CPU frequency best matched the 
target system price and performance. 

Times have changed. In just three years an explosion of new x86 
alternatives has rocked the market. The number of functionally 
different 32-bit x86-compatible microprocessors has grown from 
three to three dozen, not counting assorted frequency and volt­
age options. At least six vendors now vie with Intel for x86-class 
sockets. At the 486 level, processors are available in more than 
20 functionally different pinouts, with or without on-chip float­
ing-point units, with on-chip caches of various configurations 
ranging from lK to 16K bytes, and with at least six different 
clocking schemes. The earlier "standard" devices have been sup­
plemented by higher-integration, lower-power, and lower-volt­
age variations. Furthermore, Intel has begun flooding the 
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market with its long-stalled and eagerly-awaited Pentium, the 
first CISC microprocessor able to execute multiple instructions 
per clock cycle, and is just now beginning to drop hints about 
what's likely to come next. 

Alas, flexibility breeds confusion. Deciding which device to use 
for a given application has become a daunting task, requiring 
the knowledge of everything from supplier track records and 
nuances of various architectural extensions to the merits of 
internal pipeline timing and competing cache coherency proto­
cols. This special report, The Complete x86-The Definitive 
Guide to 386, 486, and Pentium-Class Microprocessors, will help 
clarify and simplify that task. 
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How this Report 
is Organized 

Preface 

Since the process of evaluating and selecting a microprocessor 
is itself a multifaceted task, this report is divided into six major 
parts. 

• Part I: Preliminaries contains background information 
about the 386 microprocessor family, including a summary 
of its development history and a brief review of certain 
aspects of the architecture that distinguish alternative 
implementations. 

• Part II: The Players introduces the major suppliers com­
peting for shares of the x86 market, with a brief business 
profile of each. 

• Part III: The Products discusses the forty-something sep­
arate 386- and 486-class microprocessor products now on 
the market, including a brief review of the unique features, 
benefits, resources, pinouts, bus interfaces, and internal 
implementations of each. 

• Part IV: Pentium-Class Processors contains an in-depth 
discussion of the technical merits, implementation details, 
system-design issues, and business strategies surrounding 
the Pentium microprocessor, the first member of the x86 
family to deliver superscalar execution, as well as deriva­
tive designs and competing products from N exGen. 

• Part V: Perspective compares competing product imple­
mentations on technical issues such as core microarchitec­
ture, pipeline design, cache efficiency, manufacturability, 
and software. compatibility. This side-by-side comparison 
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gives you the technical meat you need to understand the 
key distinctions within an otherwise confusing morass of 
similar looking and sounding devices. 

• Part VI: Price and Performance contains price and 
availability tables for each vendor's x86 product line, dis­
cusses the challenging field of processor benchmarks, and 
summarizes the relative performance of various 386- and 
486-class microprocessors running an assortment of 
industry-standard benchmark programs. 

• The Appendices contain vendor contact data and summa­
ries of the technical specifications, performance data, and 
technology patents presented elsewhere in the report. 

At the beginning of each part is a brief description of the chap­
ters it contains and the subjects they cover. At the end of each 
chapter is a personal commentary to put the material in per­
spective. Each chapter also includes a list of reference manuals, 
articles from past issues of Microprocessor Report, and other 
sources that provide further information on the chapter topics. 

Terminology Much of the confusion that arises in surveying an industry 
comes from the fact that different vendors often use different 
terminology, symbols, or conventions to represent analogous 
concepts. Some vendors refer to "copy-back" caches, while oth­
ers use "write-back" to mean the same thing. Likewise with 
"cache coherency'' vs "cache consistency" or "bus snooping'' vs 
"inquiry cycles." Intel and AMD follow one convention for denot­
ing hexadecimal numbers, while IBM follows another. (It seems 
that whenever the industry is on the verge of reaching a stan­
dard on some new terminology, IBM finds its own aberrant word 
for the same thing: ROS for ROM, RWM for RAM, etc. The 
entity that every other company in the world calls a "mother­
board" is, in IBMspeak, designated a "planar.") To .avoid this 
confusion, we try to be consistent in our terminology, the better 
to focus on differences in concepts rather than differences in 
etymology. 

Littered throughout this report are various vendors' claimed 
and registered trademarks. Rather than place a trademark 
symbol at every occurrence, we hereby state that we are using 
product names only in an editorial fashion with no intention of 
infringement of the trademark. We have, however, tried to avoid 
using any trademarked terms except in reference to a specific 
vendor's products. For example, we use the letters "i386SX" 

) 
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only in reference to a specific Intel product and "Am.486DX" 
only in the context of a specific AMD device. 

Vendor-specific prefixes are omitted (as in "486SX") when 
describing generic capabilities of a device produced by multiple 
vendors. Except where otherwise noted, "x86" or "386" with no 
suffix alludes to fundamental architectural features or capabili­
ties shared by the entire 32-bit x86 product line, including vari­
ous flavors of the 386, 486, and Pentium families. 

Acknowledgments The preparation of any report of this size and scope is necessar­
ily a group effort, especially in a field this dynamic. No one per­
son can master all the subtle nuances of competing processor 
architectures, core implementation technologies, and pipeline 
timing, much less competitive business strategies and intellec­
tual property law. Just keeping abreast of the rapid changes in 
each field is a full-time job. 
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Fortunately, the contributing editors and staff of MicroDesign 
Resources and Microprocessor Report have collective expertise 
across a broad cross-section of microprocessor and technology­
related topics. I would like to acknowledge those who prepared 
many of the more specialized chapters of this report, and 
express my appreciation for their help. 

Michael Slater provided editorial guidance and overview for the 
entire report. Michael Feibus assembled the business profiles of 
microprocessor vendors that appear in Chapter 4. Brian Case 
wrote the better part of Chapter 12, detailing the Pentium 
microprocessor, as well as the technical analyses of various 
CPU implementations contained in Chapter 14 Linley Gwen­
nap created the manufacturing cost model and analyses that 
appear in Chapter 15. Michael Slater and Richard Belgard pre­
pared the survey of legal and intellectual property issues con­
tained in Chapter 16 and Appendix D. 

Michael Slater and Nick Tredennick were responsible for the 
performance analysis topics covered in Chapter 20, from col­
lecting data and preparing the comparison tables to formatting 
the graphs and drafting the text. Linley Gwennap also prepared 
the Pentium floating-point discussion in Appendix E. I was 
responsible for (and shoulder the blame for any inaccuracies in) 
the remaining chapters, including the x86 overview material, 
most of the product descriptions, and miscellaneous topics cov­
ered in the other chapters of this report. 
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Feedback and 
Updates 

I am also especially grateful to Deena Waters and Judi Clark for 
contributing their artistic and organizational skills to this 
project, for their many helpful review comments, and for coach­
ing me through to completion; to Ellen Clements, for her dili­
gence in reviewing and copy editing early drafts; to Brian Case 
and Marianne Mueller for ongoing moral support; and to Ron 
Liskey, Melanie Sanborn, Brian Hunziker, and the entire gang 
at MicroDesign Resources for collecting raw data, coordinating 
vendor contacts, and taking care of the myriad of other produc­
tion details. 

Thanks are also due to all who took the time to review drafts of 
this report in all its many incarnations, especially Michael 
Slater, Brian Case, Martin Reynolds, Bernard Peuto, and John 
Novitsky, and to the vendor representatives who provided the 
background information, data sheets, and other technical sup­
port, and who reviewed various drafts for technical accuracy. 

Much of the information in this report is extremely time sensi­
tive; new microprocessor products and design variations are 
being announced monthly, and vendor pricing seems to be in a 
state of continuous flux. Supplements and updates to this 
report will be published periodically in an effort to keep the 
most time-sensitive information up to date. 

My goal is for this report and its updates to be as complete and 
accurate as possible. If you spot any errors, discrepancies, or 
areas you feel need further clarification, or if you have any 
background information, industry anecdotes, or unsubstanti­
ated rumors you'd like to see included in future editions-anon­
ymously or with attribution-please feel free to drop me a line. 

John H. Wharton 
Palo Alto, California 
415.856.8051 
jwharton@mdr.ziff.com 
December, 1994 
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Part I: Preliminaries 

Before attempting to study the various flavors of 386 and 486 
microprocessors sold by Intel and its competitors, it's helpful to 
have at least some preliminary background on what's happen­
ing in the 386/486 marketplace, how the x86 product line got 
where it is, and some of the difficulties posed by the x86 archi­
tecture on device designers in creating newer and more efficient 
implementations. 

Part I of this report contains a quick review of this information. 
It consists of three chapters: 

Chapter 1: 

Chapter 2: 

Chapter 3: 

The x86 Business Climate 

x86 Family Heritage 

The x86 Microprocessor 
Architecture 





1 

Vendor Device 

Intel i386DX 

i386SX 

80376 

i386SL 

i486DX 

i486DX-50 

i486DX2 

WB-enhanced lntelDX2 

lntelDX4 

i486SX 

i486SX2 

i487SX 

lntelSX2 OverDrive 

lntelDX2 OverDrive 

lntelDX4 OverDrive 

i486SXLP, i486DXLP 

i486SL 

RapidCAD 386 

The x86 Business 
Climate 

The past few years have redefined the face of the 386/486 micro­
processor market. Intel has pursued a program of wholesale 
proliferation of 386- and 486-family microprocessors, rolling out 
more than a score of different products with different levels of 
integer performance, FPU capability, clocking regimes, and 
pinouts, as listed in Table 1-1. 

Features 

First 32-bit member of the x86 microprocessor family 

i386DX core with 16-bit bus interface in a lower-cost package 

De-DOSed i386SX targeted for embedded applications 

High-integration/low-power 386-derivative for notebook applications (deceased) 

Pipelined implementation of 386 architecture with on-chip FPU and 8KB cache (note 1) 

50-MHz i486DX redesigned for 0.8µ three-layer-metal process (note 1) 

i486DX with on-chip clock doubler, marketed for OEM applications (note 1) 

i486DX2 with on-chip cache enhanced to support copy-back operation 

Clock-tripled, lower-power 3.3V i486DX with 16KB on-chip cache 

i486DX with FPU removed_ and cosmetic pinout changes (note 1) 

Clock-doubled version of the i486SX 

i486SX/SX2 adjunct with rehabilitated FPU and yet another unique pinout 

Upgrade processor based on i486SX2 core, packaged for the retail masses 

Upgrade processor based on i486DX2 core; packaged for the retail masses 

Upgrade processor based on lntelDX4 core, packaged for the retail masses 

i486SX and i486DX with direct 2x clock input and reduced Fmin (special-order only) 

Static, high-integration i486DX for notebook applications (moribund) 

i386DX/i387DX replacement chip set with 486-class FPU performance (deceased) 

Table 1-1 . Intel 386 and 486 product line summary. 

(note 1: "SL-enhanced" variation has replaced original design.) 
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Vendor 

AMO 

C&T 

Cyrix 

IBM 

Texas 
Instruments 

Device 

Am386SX 

Am386SXL 

Am386SXLV 

Am386DX 

Am3860XL 

Am3860XLV 

Since 1991 at least five other vendors have leapt into (and in 
one case retreated from) the 386/486 arena. All told, more than 
30 competing 386- and 486-class products have been introduced 
or preannounced, including those listed in Table 1-2. 

Features 

AMO version of i386SX with Intel-compatible specs and pinout 

Low-power static version of Am386SX (deceased) 

Low-voltage Am386SXL with SMM extensions (deceased) 

AMO version of i3860X with Intel-compatible specs and pinout 

Low-power static version of Am3860X (deceased) 

Low-voltage Am3860XL with SMM extensions (deceased) 

Am386SC300 ("Elan") Highly-integrated single-chip CPU and PC chip-set for ultrasmall systems 

Am486SX AMO version of i486SX with AMO µcode, compatible specs and pinout 

Am486SXLV Low-voltage, static Am486SX with SMM extensions (deceased) 

Am486SX2 Clock-doubled i486SX with Intel µcode, compatible specs and pinout 

Am486DX AMO version of i4860X with Intel µcode, compatible specs and pinout 

Am4860XL Low-power, static Am4860X with SMM extensions (deceased) 

Am486DXLV Low-voltage, low-power, static Am4860X with SMM extensions (deceased) 

Am4860X2 AMO version of i486DX2 with Intel µcode, compatible specs and pinout 

Am4860X4 Bond-out option of Am4860X2 die with clock-tripling circuitry, still with 8KB cache 

38600DX C&T optimized, pin:.compatible version of i3860X (deceased) 

38605DX Pinout-extended version of 38605DX + 512B I-cache (deceased) 

Cx486SLC/e 486-class static integer core with 1 KB cache, i386SX pinout, and SMM 

Cx486SLC/e-V Low-voltage version of Cx486SLC/e 

Cx486SLC, SLC2-V Clock-doubled version of Cx486SLC/e and 3-V variation 

Cx486DLC i386DX pinout version of Cx4860LC (deceased) 

Cx486SRx2 Clock-doubled Cyrix 486 core in 386SX pinout for end-user upgrades 

Cx486DRx2 Clock-doubled Cyrix 486 core in 386DX pinout for end-user upgrades 

Cx486S, Cx486S2 Conventional and clock-doubled Cyrix cores with 2KB cache in i486SX pinout 

Cx4860X,Cx486DX2 Conventional and clock-doubled cores with FPU, 8KB cache, and i4860X pinout 

386SLC Enhanced 486SX-like integer core with 8KB cache in 386SX pinout 

BL486SLC2 Clock-doubled 386SLC core with 16KB cache in 386SX pinout 

BL486SX2/SX3 Clock-tripled BL486SLC2 with 16KB cache in 386DX pinout 

BL486DX2 IBM second-source equivalent of Cx486DX2 

Tl486SLC/E Tl version of Cx486SLC/e 

Tl486SLC/E-V Tl version of Cx486SLC/e-V 

Tl486DLC/E Tl version of Cx486DLC, enhanced with Cyrix-style SMM capabilities 

Tl486SXLC Tl derivative of Cx486SLC core with 8KB cache and enhanced 386SX pinouts 

Tl486SXLC2 Clock-doubled version of the Tl486SXLC 

Tl486SXL Tl variant of the Tl486SXLC with burst-mode-challenged 486SX-style bus interface 

Tl486SXL2 Clock-doubled version of the Tl486SXL 

"Rio Grande" Highly integrated integer CPU plus system logic derived from Cyrix core (stillborn) 

Table 1-2. Alternate vendor 386 and 486 product line summary. 
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Intel 

NexGen 

Cyrix 

AMO 

Device 

0.8µ Pentium ("PS") 
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Intel's first 386 competitor, AMD, managed not only to establish 
itself as a viable supplier but quickly took the majority of the 
386 business from Intel before beginning to compete head-on 
with Intel in the 486 market. Chips and Technologies came and 
went as a 386 supplier, unable to face the rigors of an intensely 
competitive marketplace. 

Cyrix burst on the scene with its Cx486SLC and Cx486DLC, 
quickly gaining many second-tier design wins; it has since 
broadened its product line to include products that match (and 
in some ways exceed) Intel product specs. In 1993, IBM began 
competing in the x86 component business, albeit indirectly. In 
1994, the gloves came off, as IBM began selling Cyrix-designed 
chips directly to OEMs. Texas Instruments has also begun mar­
keting Cyrix-designed processors under its own name, and has 
recently begun spinning off (and in some cases withdrawing) 
devices with larger caches, increased system integration, and 
revised bus interfaces, all based on the original Cyrix core. 

Not to be outdone, Intel responded with a proliferation of Pen­
tium-family microprocessors with different performance levels, 
supply voltages, and pinouts, and has recently begun dropping 
hints about what lies on beyond Pentium. Even NexGen, that 
erstwhile proponent of system architectures yet-to-come, has 
begun shipping its Pentium competitor, the Nx586, and plans to 
provide :floating-point support in 1995 (see Table 1-1). 

Cyrix is starting to reveal more detailed plans for the "Ml" 
product it plans to introduce in 1995, and AMD in 4Q94 began 
revealing plans for its upcoming "K86" family. 

Features 

Superscalar CPU with separate 8KB I and O caches, 64-bit bus, branch 
prediction, fast FPU, and on-chip functional verification logic 

0.6µ Pentium ("P54C") Lower-cost Pentium redesigned for 3.3-V operation and reduced power 
requirements, with on-chip support for multiprocessor interrupt logic 

Pentium Overdrive ("P24T") Upcoming Pentium-based upgrade chip with 32-bit bus and i4860X2-like pinout 

"P6" Future successor to Pentium family, likely with Pentium-like macroarchitecture 

"P7" Long-range future Intel CPU, possibly with new, VLIW influenced architecture. 

Nx586 Highly optimized superscalar Pentium-class integer unit with 32KB cache 

"Nx586 with FPU" Upcoming Nx586-based two-chip module with on-board pipelined FPU 

"M1" Upcoming Pentium-class machine with improved, superpipelined, 
superscalar execution 

"KS" Upcoming superscalar design intended to exceed Pentium performance 

"K6" Next-generation AMO processor 

Table 1-3. Pentium- and post-Pentium product line summary. 
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Total 
Number of 

Products 
Introduced 

4 
i386DX 

This shows a remarkable contrast to the period up through 
early 1991, when Intel was the sole supplier of 386 and 486 pro­
cessors. Systems designers have more choices than ever before, 
filling nearly every conceivable price/performance niche, and 
competition is driving prices ever lower. Prices for some 
midrange 386 and 486SX chips have fallen as much as 25% per 
quarter, fueling sharp drops in system prices. 

Through all the bedlam, Intel has kept its profits high. Though 
hit by huge 386 market-share losses and steep price cuts in the 
low-end and midrange markets, Intel has succeeded in moving 
a large part of the market to its high-end-and high-mar­
gin-i486DX2, IntelDX4, and Pentium-class products. 

1.1 The Explosion of Design 
Alternatives 
Life used to be simple. More than five years after the 1985 
introduction of the Intel 80386 (now called the i386DX), there 
were still only four products competing for the 32-bit 386/486 
market (see Figure 1-1). You could choose any vendor you 
wanted, Henry Ford might have said, as long as it was Intel. 

. El i4SSDX El i386SL t 
El 1386SX 

l1J1FIMIAIMIJIJIAlslolNIDIJIFIMIAIMIJIJIAISIOINIDIJIFIMIAIMIJIJIAISIOINIDI 

1988 1989 1990 
(t = Deceased) 

Figure 1-1. x86 processor introductions: the early years. 
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4 
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Times have changed. Over the last four years an explosion of 
new x86 alternatives has rocked the market. More than 60 dif­
ferent 386- and 486-compatible products exist, including func­
tionally different devices as well as functionally equivalent 
parts from different vendors (see Figure 1-2). (Note that this 
total does not include assorted frequency, voltage, and packag­
ing options for otherwise similar products.) In addition, Intel is 
continuing aggressively to ramp-up production volumes of its 
long-stalled Pentium, and in 1994 began proliferating the fam­
ily by introducing the "P54C," the first of an expected salvo of 
new parts derived from the Pentium core. 

As the supply of x86 processors rose, the conventional wisdom 
was that prices would fall. With more vendors, more products, 
and more production volume coming on line steadily since 1992, 
the law of supply and demand said Intel would be in for some 
hard times indeed. 

And yet, the law of supply and demand appears to have been 
overturned. Except' for some steep price declines in mid:-
1991-when AMD first entered the 386 market-prices on 
Intel's mainstream products held surprisingly steady through­
out 1993 and well into 1994. It wasn't until 2Q94 that the prices 
for certain x86 products began to collapse. This can be seen in 

; lntelDX4 OverDrive 
BL486DX2 lllJWB-enh. lntelDX2 

lntelSX2 OverDr~e 1J AmMlGDX4 
lntelDX4. 0 

AMO Elan I Nx587tt 

0.6µ Pentiuml:: NxS86 
i486SX2 .:. . 

Am4868X2 :;: Tl Rio Grandett 

Tl486SXL~ Tl486SXL2 
Cx486DX2 B Tl486SXLC 

B Tl486SXLC2 
SL-enh. i486SXrn .,, Cx486DX 

EAm486SX 
SL-enh. i486DXI~ 

SL-enh. i486DX2 ,; Am486SXLVt 
.,,, Cx486DRx2 

Am486D~ ;;'' Cx486SRx2 
Am486DXL ;:; BL486SX2/SX3 

Am486DXLVt ''' Am486DX2 
i4868L t 0.8µ Pentium ::: Cx486S 

0 
[) Cx486S2 

lllJ Tl486SLC/e 
lntelDX2 OverDrive ml Tl486SLC/e-V 

Cx486S_LC m c:86SLC-il486DLC 

i486DX2 m [) Cx486DLCt 
IBM 386SLCt Im BL486SLC2 

C&T 38600SXtt I'' l:ll 
C&T 38605SXtt :;; C&T 38600DXt 

8 i486SX .... C&T 38605DXtt 
El i487SX 

I Am386SX 
Am386SXLt 
Am386SXLVt 
Am386DX 
Am386DXLt 
Am386DXLVt 

( t = Deceased) 

(tt = Stillborn) 
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1991 1992 1993 1994 

Figure 1-2. x86 processor introductions: now. 
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Figure 1-3. Intel 386/486 product price trends. 

Figure 1-3, which plots Intel's published 486 and Pentium 
prices (in 1000-unit quantities) throughout 1993 and 1994. 

1.2 Forestalling the Blood Bath 
What gives? What delayed the blood bath so many analysts had 
predicted? Where was the fl.aw in conventional wisdom? 

The answer appears to be threefold. First, there was indeed a 
blood bath in 1993, but it took place in the systems arena, not at 
the chip level. Prices did plummet for 386 and 486 portable and 
desktop systems. The 80286 became quite profoundly dead, cre­
ating new demand for 386- and 486-type devices, which neatly 
matched the industry-wide increase in supply. 

More important, though, is the fact that the conventional wis­
dom's assumptions were wrong. The dozens of new products 
weren't really competing for the same x86 market. Instead, doz­
ens of products were competing for dozens of x86 markets. 

1.3 Dimensions of Differentiation 
Back when only four x86 processors existed, if you were build­
ing a 386-class PC, your choices were straightforward . 
. Midrange desktop systems chose an i386DX device for a reason-
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i486DX 

Performance 

Price Power 

i386SX i386SL 

Figure 1-4. x86 product differentiation: the early years. 

able mix of price and performance. High-end desktops or tower­
style servers selected the i486DX to achieve absolute maximum 
performance-and cost be damned! Low-cost, high-volume PCs 
used an i386SX to reduce expense and part count. Portable PCs 
generally selected an i386SL to reduce power requirements and 
board area (see Figure 1-4). The toughest decision a designer 
faced was which CPU frequency to select for a particular target 
performance level and price. 

With the explosion of new devices, though, the situation 
changed. Instead of just price, performance, and power-optimi­
zation issues, designers face not just more options, but a pleth­
ora of whole new dimensions of product options (see Figure 1-5). 

The original "standard" 386/486 devices have been joined by 
higher- and lower-integration, higher- and lower-speed, and 
lower-power and -voltage variations. At the 486 level alone, pro-

Core Frequency 

IEU Efficency (IPC) 

Vendor Track 
Record 

Price 

FPU Performance 

Cache Size 

Cache Configuration 

Power Dissipation 

System Costs Operating Voltage 
SMM 

Capabilities 

Figure 1-5. x86 product differentiation: now. 
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i386SX 
i386DX 
i486SX 

i486SX/SL-enh. i486DX 
i386SL i486DX/SL-enh. i486DX2 
i486SL Am386SXL Am386SX i486DX2/SL-enh. 
i487SX Am386DXL Am386DX OverDrive 486 Am486DX4 

Am486DXLV Am486SX 
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Tl486SLC-V 

Cx486S Cx486DRx2 
Cx486S2 Cx486DX2 

IBM 386SLC Cyrix486DX BL486SLC2 BL486SX2/SX3 

25 MHz 33MHz 40MHz SO MHz 60-80 MHz 100-120 MHz 

Figure 1-6. x86 core frequency design options. 

cessors are now available with at least eight different pinouts, 
with or without on-chip floating-point units, with on-chip caches 
ranging from lK to 16K bytes, different set associativity, write­
through or copy-back configurations, and at least four different 
clocking schemes. 

As shown in Figure l-6, devices are now available with maxi­
mum core clock rates that range from 25 MHz to 100 MHz. The 
technologies used within the processor execution pipelines 
range from simple, sequential, microcoded execution to state-of­
the-art superscalar and superpipelined designs (see Figure 1-7). 
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Figure 1-7. x86 core microarchitecture design options. 
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Figure 1-8. x86 cache size design options. 
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Products have on-chip caches that vary in size from zero to 16K 
bytes, including instruction-only caches, those that combine 
instructions and data, and split I/D organizations, either direct­
mapped, two-way, or four-way set associative (Figure 1-8). Sev­
eral different approaches have been developed for reducing 
power at the low end (Figure 1-9)-and for dissipating more 
heat at the high end. 
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Figure 1-9. x86 power strategy design options. 
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And as a rule, each new product has staked out a unique combi­
nation of characteristics along the various price/perfor­
mance/capability continua. Pentium, with its dual pipelines, 
large caches, wide buses, and high-frequency clock, initially 
required a 5-V supply, and burned wattage galore. And at least 
until recently, the devices with the most aggressive power-down 
modes often had performance that was really lame. 

With so many dimensions along which to distinguish them­
selves, products faced surprisingly little direct competition. 
Through late '93, there were never more than two vendors offer­
ing interchangeable pinouts and comparable combinations of 
features. AMD was an unlicensed second source of certain Intel 
parts, while TI second-sourced the considerably more capable 
Cyrix 386-compatible pinout devices. Chips and Technologies 
and IBM pursued their own unique visions, while NexGen con­
tinued marching to the beat of its own strategic drummer. 

The microprocessor industry can tolerate second sourc­
ing-indeed, until the 386 came along system vendors often 
refused to design in a new processor until it had a licensed sec­
ond source. It takes three or more vendors, all jockeying for a 
bigger slice of the pie, for things to get deliciously nasty. 

With two sources for an interchangeable product, the industry 
leader may typically capture 70% to 90% of the unit shipments. 
Meanwhile, the second-source vendor can often garner 10% to 
30%-nothing spectacular, but enough to pay its bills. (Indeed, 
when a second source first comes on line with a new product, 
even a 10% market share may be enough to saturate its produc­
tion lines.) Under such conditions, neither the primary nor sec­
ondary vendor has much motivation to start a price war. 

The situation changes when three or more vendors all jockey for 
a fixed market pie. In that case, it may happen that no one com­
pany controls even half the market, and the smallest of the ven­
dors may have a 5% share or less. Under this scenario, it makes 
eminent sense for competitors to start undercutting each other's 
pricing structures: the runt of the litter may feel its very sur­
vival depends on buying market share through rock-bottom 
pricing, and even the company with the fattest slice of the pie 
may still see considerable room for market-share growth. 

Moreover, its the newest, high~st-performance, highest-profit­
margin segment of the market that inherently draws the most 
attention from alternate-sources, and that's precisely the seg­
ment of the market most susceptible to severe price reductions. 

The Complete x86 
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But throughout 1993 and well into 1994, industry demand for 
486-class devices continued to outstrip supply. When competi­
tion for a particular socket became too intense, one or more of 
the competing vendors gracefully withdrew, refocusing their 
finite production capacity on more lucrative markets. 

1.4 Commentary 

© 1994 MicroDesign Resources 

Alas, good things (from the chip vendors' perspective) nev~r 
last. In 1994 x86 prices did indeed start to fall. Pundits' and 
analysts' predictions of CPU price wars did prove to be correct, 
if somewhat premature. Indeed, during 3Q94 Intel's official 
price for the i486DX-33 fell by 40%, and at times the street 
price of some products has fallen by as much as 30% in a single 
month. (Extrapolate that trend line and in 100 days the parts 
would be free!) And the reasons for these price declines relate to 
the same issues that supported chip price in the past. 

First, while the early 486-clone devices from AMD, Cyrix, TI, 
C&T, and IBM included 386SX, 386DX, and various unique­
pinout devices, recent announcements have focused primarily 
on products that are compatible with the standard 486 pinout 
and bus structure. Moreover, these products now offer a wide 
range of frequencies, clock-multiplier options (including 2x, 3x, 
and fractional values), different amounts of on-chip cache, 
write-through or copy-back mo.des, and a range of different 
power-optimization techniques. Since all such products have 
essentially the same pinout, there's more opportunity for com­
petition for the same socket solely on the issue of price. 

Second, production limitations are becoming a thing of the past. 
AMD is converting its sub-micron development and prototyping 
facility to full-scale production, and has a new $1 billion facility 
in the works. Cyrix actively courted new foundries to supplant 
its original production partners, and in 1994 secured a signifi­
cant chunk of IBM's formidable excess production capacity. 
(IBM is also building the N exGen processor, lending greater 
credence to that design.) 

And Intel is well into a program to single-handedly bring $5 bil­
lion worth of new fab capacity on-line by the middle of the 
decade, primarily in 0.6-micron (and smaller) 8"-wafer fab 
plants. Intel's investments have produced a triple-whammy to 
the industry. The smaller-geometry process both lowers the cost 
and radically increases the supply of Intel's newest, highest-
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performance products, such as the write-back enhanced 
IntelDX2, the clock-tripled IntelDX4, and the 0.6µ Pentium 
"P54C." Moreover, the migration of existing high-end products 
to newer facilities frees up existing 0.8-micron capacity, thus 
ending the production limitations that previously faced lower­
end 486-class commodity products. 

So-will these price declines continue? Clearly not; it is the 
duty of any self-respecting research report to look for disconti­
nuities in any ongoing trend-preferably with radical changes 
that start now. One way chip vendors can offset steep price 
declines is by redefine the battlefield, and there is evidence this 
may be starting to happen .. Device pricing structures were once 
absolutely critical in system vendors' buying decisions, but once 
prices have fallen sufficiently, performance becomes para­
mount. And as more chip vendors abandon the bottom-feeding 
marketplace and move to the high end, head-to-head competi­
tion will decrease, and the average device sale prices may tend 
to stabilize. 

1.5 For More Information ... 

Microprocessor 
Report Articles 

Additional information on the state of the x86 microprocessor 
market may be found in the following publications: 

1: Processors Battle for PC Market*. Michael Slater, MPR vol. 
2 no. 11, 11/88, pg. 1. (Cover story.) 

2: My Kfone86 Will Be Out "Very Soon. Nick Tredennick, MPR 
vol. 4 no. 17, 10/3/90, pg. 3. (Editorial.) 

3: Intel's Dominance to Begin Fading in 1991*. Michael Slater, 
MPR vol. 5 no. 1, 1/23/91, pg. 14. 

4: 1991: The Year of RISC. Nick Tredennick, MPR vol. 5 no. 2, 
2/6/91, pg. 3. 

5: MIPS and Sunset. Nick Tredennick, MPR vol. 5 no. 12, 
6/26/91, pg. 12. 

6: Can the 386Architecture be an Open Standard?*. Michael 
Slater, MPR vol. 5 no. 15, 8/21/91, pg. 3. (Editorial.) 

7: 1984 Revisited. John Wharton, MPR vol. 5 no. 15, 8/21/91, 
pg. 15. (Oblique Perspective column.) 
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8: Pinouts and Performance for 386 I 486-Compatible Micropro­
cessors*. Michael Slater, MPR vol. 5 no. 17, 9/18/91, pg. 3. 
(Editorial.) 

9: IBM to Make 386SX Variant with Cache. MPR vol. 5 no. 17, 
9/18/91, pg. 5. (Most Significant Bits item.) 

10: IBM and Intel To Jointly Develop x86 Chips*. Michael 
Slater, MPR vol. 5 no. 22, 12/4/91, pg. 18. (Most Significant 
Bits item.) 

11: Proliferation of 386 I 486-Compatible Microprocessors to 
Accelerate in '92*. Michael Slater, MPR vol. 6 no. 1, 1/22/92, 
pg. 1. (Cover story.) 

12: Die Like a Man. Nick Tredennick, MPR vol. 6 no. 6, 5/6/92, 
pg.18. 

13: The Incredible Shrinking PC*. Michael Slater, MPR vol. 6 
no. 13, 10/7 /92, pg. 3. (Editorial.) 

14: Multivendor 386 I 486 Market Burgeoning*. Michael Slater, 
MPR vol. 7 no. 1, 1/25/93, pg. 1. (Cover story.) 

15: Chip Developers Eager to Share Plans. Linley Gwennap, 
MPR vol. 7 no. 1, 1/25/93, pg. 3. 

16: Readers Pick AMD as Top Processor Vendor. Linley Gwen­
nap, MPR vol. 7 no. 2, 2/15/93, pg. 15. (Feature article.) 

17: Cyrix IPO Reveals Fab Issues. MPR vol. 7 no. 9, 7/12/93, pg. 
19. (Most Significant Bits item.) 

18: Putting Windows NT in Perspective. Michael Slater, MPR 
vol. 7 no. 13, 10/4/93, pg. 3. 

19: PPC 604 Powers Past Pentium. Linley Gwennap, MPR vol. 8 
no. 5, 4/18/94, pg. 1. (Cover story.) 

20: Marketing High Technology. William Davidow, Free Press, 
1986. (Case histories of Intel marketing strategies.) 

21: Microprocessors: A Programmer's View. Robert Dewar and 
Matthew Smosna, McGraw-Hill, Inc., 1990, ISBN 0-07-
016638-2. 

Other Periodicals 22: Computer Revolution. Stratford Sherman, Fortune Maga­
zine, vol. 127 no. 12, 6/14/93, pg. 56. 
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23: 80x86 Wars. Tom Halfhill, Byte, vol. 19 no. 6, 6/94, pg. 7 4. 
(Cover Story about Intel and its strongest x86 and RISC 
competition.) 
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24: Compaq Rocks Corporate World with AM.D Chip. Brooke 
Crothers and Bob Francis, Info World, vol. 16 no. 38, 
9/19/94, pg. 1. 

(*Note: Items marked with an asterisk are available in Under­
standing x86 Microprocessors, a collection of article reprints 
from Microprocessor Report.) 
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x86 Family Heritage 

Chip designers must always contend with the technological lim­
itations of the day. Early microprocessor architectures were 
often compromised by restrictions imposed by transistor bud­
gets, design tools, and packaging technology. Even now, such 
factors as die size and allowable power dissipation may directly 
affect the performance of a given processor implementation. 

2.1 Jurassic Parts 
The first microprocessors were never intended to serve as gen­
eral-purpose devices. The four-bit 4004, introduced by Intel in 
1971, was designed for use in simple desk calculators built by 
Busicom, a Japanese office-equipment company. The eight-bit 
Intel 8008, introduced the next year, was intended to replace 
the control logic and reduce the cost of a line of commercial 
CRTs built by Datapoint. 

It was not until 1974 that a microprocessor appeared that pro­
vided sufficient resources to build a simple, general-purpose 
computer. This device, the Intel 8080, contained an eight-bit 
ALU, accumulator, six working registers, and rudimentary sup­
port for a 16-bit (64K-byte) memory address space. Neverthe­
less, programs for the 8080 and its Intel 8085 and Zilog Z80 
derivatives had to be small and simple, arithmetic precision 
was limited, and address space was constrained. 

In 1975 work began on the successor to the 8008 and 8080, a 
16-bit microprocessor to be called the 8800. At the time, in the 
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era of the DEC VAX (Digital was called "DEC" back then) and 
its supersophisticated auto-incrementing indirect memory­
addressing modes, complexity was seen as good. Processor 
architects and software scientists spoke of a need to decrease a 
perceived "semantic gap" between what high-level programs 
could specify in a single statement and what machine-language 
programs could accomplish in a single instruction. The 8800 
was supposed to close the semantic gap. 

Alas, the 8800 fell victim to creeping elegance: its architecture 
grew to include an ALU that could perform 8-, 16-, or 32-bit 
integer arithmetic and 32-, 64-, or 80-bit floating-point math. 
(This was the first microprocessor of any type to include float­
ing-point variables as a fundamental data type. The floating­
point formats and semantics defined for the 8800 project would 
later evolve into the IEEE-754 floating-point standard now sup­
ported by essentially all new microprocessor designs.) Direct 
hardware support was added for object-oriented software, per­
access privilege verification, and fault-tolerant multiple­
processor systems. 

The project relocated from Santa Clara to Oregon, the better to 
isolate its key engineers from Silicon Valley-based competition. 
The move also had the effect of isolating . the key designers 
(some thought) from reality. Microcoded primitives were added 
to support software multitasking and communications between 
processors and processes. The good news was that software 
could suspend operation of one process and initiate an entirely 
new task in a sterile, protected execution environment, all with 
a single machine-language instruction. The bad news was that 
single instruction might be hundreds of bits long and could 
require several tens of milliseconds(!) to complete. 

In time it became necessary to split the 8800 design into a two­
chip set; later, a third chip would become necessary when sys­
tem designers discovered the original architects had neglected 
to provided any mechanism for transferring data between mem­
ory and the outside world. 

The device's nomenclature would evolve, too: by the time it was 
finally introduced in 1981, it \Vas destined to acquire the moni­
ker "iAPX432," a so-called micromainframe computer. Its level 
of sophistication would by then prove to be too high for the mar­
ketplace, and its performance would prove to be far too low. A 
few years later, work on the 432 would be quietly discontinued. 
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The 8086 As the sophistication of the 8800 grew, its introduction schedule 
slipped. Meanwhile, back in Santa Clara, Intel had decided in 
1977 to develop a simpler interim processor to fill the latest one­
year slip in the 8800 design schedule. An emergency rush 
project was begun to develop a new 16-bit successor to the 8080. 
Only two constraints were imposed on this device: 
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• its architecture had to be close enough to the 8080's that 
assembly language programs written for the earlier device 
could be automatically translated to the new one, and 

• the entire design process had to be completed, and 1,000 
working parts had to be on Intel's distributors' shelves, 
within 12 months of project initiation. 

According to industry lore, two Intel engineers, Steve Morse 
and Bruce Ravenel, were relieved of their other duties and 
given the task of developing a complete software specification 
for the new, stop-gap machine. After holing up for two weeks in 
an empty conference room, they were joined by a third designer 
named Bill Pohlman. One week later the architects completed a 
preliminary spec. The architects requested a fourth week to 
define memory-management facilities; management refused. 
There just wasn't time, it was decided, for the crash develop­
ment program to concern itself with such nuances. 

The device they invented was called the 8086, a part number 
selected to hasten its acceptance by giving customers the 
impression it was designed to be a natural progression from the 
recently introduced 8085. The 8086 architecture was essentially 
a "stretched" version of the 8080. Its ALU supported both 8- and 
16-bit operations, its data bus was widened to 16 bits, and its 
address bus was expanded to 20 bits, allowing a memory space 
up to one megabyte. 

The 8086 programming model (Figure 2-1) defined fourteen 
16-bit registers. Four of these (designated AX, BX, CX, and DX) 
were used for general-purpose arithmetic. Four more registers 
(SI, DI, BP, and SP) served as "index" or "pointer" registers to 
simplify address calculations. Four others (CS, DS, ES, and SS) 
designated vaI"ious memory segments to be used for accessing 
instruction code, data values, or the stack. The final two regis­
ters held the instruction pointer (IP) and status flags. 

In the interest of time, the 8086 specification chose not to define 
any :floating-point operations; instead, the architects decided 
:floating-point support would be provided in the form of a collec-
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Figure 2-1. 8086 programming model. 

tion of escape instructions that would operate as no-ops in the 
8086 instruction set. A second, auxiliary, floating-point "copro­
cessor" would monitor the 8086 instruction stream and detect 
and interpret the instruction whenever one of these reserved 
opcodes was executed. In the case of the 8086, this FPU copro­
cessor was dubbed the 8087. 

The 8086 provided compatibility with 8080 software by map­
ping each of the earlier device's working registers onto the high­
or low-order bytes of the 8086's four general-purpose registers. 
Each instruction in the 8080 repertoire was likewise supported 
by an equivalent eight-bit 8086 operation with identical seman­
tics, and the settings of each of the 8080's status flags were 
mimicked by the corresponding bit in the 8086 FLAGS register. 
Thus, with the proper choice of operations and operands, it was 
possible to emulate the exact semantics of every instruction in 
an existing 8080 program with an equivalent (albeit generally 
longer and typically less efficient) 8086 operation. 
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In order to expand the 8080 address space beyond 16 bits (64K 
bytes), the 8086 adopted a system of memory-space segmenta­
tion. Segmentation can be thought of as a form of glorified bank­
swapping. Each code, data, or stack reference may be config­
ured to access a different region ("segment") of memory. Before 
each memory access, the value in a 16-bit register that specifies 
the corresponding segment is shifted left four bits to form a 20-
bit "segment base address," which is added to the 16-bit "offset" 
computed by the instruction-addressing mode. 

Segmentation provided a quick and dirty method to expand the 
physical address space beyond 64K bytes while working within 
the constraints of a 16-bit CPU. The downsides were increased 
complexity in the programming model, incompatibilities 
between software modules, inefficiencies in execution time, and 
added hardware cost. 

(A bit of industry arcana: the original Morse-Pohlman-Ravenel 
specification had included four additional "limit" registers that 
defined the size of each of the four segments. Their intent was 
that these registers would provide a rudimentary form of mem­
ory protection. Errant software that attempted to access mem­
ory above its allocated segment size could thus be intercepted 
before any damage could be done. 

(When the chip was built, these registers were left off to save 
transistors and design time. ''What good would they do?" the 
chip designers asked. By the time a software product ships, 
they figured, any errant accesses should have been located and 
fixed! Had the architects' intent been carried through to the 
final design, however, software vendors might have used seg­
mentation more in the way it was intended. Software compati­
bility problems that arose as the segmentation model changed 
in future-generation products might thus have been avoided.) 

The point of this discussion is to show that the 8086-the grand 
patriarch of the x86 dynasty-was born disadvantaged. Its 
architecture was compromised to preserve compatibility with a 
product line that began as a cost-reduced CRT controller. Its 
definition process was compromised to save specification time. 
And its implementation was further compromised to save cost. 

A thousand working 8086 processors did indeed make it onto 
distributor shelves within a week of the 1978 target date, 
largely due to the wholesale compromises struck throughout the 
part's gestation. Customers were uniformly underwhelmed, and 
disappointingly slow to accept the new part. Months passed, 
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then quarters, then years, while Intel marketers tried to con­
vince themselves that sales would begin to soar, just as soon as 
the extended design-in cycles ended. 

Customers who needed 16-bit processing power were far more 
interested in the 68000 being developed by Motorola, or the 
upcoming Z8000 from Zilog. The consensus among system 
designers was that these other devices would provide a more 
regular, orthogonal, true minicomputer-like architecture. 

The 8086, in comparison, had an architecture deemed arcane by 
programmers, a memory segmentation scheme that was cum­
bersome to use, and a bus interface that was expensive to 
design for. While a wealth of byte-wide RAMs, EPROMs, and 
peripherals had by then been introduced to support the 8080 
and 8085, and while new peripherals were allegedly being 
designed for 16-bit buses, no such devices existed yet. 

The 8088 Its primary strength being in the area of hardware, Intel 
responded to these concerns by attacking the hardware problem 
first. Intel quickly developed a new device that was fully soft­
ware compatible with the 8086, and contained essentially the 
same 16-bit core, but required only an eight-bit interface to 
memory and I/O. This device (called the 8088) could thus be 
used with inexpensive support components developed for the 
8085. While the 8088 attracted considerable interest among 
designers of high-end embedded-control applications, even here 
the part was slow to be accepted. 

Its secondary strength being marketing, Intel then responded 
with a number of intensive marketing programs. Most notable 
was "Operation Crush," which included saturation ads, high­
pressure customer visits, and promises to the field sales force of 
generous cash rewards and paid vacations to Tahiti and other 
exotic locales if certain aggressive sales goals were met. (See 
reference 10 and Chapter 4: Vendor Profiles or further infor­
mation on Operation Crush.) 

All this mattered little until 1980, when a small team of rene­
gade IBM engineers from Boca Raton, Florida decided to build a 
new "personal computer." The CPU they selected was the Intel 
8088. Intel's 16-bit processors had been in production somewhat 
longer than Motorola's, and the compatibility of the 8086 
instruction set with existing 8080 programs (they thought) 
would hasten the availability of third-party software. Moreover, 
the 8088's byte-wide bus would be cheaper to design a system 
around. 
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Thus the 8088-based IBM PC came to be introduced in the fall 
of 1981. IBM approached Bill Gates, who had formed a small 
company to sell BASIC interpreters, about acquiring an operat­
ing system. (The president of IBM had served on the national 
board of United Way with Bill's mom.) Microsoft in turn bought 
the rights to a self-proclaimed "quick and dirty" operating sys­
tem developed by an even smaller company, renamed it MS­
DOS, and sub-licensed it to IBM under a sweetheart deal. The 
rest, as they say, is history. (See references 8 and 9.) 

The 80186 The desire to further reduce system costs led Intel to develop 
the 80186, a highly integrated processor that combined an 
8086-like core with address decoders, timers, an interrupt con­
troller, and direct-memory access (DMA) logic comparable to 
those found in an IBM PC. Just for good measure, a handful of 
new instructions were added to the CPU in the process. 

Unfortunately, the peripherals built into the 80186 did not 
strictly match those of the PC, either in the functions they per­
formed or the mechanisms for accessing them. PCs built with 
the 80186 were thus unable to execute certain DOS programs. 
The 80186 became a highly successful product, with derivatives 
still being introduced, but only in the realm of embedded con­
trol. I/0-related software compatibility problems prevented the 
part from being able to run many MS-DOS applications, and the 
80186 failed totally as a processor for desktop computers. 

The 80286 Even a one-megabyte address space proved insufficient, as soft­
ware sophistication and the users' need for power grew. Next 
came the Intel 80286, a device with a faster clock, a 24-bit 
(16-MB) physical address space, on-chip memory management 
and protection, and yet a few more specialized instructions. 
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Following reset, an 80286 defaults to a mode in which it has the 
same lMB address space and the same memory-segmentation 
scheme as the 8086, and is fully compatible with 8086 software, 
and incidently delivers three times the performance. The 80286 
architects intended that 8086-mode software would simply ini­
tialize a series of tables used by the memory-protection logic 
and then switch the processor into a "native" operating mode in 
which the full 16-MByte address space and the new improved 
286 memory-management logic would be enabled. 

The 80286 was quickly adopted for use in the IBM PC/ AT, a suc­
cessor to the original PC. Unfortunately, the 80286 architecture 
suffered from two problems. First, in native mode the semantics 
of the segmentation registers were different from those of the 
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8086: the earlier part used the contents of the segment registers 
directly as a base address, while in the 80286 these registers 
determined base addresses indirectly via a memory-based 
segment-attribute table. Because of this change, much existing 
MS-DOS software would not run in 80286 protected mode. 

Second, in the interest of software security, once the switch was 
made to native mode, there was no way (short of a full hardware 
reset) to switch back to a full, less-secure, 8086-compatibility 
mode. This, naturally, didn't stop IBM. PCs built using the 
80286 included a mechanism by which protected-mode 80286 
software could indeed return to 8086-compatibility mode by 
issuing a command to the keyboard controller chip, thereby 
causing the controller to toggle an unused I/O pin, which would 
then reset the main 80286 CPU, which could then examine 
coded data in memory to determine whether it had experienced 
a cold or warm start, and could thus reinitialize the entire sys­
tem either from scratch, or could resume execution of an earlier 
program based on process state variables stored in memory. (I'm 
not making this up.) 

Needless to say, 80286 task-state-switching times were some­
what slow. As a result, 80286-based personal computers were 
seldom used as anything more than accelerated 8086 boxes. 
Even without these flaws, though, the 80286 would still have 
been fundamentally li:qiited by its 16-bit ALU and register set. 
Even with a 24-bit address space, memory segments were still 
held to 64K bytes. Thus even native-mode 80286 application 
programs had to battle all the same architectural limitations as 
the original 8086. 

2.2 The 386 Family 
With the introduction in 1985 of the 32-bit Intel 80386 micro­
processor (later to be renamed the i386, and later still the 
i386DX), all internal registers, buses, and arithmetic operations 
were expanded to 32 bits. Physical memory addressability was 
expanded to 232 bytes (four gigabytes). A number of new 
instructions and new addressing modes were added, and the 
orthogonality of existing operations was enhanced. 

Program size became essentially unbounded. A virtual-memory 
paging system was added that provided a logical address space 
up to 246 bytes (64 terabytes). New process-management data 
structures, instructions, and interprocess protection mecha-
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nisms were added to let multiple users run multiple programs, 
even multiple operating systems, all at the same· time, with 
each task and context fully protected from the software mal­
functions of the others. 

A new mode of emulating the 8086 was also added, making it 
possible to run multiple DOS, UNIX, or OS/2 applications 
simultaneously. It thus became practical to preserve a user's 
investment in 16-bit applications software without precluding 
the use of new, native-mode 386 capabilities. 

The original segmentation model was improved. Two new seg­
ment registers were added, and the offsets allowed within each 
grew from 16 to 32 bits. Each code segment or data structure 
could thus use as much of the physical address space as it 
needed, up to a full 4GB. 

But just as the 16-bit bus of the original 8086 was wider than 
what was needed for many applications, the 32-bit bus of the 
i386DX increased system costs for certain low-priced applica­
tions. Following the precedent of the lower-cost, 8-bit-bused 
8088, Intel later introduced a cost-reduced member of the 386 
family called the i386SX: a lower-cost 16-bit-bus device 
intended to compete directly with the 80286 on system costs. 

2.3 The 486 Family 
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In 1989 Intel introduced the i486DX microprocessor, a faster 
and more highly-integrated addition to the x86 family. In addi­
tion to its 32-bit, 386-compatible CPU, the 486 included eight 
kilobytes of on-chip cache, an on-chip floating-point coprocessor, 
and significantly faster external bus protocols. 

In keeping with the precedent of the 16-bit-bus 8086 being fol­
lowed by the lower-cost 8-bit-bus 8088, and the 32-bit-bus 
i386DX being followed by the lower-cost i386SX, Intel (true to 
form) introduced in 1991 a lower-cost version of the i486DX 
device, again with an "SX" suffix. Instead of reducing its bus 
width, however, the i486SX provided essentially the same sys­
tem interface as the i486DX, but eliminated the on-chip FPU as 
a justification for its lower price. 

One area in which the 486 family departed from the tradition of 
its predecessors was in not reopening the underlying architec­
ture. Whereas the 8080, 8085, 8086, 80186, 80286, and 386 had 
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each augmented the instruction set, registers, and other capa­
bilities of their predecessors, the 486 was essentially just a 
faster implementation of the architecture solidified by the 386. 
Operating systems and applications software originally devel­
oped for 386 CPUs could thus run unchanged on systems built 
with a 486. Indeed, aside from minor revisions to BIOS firm­
ware to configure the cache and FPU, the 486 instruction set 
did not change sufficiently to justify the development of custom­
ized software, so the market had little excuse not to quickly 
accept the new part. 

The 386 and 486 processors departed from industry tradition in 
another major way. Microprocessors had typically been 
multiple-sourced. Whenever a new device was introduced, the 
company that developed it would immediately license its design 
to competing vendors. The availability of alternate sources was 
thought to increase the perceived viability of a new product. 
Moreover, the resulting competition for market share would 
reassure OEM system vendors that prices for the part would 
continue to fall steadily. By the time the 386 was announced, 
half a dozen vendors were competing for 80286 market share. 
And true to the laws of supply and demand, 286 prices had 
eroded to the point of vanishingly small profit margins. 

The 386 and 486, on the other hand, were the first Intel proces­
sors that were not second-sourced. System vendors that wanted 
the latest and greatest chips had no choice but to buy from 
Intel. The resulting monopoly kept margins high, Intel's profit­
ability soared, and a window of opportunity opened for chip ven­
dors wishing to share in the wealth. 

2.4 The Explosion of Third-Party 
CPUs 

AMO Becomes an 
Industry Force 

Into the alternate sourcing void stepped a number of vendors, 
each with its own strategy on how best to tap into the Intel 
profit pool. 

AMD was first to arrive, introducing its own version of the 
386DX in 1991. Soon the AMD product line grew to include 
more than a dozen alternate implementations of Intel's main­
stream 386 and 486 processors. AMD parts are generally pin­
and spec-coIIl.patible with Intel's, but with higher-frequency 
operation and improved electrical characteristics. 
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In its first two years of participation in the 386 market, AMD 
became remarkably well established. Its customers include doz­
ens of third-tier companies, most of the second tier, and a grow­
ing number of the first. Even IBM began using AMD processors 
in low-end machines sold in Europe, and major companies such 
as Digital Equipment Corp. and Compaq are featuring AMD­
based products. By the end of 1992, AMD had captured (or 
acquired by default) more than half of Intel's 386 unit produc­
tion. By the end of 1993, Intel had withdrawn almost com­
pletely from the competition for 386-based PCs. 

Chips and Technologies was next to announce a broad range of 
planned 386 derivatives in 1991. Six products were announced 
and more promised. Some were said to be compatible with Intel 
devices, while others were to have enhanced pinouts and 
improved functionality. 

Alas, compatibility problems forced C&T to go through several 
iterations of its design before the chip was adequately 
debugged, which eroded customer confidence. The company also 
encountered repeated production delays, and the devices 
needed an extremely large die that made it hard for C&T to 
compete with more established products on price. Facing tough 
competition and dwindling cash reserves, C&T bailed out of the 
386 market and canceled further 486 developments. 

Cyrix Joins the Fray Cyrix, a small company that had previously made only Intel­
compatible math coprocessors, joined the fray in 1992. Cyrix's 
Cx486SLC and Cx486DLC combined a 486-class CPU core with 
a lK cache in an i386SX- or i386DX-compatible package, and 
quickly became quite successful in the notebook market and in 
some desktop sockets. Since then Cyrix has continued to inno­
vate, introducing devices that could match (and in some cases 
exceed) the features of Intel's comparable 486s. 
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Cyrix's initial success throughout 1993 and 1994 came prima­
rily from second- and third-tier system suppliers. By mid-1994, 
Cyrix had staked its claim in the rapidly developing notebook 
PC market and was shipping about 3% to 4% of all 386 and 486 
chips-not bad for a tiny company battling better-established 
Intel and AMD with its first microprocessor products. Consider­
ing that even 4% of the x86 chip market is more than two mil­
lion chips, a small market share can still be very attractive to a 
young chip supplier. Within a short period of their introduction, 
Cyrix had easily shipped far more 486 CPUs than the total unit 
sales of any RISC processor company for desktop systems. 
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Tl Plays Copy Cat In contrast to Intel andAMD, Cyrix does not own its own fabri­
cation facilities; instead, it contracted with SGS-Thomson and 
Texas Instruments to build the chips Cyrix would sell. In 
return, TI secured the right to build and sell devices based on 
the Cyrix core. TI began selling its own versions of the Cyrix 
486SLC and 486DLC designs in 1992. 

During 1993 the Cyrix-TI relationship dissolved into litigation, 
leaving TI without an outside source of next-generation x86 
designs. Still, in 2Q94 TI began announcing custom designs 
derived from the Cyrix CPU core but with additional on-chip 
functions. The most aggressive of these (code named "Rio 
Grande") was later discontinued, after TI failed to find any cus­
tomers interested in using the part. Unless TI succeeds in 
developing more sophisticated x86 core technology of its own, 
the company is unlikely to remain a long-term player in the 
market. 

IBM Pulls an End Run The surprise entrant in the x86 sweepstakes turned out to be 
IBM-all the more a surprise because IBM had worked closely 
with Intel for years, and at one point had even owned 12% of the 
company's stock. Under various technology exchange agree­
ments, IBM was prohibited from selling any x86-architecture 
microprocessors of its own design on the merchant market if it 
used intellectual property gained from Intel. 

In 1993 IBM attempted to exploit a loophole in the Intel tech­
nology license. Apparently, the Intel agreement let IBM sell 
microprocessor subsystems or daughterboards, but never 
spelled out what level of complexity was required for a "chip" to 
be deemed a "system." Moreover, the agreement apparently let 
IBM provide CPU chips to third-party manufacturers con­
tracted to assemble IBM boards or systems, and to sell those 
finished boards and assemblies to OEM system vendors. 

Apparently, though, there was nothing in the Intel deal to pre­
vent the company doing subcontracted assembly work from 
being the same company that bought the finished boards when 
they were done. In other words, IBM could (it felt) provide raw 
CPU components to an established PC vendor-Compaq, say, 
for the sake of discussion-that would then assemble mother­
boards using the devices, and pay IBM not for the chips but 
rather for the value those chips added to the boards they were 
in! (While IBM representatives at one point openly solicited 
business under these terms, there's no evidence that Compaq or 
any other system vendor attempted to exploit this loophole.) 
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Thus IBM was allowed to market its 386SLC, 486SLC2 (later to 
be renamed the BL486SLC2), and "Blue Lightning'' (later to be 
renamed the BL486SX2/SX3) processors directly to system ven­
dors as part of a CPU daughterboard-even if these consisted of 
no more than a chip or two on a small circuit board-and hoped 
to sell parts to system motherboard builders indirectly through 
subcontracted assembly and licensing arrangements. 

IBM's chips are technologically impressive. They are conceptu­
ally similar to the Cyrix Cx486SLC and Cx486DLC, but with a 
faster core and much larger caches. They are also remarkably 
small, thanks to IBM's advanced IC processes. IBM's 
BL486SX2/SX3 chip could also serve as the heart of an end-user 
upgrade product for existing 386 systems. Nevertheless, IBM 
wasn't likely to play a major role in the microprocessor business 
as long as its chips could only be sold within subassemblies. 

In 1994 IBM became an alternate source for Cyrix-designed 
486-class products, thus opening up a channel for direct chip­
level sales to system OEMs. Perhaps more important, IBM has 
acquired the rights to sell current and future leading-edge 
designs developed by Cyrix and N exGen. 

In addition to these players, several others have made moves on 
the 386/486 business. In Japan, V.M. Technology (VMT)-a 
company founded by Masatoshi Shima, a contributor to the 
4004 and Intel's lead designer on the 8080-has spent years 
developing a 386SX-equivalent processor for ultralow-power 
Asian-language word processors and hand-held digital appli­
ances. The device was finally announced in 1993. As the market 
moves to the 486, it's not clear ifVMT will join the majors. 

United Microelectronics Corp. (UMC), one of the largest 
Taiwanese semiconductor makers, licensed a high-speed 386 
design from Irvine-based Meridian Semiconductor, and the com­
pany said it would market a 486SX-compatible processor in 
1993. These chips were announced and reportedly began sam­
pling in Asia during 2Q94. The company claims it will also 
introduce· a 486DX2-caliber product in 1995. 

Back in the U.S.A., Integrated Information Technologies (IIT) 
has a 486-compatible development program under way, but no 
details have been released. IIT has entered into a partnership 
with National Semiconductor for undisclosed future products, 
possibly including microprocessors. 
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NexGen, whose products have been delayed many times, finally 
began sampling product in 1993. In 1Q94 the company 
announced a non-pin-compatible two-chip set said (by NexGen) 
to compete favorably with Pentium on both price and perfor­
mance. N exGen's plan originally called for it to sell only sys­
tems, but it has abandoned this plan and is focusing on being a 
chip-level microprocessor supplier. 

Undoubtedly, numerous other companies have 386/486 proces­
sor developments under way; this market is just too big and too 
profitable to ignore. It seems that it is only a matter of time 
before one of the major Japanese semiconductor makers breaks 
into the business, though legal questions may delay this until 
late 1995 or later. 

2.5 Intel Strikes Back 

"Second-Generation" 
386 and 486 Designs 

Despite the near total loss of the 386 market to AMD-or possi­
bly because of the loss-Intel has continued to report steadily 
improving financial results. As AMD began encroaching on 386 
sales, the average selling price (ASP)-and potential profit-of 
the devices quickly fell to well under $100. The ASP of a 486 at 
the time remained several times higher, and freed of its 386 pro­
duction commitments, Intel could devote more of its production 
capacity to higher-margin 486s. 

So as AMD 386 unit volume grew, so did Intel 486 production, 
and Intel profits soared. This is a familiar Intel strategy: when 
prices on older chips drop, Intel relinquishes the chore of servic­
ing that market to a competitor and reallocates its fab capacity 
and other finite resources to newer, higher-margin chips. 

In order to counter AMD's low-voltage and low-power 386 
devices, and in an effort to bolster 386 ASPs, Intel announced in 
4Q90 a fully redesigned, static, low-voltage, and highly inte­
grated version of the i386SX CPU. This device, called the 
i386SL, had a brief but brilliant career: it was quickly selected 
by virtually every first-tier vendor of 386 lap-top PCs and sold 
in extremely high volumes until early 1993, when the device's 
high manufacturing costs and Intel's desires to migrate the cus­
tomer base away from the 386 led the part to be discontinued. A 
fully redesigned, static, low-voltage, and highly integrated ver­
sion of the i486SX, called the i486SL, was also introduced in 
1992, but active promotion of the part for new designs ceased a 
year later. 

The Complete x86 



Chapter 2 x86 Family Heritage 31 

Other than price cuts and the usual clock-rate increases, the 
biggest and most lasting news in Intel's 486 product line was 
the introduction of"clock-doubler" versions of the 486, known as 
the i486DX2 in the OEM market and as the OverDrive chip in 
the retail market. These chips match higher on-chip clock rates 
with slower motherboard designs for a happy compromise 
between system cost and performance. While a 50-MHz 
i486DX2 isn't quite as fast as a non-doubled i486DX running 
fiat-out at 50-MHz, it does provide 85-90% of full performance 
with a much lower system cost. A clock-doubled i486DX2-66 
roughly matches the performance of the i486DX-50, depending 
on the application, while allowing a significantly simpler and 
less costly 33 MHz motherboard design. 

(Other vendors have begun playing clock-multiplier games as 
well. IBM's 486SLC2 has a 16K on-chip cache and a clock-dou­
bler in a 386SX pinout. IBM's "Blue Lightning," has a clock-tri­
pler to match its 60-, 75-, and 100-MHz internal rate to 20-, 25-, 
and 33-MHz system designs. AMD, Cyrix, and IBM began ship­
ping clock-doubler versions of 486SX- and 486DX-class 
machines, prompting Intel to quickly introduce its own i486SX2 
and the 100-MHz clock-tripled IntelDX4.) 

It's not clear how successful Intel has been with its OverDrive 
upgrade processors (the retail version of the i486DX2). Cutting 
the cost of a CPU upgrade sounds great, and Intel's sharehold­
ers should like the idea of selling two processors for every sys­
tem, but it remains to be seen how many system owners will 
bother to upgrade. One estimate is that between three million 
and four million units were sold during 1993, which would 
account for as much as one billion dollars of retail sales. Even if 
no one were to buy upgrade processors, however, Intel still ben­
efited from the OverDrive campaign because it gave consumers 
another reason to buy an Intel 486 system instead of a competi­
tor's high-end 386. 

Pentium The formal announcement of Pentium occurred in March of 
1993, though only relatively small (by x86 standards) numbers 
of devices were delivered through fourth quarter 1993. While 
the floodgates on Pentium production began opening in the first 
quarter of 1994, Intel thinks it will likely be mid-1995 before 
Pentium shipments approach current 486 volumes. 

© 1994 MicroDesign Resources 

Because of constrained availability and other factors, Pentium 
systems carried premium prices through much of 1993. With no 
direct competition at that performance level, Intel had little 
motivation to price the part aggressively. System makers also 



32 Part I Preliminaries 

try to charge the highest markup on systems using the latest 
processor, hoping to recapture whatever profit they can while 
demand for the new technology is high. 

2.6 Commentary 

The Intel 
Technology 

Treadmill 

The 386/486 market has changed dramatically and is continu­
ing to change. Straight Intel clones, such as AMD's 386, will 
become a thing of the past as each vendor develops its own 
implementation of the architecture. While Intel likes to call the 
compatible chip vendors "imitators," they are imitating less and 
less. 

With Pentium-class designs, no vendor can afford the delay 
incurred by waiting for Intel's chip to ship and then analyzing it 
before developing a competitive product. Instead, multiple ven­
dors are creating their own independent implementations of a 
de facto"'.standard instruction-set architecture. The result will 
be a wider array of offerings than ever before, giving system 
designers and users more choices and more competitive pricing. 

As superscalar implementations of the x86 architecture become 
common, Intel will gain a new advantage over its competitors. 
Pentium requires a significantly different code-generation 
strategy (in the compiler) to produce the fastest programs. 
Pentium-aware compilers are essential to getting the most per­
formance out of that processor. Intel is working closely with 
compiler vendors to make sure that they produce code that is 
well optimized for Pentium. Developers of performance-critical 
applications software are more likely to provide recompiled ver­
sions as Pentium systems become more widely available. 

Now consider the plight of a company such as Cyrix, which is 
developing its own superscalar x86 processor that it expects will 
be faster than Pentium. Cyrix has little chance of getting com­
piler developers to produce Cyrix-specific code optimizers, and 
application developers wouldn't be interested in any case 
because Cyrix, a newer, smaller and less established player, 
can't guarantee the market demand. Because of this, Cyrix is 
finding it necessary to design processors to deliver comparably 
high performance, whether or not the software it's running has 
been recompiled according to new rules. 

Vendors of Intel-compatible processors must therefore design 
their processors to make do with the compiler optimization 
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strategies dictated by Intel for the 486 family or for Pentium. 
This can be achieved, in part, by using similar design tech­
niques. Another approach is to design the processor hardware 
so that code-generation strategies are less critical by allowing 
speculative and out-of-order instruction execution. These tech­
niques allow the processor to effectively reorganize the program 
as it is being executed, reducing the dependence on compiler 
optimizations, but they also make the processor design consid­
erably more complex and harder to debug. 

The battle of the RISCs, while obviously critical to RISC ven­
dors, is nearly irrelevant to x86 vendors. Even if Power PC sales 
were to take off or if Windows NT on RISC platforms were to be 
a wild success, RISC processors would likely sell no more than a 
few million chips per year into the desktop market. The effect of 
this on x86 sales might be to cut annual shipments from 60 mil­
lion units per year to, say, just 55 million devices-barely a dent 
in the success of the architecture. Even as early as 1992, 
Cyrix-the youngest and smallest of the alternate-source x86 
vendors-was shipping more CPUs for the desktop market than 
all RISC workstation vendors combined. 

The real battle for volume in the desktop microprocessor mar­
ket, at least until late in the decade, will be among the vendors 
of x86 microprocessors. Intel is clearly in a commanding posi­
tion. Pentium is still Intel-proprietary and has been nearly 
immune from the price compression that has consolidated the 
low-end and midrange processors. 

Unless Intel stumbles badly with Pentium, that company will 
retain its performance lead among x86 implementations and 
have a new core processor from which to spin derivatives­
while its competitors slog it out in the 386 and 486 trenches and 
attempt to establish new Pentium-class competition. Pricing of 
486DX chips will surely follow the trend of the 386 and 486SX, 
eventually falling under $50. The big price cuts will occur as 
AMD, Cyrix, TI, IBM, and probably others ramp up production. 
By then, Intel will have once again established the high ground 
with its Pentium-family derivatives and may willingly relin­
quish the low-end 486 market, just as it did with the 8086, 
80286, and 386 markets before it. 

Intel still holds the keys to the kingdom in one important sense: 
it is the only company with the market influence to evolve the 
architecture. Perhaps with the "P6," and surely with the "P7 ," 
new features-and possibly even an entire alternate instruction 
set-will be added to the architecture. Intel has the leadership 
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role that allows it to add new capabilities and gain broad indus­
try support for them, while other vendors will have to follow 
Intel's lead. 

2. 7 For More Information ... 

Vendor Publications 

Microprocessor 
Report Articles 

Other Technical 
References 

Additional information on the x86 microprocessor family heri­
tage may be found in the following publications: 

1: Intel 8086 Programmer's Reference Manual. Intel Corpora­
tion, 1989, order #270710-001. 

2: 386-Real-Mode-Compatible Chip from Japan. MPR vol. 2 
no. 5, 5/88, pg. 2. (Most Significant Bits item.) 

3: Japanese Startup Develops "Virtual Microprocessors"*. MPR 
vol. 3 no. 9, 9/89, pg. 8. (Feature article.) 

4: Startup Reveals Design for Superscalar 386-Compatible Pro­
cessor*. Michael Slater, MPR vol. 5 no. 4, 3/6/91, pg. 7. (Fea­
ture article.) 

5: Football and Microprocessors. Nick Tredennick, MPR vol. 6 
no. 1, 1/22/92, pg. 19. (Editorial.) 

6: VLSI Previews x86 PDA Processors. MPR vol. 7 no. 9, 
7 /12/93, pg. 4. (Most Significant Bits item.) 

7: VLSI Integrates 486SL Power Management. Linley Gwen­
nap, MPR vol. 7 no. 9, 7 /12/93, pg. 16. (Feature article.) 

8: Hard Drive: Bill Gates and Making of the Microsoft Empire. 
James Wallace and Jim Erickson, Harper Business, 1993, 
ISBN 0-88730-629-2. 

9: Gates. Steven Manes and Paul Andrews, Simon & Schuster, 
1993, ISBN 0-671-88074-8. 

10: Marketing High Technology. William Davidow, Free Press, 
1986. (Case histories of Intel marketing strategies.) 

(*Note: Items marked with an asterisk are available in Under­
standing x86 Microprocessors, a collection of article reprints 
from Microprocessor Report.) 
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3 The x86 Microprocessor 
Architecture 

A microprocessor's architecture and its implementation are 
two very different things. Architecture relates to the collec­
tion of instructions a computer can execute, the registers 
within the computer on which the instructions operate, and 
the memory-based data structures interpreted and main­
tained by the CPU. These are the resources with which 
assembly language programmers and compiler writers must 
be concerned when constructing new operating system soft- / 
ware and application programs. 

Implementation relates to the internal hardware resources 
used to perform the operations determined by the architec­
ture, resources such as arithmetic-logic units, register files, 
address adders, caches, and internal data buses. Any given 
architecture may be implemented in many different ways, 
depending on the relative importance of such factors as cost, 
performance, and complexity. 

Most of the remaining sections of this report relate to the 
technical details of various implementations of the same x86 
architecture. Unfortunately, certain aspects of a computer's 
architecture may have considerable long-term ramifications 
on its implementations, affecting how cheaply or how effi­
ciently high-performance versions can be built. 

Common Ground To understand some of the issues affecting various implemen­
tations of x86-family devices, it is therefore useful to under­
stand the underlying architecture. This chapter gives a quick 
overview of the architecture common to each of the 386, 486, 
and Pentium processors now in production. 
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Specifically, this chapter summarizes the 386 architecture, 
including the application- and system-level programming 
models, the instruction set, memory-addressing modes, and 
software emulation and compatibility issues. The details pre­
sented here describe the capabilities shared by all members of 
the 386 and 486 product lines made by Intel, AMD, Cyrix, TI, 
and others. Processor-specific extensions to the architecture, 
including new instructions implemented by the 486 and 
Pentium product lines, and the new "System-Management 
Mode" facilities added to recent power-conscious 386 and 486 
devices, are described within the respective product descrip­
tions in Part III and Part IV of this report. 

Be aware, though, that the 386 architecture is complex in 
every sense of the word. The bad news is that it's beyond the 
scope of this report to cover the 386 architecture at more than 
a superficial level. The good news is that the 386 has the most 
heavily documented architecture in computer history. Consult 
the For More Information ... section at the end of this chap­
ter for a list of additional references relating to the 386 pro­
gramming model and instruction set. 

3.1 Programming Model 
The user programming model of 386-family microprocessors 
involves a number of different aspects, including the user­
visible programming model, instruction set, and addressing 
modes that reference external memory-based operands. 

Working Registers Figure 3-1 shows the registers that are visible to 386 and 486 
applications programs: eight 32-bit working registers, six 
memory-segment selector registers, and the instruction-pointer 
and flags registers. 

The 386 architecture is register based; most instructions 
operate on eight working registers designated EAX, EBX, 
ECX, EDX, ESI, EDI, EBP, and ESP. Each is 32 bits wide, and 
each can contain raw data, address components, or a full 
memory address, according to the needs of the software. 

By convention, the first four working registers most often 
manipulate data, and the latter four are generally involved in 
computing memory addresses. Several of the working regis­
ters perform dedicated functions, and special instructions 
operate on these registers by default. For example, EAX is the 
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Figure 3-1. The 386 user programming model. 

destination or source for instructions affecting input or output 
ports, and sometimes acts as a data accumulator or tempo­
rary register. The ECX register holds loop-count values for 
iterated byte-string moves or searches. The EDX register 
operates as a pointer for indirect I/O port operations. 

The ESI and EDI registers are source and destination index 
pointers, respectively, for string operations. Each pointer is 
automatically incremented or decremented by the number of 
bytes involved following each iteration. The ESP register acts 
as an implicit stack pointer. 

A number of instructions affect operands in the system-stack 
region of memory. These instructions read the ESP register to 
determine the current top-of-stack, and increment or decre­
ment ESP accordingly. EBP is a base pointer, used in refer­
encing stack-based variables. These include parameters 
passed to a subroutine, as ·well as local variables allocated 
within the subroutine stack. 
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Program Control 
Registers 

In some cases, allocating particular registers to dedicated 
hardware functions improves the performance of time-critical 
operations. Dedicated logic and special data buses connected 
to the ESP, for example, can retrieve and update its contents 
without disrupting data transfers between the register file 
and the ALU. 

In other cases, use of a default register increases the density 
of 386 microprocessor programs. Most arithmetic and logical 
instructions come in two types. The generic form can specify 
any register as its destination operand, while a shorter ver­
sion implicitly affects the EAX register. A special conditional 
branch instruction tests whether the loop count (ECX) regis­
ter is zero. 

It should be noted, though, that each of the working registers 
is indeed general purpose. Despite the usage conventions 
described above, and in addition to performing functions 
imposed by the hardware, each register can be a source or 
destination operand for all register operations. 

Programs developed for the 386 architecture generally make 
use of the full precision of each register. It is often necessary, 
however, for a 32-bit microprocessor to perform operations 
with less precision, such as when manipulating 8-bit ASCII 
character strings or when interacting with byte-wide periph­
erals or memory devices. A 32-bit microprocessor may also 
have to limit its precision to share database files or memory­
based data structures with a less capable processor. A special 
case of the latter situation arises when a 386 microprocessor 
executes programs originally developed for (16-bit) 8086- or 
80286-based systems. 

When necessary, all arithmetic and logical operations of the 
386 instruction set can manipulate partial-width subfields 
within the general-purpose register set. Instructions performed 
to 16 bits of precision can reference just the low-order half of 
each of the registers, designated by the symbols AX, BX, CX, 
DX, SI, DI, BP, and SP. Instructions that operate in 8-bit mode 
reference only the 8-bit data register fields labeled AH, AL, BH, 
BL, CH, CL, DH, and DL. (The 8- and 16-bit register fields and 
their names duplicate the .programming model of the 8088, 
8086, and 80286 microprocessors.) 

The 32-bit extended instruction pointer (EIP) indicates the 
instruction currently being executed. Values derived from the 
EIP control the instruction prefetch unit and keep track of 
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Figure 3-2. The ~86 system programming model. 

instructions in earlier stages of the prefetch pipeline. 
Program-redirection instructions, including jumps, calls, and 
conditional branches, all allow target addresses to lie any­
where within the full 4-Gbyte processor address space. 

The extended flags register (EFLAGS) contains a combination 
of status flags and control fields. This register is a superset of 
the program status word implemented by previous members 
of the product line, starting with the 8088 and 8086. Certain 
fields within the EFLAGS register are available for use by all 
software; protection mechanisms make other fields visible 
only to software operating at the highest privilege level. 

System Registers In addition to the user-accessible registers described above, 
the 386 architecture defines a number of system registers and 
memory-based data structures. These resources are not nor­
mally accessible to applications programs, and can be consid­
ered part of a separate, system-level programming model. 
These registers are shown in Figure 3-2. 
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Figure 3-3. The 386 control register field definitions. 

Control Register 
Functions 

Control registers CRO through CR3 determine the CPU oper­
ating mode and execution options and the base address within 
system memory of various critical data structures, as detailed 
in Figure 3-3. 

Control register CRO contains five control and status flags. 
Functions controlled by these bits are as follows: 

• PG and PE control the processor operating mode and 
enable 386 memory paging and protection features. To pro­
vide full compatibility with operating system software 
developed for the 8088, 8086, and 80286 processors, these 
bits can be initialized to limit processor operation to the 
simpler instruction set, reduced precision, and less capable 
addressing modes implemented by earlier devices. 

• EM and MP control the handling of :floating-point opera­
tions in the instruction stream. 

• TS is set when task switches occur, and can be used in con­
junction with bits EM and MP to reduce the time needed to 
save the state of tasks that don't use the floating-point unit. 

Control register CR2 preserves the 32-bit linear address of 
the attempted memory reference that produced the most 
recent page fault. Operating system page-fault handlers use 
this address to locate the offending page, swap a new page 
into physical memory from disk, and update the memory­
based page tables. 

Control register CR3 contains the physical base address of the 
page directory table for the currently executing task. Page 
tables must be aligned at 4-Kbyte page boundaries, so only 
the high-order 20 bits need to be specified. 
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Breakpoint Registers To allow full-speed, noninvasive software instrumentation 
and debugging, the 386 architecture defines four hardware 
address comparator registers, labeled DRO through DR3 in 
Figure 3-2. Each can be programmed with an arbitrary linear 
memory address. When executing the instruction at that 
address, or referencing the data value at that address, an 
immediate hardware trap is invoked. Two additional registers 
(DR6 and DR7) contain control and status information for the 
breakpoint logic. This facility is especially powerful, since it 
does not affect program execution speed, and it can detect 
instruction execution events not visible from outside the 
device. 

3.2 Integer Instructions 
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The 386 architecture defines a fairly extensive integer instruction 
set. Integer and control operations divide into eight categories: 

• Data transfer 

• Arithmetic and logic 

• Program control 

• Operating system and high-level language support 

• String operations 

• Bit manipulation 

• Shift/rotate 

• Machine control 

These operations are summarized in Table 3-1. (Floating­
point instructions are discussed later in this chapter.) Many 
of the table entries identify a whole class of individual 
instructions. A single mnemonic can produce several different 
instruction forms, depending on the size of the operands and 
whether the source and destination parameters occupy a reg­
ister, memory location, or field within the instruction itself. 

Instructions can operate on 0, 1, 2, or 3 operands, and vary in 
length depending on the operation performed, its addressing 
modes, and the precision of any embedded constants. Instruc­
tions with implicit operands (i.e., set or clear a bit in the 
EFLAGS register, or return from subroutine) take just a sin­
gle byte. Simple program branches take just two bytes, and 
stack-based memory accesses usually need only three. 
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DATA TRANSFER PROGRAM CONTROL STRING OPERATIONS 

Move operand Unconditional jump Move string 
Move w/ zero extension Jump if above Input string 
Move w/ sign extension Jump if above or equal Output string 
Convert operand width Jump if below Compare string 
Exchange operands Jump if below or equal Scan string 
Load effective address Jump if greater Load string 
Load segment pointer ·Jump if greater or equal Store string 
Load flags register Jump if less Repeat string instruction 
Store flags register Jump if less or equal Repeat if equal 
Push operand Jump if positive Repeat if not equal 
Pop operand Jump if negative 
Push flags register Jump if equal 

BIT MANIPULATION Pop flags register Jump if not equal 
Push all registers Jump if carry set 

Bit test Pop all registers Jump if carry clear 
Input port value Jump if overflow set Bit test and set 

Output port value Jump if overflow clear Bit test and reset 

Table look-up Jump if parity even Bit test and complement 

Jump if parity odd Bit scan forward 

Jump if count equals zero Bit scan reverse 

ARITHMETIC & LOGIC Loop Insert bit string 

Loop while equal Extract bit string 
Add operands Loop while not equal 
Add with carry Call procedure or task SHIFT/ROTATE 
Increment operand Interrupt 
ASCII adjust for addition Interrupt if overflow Logical shift left 
Decimal adjust for addition Return from procedure/task Logical shift right 
Subtract operands Return from interrupt Arithmetic shift left 
Subtract with borrow Arithmetic shift right 
Compare operands Double shift left 
Decrement operand OS & HIGH-LEVEL Double shift right 
Negate operand LANGUAGE SUPPORT Rotate left 
ASCII adjust for subtract Rotate right 
Decimal adjust for subtract Store global descriptor Rotate· left w/ carry 
Multiply ordinal Store local descriptor Rotate right w/ carry 
Multiply integer Store interrupt descriptor 
ASCII adjust after multiply Store task register 
Divide ordinal Load global descriptor MACHINE CONTROL 
Divide integer Load local descriptor 
ASCII adjust before divide Load interrupt descriptor Load machine status 
Logical AND operands Load task register Store machine status 
Logical OR operands Adjust privilege level Enable interrupts 
Logical XOR operands Load access rights Disable interrupts 
Logical NOT operand Load segment limit Set direction flag 
Set carry flag Verify segment rights Clear direction flag 
Clear carry flag Check array bounds Coprocessor escape 
Complement carry flag Setup param block Await FPU completion 
Test operands Leave procedure Lock bus 
Copy condition codes Halt 

Table 3-1. The 386 integer instruction set summary. 

More complex forms (i.e., those that override default segment 
and operand-size assumptions and contain embedded con­
stants and address-offset fields) can take as many as 15 
instruction bytes. In most programs, instructions average 
between three and four bytes in length. Programs for the 386 
architecture have no alignment restrictions, so instructions 
can begin at any byte address. 

A generic 386 instruction appears as shown in Figure 3-4. 
Each begins with a series of up to four optional "prefix" bytes. 
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0-4 bytes 
(optional) 

Opcode I Mode 

1-3 bytes 
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Memory Displacement 

0, 1, 2, or 4 bytes 
(optional) 

Immediate Constant 

0, 1, 2, or 4 bytes 
(optional) 

Figure 3-4. Variable-length instruction formats. 

Next comes the primary opcode field, containing one, two, or 
three contiguous bytes. Various fields within the opcode bytes 
determine the size and format of the opcode itself, the opera­
tion to be performed, its precision, any working registers used 
as operands, addressing modes and pointers needed for mem­
ory-based operands, and the size and format of any remaining 
instruction fields. 

After the opcode comes an optional address displacement con­
stant, from one to four bytes long. If the instruction uses a 
constant as a source operand, the initial fields are followed by 
a numeric constant up to four bytes long. Instructions have no 
alignment restrictions: any prefix, opcode, or constant field 
can begin at any memory address. 

Memory Addressing No matter how many registers an architecture provides, most 
variables referenced by any computer program must reside in 
external system memory. The number of variables that fit on 
chip is obviously limited. Operating systems and application 
programs spend most of their time processing memory-based 
operands. Character strings, data arrays, linked lists, stacks, 
and other complex structures must reside in memory, so that 
they can be referenced indirectly, with address calculations 
performed at run time. · 
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The more sophisticated the addressing modes defined by an 
architecture, and the greater the amount of on-chip hardware 
devoted to performing such address calculations, the more 
effectively the processor will be able to deal with sucl{ struc­
tures, and the smaller and quicker its programs. 

The 386 architecture allows a wide variety of operand­
addressing modes that allow efficient yet flexible access to 
memory-based data. Each instruction that references memory 
may specify up to five components-a memory segment selec­
tor, an optional working register, a second optional working 
register shifted by from zero to three bits, and an optional in­
line signed 8-, 16-, or 32-bit constant (see Figure 3-5). 



44 Part I Preliminaries 

Segment + 

Figure 3-5. Memory operand address components. 
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These five components can be mixed and matched in various 
ways; Table 3-2 illustrates several examples, with an example 
of the standard assembly language syntax used for each. 

Not only are these modes available for memory load and store 
instructions, but they can also be incorporated into most 
arithmetic and logical operations, and can specify either a 
memory-based source operand, or a memory operand used as 
both source and destination. A single 386 instruction can thus 
combine operations that would consume a series of discrete 
instructions on reduced-instruction-set machine. 

Intel Assembly Language 
Mode Designation Address Components Syntax 

Direct 
Displacement only 

dword ptr 100 
(8-, 16-, or 32-bit literal) 

Register-indirect 
Base only 

byte ptr [ebx] 
(16- or 32-bit register variable) 

Indexed 
Scaled variable index only 

word ptr [ebx*4] 
(scale factor= 1, 2, 4, or 8) 

Based Displacement + base byte ptr [ ebp - 30] 

Indexed-
Displacement + scaled index dword ptr 100[ebx - 4] 

displacement 

Based-indexed Base + scaled index dword ptr [eax + ecx*8] 

Based-indexed with Displacement +base 
dword ptr 200[eax + ecx*8] 

displacement + scaled index 

Table 3-2. Memory operand addressing modes. 

Segmentation The 386 architecture supports an optional memory address 
segmentation scheme. The processor address space is divided 
into a set of discrete regions, each of which is allocated to code 
(program instructions), data, or stack storage. Each segment 

The Complete x86 



© 1994 MicroDesign Resources 

Chapter 3 The x86 Microprocessor Architecture 45 

has associated with it a 32-bit base address and a 32-bit seg­
ment size, allowing each segment to begin anywhere within 
the 4-Gbyte address space and to fill any amount of memory. 

Whenever an executing program references memory-be it for 
an instruction, stack operand, or data-the address value 
defined by the instruction is added to the base address value 
corresponding to the memory segment being referenced (see 
Figure 3-6). Programs that use segmentation thus need only 
concern themselves with offset of a memory value within a 
segment, not its full absolute address. 

There are six segment selector registers, each 16 bits wide. An 
executing task may access up to BK global segments for 
system-wide code and data structures plus an additional BK 
local segments for task-specific data resources. Whenever a 
program modifies any of the segment registers, the processor 
automatically loads the internal base, limit, and attribute 
registers corresponding to the new segment-selector value. 

Segment Registers 
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Scale Factor 
(1, 2, 4, or8) 
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Figure 3-6. Segmentation base and offset address computation. 
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With a different value in each segment selector, up to six seg­
ments can be active at a time. The segment involved in each 
data transfer is selected automatically, depending on the 
transfer type. Instruction code is always retrieved from mem­
ory selected by the code segment (CS) register. Stack-based 
parameters and local variables always occupy memory deter­
mined by the stack segment (SS) register. By default, data 
addresses act as offsets into memory selected by the data seg­
ment (DS) register, though instructions with explicit segment 
overrides can let data reside in the code segment, stack seg­
ment, or any of three alternate data segments selected by reg­
isters ES, FS, and GS. 

Operating systems use segmentation in different ways. 
Sixteen-bit operating systems such as MS-DOS, Windows, 
and OS/2 use segmentation to extend program address space. 
Protected multitasking operating systems such as OS/2 use 
the full power of segments to share the same memory image 
of an application program among several users, reducing sys­
tem RAM requirements. 

Some 32-bit operating systems, notably UNIX, prefer a large, 
"flat" (nonsegmented) _address space. In such situations, each 
of the segment registers can be initialized to enable the same 
base address, with a segment size equal to the total available 
memory. This effectively disables the segmentation hardware. 

Memory Paging The 386 architecture supports an optional built-in memory pag­
ing system enabled by setting the PG bit in control register CRO. 
When paging is enabled, the processor automatically translates 
every linear instruction or data address to a physical address, 
according to translation values stored in memory-based tables. 
Following the standard conventions of supermini and main­
frame computers, page tables are arranged in a two-level hierar­
chy, as shown schematically in Figure 3-7. 

Each task can have a separate page-table directory; control 
register CR3 indicates the base address, or root; of the direc­
tory for the current task. Each directory contains entries for up 
to 1,024 page tables, each of which may in turn describe the 
physical address mapping of up to 1,024 pages. Memory pages 
are 4K bytes long, so each page table can map up to four mega­
bytes, and each page directory controls mapping for the full 
four-gigabit linear address space. 

Various fields of a linear address are interpreted as offsets 
into page directories, tables, and pages. In practice, the trans-
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Figure 3-7. PMMU address translation mechanism. 
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lation tables in memory are only rarely consulted. Mapping 
information for previously accessed pages is cached in a spe­
cial Translation Lookaside Buffer (TLB). The size of the TLB 
is generally different for each implementation; see Chapters 
6 through 13 for details on specific devices. 

When the data needed for a memory address translation can­
not be found in the TLB, microcoded control routines auto­
matically retrieve directory and page-table data as necessary 
to update the least recently used TLB entry. 

3.3 Floating-Point Architecture 

© 1994 MicroDesign Resources 

Early personal computers were used primarily for word pro­
cessing, accounting, database retrieval, and applications for 
which simple integer arithmetic was perfectly adequate. 
Requirements for floating-point arithmetic operations were 
simulated by slower integer math. 

While engineering simulations, 3-D graphics, and scientific 
visualization have always demanded fast floating-point arith­
metic, even standard business applications now rely more and 
more on floating-point performance. Desktop publishing pro­
grams use trigonometry and fractional arithmetic to rotate 
and scale typeface fonts and graphics. Financial analysis soft­
ware needs the speed of a math coprocessor to recompute 
large, complex spreadsheets and accelerate compound inter-
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est projections. Even operating systems now demand floating­
point hardware to support graphical user interfaces. 

Among 386-class CPUs, floating-point capabilities are sup­
ported by an off-chip coprocessor such as the i386SX or 
i387DX. Certain 486- and Pentium-class CPUs support com­
parable capabilities via an on-chip FPU (see Part III and 
Part IV of this report for details). 

FPU Instruction Set The floating-point instruction set used by 387-series FPU s 
directly supports a variety of basic data-transfer, format-con­
version, and arithmetic operations, as well as transcendental 
operations such as sine, cosine, tangent, log, power, and arct­
angent, all with 80 bits of precision. These instructions are 
summarized in Table 3-3. 

Floating-point instructions occupy the same instruction 
stream as conventional integer instructions. Execution of 
floating-point operations proceeds in parallel with integer 
operations, so the computation of new operand addresses and 
decisions concerning program flow can continue unimpeded. 

DATA TRANSFER BASIC ARITHMETIC TRANSCENDENTAL 
~ FUNCTIONS 

Load real operand Add real operands 
Load integer operand Add integer operand Cosine real 
Load BCD operand Subtract real operands Sine real 
Store real operand Subtract integer operand Sine and cosine 
Store integer operand Multiply real operands Partial tangent 
Store BCD operand Multiply integer operand Partial arctangent 
Store real and pop Divide real operands (2 "x) - 1 
Store integer and pop Divide integer operand (x) * log2(y) 
Store BCD and pop Subtract real reversed (x) * log2(y+ 1) 

Subtract integer reversed 

CONSTANT INITIALIZATION Divide real reversed 
Divide integer reversed 

Load +O.O Add real and pop 

Load +1.0 Add integer and pop 

Load Subtract real and pop FPU MACHINE CONTROL 
Load log2(10) Subtract integer and pop 

Load log2(e) Multiply real and pop Initialize FPU 
Load log10(2) Multiply integer and pop Store status word 
Load logn(2) Divide real and pop Load control word 

Divide integer and pop Store control word 
Sub real reversed and pop Clear exceptions 

DATA COMPARISONS Sub int reversed and pop Store environment 
Divide real reversed and pop Load environment 

Compare with real Divide int reversed and pop Save state 
Compare with integer Partial remainder Restore state 
Compare with zero Partial remainder (IEEE) Increment stack pointer 
Unordered compare Round real to integer Decrement stack pointer 
Compare real and pop Absolute value Free stack operand 
Compare real and pop twice Change value sign No-op 
Compare integer and pop Square root real operand 
Compare int. and pop twice Scale real operand 
Unordered compare and pop Examine operand 
Unord comp and pop twice Extract real components 

Table 3-3. Floating-point instruction set summary. 

The Complete x86 



FPU Operand 
Registers 

© 1994 MicroDesign Resources 

Chapter 3 The x86 Microprocessor Architecture 49 

7978 
t:>iased s e~onent 

47 

significand 

15 0 

Control Register 

Status Register 

Tag Word 

0 

Instruction Pointer 

Data Pointer 

Figure 3-8. Floating-point programming model. 

RO 

R1 

R2 

R3 

R4 

R5 

R6 

R7 

FPU Operand 
Registers 

? FPU Special j Registers 

? FPU Fault 
_S Registers 

The 387 floating-point model defined by 386, 486, and Pentium 
processors establishes a separate set of registers for floating­
point operands as well as separate control, status, and regis­
ter-tag words (see Figure 3-8). The eight floating-point oper­
and registers are each 80 bits wide, organized as a sign bit, a 
15-bit biased exponent, and a 64-bit significand. This format 
can represent numbers between ±104932. Specially coded data 
patterns represent plus and minus infinity, zero, and unde­
fined values (not-a-number, or NaN). 

Operand registers are organized such that they can be refer­
enced two ways. The "natural" register organization is as a 
circular stack. A special top-of-stack counter (TOP) keeps 
track of which registers are in use and is automatically 
updated by operand push and pop instructions. Stack-based 
addressing allows a short form of each FPU operation. These 
instructions implicitly operate on the top one or two stack ele­
ments and return the result to the top-of-stack. 

A three-bit field within the status register lets application 
programs and the operating system determine the internal 
stack state. Stack overflows and underflows cause an FPU 
exception trap, so software can maintain an arbitrarily large 
stack in memory, saving and retrieving operands as needed. 
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FPU Control and 
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FPU Exception and 
Trace Registers 

FPU Memory-Based 
Data Formats 

Alternatively, the eight operand registers can be treated as a 
conventional set of registers, each with an explicit three-bit 
selector code. Programs may use the top-of-stack register as 
an implicit accumulator, and explicitly designate which other 
register to use as the second source, much like the integer 
execution unit's register-addressing model. 

The FPU control word adjusts operation of certain aspects of 
the floating-point computations. Option fields in the control 
register regulate such issues as the rounding modes and pre­
cisions used, and how the FPU should treat each of several 
types of exceptions that might occur. In addition to the oper­
and stack pointer, the status register contains exception flags 
that indicate the results of previous computations. The regis­
ter-tag word shows whether each operand register is empty or 
contains valid or faulted data. 

Since execution of FPU instructions proceeds in parallel with 
integer operations, execution faults can occur long after the 
offending instruction has been initiated. In the meantime, the 
main instruction pointer may have changed considerably. In 
multiprogramming environments, the process containing the 
offending instruction may even have been switched out. 
Debugging such programs and dealing with exceptions that 
arise at run time can therefore be quite complicated. 

Two additional status registers inside the 386 CPU help keep 
track of such errors. The FPU instruction pointer retains a 
copy of the full 48-bit virtual address of each floating-point 
instruction as it executes. The data pointer keeps the 48-bit 
virtual address of any related memory-based operand. Exami­
nation of these registers by a floating-point exception- or trap­
handler makes it much easier for an operating system to back 
out of such errors when they occur. 

Within system memory, FPU variables may reside in a variety 
of formats, according to the needs of the program. 

• Single-precision (32-bit) and double-precision (64-bit) float­
ing-point formats are compatible with IEEE STD 754. 

• Extended-precision (80-bit) floating-point format matches 
the exact representation of the internal FPU registers. By 
including extra "guard bits" for both the exponent and man­
tissa, this format eliminates rounding errors that might 
otherwise occur when saving intermediate calculation 
results in memory. 
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• Various binary integer formats (16, 32, and 64 bits) provide 
a compact representation for integer constants and simplify 
data exchanges between the FPU and the main integer exe­
cution unit. 

• Packed binary-coded decimal (18-digit BCD) format is often 
used within the financial processing community to repre­
sent monetary amounts, since the accumulation of floating­
point rounding errors can inadvertently lead to the creation 
and annihilation of money. BCD strings are the standard 
internal data representation used by COBOL interpreters, 
and the use of BCD formats can speed conversion between 
ASCII and floating-point representations. 

Figure 3-9 shows the layout of each of these memory formats. 
Whatever the external memory representation, however, each 
of these formats exists internally as an 80-bit floating-point 
variable. The FPU instruction that loads each operand type 
automatically converts it from its memory-based format to the 
extended register precision. The conversion is always exact, 

Memory layout: I Byte 91 Byte a I Byte 1 I Byte 61 Byte s I Byte 41 Byte 31 Byte 2 I Byte 1 I Byte o I 

higher ....... _____ Byte addresses -----.. •~ lower 

31 30 23 22 0 

Single-precision real: I JBiExaspedl _ ~ _ 23-bit Significand 

63 62 52 51 0 

Double-precision real: 52-bit Significand 

79 78 64 63 0 

E~~e~preci~oore~:l_s_l_E_:_!_:_t_l_1 _______ 6_4_~_1t_s_~_n_ffi_~_n_d ______ _ 

16-bit integer: 

32-bit integer: 

6362 

64-bit integer: Isl 

1514 0 

I SI Two's comp.I 

3130 0 

Isl Two's complement value I 

0 

Two's complement binary value 

Figure 3-9. Memory-based data formats for floating-point data types. 
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so no rounding errors occur. Each of the binary and BCD inte­
ger formats "fits" within the significand field of the registers. 

Instructions that store floating-point registers in external 
memory automatically convert data from the internal format 
to the appropriate memory-based format, performing round­
ing operations as necessary. Rounding errors may occur when 
80-bit register values are truncated to fit within 32-bit or 64-
bit memory formats, but register-based data may safely be 
saved and restored in extended-precision format with no loss 
of precision. 

3.4 CPU Operating Modes 
A 386-based microprocessor can operate in several different 
modes (see Table 3-4). Following a hardware reset, the device 
starts out in Real Mode, in which it behaves like a fast, unpro­
tected 8086 with a one-megabyte address space. 32-bit-savvy 
operating systems use Real Mode just to build the required 
operating system data structures in memory and then switch 
to Protected Mode for 80286 emulation (how passel) or to the 
32-bit Paged-Protected "native" mode (now de rigeur). 

Mode Processor Operation Semantics 

Real Mode Exact 8088/8086 emulation 

Protected Mode 
Exact 80286 emulation, plus 32-bit extensions via prefix 

codes and code-segment descriptor settings 

Paged Protected Mode 
Protected mode plus paging enabled 

underneath segmentation 

Virtual 8086 Mode 
8088/8086 emulation within virtual memory paging 

and protection system 

Table 3-4. CPU operating modes. 

Within the 386 architecture's protected multitasking environ­
ment, an individual task may be dispatched by the operating 
system to run in Virtual 8086 Mode. This establishes an envi­
ronment in which the processor behaves like an 8088 or 8086, 
with the same precision of operation, addressing modes, and 
memory segmentation scheme as its 16-bit forerunner. 

Virtual memory paging is still in effect, so each Virtual 8086 
Mode program may be assigned its own local address space 
anywhere within the 4-gigabyte physical address space. The 
operating system may allocate a full megabyte of physical 
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memory to a Virtual 8086 Mode task, or may assign it a much 
smaller area and swap code and data pages into physical 
memory as needed. 

The processor reenters the native, 32-bit protected mode 
when a task signals an exception or when a hardware or soft­
ware interrupt occurs, making the full resources of the archi­
tecture available to interrupt and exception handlers 
provided by the operating system. The exception handler 
determines how to process the offending interrupt and I/O 
instructions encountered within a Virtual 8086 Mode task. 

An arbitrary number of tasks can thus execute simulta­
neously in a 386-based system, some in native mode, others in 
Virtual 8086 Mode. Each would execute within its own mem­
ory region, with each prevented from corrupting the memory 
spaces of the others or of the operating system. 

The 386 interrupt mechanism supports 256 vectors, each of 
which may be invoked by external hardware, internal soft­
ware, or both. External control circuitry can detect and priori­
tize service requests from peripheral components and I/O 
subsystems. In addition, the exception-handling facilities of 
the 386 architecture operate by invoking predefined inter­
rupt-handler routines in response to unexpected or irregular 
processor conditions. 

For More Information ... 
More detailed technical information on the x86 microproces­
sor architecture may be found in the following publications: 

Vendor Publications 1: 80386 System Software Writer's Guide. Intel Corporation, 
1988, order #231499-001. 

Microprocessor 
Report Articles 

© 1994 MicroDesign Resources 

2: Microprocessors Data Book Volume I: Intel386, 80286, and 
8086 Microprocessors. Intel Corporation, 1994, order 
#230843-011. 

3: Instruction Set Design Is Crucial. Brian Case, MPR vol. 2 
no. 7, 7/88, pg. 8. (Editorial.) 

4: Tredennick Presents the Case for CISC. MPR vol. 2 no. 11, 
11/88, pg. 16. (Feature article.) 
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Other Technical 
References 

5: It's Not RISC vs. CISC-It's New vs. Old. Nick Tredennick, 
MPR vol. 3 no. 2, 2/89, pg. 12. (Editorial.) 

6: A Tale of Two Architectures*. Michael Slater, MPR vol. 4 no. 
3, 2/21/90, pg. 12. (Feature article.) 

7: Why Programmers Hate the 8086 and 286*. John Levine, 
MPR vol. 4 no. 13, 8/8/90, pg. 10. (Feature article.) 

8: 386 Architecture Overcomes 286 Defects*. John Levine, MPR 
vol. 4 no. 14, 8/22/90, pg. 6. (Feature article.) 

9: Intel Lays Out x86 Roadmap*. MPR vol. 5 no. 13, 7/24/91, 
pg. 10. (Feature article.) 

10: Meridian Strikes Deal With UMC. MPR vol. 5 no. 17, 
9/18/91, pg. 4. (Most Significant Bits item.) 

11: Intel Announces New Interrupt Controller. MPR vol. 6 no. 15, 
11/18/92, pg. 5. (Most Significant Bits item.) 

12: 80386 Technical Reference. Edmund Strauss, Brady Books, 
1987, ISBN 0-13-246893-X. 

13: Computer Architecture: A Quantitative Approach. John Hen­
nessy and David Patterson, Morgan Kaufmann Publishers, 
1990, ISBN 1-55860-069-8. (The definitive textbook on mod­
ern computer architecture design methodologies.) 

14: Microcomputer Systems: The 8088 Family. Yu-cheng Liu and 
Glenn Gibson, Prentice-Hall, 1986. (textbook on Intel's 8086, 
80186, 80286.) 

15: Microprocessor-Based Design. Michael Slater, Prentice-Hall, 
1989, ISBN 0-13-582248-3. 

16: Microprocessors: A Programmer's View. Robert Dewar and 
Matthew Smosna, McGraw-Hill, Inc., 1990, ISBN 0-07-
016638-2. 

17: PC! System Architecture. MindShare Press. 

(*Note: Items marked with an asterisk are available in 
Understanding x86 Microprocessors, a collection of article 
reprints from Microprocessor Report.) 
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While this report is certainly technology-intensive, technical 
merit alone will not guarantee a product's success. Business 
issues related to a product's supplier are as important as its 
transistor count, process geometry, and line pitch. A micropro­
cessor vendor's track record, history, sales volume, profitability, 
and stability should all be considered in selecting which device 
to use for an anticipated design. 

Consider, for example, the sad case history of Chips & Technolo­
gies. In 1988 C&T undertook a massive project to develop a line 
of 386-compatible microprocessors. Three years and $50 million 
later, C&T took the wraps off a number of new devices; unfortu­
nately, the market winds had shifted, the chip-set business had 
gone south, and C&T no longer felt it was in its best interest to 
actively pursue the 386 CPU market. 

Several of C&T's preannounced parts failed to materialize; 
while the others were sampled but quietly withdrawn from the 
market. Designers who committed to C&T devices soon found 
themselves hastily redesigning their systems to use parts from 
more stable vendors. 

Part II of this report examines the seven announced vendors of 
x86 processors from a business perspective. All are covered in a 
single chapter: 

Chapter 4: Vendor Profiles 





4 Vendor Profiles 

This chapter profiles each of the major vendors competing in the 
386 and 486 marketplace, including their history, business 
strategies, financial health, and probable future directions. 

4.1 Intel 
It is no understatement to say that Intel Corp. is by far the most 
powerful force today in PC hardware. The company's ability to 
adapt to the prevailing market conditions has been a key factor 
in attaining its status as the predominant microprocessor sup­
plier (see Table 4-1)-and that ability should help the company 
continue its success into the next century. 

During 1994 Intel completed its tenth consecutive quarter of 
growth, each setting a new record for both quarterly sales and 
income. As a result, the company is known for its financial sta­
bility (see Table 4-2), and in 1993 became the largest semicon­
ductor vendor in the world. 

The 25-year-old firm has its origins in the R&D labs. The com­
pany was founded in 1968 by Robert Noyce, general manager of 
Fairchild Semiconductor, and Gordon Moore, Fairchild's R&D 
director. Robert Noyce is one of the two people (along with Tl's 
Jack Kilby) credited with inventing the integrated circuit. 
Noyce and Moore quickly brought in Andrew Grove, the current 
president and CEO, as the first operations manager. 
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Company Intel Corporation 

Year Founded 1968 

Headquarters Santa Clara, CA 

Stock Exchange/Symbol OTC (NASDAQ): INTC 

Number of Employees 29,500 

Revenues1 $9.4 billion 

Net lncome1 $2.4 billion 

Net Profit Margin 1 25.1% 

Total Assets2 $11.3 billion 

Total Liabilities2 $3.8 billion 

Shareholders' Equity2 $7.5 billion 

Stock Value (per share)3 $61.5 

Shares Outstanding3 419 million 

Total Market Valuation3 $25.7 billion 

Payout Ratio (dividends/earnings)1 3.7% 

Table 4-1. Intel company profile. (Source: company reports; Schwab investment 
reports) 

1 12 months ended 12/93 
2 as of 12/25/93 
3 as of 9/30/94 

R&D was the basis of the company's initial success. A host of 
"firsts" credited to the company include the first commercially 
viable DR.AMs, SR.AMs, PROMs, and EPROMs in the industry. 
As a sign of its technological diversity, Intel also developed the 
Schottky bipolar process technology used for high-speed TTL, 
the first high-capacity magnetic bubble memories, the first cus­
tom graphics chip for video games, and the first single-chip dig­
ital signal processor. Microma, an Intel subsidiary, was even the 
first company to build digital watches with LCD displays; com­
pany officers decided to liquidate Microma when they realized 
they had never really intended to get into the jewelry business. 

In recent years, however, Intel has devoted its emphasis to vari­
ous high-performance MOS and CMOS processes. Of course, the 
company was a pioneer in the microprocessor arena as well, but 
its early days were dominated by memory devices. In fact, about 
80% of Intel's sales in the late '70s were memory devices. Today, 
the numbers are basically reversed, with microprocessors and 
related products representing more than 80% of sales. 

Although the company's success in its early days was due to 
innovations in the R&D lab, the key to its fortunes in the '80s 
and '90s was a chip crafted not by R&D but by marketing: the 
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'89 '90 '91 '92 '93 
I==--=--=--=-=----=" ==---=-==--===#====!======!===---·- ----~------------

Revenues (millions) 

Change in Revenues 

Net Income (millions) 

Change in Net Income 

Profit Margin 

R&D Expenditures (millions) 

Return on Equity 

Dividends per Share 

Earnings per Share 

Book Value per Share 

Price/Earnings Ratio (high) 

Price/Earnings Ratio (low) 

Share Price High 

Share Price Low 

# of Shares Outstanding 
(millions) 

$3,127 $3,921 $4,779 $5,844 $8,782 

8.8% 25.4% 21.9% 22.3% 50.3% 

$391 $650 $819 $1,067 $2,295 

-13.7% 66.3% 25.9% 30.3% 115.2% 

12.5% 16.6% 17.1% 18.2% 26.1% 

N.A. N.A. $619 $780 $970 

15.3% 18.1 % 18.5% 19.6% 30.6% 

$QOO $0~0 $QOO $Q05 $Q20 

$1.04 $1.60 $1.96 $2.49 $5.20 

$6.91 $8.99 $10.83 $13.01 $17 .01 

17.3 16.3 15.1 18.4 14.3 

11.0 8.8 9.6 9.3 8.2 

$17.88 $26.00 $29.63 $45.75 $74.25 

$11.63 $14.00 $18.88 $23.25 $42.75 

369.0 399.3 407.8 418.6 441.0 

Table 4-2. Intel financial results {'89-'93). (Source: company reports; Schwab 
investment reports) 

8086. The travails of designing the chip and "Operation Crush," 
pivotal marketing campaign to convince major companies 
(including IBM) to adopt the part in the years that followed, has 
been well documented. (Reference 24 at the end of this chapter 
gives former Intel Vice President William Davidow's perspective 
of the 8086 marketing wars.) 

Operation Crush is key to any discussion of Intel, not only 
because of its impact on the company but also because of its 
impact on the entire PC industry that sprouted up around the 
x86 architecture. The strategy and tactics of Operation Crush 
remain strongly entrenched at Intel, more than a decade later. 
And they prove useful in explaining and predicting Intel's 
actions as it advances its efforts to maintain its market domi­
nance and extend the reach of its computer component sales. 

With so much at stake in the CPU market, Intel never hesitates 
to spend money to isolate and crush the competition. For exam­
ple, Intel established 11 alternate sources of the 8086 and 8088 
to help garner the IBM account. Once the PC market was firmly 
dependent on the architecture, however, Intel cut the number of 
authorized second sources for the 80286 to just three-and to 
zero for the 386 and beyond. 
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When AMD, one of the three approved sources of the 80286, 
tried to extend the life of the chip by introducing 80286s with 
clock rates faster than Intel's stopping point of 12 MHz, the 
company introduced the i386SX-the so-called "AMD killer." 
The i386SX eventually did kill the 80286, but not AMD. 

Intel currently perceives two threats to its dominance of the PC 
microprocessor market: x86 clones from below and RISC micro­
processors from above. 

Intel has spent the past three years trying to isolate and 
destroy its x86 competitors. Actually, on the legal battleground, 
the company has been doing it for much longer (see Chapter 
16: Legal Issues). During this time, Intel's tactics have served 
to dramatically up the ante for competitors to join in this mar­
ket while at the same time limiting competitors' chances for 
success. 

Examples include: 

• Direct-marketing campaigns targeting end users, increas­
ing retail demand for Intel-based PCs. Intel has reportedly 
spent more than one billion dollars to date to establish 
greater brand-name recognition. 

• The "Intel Inside" campaign, which sweetens the pot with 
advertising kickbacks for all-Intel OEMs. 

• The "Intel Inside" campaign, part 2: Flooding the market­
ing communications channels with the "Intel Inside" cam­
paign gives a none-too-subtle message to PC OEMs that 
Intel has virtually limitless money and muscle to throw 
behind its architecture-and OEMs have to question 
whether competitors can match it. 

• OverDrive, which adds upgradability to OEM's CPU pur-
chase checklist. · 

• An expanded number of parts for niche markets, thereby 
limiting the success of any one competitor's part. 

• Annou_ncements of massive R&D budgets, capital expan­
sions, and planned x86 introductions to instill fear in com­
petitors and foster questions about competitors' 
commitment to this market in the minds of OEMs. 

RISC processors have· been around in the workstation market 
for more than five years. So far these processors have had virtu-
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ally no impact on Intel's bottom line. But today there is a new 
development that changes the equation: the Windows NT oper­
ating system from Microsoft. The portability of the OS and 
applications written for it could (in theory) open the NT PC 
market to RISC competition. 

The inability to trademark numbers and the ensuing confusion 
caused by competitors' appropriation of Intel's 486 product 
numbering scheme for less capable products led Intel to name 
its latest microprocessor Pentium rather than the 586, as had 
been expected. The name also helps to distance the chip from 
earlier members of the x86 family, which had been perceived as 
inferior to RISC competition, and lets Intel align itself more 
readily with competing RISC processors that sport sexy-sound­
ing names like PowerPC, Alpha, MIPS, and SPARC. IBM, Digi­
tal Equipment, Silicon Graphics, and Sun are clearly gearing up 
to give Intel a run for the desktop market. And Intel, too, is 
readying for battle. 
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4.2 Advanced Micro Devices 
Like Intel, AMD spun off from Fairchild Semiconductor. Unlike 
Intel, however, the company was born more out of sales and 
marketing than raw technology. AMD built its reputation and 
sales as an alternate-source supplier of industry-standard com­
ponents (see Table 4-3). 

Company Advanced Micro Devices, Inc. 

Year Founded 1969 

Headquarters Sunnyvale, CA 

Stock Exchange/Symbol NYSE:AMD 

Number of Employees 12,000 

Revenues1 $1.75 billion 

Net lncome1 $252 million 

Net Profit Margin 1 14.4% 

Total Assets2 $1.93 billion 

Total Liabilities2 $0.58 billion 

Shareholders' Equity2 $1.35 billion 

Stock Value (per share)3 $29.75 

Shares Outstanding3 92 million 

Total Market Valuation3 $2.7 billion 

Payout Ratio (dividends/earnings)1 0% 

Table 4-3. AMO company profile. (Source: company reports; Schwab investment 
reports) 

1 12 months ended 12/93 
2 as of 12/26/93 
3 as of 9/30/94 

AMD quickly developed a reputation as an aggressive marketer 
with quality parts at competitive prices. The company grew rel­
atively unconstrained until the DRAM glut that began in late 
1984. Unlike Intel, the technology powerhouse that turned to 
marketing for expansion in the late 1970s, the marketing­
oriented AMD turned to technology to turn its fortunes around 
during its troubled times in the mid-'80s. 

, In late 1985, the company unveiled the Liberty Chip Campaign, 
which showcased an accelerated R&D effort with the end goal of 
introducing a new product every week for a year. Few of those 
products amounted to much in the marketplace, although some 
formed the foundation for parts that are successful today, 
including Ethernet and SCSI chips. 
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In 1984, AMD finally realized CEO Jerry Sanders' dream of 
becoming a $1 billion company. But the glow of success was 
short lived, as the bottom fell out of the DRAM market in '85: 
sales plummeted 29% from $1.1 billion to $795 million. AMD 
surpassed $1 billion again in '88, but only after acquiring Mono­
lithic Memories Inc., the market leader in programmable logic 
devices. After the buyout, sales again contracted slowly back 
toward the $1 billion range until 1991, when AMD introduced 
its Am.386 family, Intel's first competition in the 32-bit PC 
microprocessor market. 

AMD did not initially intend to design and make its own 386; it 
had expected Intel to give it the rights to the 386 design data­
base as part of a 1982 cross-licensing agreement between the 
two companies. Intel terminated its ties with AMD a few 
months before the Intel 386 was introduced. In the ensuing 
arbitration case, AMD fought bitterly for 386 production rights. 
Although Intel was censured in ensuing rulings, AMD was ulti­
mately left to develop a 386 on its own. 

AMD built the 386, but used Intel microcode and logic design. 
(The legal battle surrounding that issue ultimately has forced 
AMD to write its own microcode for 486-class products and 
beyond. See Chapter 16: Legal Issues for further details.) 

AMD pioneered the market for 386-compatible processors with 
the Am386SX and Am386DX. Because each chip was compati­
ble with Intel parts-the use of Intel microcode helped allay 
fears of incompatibility in the marketplace-AMD paved the 
way for Cyrix and other entrants. If Intel had been able to 
exploit any compatibility problems with the AMD 386 family, 
AMD's fortunes-and ·those of other vendors that fol­
lowed-likely would have been much less rosy. 

AMD did, however, reap benefits by being first to compete 
with Intel. The company arrived on the scene before Intel 
began carving up the x86 market into microslices, a strategy 
that limits the potential success of any one competitor's part. 
AMD announced in October of 1992 that it had shipped its 
10-millionth 386. It is unlikely that any Intel competitor will 
be able to repeat that feat without developing a multitude of 
niche products. Cyrix's sales, which are significantly lower 
than AMD's, are a preliminary indication of that (see 
Chapter 9: Cyrix 486 Microprocessors). 

AMD is clearly committed to this market. That is understand­
able, given the tremendous impact the parts have had on its for-
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tunes. Until it introduced the 386, AMD's sales were making a 
slow transition to growth products, with net overall sales stuck 
at about $1 billion. In the years since its 386 and 486 families 
were introduced, the company's annual sales have skyrocketed 
to more than $1.6 billion (see Table 4-4). 

'89 '90 '91 '92 '93 

, Revenues (millions) $1,105 $1,059 $1,227 $1,515 $1,648 

Change in Revenues -1.9% -4.1% 15.8% 23.5% 8.8% 

Net Income (millions) $46.1 $-53.6 $145.3 $245.0 $228.8 

Change in Net Income 138.9% -216.3% 371.1% 68.6% -6.6% 

Profit Margin 4.2% NEt 11.8% 16.2% 13.9% 

R&D Expenditures (millions) $262 $227 $213 $203 $201 

Return on Equity 6.7% NEt 18.5% 23.4% 16.9% 

Dividends per Share $0.00 $0.00 $0.00 $0.75 $0.00 

Earnings per Share $0.44 $-0.78 $1.53 $2.57 $2.30 

Book Value per Share $8.51 $7.73 $9.32 $11.86 $14.63 

Price/Earnings Ratio {high) 23.9 NEt 11.6 8.4 14.3 

Price/Earnings Ratio {low) 16.2 NEt 2.6 2.9 7.4 

Share Price High $10.50 $11.38 $17.75 $21.50 $32.88 

Share Price Low $7.13 $3.63 $4.00 $7.38 $17.00 

#of Shares Outstanding 
81.1 82.3 84.0 88.2 92.4 

(millions) 

Table 4-4. AMD financial results {'89-'93). (Source: company reports; Schwab 
investment reports) 

tNE = Negative earnings invalidates calculation 

The company clearly has the marketing savvy to tough it out in 
this market for the long haul. AMD has been able to maintain 
its visibility as a player amid a sea of Intel messages appearing 
everywhere from billboards to computer stores to TY. 

But does the company have the technological muscle to remain 
a long-term competitor? AMD for years has outpaced the indus­
try in R&D expenditures. But until the x86-which represents 
far more D than R-sales growth has been underwhelming. In 
this respect, the AMD 486 family represents a critical juncture 
for AMD. AMD 386 sales, which have grown to represent more 
than one-third of AMD revenues, likely peaked during 1992 or 
1993, and have undoubtedly fallen as industry demand for the 
386 family evaporates. 
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Regarding AMD's prospects in the 486 market, the company 
introduced its first parts in mid-1993. That occurred somewhat 
earlier in the product life cycle than did the introduction of the 
Am386 family. This is a strong point in AMD's favor. However, 
Intel has subdivided the 486 market so many ways that AMD 
may find it difficult to compete successfully in each niche. 

A key determination will depend on the level of success AMD 
achieves for parts it bring to market, how quickly and to what 
level AMD can ramp up its production volume, and whether 
AMD can repeat its feat of 10 million 386 units sold. AMD sold 
approximately 4 million units of 486-class products in 1994 and 
received a strong vote of confidence from Compaq in the form of 
an exclusivity agreement for the Am486SX2-66. Indications are 
that AMD understands what it takes to compete in this market­
place, though, and is expecting to be a long-term competitor. 
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4.3 Chips and Technologies 
Chips and Technologies (see Table 4-5), founded in 1985, fol­
lowed AMD into the 386 market in 1992. Several months later, 
the San Jose, Calif.-based company became the market's first 
casualty when it ran out of cash to support the venture. 

Company Chips and Technologies, Inc. 

Year Founded 1985 

Headquarters San Jose, CA 

Stock Exchange/Symbol OTC (NASDAQ): CHPS 

Number of Employees N.A. 

Revenues1 $79.6 million 

Net lncome1 $8.3 million loss 

Net Profit Margin 1 -10.4% 

Total Assets2 $64.8 million 

Total Liabilities2 $45.1 million 

Shareholders' Equity2 $19.7 million 

Stock Value (per share)3 $5.00 

Shares Outstanding3 14 million 

Total Market Valuation3 $70 million 

Payout Ratio (dividends/earnings)1 0% 

Table 4-5. Chips and Technologies company profile. (Source: company reports; 
Schwab investment reports) 

1 12 months ended 6/93 
2 as of 6/30/93 
3 as of 9/30/94 

The bottom line for C&T was that the company offered the mar­
ketplace too little too late. The company's tardiness was com­
pounded by manufacturing problems. As well, because of the 
company's financial woes, PC OEMs questioned its long-term 
staying power-a concern that ultimately proved itself out. As a 
result, C&T sales and profits fell sharply after reaching their 
peak in 1989 and 1990 (see Table 4-6). 

Chips and Technologies originally announced plans to build six 
devices. At the low end would be the 38600DX and 38600SX 
"Super386" processors that planned to be pin-compatible with 
the i386SX and i386DX but with an improved pipeline that 
promised to boost performance by 10-15% over comparable Intel 
chips. In addition, C&T announced the 38605DX and 38605SX, 
which were to feature a 512-byte instruction cache for still 
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'89 '90 '91 '92 '93 
-· -

Revenues (millions) $217.6 $293.4 $225.1 $141.1 $97.9 
--

Change in Revenues 53.8% 34.8% -23.3% -37.3% -30.6% 

Net Income (millions) $33.0 $29.3 $-9.6 $-57.4 $-49.1 

Change in Net Income 49.3% -11.2% -132.8% -497.9% 14.5% 

Profit Margin 15.2% 10.0% -4.3% -40.7% -50.2% 

R&D Expenditures (millions) N.A. N.A. $52 $45 $22 

Return on Equity 31.3% 21.9% NEt NEt NEt 

Dividends per Share $0.00 $0.00 $0.00 $0.00 $0.00 

Earnings per Share $2.23 $1.88 $-.71 $-4.00 $-3.13 

Book Value per Share $7.30 $9.31 $8.52 $5.04 $1.23 

Price/Earnings Ratio (high) 11.4 14.0 NEt NEt NEt 

Price/Earnings Ratio (low) 4.8 7.7 NEt NEt NEt 

Share Price High $25.75 $23.50 $13.50 $14.13 $6.88 

Share Price Low $13.75 $5.25 $6.50 $3.25 $2.75 

# of Shares Outstanding 
14.4 14.4 13.4 14.3 16.0 

(millions) 

Table 4-6. Chips and Technologies financial results ('89-'93). (Source: company 
reports; Schwab investment reports) 

tNE = Negative earnings invalidates calculation 

higher performance. The latter devices were not pin-compatible 
with Intel parts, so system OEMs would be forced to redesign 
boards to make use of the parts-a factor that forced OEMs to 
scrutinize C&T's long-term commitment to the market more 
closely than they might have with pin-compatible replacements 
to Intel's line. 
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4.4 Cyrix 
If history is any indication, Cyrix Corp. will be in the x86 arena 
for the long haul (see Table 4-7). Only six years old, Cyrix has 
already built a substantial and profitable business by compet­
ing with Intel and succeeding where others have failed. The 
company faces some tests, though, with its follow-on and next­
generation products. 

Company Cyrix Corporation 

Year Founded 1988 

Headquarters Richardson, TX 

Stock Exchange/Symbol NASDAQ:CYRX 

Number of Employees 250 

Revenues1 $125 million 

Net lncome1 $19.6 million 

Net Profit Margin 1 15.7% 

Total Assets2 $115 million 

Total Liabilities2 $31 million 

Shareholders' Equity2 $84 million 

Stock Value (per share)3 $45.25 

Shares Outstanding3 18.6 million 

Total Market Valuation3 $841.6 million 

Payout Ratio (dividends/earnings) 1 0% 

Table 4-7. Cyrix company profile. (Source: company reports; Schwab investment 
reports) 

1 12 months ended 12/93 
2 as of 12/31/93 
3 as of 9/30/94 

Cyrix was cofounded by Jerry Rogers, president and CEO, for­
merly head of Texas Instruments' microprocessor division, and 
Tom Brightman, VP of systems engineering, who previously 
worked at TI, Atari, and Commodore. The VP of engineering 
and head of the chip design team is Kevin McDonough, a former 
TI Fellow. 

Jim Chapman, VP of marketing, is a 10-year Intel veteran who 
most recently served as director of marketing for the i386SX 
and i386SL. Berry Cash, who was a founder of Mostek and is 
now a general partner of InterWest Partners III, is chairman of 
the board. Other board members include L.J. Sevin, also a 
former Mostek executive and now a partner in Sevin Rosen 
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Management, and Melvin Sharp, an attorney who led Tl's intel­
lectual property efforts for over a decade. 

The company was privately held until 1Q93. In its first year of 
reporting financial results, the company posted an impressive 
net profit of more than $8 million on sales of nearly $73 million 
(see Table 4-8). In the first six months of 1994, net profit rose to 
$14.4 million on sales of $105 million. 

'89 '90 '91 '92 '93 

Revenues (millions) Ot 25t $55 $73 $125 

Change in Revenues N.A.t N.A.t 21%t 133% 171% 

Net Income 2.9t 9.85t $12.7 $8.4 $19.6 

Change in Net Income N.A.t N.A.t 30%t -34% 233% 

Net Profit N.A.t 39%t 23.1% 11.5% 13.9% 

R&D Expenditures (millions) $2.1 $1.9 $4.4 $8.3 $15.7 

Return on Equity N.A.t 99.3t 55.4t 26.7t 23.3% 

Dividends per Share $.OOt $.OOt $.OOt $.OOt $.00 

Earnings per Share $8.86t $.70t $.78 $.49 $1.06 

Book Value per Share N.A.t N.A.t N.A.t N.A.t $14.63 

Price/Earnings Ratio (high) N.A.t N.A.t N.A.t N.A.t N.A. 

Price/Earnings Ratio (low) N.A.t N.A.t N.A.t N.A.t N.A. 

Share Price High N.A.t N.A.t N.A.t N.A.t $40.50 

Share Price Low N.A.t N.A.t N.A.t N.A.t $19.25 

# of Shares Outstanding 
3.4t 14.1t 16.3 17.2 18.4 

(millions) 

Table 4-8. Cyrix financial results ('89-'93). {Source: company reports; Schwab 
investment reports) 

t Estimate; company privately held until 1993 
N .A. = Data not available 

The company cut its teeth against Intel with one of the first 
unauthorized Intel coprocessors. Cyrix's first product, an 80387-
compatible floating-point unit, came to market in early 1990. 
Cyrix actually was the second competitor to enter the coproces­
sor market, but the first one-Integrated Information Technol­
ogy (IIT) of Santa Clara, Calif.-encountered compatibility 
problems that Intel managed to exploit enough to keep IIT from 
becoming a significant competitor. 

Cyrix's parts offered superior performance and-unlike 
IIT's-left no kinks in the armor for Intel to exploit. As a result 
of that and savvy channel manipulation, Cyrix proved to be a 
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formidable competitor with its 80387 work-alikes, taking signif­
icant share from Intel in that highly profitable marketplace. 

Cyrix introduced the Cx486SLC and Cx486DLC in April '92. 
The parts were pin-compatible with Intel's i386SX and i386DX 
processors but offered 486-like features beyond the 386 archi­
tecture that enabled the company to market the chips as 486-
class products. 

Both C&T and Cyrix followed AMD to the market by nearly a 
year. Cyrix, however, enhanced the 386 architecture with its 
pin-compatible parts enough to call them 486s. The Cx486SLC 
and Cx486DLC feature a full 486 instruction set and a lK 
cache-small compared to Intel's 486 cache, which is BK. How­
ever, no pin-compatible 386-class processor featured cache at 
that time. 

Intel's marketing moves to accelerate the transition from the 
386- to 486-class processors actually helped Cyrix's cause, 
because Intel didn't have enough capacity to meet the demand 
it created for 486s. PC OEMs, desperate to meet the demand for 
486 PCs, saw Cyrix's parts as an interim fix. They snapped up 
Cyrix's 486-labeled parts and thrust them into hastily reworked 
386 computer designs. 

As sales of the Cx486SLC and Cx486DLC began declining, 
Cyrix introduced the Cx486S and Cx486S2 processors, which 
neatly filled the price/performance gap between conventional 
386 devices and the i486SX-a gap that quickly vanished when 
Intel slashed i486SX prices. 

In 4Q93 Cyrix introduced the Cx486DX and Cx486DX2-the 
first Cyrix devices to be essentially equivalent in pinout and 
functionality to parts first introduced by Intel. Along the way, 
Cyrix also tested the retail aftermarket with the Cx486SRx2 
and Cx486DRx2 386 system upgrade processors. 

The Cyrix road map continues to include new, innovative 
designs. The company's real test will come with the Ml, a 
Pentium-class superscalar processor due in early 1995. The 
industry is watching anxiously to see whether the company can 
bring the Ml into production on schedule. Cyrix's commitment 
to this market is clear: the company is basing its very existence 
on its x86 product line. 

Unfortunately, Cyrix's biggest sales successes to date have come 
primarily from third-tier customers. The largest PC vendor to 
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adopt Cyrix products so far is AST-a large company, to be sure, 
but still somewhat lower in volume than IBM or Compaq. 

The company's fortunes may change following the 2Q94 
announcement of a cross-licensing agreement with IBM by 
which the Armonk behemoth would manufacture and become a 
second-source marketing channel for current and planned Cyrix 
designs. The agreement assures Cyrix a near-infinite supply of 
high-quality, leading-edge fab capacity and will likely prove 
critical to establishing the credibility of both companies' chips. 
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4.5 Texas Instruments 
If any competitor can match Intel on technology breadth, manu­
facturing ability, intellectual property portfolio, and staying 
power, it is Texas Instruments (see Table 4-9). Ironically, TI is 
the vendor with the most to explain regarding long-term com­
mitment to this marketplace. 

Company Texas Instruments, Inc. 

Year Founded 1930 

Headquarters Dallas, TX 

Stock Exchange/Symbol NYSE:TXN 

Number of Employees 59,000 

Revenues1 $8.5 billion 

Net lncome1 $0.73 billion 

Net Profit Margin 1 8.6% 

Total Assets2 $6.0 billion 

Total Liabilities2 $3.7 billion 

Shareholders' Equity2 $2.3 billion 

Stock Value (per share)3 $68.00 

Shares Outstanding3 93.6 million 

Total Market Valuation3 $6.3 billion 

Payout Ratio (dividends/earnings)1 13.0% 

Table 4-9. Texas Instruments company profile. (Source: company reports; 
Schwab investment reports) 

1 12 months ended 12/93 
2 as of 12/31/93 
3 as of 9/30/94 

Texas Instruments has a rich history in semiconductors, ever 
since Jack Kilby was co-credited with inventing the integrated 
circuit, along with Robert Noyce, then working at Fairchild. 

The company has stayed true to its research and development 
roots in the IC business ever since----even if its ability to market 
its creations is repeatedly called into question. The company 
has a full portfolio of intellectual property, including many basic 
IC and PC design and manufacturing patents. 

Tl's track record for marketing technology is as checkered as its 
technology foundation is rich. Few can forget the debacle sur­
rounding the TI PC, a technological jewel in which industry 
standards were barely an afterthought. In the PC graphics 
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Figure 4-1. Texas Instruments' 1993 product sales ratios. (Source: company 
reports) 

arena, TI was first to market with Microsoft Windows accelera­
tion by adapting its 340 graphics processors to the environ­
ment-only to be driven out by optimized accelerators that cut 
graphics costs tremendously while offering comparable or supe­
rior performance. 

For such a technology-driven company, it is curious that TI 
opted to buy into the x86 arena rather than designing a proces­
sor in-house, a decision that some say calls into question its 
long-term commitment to this market. TI negotiated foundry 
deals with both Chips and Technologies and Cyrix that gave 
them rights to market either product line and adapt the designs 
for future products. 

TI opted for the Cyrix part-a move that in hindsight proved to 
be the right call-and entered the market in 1992 with TI­
marked versions of the Cx486SLC and Cx486DLC. It was not 
until early 1994, however, that TI was able to adapt the Cyrix 
core for use in a design of its own. 

Unfortunately for TI, the relationship with Cyrix dissolved into 
litigation, and TI has apparently lost the rights to new Cyrix 
designs, including the upcoming "Ml," and other follow-on prod­
ucts. The company claims to have a next-generation x86 core 
under development, but has yet to establish a track record for 
being able to successfully complete CISC processor designs of 
such complexity. 

There is another reason to call into question Tl's commitment to 
the market. Of all the competitors in this roundup, Tl's broad 
range of business interests (see Figure 4-1) makes it by far the 
least dependent on the PC industry for revenue. 
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The company's product mix has in the past ranged from discrete 
transistors and small-scale TTL logic to consumer calculators, 
watches, and learning toys for kids. TI has also been very active 
in developing custom electronics systems for the government, 
and-as a point of special interest to numismatists the world 
over-produces the copper-clad sheet-metal stock used to mint 
"sandwich" coins for the U.S. and many foreign countries. 

Excluding memory-PC memory sales shouldn't be affected by 
its x86 market presence-TI plays a small role in the PC 
motherboard-related components market with parts such as its 
PC chip sets. It does have sales to hard-disk drive, modem, 
graphics, and networking product manufacturers, but these-as 
well as sales into other PC peripherals-are largely transparent 
to PC OEMs. 

'89 '90 '91 '92 '93 

Revenues (millions) $6,522 $6,567 $6,784 $7,440 $8,523 

Change in Revenues 3.6% 0.7% 3.3% 9.7% 14.6% 

Net Income $292 $-39 $-409 $247 $472 

Change in Net Income -20.4% -113.4% -948.7% 160.4% 92.7% 

Profit Margin 4.5% NEt NEt 3.3% 5.6% 

R&D Expenditures (millions) N.A. N.A. $527 $470 $590 

Return on Equity 14.9% NEt NEt 14.3% 20.6% 

Dividends per Share $0.72 $0.72 $0.72 $0.72 $0.72 

Earnings per Share $3.04 $-0.92 $-5.40 $2.50 $5.07 

Book Value per Share $24.10 $22.46 $19.36 $20.92 $25.49 

Price/Earnings Ratio (high) 15.4 NEt NEt 20.9 16.6 

Price/Earnings Ratio (low) 9.3 NEt NEt 12.0 9.0 

Share Price High $46.75 $44.00 $47.63 $52.25 $84.25 

Share Price Low $28.13 $22.50 $26.00 $30.00 $45.75 

#of Shares Outstanding 
85 82 82 85 . 94 

(millions) 

Table 4-10. Texas Instruments financial results ('89-'93). {Source: company 
reports; Schwab investment reports) 

tNE = Negative earnings invalidate calculation 

More significant to TI are sales to Sun Microsystems, Hewlett­
Packard, and other workstation vendors. Combine Tl's nominal 
dependence on PC OEMs with the rising costs of competing in 
the x86 market-ci la Intel marketing-and it's reasonable to 
conclude that TI probably won't be a major long-term player. 
The costs of competing in this market are rising, and after 
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recording losses in 1990 and 1991 (see Table 4-10), TI is any­
thing but swimming in cash. 

Regarding legal issues, the company found itself sucked into 
lawsuits filed by Intel against Tl's x86 partners, Cyrix, and 
C&T. TI may be in the strongest position to indemnify its cus­
tomers from Intel's latest legal tactic: asking for royalties on 
basic PC-design intellectual property from OEMs using non­
Intel x86s. Due to Tl's strong legal ground in technology, it is 
unlikely that Intel would care to attack TI in the courtrooms. 
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4.6 IBM 
The biggest wild card in the x86 market is IBM (see Table 4-11). 
Founded in 1914, IBM is one of the world's largest and most 
established corporations. As a computer and peripherals manu­
facturer, the company is both one of the largest manufacturers 
and one of the largest consumers of integrated circuits in the 
world-and of x86 microprocessors in particular. 

Company International Business Machines Corp. 

Year Founded 1914 

Headquarters Armonk, NY 

Stock Exchange/Symbol NYSE: IBM 

Number of Employees 250,000 and falling 

Revenues1 $63 billion 

Net lncome1 $7.3 billion loss 

Net Profit1 -11.6% 

Total Assets2 $81 billion 

Total Liabilities2 $61 billion 

Shareholders' Equity2 $20 billion 

Stock Value (per share)3 $69.625 

Shares Outstanding3 571 million 

Total Market Valuation3 $39.7 billion 

Payout Ratio (dividends/earnings) 1 -10.0% 

Table 4-11. IBM company profile. (Source: company reports; Schwab investment 
reports) 

1 12 months ended 12/93 
2 as of 12/31/93 
3 as of 6/8/94 

While IBM is a truly huge conglomerate, it has fallen on hard 
times of late. Revenues have been essentially flat for five years, 
consistently hovering between $63 billion and $69 billion (see 
Table 4-12). Since 1990 the company has lost over $20 billion. 

The problem seems to be that IBM draws most of its income 
from markets not directly related to the microprocessor or PC 
industries (see Figure 4-2). As computer buyers move away 
from centralized mainframe computer centers to workstations 
and desktop PCs, sales of IBM's older product lines continue to 
wane, as are the ancillary services (financing, software, and 
maintenance contracts) that have bolstered IBM's sales and 
profits in the past. 
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'89 '90 '91 '92 '93 
--- ---= -- - -- -----

Revenues (billions) 62.7 69.0 64.8 64.5 62.7 

% Change in Revenues 5.1% 10.1% -6.1% -0.4% -2.8% 

Net Income (billions) 3.76 6.02 -5.64 -6.87 -7.99 

% Change in Net Income -31.6% 60.2% -194% NEt NEt 

Profit Margin 6.0% 8.7% NEt NEt NEt 

Return on Equity 9.8% 14.1% NEt NEt NEt 

Dividends per Share $4.73 $4.84 $4.84 $4.84 $1.58 

Earnings per Share $6.47 $10.51 $-.99 $-12.03 $-14.02 

Book Value per Share $67.01 $74.96 $64.81 $48.34 $34.11 

Price/Earnings Ratio (high) 20.2 11.7 NEt NEt NEt 

Price/Earnings Ratio (low) 14.4 9.0 NEt NEt NEt 

Share Price High $130.88 $123.13 $139.75 $100.38 $59.88 

Share Price Low $93.38 $94.50 $83.50 $48.75 $40.63 

#of Shares Outstanding 
575 571 571 571 579 

(millions) 

Table 4-12. IBM financial results ('89-'93). (Source: company reports; Schwab 
investment reports) 

tNE = Negative earnings invalidate calculation 

It would therefore seem that IBM and Intel would have a lot to 
gain from a productive relationship with each other. Indeed, the 
two companies have had a long and varied relationship. Big 
Blue began to build its own x86 processors in 1991, thanks to an 
agreement hammered out with Intel nearly two years before 
Intel introduced the 80386, and shortly before Intel announced 
it would not authorize alternate sources for the 386 product 
line. IBM negotiated for the right to make a percentage 
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Figure 4-2. IBM 1993 product sales ratios. (Source: Schwab investment reports) 
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(rumored to be in the neighborhood of 20%, and increasing over 
time) of its own 386s in-house. IBM didn't exercise its option 
until nearly six years later. 

IBM's x86 production has taken a new twist of late, with the 
company offering its latest varieties to the open market. IBM is 
currently promoting its 386SLC and BL486SLC2 products as 
well as the BL486SX/SX3, a clock-tripled x86 first introduced 
under the code name "Blue Lightning." IBM is limited by that 
same 386 agreement crafted eight years ago. For example, IBM 
can sell its chips only as parts of boards and sub­
systems-although IBM interprets the word "subsystem" to 
include modules as simple as a one-chip circuit board. 

More important, if IBM's production is limited by the original 
386 agreement, it means the company can't supply more than 
20% of what it buys from Intel. In other words, it has to buy 
four from Intel to supply one to the open market-and this cal­
culation incorrectly assumes that IBM isn't using any internally 
produced 386s in its own systems. 

IBM's x86 activity has been seriously expanded during 1994 as 
the result of several agreements. IBM's original agreement with 
Intel gave it the ability to produce derivative products and a 
given percentage of 486s for its own use. IBM has since renego­
tiated its agreement with Intel whereby it can now supply a 
larger percentage of 486s using Intel designs for internal use 
only. In return, IBM gave up any claims to manufacture Pentia 
for its own use. IBM now offers a full line of motherboard prod­
ucts using the Intel-derived design. 

IBM also announced alliances with both Cyrix and NexGen dur­
ing 1994, which significantly expands its product menu. These 
agreements are similar in that they allow IBM to manufacture 
and sell chip-level products to customers outside IBM. These 
agreements should allow IBM Microelectronics to expand its 
marketing reach and develop new sales channels for Power PC. 
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4.7 NexGen 

© 1994 MicroDesign Resources 

It's hard to know what to make of NexGen (see Table 4-13). 
Although the company was founded in 1986-two years before 
Cyrix-it was not until mid 1994 that the company shipped its 
first product. But the device it finally did ship was technologi­
cally quite impressive: a high-end binary-compatible x86 micro­
processor, designed completely independently of Intel, that was 
able to compete favorably with Pentium. 

Company NexGen 

Year Founded 1986 

Headquarters Milpitas, California 

Stock Exchange/Symbol (privately held) 

Revenues N.A. 

Net Income N.A. 

Net Profit N.A. 

Total Assets N.A. 

Total Liabilities N.A. 

Table 4-13. NexGen company profile. (Source: company reports) 

N exGen spent its youth doing pure research and development. 
According to company spokespersons, the. first two years were 
spent studying the principles of x86 architecture, and in 1988 
they began designing what has become the Nx586. After eight 
years of effort, N exGen finally succeeded in bringing their first 
product-the Nx586-to market. The general market response 
to the Nx586 in 1995 should be interesting to watch. 

The company is still privately held, so detailed income and 
expense statements are unavailable. Since 1986, N exGen has 
reportedly received over $90 million in funding. Principal inves­
tors include Kleiner, Perkins, Caufield and Byers, Paine Webber 
Inc., ASCII Corporation, Compaq Computer Corporation, 
Olivetti Corporation, and Harvard University. 



BO Part II The Players 

4.8 For More Information ... 
Additional business information on the various x86 micropro­
cessor vendors may be found in the following publications: 

Vendor Publications 1: Advanced Micro Devices 1993 Annual Report. Advanced 
Micro Devices, 3/94, order #90180. 

2: AMD's Impact on Personal Computers. Advanced Micro 
Devices, 9/94, order #18457B. 

3: Chips and Technologies, Inc. 1993 Annual Report. Chips 
and Technologies. 

4: Cyrix Corporation 1993 Annual Report. Cyrix Corporation. 

5: Defining Intel: 25 Years I 25 Events. Intel Corporation, 6/93, 
order #241730. (An interesting compilation of achievements 
in business and technology, published to commemorate the 
25th anniversary of Intel's founding.) 

6: Intel Corporation 1993 Annual Report. Intel Corporation, 
3/94, order #241941-001. 

7: International Business Machines -1993 Annual Report. 
International Business Machines. 

8: Texas Instruments 1993 Annual Report. Texas Instru­
ments, order #TI-29387. 

Microprocessor 9: Survey of Semiconductor Companies. MPR vol. 5 no. 11, 
6/12/91, pg. 16. Report Articles 

10: Buy Intel Because, Well, It's Intel*. Michael Slater, MPR 
vol. 5 no. 13, 7 /24/91, pg. 3. (Editorial.) 

11: Intel Declares Victory in the Mother of All Demos*. John 
Wharton, MPR vol. 5 no. 21, 11/20/91, pg. 11. (Oblique Per­
spective column.) 

12: Proliferation of 386 I 486-Compatible Microprocessors to 
Accelerate in '92*. Michael Slater, MPR vol. 6 no. 1, 1/22/92, 
pg. 1. (Cover story.) 

13: A New World for Intel*. Michael Slater, MPR vol. 6 no. 6, 
5/6/92, pg. 3. (Editorial.) 

14: Gonzo Marketing*. John Wharton, MPR vol. 6 no. 9, 7 /8/92, 
pg. 20. (Oblique Perspective column.) 

15: Semiconductor Company Profiles. MPR vol. 6 no. 11, 
8/19/92, pg. 20. 
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16: Who Drives the PC Industry?. Michael Slater, MPR vol. 6 
no. 16, 12/9/92, pg. 3. (Editorial.) 

17: Intel Continues Record Spending. MPR vol. 6 no. 17, 
12/30/92, pg. 4. (Most Significant Bits item.) 

18: Readers Pick AMD as Top Processor "Vendor. Linley Gwen­
nap, MPR vol. 7 no. 2, 2/15/93, pg. 15. (Feature article.) 

19: What's Next for Intel?. Michael Slater, MPR vol. 7 no. 6, 
5/10/93, pg. 3. (Editorial.) 

20: x86 "Vendors Unveil New Slogans, Not Chips. MPR vol. 7 
no. 16, 12/6/93, pg. 5. 

21: Number Two Doesn't Always Try Harder. Linley Gwennap, 
MPR vol. 8 no. 3, 3/7/94, pg. 3. (Editorial.) 

22: Intel's Predicament. Michael Slater, MPR vol. 8 no. 6, 
5/9/94, pg. 3. (Feature article.) 

23: Aspects of Cache Memory and Instruction Buffer Perfor­
mance. M. D. Hill, U.C. Berkeley, 1987. (Ph.D. disserta­
tion.) 

24: Marketing High Technology. William Davidow, Free Press, 
1986. (Case histories of Intel marketing strategies.) 

25: Profiles-A Worldwide Survey of IC Manufacturers. Inte­
grated Circuit Engineering, 1994. 

Other Periodicals 26: Rethinking IBM. Judith Dobrzynski, Business Week, 
10/4/93, pg. 86. (Business viewpoint of Lou Gerstner's first 
six months.) 
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27: Inside Intel. Robert Hof, Business Week, 6/1/92, pg. 86. 

28: Video, Flash Memory - The 'Other' Intel is Cooking. Robert 
D. Hof, Business Week, 6/1/92, pg. 90. 

29: Computer Revolution. Stratford Sherman, Fortune Maga­
zine, vol. 127 no. 12, 6/14/93, pg. 56. 

30: Products That Make Markets. Belinda Luscombe, Fortune 
Magazine, vol. 127 no. 12, 6/14/93, pg. 82. 

31: Business Week 1000, America's Most Valuable Companies. 
Business Week, 6/22/93. 

32: Will We Keep Getting More Bits for the Buck?. Otis Port, 
Neil Gross, Robert Hof, Richard Brandt, and Peter Bur­
rows, Business Week, 7/4/94, pg. 90. 
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33: Wonder Chips. Otis Port, Neil Gross, Robert Hof, and Gary 
MacWilliams, Business Week, 7/4/94, pg. 86. 

(*Note: Items marked with an asterisk are available in Under­
standing x86 Microprocessors, a collection of article reprints 
from Microprocessor Report.) 
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By mid-1994, at least six major vendors had begun competing 
for slices of the x86 pie, and at least one had thrown in the 
towel. More than 40 different products had been announced, 
counting functionally different devices in each vendor's product 
repertoire and functionally compatible parts produced by differ­
ent vendors. 

1 Part III of this report describes briefly each of the 386- and 
486-class microprocessor products announced through 4Q94. It 
is divided into separate chapters that discuss each vendor's 
product lines: 

Chapter 5: Intel 386 Microprocessors 

Chapter 6: Intel 486 Microprocessors 

Chapter 7: AMO 386 and 486 Microprocessors 

Chapter 8: C&T 386 Microprocessors 

Chapter 9: Cyrix 486 Microprocessors 

Chapter 10: IBM 386 and 486 Microprocessors 

Chapter 11 : Tl 486 Microprocessors 





5 

Intel 386 Family 
Overview 

Intel 386 
Microprocessors 

Since the beginning, Intel has been the first vendor to introduce 
products at each new generation of technology. As a result, the 
on-chip resources, pinouts, and bus protocols defined by Intel 
have become de facto standards for the industry, adopted or 
adapted by competing vendors. 

The Intel 386 family in particular served to define architectural 
and electrical capabilities that have reappeared in many other 
products. In order to understand the design techniques used by 
various :flavors of competing 386 and 486 devices, it's therefore 
useful first to understand the Intel 386 product line. 

When it was introduced in 1985, the 8.0386 was seen as a 
"80286 stretch," the next in an ongoing series of enhancements 
to Intel's microprocessor product line. Its instruction set, archi­
tecture, and on-chip resources-ALU, register file, memory 
management system, bus interface, and so forth-were func­
tionally quite similar to its predecessors'. 

Where there were differences, they were generally quantitative, 
not qualitative. The ALU and working registers, which had 
been 8 bits each on the 8080 and 16 bits on the 8086, 80186, and 
80286, grew to 32 bits on the 80386. Whereas the 8080 and 
8088 had 8-bit data buses, and the 8086, 80186, and 80286 data 
buses had grown to 16 bits, the 80386 grew its data bus to 
32 bits. 

The address bus, which had supported 16 bits in the 8080, 20 
bits for the 8088, 8086, and 80186, and 24 bits for the 80286, 
grew to 32 bits for the 80386 as well. A few new instructions 
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were added to the 80386 instruction set-just as the 8086, 
80186, and 80286 had each expanded the instruction set of its 
predecessor. But no new working registers were added to the 
386 programming model, and no new types of instructions were 
introduced. 

In practice, though, the 80386 set a new standard for micropro­
cessor functionality. Whereas a 16-bit CPU and data bus consti­
tuted a clear compromise between desired functionality and the 
reality of then-current technology, the 32-bit ALU, registers, 
and buses of the 80386 seemed, if anything, to exceed market 
demands. 

New memory paging support, improved mechanisms for execut­
ing existing 8086 programs, and the elimination of the need for 
memory segmentation all helped overcome many of the weak­
nesses of the 8086 and 80286 designs. (Ironically, mainstream 
users were unable to take advantage of these capabilities until 
Windows 3.1 became available in 1992-seven years after the 
80386 was introduced!) The 80386 was also the first micropro­
cessor to include built-in breakpoint and debug registers, which 
greatly simplified software development and testing. 

Thanks to its faster clock, higher resolution, and ability to emu­
late DOS-based 8086 object code from within protected mode, 
the 80386 could significantly outperform the 80286. Thus it 
soon became clear that the 80386 architecture had the potential 
to obsolete its humble 16-bit predecessors. 

In time, Intel reworked the 80386 nomenclature to reflect the 
quantum leap in its capabilities. The leading "80" was dropped 
and the "i" prefix added when it became clear that companies 
could not copyright simple numbers. The part designation was 
retrofitted with "DX" and "SX" suffixes as versions with differ­
ent pinouts were introduced. 

5.1 Intel 386 Core Technology 
By today's standards the Intel 386 core is quite spartan. Its 
32-bit integer execution unit implements (by definition) the 
base-level 386 architecture defined in Chapter 3 of this report, 
including an ALU, working register file, and various test and 
debug registers., In addition, the device contains a paged 
memory-management unit with a translation lookaside buffer 
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(TLB), and a system bus interface with 32 bits each of address 
and data. 

While its predecessors were initially implemented using NMOS 
process technology and later redesigned for CMOS, the 80386 
was the first Intel microprocessor of any type to be designed for 
CMOS technology from the start. This was done not so much to 
minimize power consumption as to reduce internal heat dissipa­
tion. Following the design conventions of the day, the internal 
logic of the device used a two-phase timing regime, in which 
buses, PLAs, and other signal nodes are "precharged" to one 
logic state during the first phase, and then conditionally "dis­
charged" to the other state during the second. 

If such a CPU spends too much time in its second phase, the 
charge stored on these nodes will dissipate, whether or not the 
chip logic intended it too. Such nodes are thus considered 
"dynamic," in much the same sense as the dynamic memory 
cells of a conventional DRAM. Because of this, the original 
80386 core could not operate below a certain minimum clock 
frequency. This minimum frequency leads in turn to a relatively 
high minimum current drain (Ice), which effectively precludes 
the device from being used in small, battery-powered applica­
tions. 

(In 1990, Intel redesigned the 80386 core to eliminate dynamic 
nodes, so newer embedded-control products based on this core 
may indeed allow static operation.) 

Core Design When the 80386 was designed, Intel was undoubtedly more con­
cerned just with getting the device to work than with the aes­
thetic details of its implementation. Most of its increased 
transistor and die size budget relative to the 80286 went into 
widening the ALU, CPU registers, and internal buses, adding 
new segmentation registers and paged memory management, 
and enhancing the instruction set, memory-management model, 
and compatibility modes. 

© 1994 MicroDesign Resources 

The time and material budget left little room for design sophis­
tication or performance optimization. Obtaining absolute maxi­
mum throughput in terms of number of clock cycles per 
instruction (CPI) was of lesser importance. Instead of the sleek, 
efficient (but silicon-hungry) multiple-stage execution pipelines 
so common among today's high-end processors, the 386 core 
makes extensive use of microcoded execution logic. Compared to 
more modern devices, then, the 80386 core seems almost gla-
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Low-Level 
Instruction Timing 

cially slow, although it was still considerably faster than the 
chips that came before. 

Instead of a conventional pipeline, the 386 design is built from a 
series of interconnected special-function units. A semi­
autonomous instruction_ prefetch unit retrieves instruction 
bytes from external memory into a 16-byte queue that feeds the 
instruction decode logic. (Later design reduced the queue length 
to 12 bytes.) Decode logic extracts the opcode, register, offset, 
and immediate operand fields as needed and then transmits 
complete instruction words in parallel into a three-level queue 
of ready instructions. 

A microcoded execution unit then interprets each of these 
instructions sequentially until it is done. The elasticity of the 
instru,ction-prefetch and assembled-instruction queues accom­
modates breaks in the flow of execution that occur when 
instruction fetches contend for use of the external bus. 

Unfortunately, while the prefetch unit does endeavor to 
retrieve, align, and begin decoding ensuing instructions during 
slow ALU operations, this rudimentary form of instruction over­
lapping does not accelerate branch processing, and at times it 
can create contention for the system bus, delaying other 
operations. 

The rate at which instructions execute is limited by several 
bottlenecks within the Integer Execution Unit (IEU). Instruc­
tion execution is not pipelined, so even the simplest register-to­
register MOV and ADD operations require at least two clock 
cycles: one to read the operands, and a second to perform the 
operation and store the result. 

More typically, though, instructions require additional clock 
cycles to complete. Jumps, calls, and returns consume at least 8, 
10, and 13 cycles, respectively. Simple integer multiplies involve 
an iterative shift-and-add process that consumes up to 41 clock 
cycles. 

Memory transfer instructions-loads, stores, and ALU opera­
tions that use a memory~based source or destination oper­
and-require extra clock cycles to retrieve address register 
contents and . compute the effective operand address. The 386 
Address Generation Unit (AGU) contains a single 32-bit two­
iil.put adder for all code and data address computations, so 
memory address computations that involve more than two com-

The Complete x86 



Chapter 5 Intel 386 Microprocessors 89 

ponents must be performed serially. Index-register scaling 
(when used) can add still more delays. 

Reading or writing each memory-based operand adds at least 
two additional clock cycles-more, if wait states are needed. 
Operands not aligned on natural memory-word boundaries 
require additional transfers to retrieve or write back. If, for 
example, a memory system requires two wait states per trans­
fer, even a "simple" register-to-memory ADD using a four-part 
indexed address to a misaligned address can require up to 
15 CPU cycles to complete. The most complex microcoded 
instructions can take dozens of cycles. 

The 386 core provides no direct on-chip support for floating­
point operations. While floating-point instructions may be 
detected and interpreted to some degree by 386-family micro­
processors, the actual floating-point circuitry is contained 
within a separate floating-point "coprocessor" device designated 
the i387SX or i387DX. 

Clock Timing The clock circuitry within the 386 core is fairly unsophisticated. 

© 1994 MicroDesign Resources 

An externally generated signal is divided by two internally to 
produce the two non-overlapping square-wave phase signals 
that synchronize both internal operations and the bus interface. 
By convention, specifications of a particular device's operating 
frequency refer to both the internal, subdivided core frequency 
and the external bus interface, such that a 20-, 25-, or 33-MHz 
processor, for example, requires a 40-, 50-, or 66-MHz external 
oscillator. 

Each instruction consumes multiple cycles of the subdivided 
internal clock signal. A two-clock NOP (no operation) or 
register-to-register ADD instruction, for example, consumes two 
CPU clock cycles, corresponding to four oscillations of the 
external input. 
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5.2 The Intel i386DX Microprocessor 
The Intel i386DX is the oldest member of the 32-bit x86 
dynasty. While its age places it among the least sophisticated 
designs, it has nevertheless become a standard against which 
the features and performance of other 386 and 486 processors 
are often measured. Table 5-1 summarizes the general features 
and specifications of the i386DX microprocessor. 

Product Name 

Introduction Date 

Prognosis 

Device Integration Level 

CPU Architecture Level 

Core Technology 

Pinout 

Data Bus Width 

Physical Addressability 

Data-Transfer Modes 

Cache Support 

Floating-Point Support 

Operating Voltage 

Frequency Options 

Clocking Regime 

Active Power Dissipation 

Power-Control Features 

Process Technology 

Die Size 

Transistor Count 

Package Options 

Notes 

Intel i386DX 

October 1985 

Targeting embedded-control and third-world PCs 

Microcoded 32-bit integer execution unit 
Paged memory-management unit 

De facto standard 386 integer instruction set 

De facto standard Intel 386 core 

De facto standard 386DX pinout 

32 bits (D31 .. DO) 

4 c.:il:i (Aaaress A31 .. A~ p1us 8t:~11 .. tst::u.w:J 

Two cycles minimum per 32-bit transfer 
One-half cycle address pipelining optional 
Dynamic bus resizing for 16-bit transfers 

Optional external 82385DX cache controller 
or 82395DX integrated cache peripheral 

Optional external 387DX-class FPU 

4.5 Vto 5.5 V 

20-, 25-, or 33-MHz core operation 

Operating frequency = Clkin freq + 2 

1.95 W@ 5.0 V and 33 MHz (worst case) 

None 

Initially 1.5µ two-layer-metal CMOS 
Redesigned for 1.0µ two-layer-metal CMOS 

404 x 379 mils (1.5µ design) 
270 x 244 mils (1.0µ design) 

275,000 transistors 

132-pin "standard" PGA or 
132-pin PQFP 

First x86 CPU to implement the 32-bit architecture 

Table 5-1. Intel i386DX feature summary. 

Features The i386DX contains a full 32-bit integer unit, a 4-Gbyte logical 
address space, and a paged virtual-memory management unit 
(PMMU). The device implements (by definition) and complies 
with the full 386 architecture, i.e., programming model, register 
set, instruction set, binary encodings, and so forth. 
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Floating-Point 
Support 

System Interface 
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The i386DX contains no direct support for cached memory sys­
tems. An Intel 82385DX cache controller, an 82395DX cache 
controller/RAM combination device, or similar products from 
. other vendors may optionally be used in i386DX-based designs. 
Many integrated chip sets also contain cache control logic. 

The i386DX provides no direct on-chip support for floating-point 
operations. Initially, floating-point support for the i386DX could 
be provided using either an Intel 80287-the FPU initially 
designed for the 80286-or a newer, more efficient design desig­
nated the 80387, which was later renamed the i387DX. In time, 
i386DX support for the 80287 was phased out, and a variety of 
alternative coprocessor devices were developed by such third­
party semiconductor vendors as Weitek, Cyrix, and IIT. 

As the first implementation of the 80386 family, the system 
interface defined by the i386DX device became an industry 
standard and served as the starting point as new functions were 
added in follow-on devices. The device provides separate 32-bit 
buses for address bits and data in order to support the full 
4-gigabyte physical address space defined by the architecture. 
Figure 5-1 illustrates a basic i386DX system interface. 

The standard 132-pin PGA package includes 83 signal pins, 41 
power and ground pins, and 8 no-connect pins. Since the con-

Vee 

RESET ADS# l C~Control o-. I DIC# 
Control M/10# 

eLK2 W/R# 

LOCK# 

Alternate I HOLD 
Intel Bus Master HLDA 

i386DX 
A31 .. A2. 

} Address Bus 
System BE3# .. 

BEO# 

Interface 

Interrupts f D31..DO 1 DataBus 
NMI 

INTR 

NA# 

} BusStaWs 
FPUStaws{ 

PEREQ# READY# 
BUSY# 

ERROR# BS16# 

Vss 

Figure 5-1. Intel i386DX system interface. 
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ventions followed by the i386DX bus interface have been 
adopted throughout the 386 and 486 product lines, the name 
and function of each signal pin is described in detail below. 

Address and Data Bus. Table 5-2 describes the i386DX 
address- and data-bus signals. Pins D31 .. DO form the bidirec­
tional data bus; DO denotes the least-significant bit. Each of the 
four bytes that make up a 32-bit data word has its own address. 
The x86 architecture is "little-endian," which means the least­
significant byte within each word is has the lowest address. 

Signal Direction Function 

031 .. DO 1/0 Data bus (031 =MSB, DO=LSB) 

A31 .. A2 Out Address bus (A31 =MSB) 

BE3# .. BEO# Out Byte enable controls (BE3# enables 031 .. 024) 

Table 5-2. Intel i386DX address and data bus signals. 

Note that the address pins A31 •• A2 provide only the 30 highest-
, 1 'J. ____ ,_ ______ , -~---1- rtiL-------------LJ..1...- -.l.l-----.C--

Ul"Ut::r UlLo::> Clo::> t::A.l.oit::111C:l1 Olo.l.U:uo • .L.l.lCOC .lCJ:l.l.CO'l:::i.1.1.ll ll.1..1.v a.u.u.u;;;;oo V.1. c;;u..1. 

aligned four-byte word of physical memory or an 1/0 port. Four 
separate "byte-enable" control signals (BE3# •• BEO#) indicate 
which of the bus's one-byte subfields is active during each trans­
fer. Pins D31 •• D24 are enabled by BE3#, while BEO# enables D7 .. DO. 

The byte-enable pins serve to encode both the two lowest-order 
address bits and the number of bytes involved in a given trans­
fer. In effect, A31 .. A2 identify one of one billion 32-bit words in 
memory, while BE3# .. BEO# indicate which combinations of bytes 
within that word are involved in each transfer. 

Bus Control and Status. Table 5-3 describes the i386DX bus 
control and status pins. Output pin ADS# (address strobe) goes 
low during the first clock cycle of each new bus cycle to indicate 
that a new transfer operation has begun, and to indicate that 
the various other address and control signals are valid. 

Output pins M/10# (memory/IO), DIC# (data/code), and W/R# 

(write/read) define the type of bus cycle being performed. These 
signals are encoded as shown in Table 5-4. 

LOCK# (bus lock) is an output signal that indicates the external 
memory system must complete the current data transfer cycle 
in ''locked" mode: if main memory is currently in use, the trans­
fer must be delayed, and once the transfer begins, no other bus 
master may initiate any transfers until the locked transfer is 
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Signal Direction Function 
--· -·- --·- - -

ADS# Out Address strobe (indicates start of new bus cycle) 

M/10# Out Memory vs 1/0 cycle (indicates operand type) 

DIC# Out Data vs Code cycle (indicates operand usage) 

W/R# Out Write vs read cycle (indicates transfer direction) 

LOCK# Out Locked bus cycle (indicates indivisible operation) 

NA# In Next address (enables pipelined transfers) 

READY# In Ready (transfer data accepted/available) 

8$16# In Bus size 16 (splits word transfers into two cycles) 

HOLD In Hold request (external bus master request) 

HLDA Out Hold acknowledge (bus available to other master) 

Table 5-3. Intel i386DX system bus control and status signals. 

complete and LOCK# is deasserted. LOCK# is asserted automati­
cally by the CPU during page-table accesses and atomic (non­
divisible) read-modify-write instructions; it may be explicitly 
requested for any other memory operations by inserting a 
LOCK prefix before the instruction opcode. 

The NA# (next address) input signal lets the external memory 
system acknowledge that it has latched or no longer needs the 
values on A31 .. A2. If additional memory cycles are pending, the 
i386DX can respond to this signal by presenting the address 
and control signals needed for the ensuing transfer before the 
outstanding data transfer is done. 

The READY# (ready) input synchronizes data transfer comple­
tion, and allows slow memory systems to request wait states as 
necessary until read data is valid or write data has been 
accepted. 

M/10# DIC# W/R# Transfer Cycle Type 

Low Low Low Interrupt acknowledge cycle 

Low Low High (does not occur) 

Low High Low Read data from 1/0 port 

Low High High Write data to 1/0 port 

High Low Low Fetch instruction from memory 

High Low High 
If BE2# is low: System halt cycle 
if BEO# is low: System shutdown cycle 

High High Low Read data operand from memory 

High High High Write data operand to memory 

Table 5-4. Intel i386DX transfer cycle encoding. 
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BS16# (bus size 16) is an input signal that may be asserted ifthe 
external memory system can not support 32-bit transfers to the 
requested address. If so, the i386DX will complete the transfer 
or latch data using pins D15 .. DO only, and then initiate a second 
transfer cycle to read or write the high-order half of the initial 
operand. This facility allows BIOS EPROMs, for example, to be 
just 16 bits wide. 

The HOLD (hold request) input and HLDA (hold acknowledge) out­
put signals provide a mechanism by which the i386DX can 
share use of a private local bus with other processors or DMA 
controllers. When HOLD is requested, the i386DX disables its 
address, data, and status output signals and asserts HLDA in 
response. 

Device Control and Status. Table 5-5 describes the i386DX 
device control and status pins. CLK2 (2x clock) is the system 
clock input signal. An externally generated clock signal of twice 
the desired core frequency must be driven onto pin CLK2. Bus 
logic runs at the same frequency and is controlled by the same 
phase signals as the core. 

Signal Direction Function 

CLK2 In Processor clock input (CPU freq =CLK2 freq + 2) 

RESET In Processor reset 

INTR In Maskable interrupt request 

NMI In Non-maskable interrupt 

PEREQ In Processor extension (FPU) service request 

BUSY# In Busy (FPU coprocessor status) 

ERROR# Out Floating-point error detected 

FLT# In 
Float (disables all outputs for board-level testing) 
(Note: not provided by Intel PGA packages) 

Table 5-5. Intel i386DX device control and status signals. 

The RESET (reset) input pin is asserted to reset the device. The 
INTR (interrupt request) pin is asserted to initiate a vectored 
CPU interrupt sequence. The NMI (non-maskable interrupt 
request) input pin invokes a non-vectored interrupt service rou­
tine that is always enabled and always takes precedence over 
all other interrupt service routines. 

PEREQ (processor-extension request), BUSY# (busy), and ERROR# 

(error) are three signals that coordinate communication 
between the i386DX and an external :floating-point math copro­
cessor, as described below. 
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The FLT# (float) is an input signal present on PQFP-packaged 
versions of the i386DX that disables the output drivers of all 
other pins. Normally, in order to perform test or debug a circuit 
board, the CPU must be removed to keep it from interfering 
with other devices on the circuit board. PQFP devices, however, 
are typically soldered directly to a circuit board. Asserting this 
signal disables all the CPU's outputs, and has the same effect as 
removing the chip from the circuit. The FLT# signal is not sup­
ported by PGA versions of the i386DX, since motherboards that 
contain PGA sockets may have board-level testing performed 
before the CPU is inserted, and PGA devices may be removed 
from their sockets should further system debugging be needed. 

The i386DX was initially offered only in a 132-pin ceramic pin­
grid-array (PGA) package. In recent years Intel has begun offer­
ing the part in a lower-cost 132-lead plastic quad flat pack 
(PQFP) package in response to competition from AMD (see 
Chapter 7). Figures 5-2 and 5-3 depict the pinout assignments 
for each package type. 

The i386DX contains 275,000 transistors, and was originally 
fabricated using a 1.5-micron, two-layer-metal CMOS process. 
Initial parts allowed operating frequencies of up to 16 or 
20 MHz, and were housed in a 132-pin ceramic pin-grid-array 
(PGA) package. In time, Intel redesigned the part for 1.0 micron 
design rules, and raised its maximum clock frequency to 
33MHz. 

Intel currently offers the i386DX in 20-, 25-, and 33-MHz ver­
sions, although the lower-speed parts generally have the same 
price as the faster ones. The design of the i386DX device is not 
static; standard devices specify a minimum input frequency of 
16 MHz, corresponding to an 8-MHz minimum core frequency. 
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Vee Vss A3 NC Vee Vss Vee ERROR# Vss Vee DIC# M/10# BE3# Vee 
A - - - - - - A -

Vss AS A4 NC Vss NC INTR NMI BUSY# W/R# Vss NC BE2# Vss 
B - - - - - - - - B - - - - - - -

AB A7 AG A2 Vee NC NC PEREQ RESET LOCK# Vss Vee BE1# 8816# 
c - - - - - c - - - - -
D 

A11 A10 A9 Vee NA# HOLD - - - - - - D 
A14 A13 A12 BEO# NC ADS# 

E - - - - - - E '-' '-' v '-' '-' '-' 

A15 Vss Vss Intel i386DX CLK2 NC Vss 
F - F -

A16 Vee Vee Vee READY# Vee 
G - - 132-pin PGA - - - G -

A17 A18 A19 DO D1 D2 
H - - - - - - H 

A20 Vss Vss Vss Vss D3 
J (Top View) J 

A21 A22 A25 07 05 04 
K - - K 

A23 A24 A28 Vee DB D6 
L - - - - L - - - -

A26 A29 Vee Vss 031 028 Vee Vss D20 Vss 015 010 Vee HLDA 
M - M -

A27 A31 Vss Vee D27 025 Vee D23 021 017 016 D12 D11 ~ N - - - - - - - N 
A30 Vee 030 D29 D26 Vss 024 Vee D22 019 D18 014 013 Vss p - - - - - - - - - - - p - - - - - - - - - - -
1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Figure 5-2. Intel i386DX PGA pinout. 
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Vss 1 0 99 Vee 
Vee 2 98 A26 
D13 3 97 A25 
D12 4 96 A24 
D11 5 95 A23 
D10 6 94 A22 

D9 7 93 A21 
HLDA 8 92 Vss 

DB 9 91 Vss 
Vss 10 90 Vss 
Vss 11 89 A20 
D7 12 Intel i386DX 88 A19 
D6 13 87 A18 
D5 14 86 A17 
D4 15 85 Vee 

Vee 16 84 A16 
D3 17 

132-Pin PQFP 
83 Vss 

D2 18 82 A15 
D1 19 81 A14 
DO 20 80 Vss 

Vss 21 79 A13 
Vee 22 78 A12 
Vss 23 (Top View) 

77 A11 
CLK2 24 76 A10 

Vss 25 75 A9 
READY# 26 74 AB 

ADS# 27 73 Vee 
HOLD 28 72 A7 
BS16# 29 71 A6 

NA# 30 70 A5 
BEO# 31 69 A4 
BE1# 32 68 A3 
BE2# 33 67 A2 

vmw~oomo~NMvmw~oomo~NMvmw~oomo~NMvmw MMMMMMvvvvvvvvvvmmmmmmmmmmwwwwwww 

Figure 5-3. Intel i386DX PQFP pinout. 
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5.3 The Intel i386SX Microprocessor 
The i386SX is a lower-cost derivative of the basic i386DX 
design. It is fully software-compatible-upward, downward, and 
sideways-with the i386DX device. All that's different is its 
physical manifestation: the data bus is limited to 16 bits, and 
the physical address bus to 24 bits, allowing the device to be 
sold in a lower-cost pin-reduced package. Features of the 
i386SX are summarized in Table 5-6. 

Product Name Intel i386SX 

Introduction Date June 1989 

Prognosis Being de-emphasized except within third-world markets 

Device Integration Level Same as i386DX 

CPU Architecture Level Same as i386DX 

Core Technology Same as i386DX 

Pinout De facto standard 386SX pinout 

Data Bus Width 16 bits (D15 .. DO) 

Physical Addressability 16 MB (AddressA23 .. A1 plus BHE#, BLE#} 

Data-Transfer Modes 
Two cycles minimum per 16-bit transfer 

One-half cycle address pipelining optional 

Cache Support 
Optional external 82385SX cache controller 

or 82396SX integrated cache controller/RAM 

Floating-Point Support Optional external 387SX-class FPU 

Operating Voltage 4.5 V to 5.5 V 

Frequency Options 20-, 25-, or 33-MHz core operation 

Clocking Regime Core operating frequency= 1/2 x Clkin 

Active Power Dissipation 1.9 W@ 5.0 V and 33 MHz (worst case) 

Power-Control Features None 

Process Technology 1.0µ two-layer-metal CMOS 

Die Size 242 x 269 mils 

Transistor Count 275,000 transistors 

Package Options 100-pin plastic QFP 

Notes Smaller, lower-priced variation on 386 core 

Table 5-6. Intel i386SX feature summary. 

Background From a software perspective, the 386 architecture had many 
advantages over the 80286, including increased arithmetic pre­
cision, expanded addressability, paged memory management, 
and better emulation capabilities. From a hardware perspec­
tive, these advantages came at some cost. 

The 80286 device itself was significantly less expensive, due to 
its smaller die and price competition from many alternate 

The Complete x86 
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sources. Expanding the i386DX address and data buses to 32 
bits required a package with extra pins for the wider buses, new 
bus-control signals, and the additional power and ground pins 
needed to drive them. These extra pins in turn mandated a 
larger PGA package, which cost more to build. 

Moreover, the i386DX indirectly increased system costs in other 
ways. Its wider buses required more interface circuitry for 
address buffers, bus transceivers, decoders, and the like. The 
32-bit memory bus required twice as many DRAMs to populate 
a minimum system, and SIMMs (byte-wide memory modules) 
had to be added or replaced in groups of four rather than two. 
These extra components, and the i386DX's own physically 
larger package, consumed more real estate on the motherboard. 
An i386DX-based system drew considerably more power than a 
80286 box, with possibly adverse effects on heat dissipation and 
power supply design. 

Thus, despite the architectural advantages of the i386DX, sales 
of the 80286 remained high for years thereafter. This phenome­
non spoiled Intel's plans two ways. As long as the 80286 contin­
ued to sell well, software designers would continue to view the 
8086 and 80286 as the least-common denominators in the sys­
tem market and might never migrate their application pro­
grams to the 32-bit x86 world, over which (coincidentally) Intel 
was the sole-source supplier. And even though Intel continued 
to be the world's largest single manufacturer of 80286 devices, 
competition was starting to eat into Intel's market share, and 
had driven its ASP (average selling price) and margins into the 
mud. 

Thus was the i386SX born in 1989, its primary purpose to kill 
off the multiple-sourced 80286 and restore Intel's monopoly in 
the x86 market. 

Features Like its big brother, the i386SX contains a full 32-bit integer 
unit, a 4-Gbyte logical address space, and paged viitual­
memory management. Both have the same programming 
model, register set, instruction set, binary encodings, and so 
forth. The cores of both processors were designed using the 
same basic implementation technology and microarchitecture, 
and have essentially the same transistor count and internal 
timing. 

© 1994 MicroDesign Resources 

Because the i386SX has a narrower bus interface, however, 
instruction timings often differ between the two devices. In gen­
eral, the i386SX device makes less efficient use of the system 
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bus interface. When an i386DX device needs to read or write an 
aligned 32-~it value, the entire transfer can complete in two 
internal clock cycles. An i386SX requires at least two trans­
fers-four internal clock cycles, or eight CLK2 oscillations-to 
transfer the same operand in two 16-bit parts, least-significant 
part first. 

Likewise, an i386DX can retrieve 32-bit values aligned on an 
odd byte address in four internal clock cycles, while an i386SX 
requires at least six. Moreover, the i386SX instruction prefetch 
logic must generally perform nearly twice as many 16-bit reads 
to retrieve the instructions for a given code sequence, consum­
ing greater bus bandwidth and increasing the likelihood that 
data transfers will have to contend for system bus usage. 
Because of this last phenomenon, the i386SX design shortened 
the instruction prefetch queue from 16 bytes to 12. 

Cache Support The i386SX contains no direct support for cached memory sys­
tems. An Intel 82385SX cache controller, 82396SX integrated 
cache controller/RAM device, or similar products from other 
vendors may optionally be used in i386SX-based designs, as can 
the cache-control logic within many integrated chip sets. 

Device J 
Control l 

Alternate 5 
Bus Master ?__ 

Interrupts I 
FPU Status { 

RESET 

CLK2 

FLT# 

HOLD 
HLDA 

NMI 

INTR 

PEREQ# 

BUSY# 
ERROR# 

Vee 

Intel 

i386SX 

System 

Interface 

Vss 

Figure 5-4. Intel i386SX system interface. 
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READY# 
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Coprocessor Support Because of its narrower data bus, the i386SX is unable to con­
nect to a standard i387DX FPU. Intel developed a separate 
device, designated the i387SX coprocessor, for i386SX-based 
designs. Other vendors, including Weitek, Cyrix, and IIT, like­
wise have slightly different designs for 386SX-class systems. 

System Interface From a practical perspective, the only difference between the 
i386SX and i386DX processors is the interface between each 
device and its system. Figure 5-4 illustrates a basic i386SX sys­
tem interface. 

© 1994 MicroDesign Resources 

The standard 100-pin PQFP package includes 58 signal pins, 32 
power and ground pins, and 10 no-connect pins. Tables 5-7 
through 5-9 define the names and functions of the i386SX signal 
pins. 

Signal Direction Function 

A23 .. A1 Out Address bus (A23 = MSB) 

D15 .. DO 1/0 Data bus (D1 5 = MSB) 

BHE#, BLE# Out Byte high enable and byte low enable controls 

Table 5-7. Intel i386SX address and data bus signals. 

Most of these signals have the same name and perform the 
same function as comparable signals defined by the i386DX. 
The chief differences are that i386DX address pins A31 •• A24 and 
data pins D31 •. D16 have been eliminated. The narrower data bus 
requires only two byte-enable signals, now designated BHE# 

(byte high enable) and BLE# (byte low enable) in lieu of 
BE3# .. BEO#. Since the memory system now consists of 16-bit 
words, signal BS16# is no longer needed, and an extra low-order 
address pin (A 1) has been added. 

Signal Direction Function 

ADS# Out Address strobe (start of new bus cycle) 

M/10# Out Memory vs 1/0 bus cycle 

DIC# Out Data vs code bus cycle 

W/R# Out Write vs read bus cycle 

LOCK# Out Locked (indivisible) bus cycle 

NA# In Next address (enables pipelined transfers) 

ROY# In Ready (transfer data accepted/available) 

HOLD In Bus hold request (external master request) 

HLDA Out Bus hold acknowledge (bus available) 

Table 5-8. Intel i386SX system control and status signals. 
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Signal Direction Function 

CLK2 In Processor clock input (CPU freq.=1/2 CLK2) 

RESET In Processor reset 

INTR In Maskable interrupt request 

NMI In Non-maskable interrupt 

PEREQ In Processor extension (FPU) service request 

BUSY# In Busy (FPU coprocessor status) 

ERROR# Out Floating-point error detected 

FLT# In Float (disables all outputs for board testing) 

Table 5-9. Intel i386SX device control and status signals. 

The i386SX is offered only in a 100-pin PQFP package (see 
Figure 5-5), and versions are currently available with core fre­
quencies up to 20, 25, and 33 MHz. The minimum core operat­
ing frequency is specified to be 4 MHz, though specially selected 
"low-power" versions can be ordered that allow the core fre­
quency to be as low as 2 MHz. These slower parts generally 
carry a slight price premium-partly because they take longer 
to test, increasing the manufacturing cost, and partly becall;se 
their improved specifications make them worth more to users. 
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DO 1 0 75 A20 
Vss 2 74 A19 

HLDA 3 73 A18 
HOLD 4 72 A17 

Vss 5 71 Vee 
NA# 6 70 A16 

READY# 7 69 Vee 
Vee 8 

Intel i386SX 68 Vss 
Vee 9 67 Vss 
Vee 10 66 A15 
Vss 11 65 A14 
Vss 12 

100-Pin PQFP 
64 A13 

Vss 13 63 Vss 
Vss 14 62 A12 

CLK2 15 61 A11 
ADS# 16 60 A10 
BLE# 17 59 A9 

A1 18 
(Top View) 58 AS 

BHE# 19 57 Vee 
NC 20 56 A7 

Vee 21 55 A6 
Vss 22 54 AS 

M/10# 23 53 A4 
DIC# 24 52 A3 
W/R# 25 51 A2 

w~oomo~NMv~w~oomo~NMv~w~oomo 
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Figure 5-5. Intel i386SX PQFP pinout. 
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5.4 The Intel 80376 Microprocessor 
The Intel 80376 microprocessor is a version of the i386SX with 
real-mode operation and the on-chip PMMU disabled. The 
80376 is intended for embedded computing rather than PC­
class applications and is included in this report chiefly for his­
torical and comparative reasons. Table 5-10 summarizes the 
general features and specifications of the 80376 microprocessor. 

Product Name Intel 80376 

Introduction Date April 1989 

Prognosis Positions strictly for embedded applications 

Device Integration Level Same as i386SX but with PMMU disabled 

CPU Architecture Level Same as i386SX but with real-mode· operation disabled 

Core Technology "De-DOSed" Intel 386SX die 

Pinout Same as i386SX 

Data Bus Width 16 bits (D15 .. DO) 

Physical Addressability 16 MB (AddressA23 .. A1 plus BHE#, BLE#) 

Data-Transfer Modes Same as i386SX 

Cache Support 
Optional external 82385SX cache controller 
or 82396SX integrated cache controller/RAM 

Floating-Point Support Optional external i387SX FPU 

Operating Voltage 4.5 V to 5.5 V 

Frequency Options 16- or 20-MHz core operation 

Clocking Regime Same as i386SX 

Active Power Dissipation 1.25 W@ 5.0 Vand 20 MHz (worst case) 

Power-Control Features None 

Process Technology 1 .Oµ two-layer-metal CMOS 

Transistor Count 275,000 transistors 

Die Size 269 x 242 mils 

Package Options 100-pin plastic QFP 

Notes Modified version of the i386SX die 

Table 5-10. Intel 80376 feature summary. 

Background When the i386SX was still in its planning and design stages, 
Intel had great hopes that this new, low-cost device would open 
new markets for the 386 family, not just in lower-cost desktop 
PCs, but in laser printers, factory automation, network control­
lers, and the like. In response to extremely low price projections 
from Intel, Xerox and others began designing embedded sys­
tems based on i386SX hardware. 
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By the time the i386SX was introduced, however, company 
strategy had shifted. Intel decided the initial target prices were 
lower than necessary; the i386SX was simply worth more to PC 
vendors than the prices that had already been promised to 
embedded-system vendors. Thus was born the 80376, a device 
that could deliver the same performance as the i386SX, but that 
would be uniquely suited for the embedded world, and thus 
would not (i.e., could not) compete for PC sockets. 

The 80376 contains a slightly modified version of the standard 
i386SX die. It is delivered in the same 100-pin PQFP as the 
i386SX, uses the same pinout, and has the same system inter­
face with respect to signal definitions, timing, and electrical 
characteristics. It connects to the same i387SX floating-point 
coprocessor and other peripherals as is the i386SX, as well as 
387SX-class FPUs and peripherals from other vendors. (See the 
discussion of the i386SX system interface above for details.) 

For nearly all practical purposes, the 80376 architecture is 
nearly identical to that of the standard 386. The user-mode pro­
gramming model, addressing modes, and instruction set and 
encodings are identical, as are most of the system-mode control 
registers and instructions. 

However, there are two critical differences between the 80376 
and the i386SX devices. The first is that the on-chip 
PMMU-present on all other members of the 386/486 product 
line-and all registers that relate to it have been disabled. This 
is purportedly because embedded applications generally have 
no need for memory paging. Application code for laser printers, 
network hubs, and the like is typically resident in on-board 
EPROMs or ROMs, rather than in DRAM; thus there is no sec­
ondary storage device, such as a disk drive, from which code is 
loaded, nor is there any need to swap pages in and out of RAM. 

Second, real-mode operation has also been disabled. Whereas 
other 386 and 486 family members begin operating in 16-bit 
"real mode" following reset, and require software intervention 
to switch into 32-bit "native" mode, the 80376 powers up in 
native mode directly. This change was purportedly made to sim­
plify the programming interface and save the user from having 
to understand the different mode semantics. 

In truth, both changes were made so Intel could play marketing 
games with the part. Real-mode operation, in which all other 
386-class CPUs emulate a high-speed 8086-is necessary for 
,running standard DOS software. Memory paging is necessary 
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for Unix. By omitting these modes, Intel was able to assure that 
the resulting device could not be induced to execute the estab­
lished base of DOS and Unix applications, and thus would not 
be suitable for desktop computer systems. 

As a result, Intel was able to introduce the 80376 at approxi­
mately half the price of its i386SX cousin. Price pressure on the 
i386SX later caused its price to fall, however, until at this point 
the price differential is quite small. For many applications, this 
difference is not enough to justify the (albeit minor) software 
differences between the parts, or the lack of second-source 
channels. 

The 80376 is available only in a 100-pin PQFP package and is 
currently offered with core frequencies of 16 or 20 MHz. It has 
the same execution timing as the i386SX, so if both chips were 
able to execute the same software at the same clock rate, the 
performance of the two would be the same. 
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5.5 The Intel i386SL "Superset" 
Microprocessor 

© 1994 MicroDesign Resources 

The i386SL is a fully static derivative of the 386 family for 
power-conscious applications in portable lap-top, notebook, and 
subnotebook ("palm-top") PCs. Table 5-11 summarizes the fea­
tures and specifications of the i386SL microprocessor. 

Product Name Intel i386SL 

Introduction Date October 1990 

Prognosis New design activity being discouraged 

Static i386SX integer unit core and PMMU; On-chip 

Device Integration Level 
cache tags and control logic; Direct system memory 

controllers and drivers; Direct ISA backplane controllers 
and drivers; On-chip power-management logic 

CPU Architecture Level 
Full 386 integer instruction set plus Intel SMM (System 

Management Mode} extensions 

Core Technology 386 core redesigned for static and low-voltage operation 

Pinout Custom 

Data Bus Width 
!SA-compatible 16-bit system data bus 

Separate 16-bit cache data bus 

Physical Addressability 
16 megabytes accessible via ISA bus 

Separate interface for local DRAM and cache 

Supports multiple transfer types including standard ISA 
Data-Transfer Modes bus, high-speed local bus, system SRAM and DRAM 

control sequencing 

Internal control logic and tags for optional off-chip cache 

Cache Support 
Configurable for 16K, 32K, or 64K bytes 
One-, two-, or four-way set associative 

Write-through operation only 

Floating-Point Support Optional external i387SX FPU 

Voltage Options 3.0 V to 3.6V or 4.5 V to 5.5 V 

Frequency Options 
20- or 25-MHz core operation @ 5 V 

16- or 20-MHz core operation @ 3.3 V 

Clocking Regime 
Core operating frequency equals a programmable frac-

tion of clock input 

Active Power Dissipation 3.5 W @ 5.0 V & 25 MHz; 1.1 W @ 3.3 V & 20 MHz 

Power-Control Features Static operation; programmable frequency subdivider 

Process Technology 1 .Oµ two-layer-metal CMOS 

Transistor Count 850,000 transistors (CPU); 260,000 (1/0) 

Die Size 508 x 516 mils (CPU); 416 x 508 mils (1/0 chip) 

Package Options 196-pin PQFP or 227-lead land grid array 

First Intel processor to support SMM 
Other Features 110 drivers directly compatible with ISA bus 

On-chip support for LIM memory paging 

Table 5-11. Intel i386SL feature summary. 
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Features The i386SL was part of a family of devices that crammed the 
processor and peripheral circuitry of an entire ISA-compatible 
PC into a highly integrated chip set. While these features made 
the part attractive for ultrasmall, low-power battery-operated 
computers, they were of minimal value in desktop applications. 

As even the low-power portable PC market began shifting 
toward 486-class processors, Intel began de-emphasizing the 
i386SL in favor of static implementations of the 486 family (see 
Chapter 6: Intel 486 Microprocessors). While some i386SL­
based notebook computers were still being sold during 1994, 
new design activity has ceased. The device is included in this 
report for historical and comparison purposes. 

System Overview The i386SL chip-set partitions an entire generic 386-based per­
sonal computer system into a handful of dedicated chips. Figure 
5-6 shows how system functions divide among chip-set elements. 

i387SX 
Math 

Coprocessor 
(Optional) 

High­
Speed 
Cache 

(Optional) 

IDE Hard 

i386SL Microprocessor 82360SL 1/0 Subsystem 

Disk Drive 1-----~ 

ISA Backplane 

110 Expansion Slots 

Figure 5-6. Intel i386SL functional system partitioning. 
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The i386SL device itself contains a static 386-class. CPU core 
plus control logic and high-current drivers for an ISA­
compatible system bus interface; control logic and tags for an 
optional external cache memory; and interfaces for an SRAM­
or DRAM-based main memory system. 

An array of software-configurable variable-frequency clock gen­
erators within the i386SL allows the CPU and its peripheral 
chips to run at a variety of speeds, allowing system software to 
fine-tune system power consumption under a variety of situa­
tions. An array of programmable counters monitors software 
I/O activity to system peripherals, making it possible for system 
software to intelligently decide when it is safe and prudent to 
disable or re-enable display back lights, disk drives, and other 
power-hungry peripheral subsystems. 

Numerous system peripheral and I/O devices are incorporated 
into an auxiliary support chip designated the 82360SL. These 
include all the DMA controllers, timer/counters, interrupt con­
trollers, serial ports, parallel I/O ports, and decoding logic found 
in a standard ISA-based PC clone. 

A third chip, designated the 80C51SL, performs custom key­
board interface functions. This device contains a low-power 
eight-bit general-purpose microcontroller based on the venera­
ble old 8051 (motto: "Fifteen years without a major redesign, 
and still going strong"); an interface port through which the 
8051 core can receive commands from and return data to the 
i386SL CPU; a program ROM for user-defined control algo­
rithms; and a gate array that may be configured as needed to 
perform I/O and control logic functions. 

A fourth chip typically provides a standard VGA interface to an 
LCD display or CRT. Because the interface requirements for dif­
ferent displays depend greatly on the display type and size 
selected, this last chip generally varies from one application or 
system architecture to another. 

Cache Support The i386SL takes a novel approach to cache design. The pres­
ence of cache in a battery-operated system actually tends to pre­
serve battery life, since the same effective performance can be 
obtained using a correspondingly slower system clock. More­
over, it takes a considerable amount of power to access system 
memory continuously; to the extent that a cache allows system 
memory to remain idle, power consumption will fall. 

© 1994 MicroDesign Resources 
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Figure 5-7. Intel 386SL direct cache support. 

The i386SL contains cache control logic and tag memory but 
does not contain any cache data arrays. Attaching one, two, or 
four external SRAM devices (see Figure 5-7) enables the i386SL 
to support cache arrays as large as 64K bytes. The cache is uni­
fied (i.e., it buffers both instructions and data), has a two-byte 
line size, and can be configured to be direct-mapped, two-way, or 
four-way set associative. 

Note that no random-logic "glue" is required for any of the cache 
configurations shown in Figure 5-7; the i386SL CPU's control 
and data pins can be configured through software to connect 
directly to corresponding pins on the SRAM chips. 

The i386SL does not contain any direct support for floating­
point operations; however, it may be used with an optional 
386SX-class floating-point coprocessor. The i386SL CPU gener­
ates the external clock signal needed by the off-chip i387SX 
FPU. The i386SL minimizes FPU power consumption by auto­
matically slowing or stopping the FPU clock except when float­
ing-point operations are in progress. 

Much of the complexity of the i386SL family comes from the 
plethora of system architectures, memory configurations, I/O 
options, and backplane driver requirements. The CPU contains 
software-configurable control logic to support any of a wide 
range of design alternatives. 

System memory can be up to a total of 32M bytes and may be 
built from SRAM or DRAM devices of varying capacity. Depend­
ing on the memory devices installed, certain i386SL pins are 
software configurable to emit demultiplexed address lines, read 
and write control strobes, and DRAM RAS and CAS signals. 

The Complete x86 



Package and 
Frequency Options 

© 1994 MicroDesign Resources 

128Kx 8 
Flash 

EPROM 
BIOS/ 

Custom OS 

Chapter 5 Intel 386 Microprocessors 111 
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Figure 5-8. Intel i386SL 10-chip minimum system design. 

The upshot of all this configurability is that systems may be 
designed with an exceedingly low chip count and no external 
glue. Figure 5-8 shows a simple checkbook-size computer that 
incorporates 384 Kilobytes of system memory, can run stan­
dard DOS applications, supports both ISA-standard and PCM­
CIA-type expansion boards, and can be built with a total of just 
10 !Cs-including system memory. 

It's beyond the scope of this report to describe the i386SL sys­
tem interface, signal names, and configuration options; suffice it 
to say that the Intel data sheet that summarizes the hardware 
interface of the i386SL and 82370SL devices is 150 pages long. 
A table that identifies simply the name, location, and I/O 
attributes of each signal pin runs more than 10 pages, while 
another table containing a brief summary of each pin's function 
consumes more than 15 pages. 

Intel offered the i386SL in either a 196-lead PQFP package or a 
227-lead land-grid-array (LGA) package. The 82360SL support 
chip was available only in a 196-pin PQFP. Each chip was 
offered in 5-V versions that supported CPU core frequencies up 
to 20 or 25 MHz, or in 3.3-V versions that supported core fre­
quencies up to 16 or 20 MHz. Just to make the purchasing-deci­
sion process even more convoluted, lower-cost versions of each 
CPU were available in which the cache-control circuitry was 
disabled. 
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5.6 Futures 
It has long been part of Intel's official corporate charter that the 
company will not compete in a market unless it can either dom­
inate the industry or run a strong second, with opportunities to 
advance. A corollary of this policy is that when market condi­
tions change and Intel no longer finds it sufficiently lucrative to 
sell an aging product, the company retreats gracefully from the 
market. 

As competition began to develop for 386-class processors from 
AMD, Cyrix, et al (see following chapters), Intel appeared to 
withdraw from the desktop 386 market. No new design activity 
is under way for 386-based desktop or portable PCs, although 
Intel entered into a (now-defunct) cross-licensing agreement 
with VLSI Technology for the i386SL processor core. 

This is not to say Intel has discontinued 386 production. 
Instead, it has begun pursuing new 386 markets outside the 
conventional PC arena. One of these is in 32-bit embedded com­
puting. While the 386 architecture has no inherent advantages 
over competing processors for embedded systems-including 
Intel's own i960 family-the widespread availability of software 
tools, compilers, debuggers, operating systems, utility libraries, 
and the like makes it relatively easy for embedded system sup­
pliers to design with these parts. Also, any of the 110 million or 
so 386- and 486-based PCs now in use can serve double duty as 
a development system, software testbed, and debugger for 386-
based designs. 

Geopolitical Pawns? Another new market for 386 processors may be opening in the 
Far East. In April of 1994 the government of China announced 
that the Intel 386 microprocessor had been selected as the core 
of the next generation of small business and consumer comput­
ers. To save manufacturing and transportation costs (!), Intel 
will be shipping huge volumes of bare 386 die overseas, to be 
packaged and assembled into systems on the Chinese main­
land. As of this writing, anticipated production volumes and 
other details of this deal had not been divulged. One has to 
wonder whether third-world markets are attractive to Intel on 
their own merit, or merely as a way to keep AMD from exploit­
ing Asian markets to recoup its 386 development costs. 
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5.7 For More Information ... 
Additional technical information on the Intel 386 product lines 
may be found in the following publications: 

Vendor Publications 1: 386 SL Microprocessor SuperSet Programmer's Reference 
Manual. Intel Corporation, 1990, order #240815-001. 

2: 80386 System Software Writer's Guide. Intel Corporation, 
1988, order #231499-001. 

3: Intel386 SL Microprocessor SuperSet Data Book. Intel Cor­
poration, 1992, order #240814-004. 

4: Introduction to the Intel386 SL Microprocessor SuperSet: 
Technical Overview. Intel Corporation, 1991, order 
#240852-002. 

5: Microprocessors Data Book Volume I: Intel386, 80286, and 
8086 Microprocessors. Intel Corporation, 1994, order 
#230843-011. 

Microprocessor 6: Intel's P9 Could Make 286Architecture Obsolete*. MPR 
vol. 1 no. 1, 9/1/87, pg. 1. (Cover story.) Report Articles 
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7: Details of 80376 Begin to Emerge. MPR vol. 1 no. 4, 12/87, 
pg. 3. (Most Significant Bits item.) 

8: Intel's 80376 Provides Lower-Cost 386 Replacement for 
Embedded Control*. MPR vol. 2 no. 4, 4/88, pg. 9. (Feature 
article.) 

9: Intel Christens P9 the 80386SX*. MPR vol. 2 no. 6, 6188, 
pg. 1. (Cover story.) 

10: Intel Drops SX Price to Crush 286. MPR vol. 3 no. 2, 2/89, 
pg. 2. (Most Significant Bits item.) 

11: 386SX Price Drops, but 286 Sales Remain Strong. MPR 
vol. 3 no. 10, 10/89, pg. 2. (Most Significant Bits item.) 

12: More Bugs in the 486. MPR vol. 4 no. 2, 2/7 /90, pg. 4. (Most 
Significant Bits item.) 

13: Intel Finally Moves 386SX to 20 MHz. MPR vol. 4 no. 2, 
2/7 /90, pg. 5. (Most Significant Bits item.) 

14: More 386 Family Parts Coming. MPR vol. 4 no. 3, 2/21/90, 
pg. 4. (Most Significant Bits item.) 

15: "Smart Cache" Reduces 386 Cache to Single Chip*. MPR 
vol. 4 no. 10, 5/30/90, pg. 6. (Feature article.) 
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Other Technical 
References 

16: Processors and PC Chip Sets Merge*. MPR vol. 4 no. 13, 
8/8/90, pg. 1. (Cover story.) 

17: 386SL Brings 386 Power to Notebook Computers*. Michael 
Slater, MPR vol. 4 no. 18, 10/17 /90, pg. 1. (Cover story.) 

18: SuperSet Provides Transparent Power Management. 
Michael Slater, MPR vol. 4 no. 19, 10/31/90, pg. 12. (Fea­
ture article.) 

19: Intel Licenses Power Management Chip. MPR vol. 4 no. 21, 
11/14/90, pg. 4. (Most Significant Bits item.) 

20: Intel's 386SL Will Not Support SRAM Initially. MPR vol. 4 
no. 21, 11/14/90, pg. 4. (Most Significant Bits item.) 

21: Intel Loses 386 Trademark*. Michael Slater, MPR vol. 5 no. 
5, 3/20/91, pg. 1. (Cover story.) 

22: Intel offers New 386SL, 486SX Versions. MPR vol. 5 no. 18, 
10/2/91, pg. 4. (Most Significant Bits item.) 

23: Intel Claims Am386 Infringes PLA Copyright*. Michael 
Slater and Rich Belgard, MPR vol. 5 no. 20, 10/30/91, pg. 
11. (Feature article.) ~, 

24: Intel Counters with SL. MPR vol. 6 no. 2, 2/12/92, pg. 5. 
(Most Significant Bits item.) 

25: The Intel System Management Mode*. Simon Ellis, MPR 
vol. 6 no. 2, 2/12/92, pg. 16. (Feature article.) 

26: Intel Announces Its First 3.3-V Processors. MPR vol. 6 no. 
5, 4/15/92, pg. 4. (Most Significant Bits item.) 

27: Intel Samples 3.3-V 386SL. MPR vol. 6 no. 8, 6/17/92, pg. 4. 
(Most Significant Bits item.) 

28: Intel Forges 386SL Deal With VLSI Technology. MPR vol. 6 
no. 10, 7 /29/92, pg. 4. (Most Significant Bits item.) 

29: Intel Slashes 386SL Prices. MPR vol. 6 no. 11, 8/19/92, pg. 
4. (Most Significant Bits item.) 

30: Intel Redesigns 386 for Embedded Market. Linley Gwen­
nap, MPR vol. 7 no. 14, 10/25/93, pg. 22. (Feature article.) 

31: PDAs Begin Shipping in 1993. Linley Gwennap, MPR vol. 
8 no. 1, 1/24/94, pg. 18. (Feature article.) 

32: 80386 Technical Reference. Edmund Strauss, Brady Books, 
1987, ISBN 0-13-246893-X. 
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33: Marketing High Technology. William Davidow, Free Press, 
1986. (Case histories of Intel marketing strategies.) 

(*Note: Items marked with an asterisk are available in Under­
standing x86 Microprocessors, a collection of article reprints 
from Microprocessor Report.) 
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Intel 486 Family 
Overview 

Intel 486 
Microprocessors 

Whereas the Intel i386SX and i386DX devices were tremen­
dously successful from a business perspective, and while the 32-
bit architecture they embodied overcame the limitations of their 
16-bit forebears, and while the complexity and performance of 
each part was quite impressive for its day, both devices left 
much to be desired in terms of their implementations. As semi­
conductor technology advanced and the number of transistors 
available to chip designers increased, it became possible to 
build processors with both better performance and higher inte­
gration levels than the original 386 family members. 

A completely new implementation of the 386 architecture 
resulted in the i486DX device, introduced in 1989. In the inter­
vening years Intel has introduced more than a dozen major 
derivatives of the i486DX core, and another dozen minor 
updates. Since they and many of the other processors described. 
in later chapters of this report take advantage of a number of 
486 implementation techniques, this chapter contains a 
detailed review of the basic 486 core design followed by a 
description of each of the current Intel 486 family members. 

In addition to being able to run 386 programs three to five times 
faster than an i386DX, the i486DX contains an 8-Kilobyte on­
chip instruction and data cache, a complete 387-class fl.oating­
point unit, and a more efficient system interface. 

The 486 family is characterized by a number of improvements 
and enhancements over 386-class products. Chief among these 
are the 486 family's higher levels of integration and perfor­
mance, and several minor additions to the 386 architecture. 
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Architecture 
Extensions 

Feature Device Comparison 

Integration Level The 486 combines the integer and FPU facilities of the i386DX and 
i387DX onto one chip, along with an 8-KB cache. 

Architecture The 486 adds eight new instructions for CPU configuration and con-
trol and multiple-processor communications to the 386 repertoire, 
plus the 387 instruction set. 

Control New control register bits and previously undefined bits in the mem-
Registers cry descriptor tables configure processor mode, cache operation, 
and Flags and external memory cacheability. 

Memory A new page-protection feature improves support for Unix and other 
Management multitasking OSs. A new control flag optionally traps execution on 

Unit suboptipially aligned data objects. 

Execution The 486 contains a heavily pipelined integer execution unit that typi-
Pipeline cally requires one-third to one-half as many clock cycles as the 386 

for most integer instructions. 

Instruction/ The 486 contains an 8-KB instruction/data cache on-chip. lnstruc-
Data Cache tion requests and data loads and stores that hit within the cache can 

complete in a single clock cycle. 

Floating-Point The 486 includes a full 387-compatible FPU on chip. Data passes 
Unit between the IEU and FPU through dedicated buses for somewhat 

better performance. 

System Interface The 486 supports efficient burst-mode instruction fetches and data 
loads, support for a second-level cache, optional parity on the data-
bus, and several features to simplify PC design. 

Power Since late 1993, all new Intel 486 processors have provided power-
Management management features including a static core, low-power modes, 

and system management mode. 

Table 6-1. Differences between Intel 386 and 486 microprocessors. 

Table 6-1 lists the general areas in which 386- and 486-class 
processors differ. These areas are discussed below. 

The 486 instruction set and architecture are a superset of those 
originally defined by the i386DX microprocessor and the 
i387DX FPU, enhanced to include a number of new registers, 
new instructions, and new operating modes. 

The user-mode programming model for the Intel 486 family 
includes each of the integer working registers, control and sta­
tus registers, and FPU registers originally defined by 386-
family products. These registers are shown in Figure 6-1. 

Programming Model Extensions. The 486 architecture also 
extends the original 386 system-mode register set by imple­
menting several new control and status registers and several 
new bits and bit fields within existing system registers and 
memory-based data.structures. Two previously reserved bits in 
control register CRO now enable the cache replacement and 
write-through facilities. Five new 32-bit test registers have also 
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EAX 
EBX 
ECX 

EDX 
ESI 

EDI 
EBP 

ESP 

EIP I 
EFLAGS 

General-Purpose Working Registers 

31 1615 87 0 '.!. 
AH AX AL 
BH BX BL 
CH ex CL 
DH DX DL 

SI 

DI 
BP 
SP 

Integer Unit Control Registers 

31 1615 0 

I 
IP 

FLAGS 

15 
Segment Registers 

0 

cs 
1----------1 

SS 
t----------1 

DS ,____ _____ ___, 

ES ,____ _____ ___, 

FS ,__ _____ ___, 

GS 

Figure 6-1. Intel 486 programming model. 

Floating-Point Operand Registers 

~ 0 

RO 1--------------1 
R1 >-------------! 
R2 
1-------------1 

R3 
1-------------1 

R4 
1-------------1 

R5 
1-------------1 

R6 
1-------------1 

R7 

FPU Special Registers 
15 0 

Control Register 

Status Register 

Tag Word 

Floating-Point Fault Registers 

47 0 

Instruction Pointer 

Data Pointer 

been added to let the OS test the operation of the cache memory 
and tag data arrays. New and revised control registers appear 
in Figure 6-2. Light gray shading indicates register fields 
defined by the 386 architecture. Darker gray fields are reserved 
by Intel for future expansion. 

A newly defined bit in each page-table entry controls cacheabil­
ity on a per-page basis. If the PCD (page cache disable) bit for a 
particular page is set, internal caching of data from that page 
will not be allowed. If PCD is cleared, internal caching is 
enabled. The state of the PCD bit for the referenced page is cop­
ied out to an external pin during every external memory access. 
Off-chip logic can monitor this pin to prevent a second-level 
cache from collecting noncacheable data. 

A second bit in each memory page-table entry controls whether 
a second-level cache implements a write-through or write-back 
policy for each page. The PWT (page write-through) bit is copied 
to an output pin during every memory cycle. PWT is not moni­
tored by the internal cache, since all writes are write-through. 

Since the instruction set and programming model of the 486 
encompass all of the instructions, registers, and system data 
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CRO 
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TR5 
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31 
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486 Cache Data 
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486 Cache Tag 

Physical Address 

Cache Status 
Test Register 

TLBCommand 
Test Register 

TLB Data Test 
Register 

Figure 6-2. Intel 486 programming model additions. 

structures of its predecessors, existing 8086, 80286, and 386 
operating systems and application programs generally run 
unmodified on compatible 486-based hardware. Each of the new 
register fields and data structures is visible only to protected­
mode operating system code and is thus transparent to applica­
tions programs. System-initialization code must be revised, 
however, to enable cache operation, and programs that contain 
software delay loops may need to be adjusted to compensate for 
the faster instruction-execution rate. 

Instruction Set Additions. Six new instructions in the 486 
improve the performance of multiple-processor-based system 
designs and control the new on-chip cache and optional external 
caches. SL-enhanced family members implement a seventh 
instruction for power-management software. Table 6-2 describes 
these instructions. 

The BSWAP instruction reverses the order of the four bytes in a 
32-bit register so a 486 can share data structures and on-line 
databases more easily with "big-endian" processors in net­
worked installations. 
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Instruction Mode Operation 

BSWAP User/ System Byte swap. Reverse byte order within register 

XADD User/ System Atomic (indivisible) exchange and add 

CMPXCHG User/ System Atomic (indivisible) compare and exchange 

INVD System Invalidate data cache 

WBINVD System Perform write-back cycle and invalidate cache 

INVLPG System Invalidate TLB page entry 

Table 6-2. Intel 486 instruction set additions. 

The XADD (exchange-and-add) and CMPXCHG (compare-and­
exchange) instructions perform atomic (indivisible) memory 
read/modify/write sequences in order to simplify software sema­
phores in multiprocessing applications without having to 
invoke OS functions or disable interrupt processing. 

INVD invalidates the internal program and data cache for soft­
ware testing or system verification purposes and initiates a spe­
cial bus cycle to flush any external cache systems. 

WBINVD invalidates the internal cache and initiates two spe­
cial bus cycles. The first instructs an external copy-back cache 
(if present) to write any dirty (modified) cache lines back to 
main memory; the second flushes the external cache. 

The INVLPG instruction invalidates the entry for a specific 
page within the on-chip TLB. 

Execution Pipeline The 486 was the first x86 microprocessor to contain a pipelined 
instruction execution unit, on-chip cache, and several enhance­
ments to the 386 architecture, as shown in Figure 6-3. This sec­
tion describes the functional units that make up the 486 
execution pipeline and how they interact to achieve single-cycle 
execution of many instruction types. 
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Pipeline Overview. The 486 pipeline. includes five stages: 
prefetch (PF), two decode stages (Dl and D2), execution (EX), 
and register-file write-back (WB). A series of single-cycle 
instructions will be fully overlapped as they pass through the 
pipeline, as shown in Figure 6-4. 

Unlike early pipelined microprocessors, the 486 is not restricted 
to the simple, lock-step progression of instructions through the 
pipeline. Instructions may consume a varying number of clock 
cycles in each stage. Interlocks prevent each stage of the pipe­
line from advancing unless later stages will be ready to absorb 
the resulting data when it arrives. Conversely, later pipeline 
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Figure 6-3. Intel 486 microarchitecture. 

stages may continue to advance while earlier stages are busy or 
blocked. 

The PF stage prefetches instructions from the cache or main 
memory into two 16-byte instruction prefetch buffers organized 
as a 32-byte circular queue. The PF stage tries to stay several 
cycles ahead of the execution unit, so each instruction will gen­
erally be retrieved several clock cycles before it is due to begin 
executing. The instruction buffers are physically implemented 
as a strip of silicon between the two halves of the I/D cache. 
Each holds an entire 16-byte cache line, so together they can 
hold between four and ten full instructions. 

Inst 1: PF D1 D2 EX WB 

lnst2: PF D1 D2 EX WB 

lnst3: PF D1 D2 EX WB 

lnst4: PF D1 D2 EX WB 

Clock: 

Figure 6-4. Intel 486 pipeline stages. 
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The Dl pipeline stage "cracks" the instruction encoding. Logic 
attached to the instruction prefetch buffers extracts the opcode, 
constant, and displacement fields of each instruction in parallel 
as needed, regardless of their alignment. D 1 logic examines the 
instruction opcode, determines the instruction class into which 
it falls, and determines what operation will later be performed 
by the execution stage. Dl also determines the entry point 
within a microinstruction ROM that contains the control word 
for the first execution cycle; if the instruction requires a mem­
ory address calculation, then D 1 also retrieves the information 
needed to compute the address for use by the segmentation 
unit. 

The D2 stage expands each instruction into the appropriate 
control signals for the ALU. For single-cycle instructions, this is 
simply a function of the original opcode bits. The D2 stage also 
controls the computation of the more complex addressing 
modes. 

During the EX stage, the integer unit ALU performs the appro­
priate calculation. The 486 pipeline may take multiple EX 
clocks to complete a complex macroinstruction or to manipulate 
complex data structures. 

The WB stage dispenses with data produced during the preced­
ing EX stage. If the current instruction modifies memory, the 
computed value is sent to the cache and to the bus interface 
write buffers. On cache misses, the internal cache is left 
unchanged. 

The 486 register file has six separate ports, so different pipeline 
stages may retrieve the data they need without interfering with 
each other. The design also includes logic for register bypassing. 
Hard-wired comparators detect whether either of an instruc­
tion's source-register operands was modified or loaded during 
the preceding instruction, in which case the register file input 
bus is routed ("bypassed") directly to the ALU. This eliminates 
clock cycles that would otherwise be consumed writing data to 
the register file. 

The pipeline treats override prefix instructions differently 
from "real" instructions. When the Dl stage detects a prefix 
instruction, it sets a corresponding flag and begins decoding 
the next instruction. Each prefix byte therefore adds one extra 
Dl clock to the instruction it modifies. When the primary 
opcode field is detected, the override flags are passed on down 
the decode/execute pipe and cleared. 
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However, prefix instructions do not require any processing in 
the D2 and EX stages. As a result, Dl can absorb a series of pre­
fix bytes while D2 completes an earlier multicycle instruction. 
In such cases, prefix codes execute in effectively zero clocks, 
since they do not delay the time at which the instruction they 
modify can begin. 

Data Retrieval Pipeline. The execution unit can perform 
register-to-register operations in a single clock. The more chal­
lenging task is to incorporate complex address calculations, vir­
tual memory translation, and data retrieval into the pipeline 
without slowing it down. These functions are performed by a 
second two-stage data-retrieval pipeline-involving the seg­
mentation unit, paging unit, and cache-that operates in paral­
lel with the decode and execution units described above. 

The data-retrieval pipeline contains logic to compute virtual 
and physical memory addresses, access the cache, and control 
the external bus. The address calculation unit has dedicated 
ports into the register file and can retrieve index register values 
without disrupting arithmetic instructions. A dedicated port for 
the stack pointer reduces the clock count for subroutine linkage 
and common stack instructions. 

By the time an instruction leaves the Dl pipeline stage, mem­
ory addressing information has been passed to the 
Segmentation Unit. Resident copies of the segment descriptors 
supply segment base and limit values. A dedicated port from the 
register file provides the base or index register contents. The 
displacement constant, if needed, is extracted from the instruc­
tion stream. 

During the execution pipeline D2 stage, the segmentation unit 
combines base register and displacement components to deter­
mine a segment-offset value, which is compared to a segment­
size register to detect limit violations. A separate adder simul­
taneously computes the full 32-bit linear address, i.e., base reg­
ister plus displacement plus segment-base. Four-part 
addressing modes and those that combine a base register with a 
shifted index register consume an extra clock cycle in the D2 
pipeline stage as the second register is retrieved. 

While the main instruction pipeline is in its first execution 
cycle, the data retrieval system comes into play. If paging is 
enabled, the 32-bit linear address produced by the 
Segmentation Unit must be interpreted as a virtual address. 
During the EX clock, the high-order bits of the linear address 
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MOV BX,mem 0 D1 D2 WB 

Addr Read 

ADD BX,AX 0 D1 

I 
D2 I EX I WB I 

MOV mem,BX 0 D1 D2 EX 

Addr Write 

Clock: I )) I 
Figure 6-5. Intel 486 pipeline timing for simple operations. 

computed during D2 are sent to the paging unit and compared 
in parallel to the tag bits of the TLB entries. Assuming a page 
hit, the TLB returns the corresponding physical address bits of 
the corresponding page during the EX clock. 

Meanwhile, the linear address computed during D2 is sent to 
the cache, and the four sets of cache tags enabled by address 
bits A10 .. A4 are retrieved. The four words of data in the 
selected cache line are retrieved, and comparators check 
whether the tag bits for any of the cache lines match the corre­
sponding bits of the physical address. If so, the corresponding 
cache data passes through another multiplexer, and the prop­
erly aligned data emerges. 

The end of the EX cycle marks the start of the WB cycle. If a 
load instruction had initiated a data access, the cache data will 
be saved during the WB cycle. Thus, a load instruction com­
pletes with the same timing as a simple register-to-register add. 
If the next instruction uses that register as a source operand, 
bypass gates send the cache data directly to the ALU. The next 
instruction can use the fetched data immediately, without hav­
ing to perform a register file lookup cycle. 

Execution Timing. Figure 6-5 shows the respective 486 pipe­
line stages for a series of three instructions. The first is a simple 
memory load of data assumed to be present in the cache. The 
second performs a register-to-register add, using the just-loaded 
data. The third instruction stores the computed result to mem­
ory. All three instructions are prefetched together, and each 
requires a single clock cycle in each pipeline stage. 
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Figure 6-6 shows a register-to-memory ADD instruction with 
the same overall effect as the sequence in Figure 6-5. While the 
single-instruction form still takes three clock cycles to complete, 
it requires just four instruction bytes rather than ten, does not 
corrupt any temporary registers, and frees. up the Dl stage 
early to begin decoding the next instruction. 

Branch Processing. Control transfer instructions (i.e., jumps, 
calls, and conditional branches) are detected in the Dl stage of 
the main execution pipeline. The segmentation unit computes 
the target address during the D2 stage and retrieves the cache 
line containing the target instruction during the first EX stage. 
Meanwhile, the opcode multiplexer in the IPU adjusts its shift­
position count so opcode bytes of the target instruction will 
emerge from the IPU, fully aligned, and enter the first decoder 
stage at the start of what would otherwise be the WB cycle of 
the branch instruction. Jumps and calls thus consume three 
cycles in the execution pipeline. 

Conditional branch instructions present a challenge to heavily 
pipelined machines, since CPU flag settings may lie affected by 
earlier instructions that have not yet completed when the 
branch instruction begins. When the Dl stage decodes a condi­
tional branch instruction, the 486 core initiates a "speculative" 
prefetch of the target instruction on the assumption that the 
branch will indeed be taken. 

Once previous instructions have completed, if the state of the 
CPU flags does indeed match the branch condition anticipated, 
the instruction that was the target of the speculative prefetch 
will already have been retrieved. The branch instruction can 

ADD mem,AX EJ I D1 D2-1 WB-1 

Addr Read 

D2-2 EX-2 WB-2 

D2-3 - J 
Addr Write 

Prefix 1: ~ ~ 
' ' ' 

Prefix 2: ~ 1 ~ 
' ' ' 
' ' ' 
' ' ' 

Clock: I I ') I 
Figure 6-6. Intel 486 pipeline timing for reg-to-mem operations. 
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J.false targ_1 0 [ D1 D2 EX -] 
Addr Read 

J.true targ_2 0 [ D1 D2 EX -] 
Addr Read 

: 

(targ_2 instr:) PF 01 D2 EX WB 

Addr Read 

Clock: I )) I 
Figure 6-7. Intel 486 pipeline timing for branch operations. 

then complete in three clock cycles with the same timing as a 
simple jump instruction. 

If the condition tested proves false, the prefetched instructions 
will be abandoned, and the instructions immediately following 
the branch-generally still present in the prefetch queue-con­
tinue through the pipeline. Untaken branches therefore execute 
in a single clock cycle. Figure 6-7 shows the execution of two 
back-to-back conditional branches. The first branch falls 
through, while the second branch is taken. 

As sequential instruction execution proceeds, each half of the 
prefetch queue will periodically empty itself. Prefetch logic 
attempts to refill empty buffers with the next sequential 
instruction block. If the cache misses, prefetch logic requests a 
burst of instruction fetch cycles from external memory. Sequen­
tial prefetches are performed in ascending order, with each 
word written to both the prefetch buffer and the cache as it is 
received. In the meantime, the IEU can generally keep busy 
processing instructions that remain in the alternate prefetch 
buffer. This means performance is minimally impaired, even 
when external prefetch cycles are required. 

The standard 486 processor core contains an 8-Kilobyte unified 
instruction and data cache. The cache has a four-way, set­
associative organization, with 128 sets. The line size is 16 bytes. 
Cache accesses generally overlap other aspects of instruction 
execution such that memory operations seldom stall pipeline 
operation. 
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Unified Design. The i486DX cache stores both code and data 
in the same physical array. Intel claims this provides more effi­
cient cache utilization than separate 4-Kilobyte code and data 
caches, for example. Programs that deal with large data struc­
tures may use more of the cache for data storage, while those 
with minimal data leave more cache available for code. 

Unifying the cache also ensures compatibility with existing 
8088 and 386 software. While the practice of an application pro­
gram modifying its own code is not recommended, the 386 
architecture does not prohibit it. In fact, many standard operat­
ing systems rely on run-time code modification for added flexi­
bility and speed. For example: 

• Program overlay loaders, used to overcome the 640K 
address limitation of 8088- and 80286-based PCs, must 
adjust program and data address references to match the 
program's location in main memory. 

• Programs that perform floating-point arithmetic often con­
tain operating system trap instructions in lieu of floating­
point opcodes. As each trap is encountered at run time, the 
OS backfills the program with either a coprocessor instruc­
tion or a call to an equivalent floating-point library subrou­
tine, depending on whether an FPU is available. 

• Microsoft Windows and other OSs with graphical user 
interfaces (GUis) often build small, highly optimized graph­
ics routines on the stack, and then call them to produce the 
fastest possible screen updates. 

Unified cache designs, on the other hand, are less effective if 
code and data fetches must compete for accesses to the cache, 
stalling instruction execution. On average, instruction 
prefetches occur only every 5 to 10 clock cycles, and data 
accesses occur only every third cycle or so; simultaneous 
requests for instructions and data seldom occur. 

When simultaneous instruction prefetches and data transfers 
do collide for use of the cache, the data access is given higher 
priority. The execution unit can generally continue processing 
instructions from the prefetch buffer for a cycle or two until the 
data access is completed. 

The cache is physically mapped. The segmentation and 
memory-paging mechanisms of the 8086 and 386 architectures 
allow operand "aliasing," in which different linear addresses 
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may access the same physical location. Physical cache mapping 
guarantees that existing software that modifies memory-based 
variables will also update aliased copies of the same datum. 

Write-Through Operation. Operations that modify memory 
write through the cache. On cache hits, the cache and system 
memory are both updated with new data; on a cache miss, only 
the system memory is updated. The cache is therefore never 
"dirty," that is, cached data values always match those in main 
memory. 

While write-through caches are generally thought to be less effi­
cient than copy-back designs, they do provide several mitigating 
advantages, especially in single-processor systems. They are 
simpler to design and help avoid several potential memory sys­
tem bottlenecks. An entire cache line is guaranteed to be valid 
or invalid collectively. The processor need not allocate a new 
line on data writes, nor must it fill a partial line by reading sys­
tem memory before writing new data. Flushing the cache con­
sists of marking all tags as invalid; it is not necessary to copy 
modified cache locations back to main memory when a process 
context switch occurs. And compatibility issues involving 
memory-mapped peripherals are simplified. 

While write-through operation is sufficient for personal comput­
ers and other single-processor system designs, it may be less 
efficient in a multiple-486 system that shares a single memory 
system or I/O bus. The shared bus could then be saturated by 
the write operations of the various CPUs. 

Such configurations-minicomputers, process servers, etc.­
would likely have a second-level write-back cache between each 
486 subsystem and the systein backplane. Processors in the 486 
family provide instructions, data structures, and control signals 
to support second-level caches with both write-through and 
copy-back allocation policies. See the individual device descrip­
tions below for further details. 

The cache uses a simplified least recently used (LRU) replace­
ment policy. Logic splits the four candidates for replacement 
into two pairs. Status flags keep track of which of the two pairs 
and which line within each pair was least recently used. 

Cache Efficiency. Intel claims most programs have a mea­
sured hit rate of about 96% for both instructions and data, 
depending on program size and the complexity of the program 
mix. In large multitasking systems, the hit rate drops to about 
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92%, since cached instructions and data for a given task tend to 
get corrupted whenever a task is swapped out. 

Microprocessors with on-chip cache pose a particular challenge 
during the program development and debugging phases. The 
vast majority of all program and data fetches are satisfied by 
the internal cache, so traditional system-level debugging tech­
niques based on logic analyzers and bus-trace collection logic 
are largely ineffective in debugging 486-based systems. 

Software can therefore configure a 486 to disable its internal 
cache, in which case all program or data references are forced to 
the external bus in much the same manner as a 386 micropro­
cessor. This allows external logic to trace program execution, 
albeit at a greatly reduced speed. 

System Interface Like the i386DX, the 486 system interface connects to the rest 
of its system via 32-bit parallel address and data buses. The 
control signals, cycle types, and transfer timing are very simi­
lar. Compared to the 386 family, though, the 486 enhances its 
system interface in several respects. The 486 supports a 
multiple-word burst-transfer mode for instruction and data 
fetches, automatic parity generation, and multiple-processor 
cache coherency protocols. 

Burst-Mode Transfers. Memory operations that "hit" the 486 
cache do not produce any bus traffic. Those that "miss" are 
transformed into external memory bus cycles. The bus interface 
tries to fill an entire cache line wj.th a single four-word "burst­
mode" transfer. With sufficiently fast memory, i.e., assuming 
zero-wait-state transfers, all four words can be transferred in 
five clock cycles total. 

The order in which data words are retrieved depends on the 
original target address. For sequential instruction prefetches, 
all four words are retrieved in ascending order. Otherwise, the 
order in which burst transfers are performed is designed to 
make efficient use of interleaved (two-bank) memory systems. 

This order is somewhat nonintuitive. As shown in Table 6-3, the 
first cycle always transfers the word containing the target data 
value, which is immediately passed directly to the unit initiat­
ing the request. Instruction execution can then continue with 
the shortest possible delay. The second cycle of a burst transfer 
reads the other half of the 64-bit-aligned memory word contain­
ing the target value. The third and fourth cycles retrieve the 
remaining values in the corresponding order. 
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Target First Second Third Fourth 
Address Transfer Transfer Transfer Transfer 

- ~"'= -- = 
xxxxxxxOH xxxxxxxOH xxxxxxx4H xxxxxxx8H xxxxxxxCH 

xxxxxxx4H xxxxxxx4H xxxxxxxOH xxxxxxxCH xxxxxxx8H 

xxxxxxx8H xxxxxxx8H xxxxxxxCH xxxxxxxOH xxxxxxx4H 

xxxxxxxCH xxxxxxxCH xxxxxxx8H xxxxxxx4H xxxxxxxOH 

Table 6-3. Intel 486 burst-mode-transfer address sequence. 

The four words fetched during each burst transfer are held tem­
porarily in a 16-byte holding register. If all four words are 
cacheable--the most common case-the entire cache will be 
updated at once. If not, data in the holding register is cleared 
and the cache is left unchanged. 

The 486 also works with main memory systems that do not sup­
port burst operation, in which case the bus controller provides a 
separate address/data bus cycle for each word needed. If the 
memory region addressed is noncacheable, i.e., ifit represents a 
memory-mapped I/O device or is part of a shared data struc:­
ture, only the data word requested is retrieved. Ensuing cycles 
are aborted, and the state of the cache is left unchanged. 

Write Buffers. Computers built with the 386 and other non­
cached CPUs use the address and data buses primarily to read 
data into the CPU, so most of the bus cycles perform instruction 
fetches, and the remaining transfers mostly perform data reads. 
In i486DX-based systems, traffic on the external bus is 
reversed. Most program fetches and data reads are satisfied by 
the cache, so they do not involve the bus. Data writes, on the 
other hand, pass through to the external bus, so the majority of 
all bus traffic in i486DX-based systems is outbound. In systems 
with slow main memory, write operations could become a bottle­
neck. 

The 486 uses internal write buffers to "decouple" the CPU from 
main memory so slow main memory write cycles won't impede 
execution. If the external bus is available, write operations ini­
tiate an immediate data transfer. If the bus is busy, write opera­
tions save the destination address and data in an internal 
"write buffer" instead, and the CPU may continue executing 
ensuing instructions while the write operation is pending. 
When the bus later becomes available, internally buffered data 
is written to main memory. The bus interface contains four such 
buffers. If all four are in use, the write operation stalls until a 
write cycle completes and a buffer becomes available. 
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Cache Coherency. In many system configurations, all loca­
tions in main memory may be cached as needed. However, cach­
ing certain types of data can create hazards: 

• System designs with memory-mapped I/O ports should not 
cache port values. Input port values can change spontane­
ously. The CPU should reread memory-mapped input ports 
each time the designated location is referenced. 

• Multiprocessing systems may use main memory for com­
munications buffers. Locations within this region should 
not be cached, since they may change at the whim of an 
attached processor. 

• Even simple desktop PCs often have direct memory access, 
(DMA) controllers on their hard disks and network inter­
face boards that bypass the main CPU when they load pro­
grams or data into main memory. If the overwritten 
locations had previously been read by the main CPU, data 
in the cache would be invalid. 

The potential mismatch between external and cached data is 
called cache inconsistency. The 486 has both hardware and soft­
ware solutions to avoid this hazard. 

The first hardware solution uses a cache-enable input pin. 
External address decoders can be designed to detect references 
to specific, noncacheable memory regions. If this pin is negated 
during the transfer sequence, the value fetched will not be 
cached. Further references to the same location will generate 
cache misses and force additional external memory fetches. 
This technique is best suited for handling memory-mapped I/O 
situations. (~ee device descriptions below for details.) 

The second solution involves a technique k:nown as "bus snoop­
ing." The higher-order 486 address bus pins are bidirectional. 
When an auxiliary processor or DMA controller modifies mai~ 
system memory, external logic drives the affected address onto 
the address pins. Logic within the cache compares the address 
of the focation being modified against the internal tags. If a 
match is detected, the affected cache line is marked invalid. 
Later references to the same address will detect a cache miss 
and generate an external fetch. Cache tags are single ported, so 
snoop cycles that begin at the same time as an internal cache 
operation cause the internal instruction pipeline to stall for one 
clock cycle. 
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The third hardware solution is the most drastic. External logic 
can assert an input pin that immediately invalidates all inter­
nal cache tags. This is the most effective way to invalidate a 
large block of memory at once; for example, if an entire memory 
bank must be disabled due to hardware failure, or for bus­
master operations that access main memory but cannot be 
snooped. 

On-Chip Self-Test. To verify system integrity at run-time, the 
i486DX includes built-in self-test circuitry. Following system 
reset, an automatic self-test routine can optionally be invoked. 
The routine takes about 220 clock cycles to complete and con­
firms proper operation of most of the ALU, control microcode, 
cache, and virtual memory TLB cache. Fault coverage for the 
self-test is approximately 80%. Software-accessible test regis­
ters also allow the cache to be exercised and verified under pro­
gram control. 

When it was introduced, and for several years thereafter, the 
486 product line was not especially sensitive to power conserva­
tion. The core logic contained dynamic nodes that did not allow 
the CPU clock to be stopped or to run any slower than 8MHz, 
wasting power. 

In late 1993, as battery-operated laptops and "green" PCs were 
coming increasingly into vogue, Intel announced that all of its 
future microprocessors would include power-management fea­
tures such as a static core design, support for stopped-clock 
operation, system-management mode (SMM), and other fea­
tures reminiscent of the i386SL chip discussed in Chapter 5: 
Intel 386 Microprocessors. Moreover, existing 486 products 
would also be modified to support these power-saving functions. 

The newer versions of the 486 family were said to be "SL­
enhanced." After a short transition period all 486 production 
shifted to the enhanced design. Chips that support the new fea­
tures retain the same part numbers as their predecessors, but 
have the characters "&E" stamped on the package. Note that 
while the original i386SL device also included a formidable 
amount of on-chip system logic, high-current I/O drivers, and 
the like, the SL-enhanced 486 chips include no such logic. 

In addition to the generic 486 instructions listed in Table 6-2, 
SL-enhanced members of the Intel 486 family support the two 
special instructions shown in Table 6-4. 
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Instruction Mode Operation Opcode 

CPUID User/ System Head processor identification data OFA2H 

RSM System 
Resume normal execution following 

OFAAH 
an SMI service routine 

Table 6-4. Intel 486 "SL-enhanced" instructions. 

The CPUID instruction gives software a mechanism for deter­
mining certain characteristics of the CPU on which it is run­
ning. 

The RSM instruction terminates a system-management inter­
rupt service routine and reloads prior CPU status. 

SL-enhanced devices supported a number of new clocking 
modes and instructions. Executing a conventional HALT 
instruction places an SL-enhanced CPU into "Auto Halt" mode, 
greatly reducing power consumption. Any interrupt or reset will 
return the processor to normal operation. Asserting a special 
input signal can also put the chip into a new "Stop Grant" mode, 
with the same low power rating as the Auto Halt mode, until 
the signal is deasserted or the chip is reset. In either of these 
two modes, the processor will automatically power up for one 
cycle, as necessary, to service cache snoop requests. 

Once in Stop Grant mode, the external clock input can be 
switched to the desired frequency, but the CPU will be unavail­
able for about one millisecond while its oscillator circuitry stabi­
lizes. After that period, the CPU re-enters Stop Grant mode and 
can be returned to normal operation at the new clock speed. In 
effect, one must hold down the clutch long enough to cleanly 
shift gears. 

Or, once in Stop Clock mode, the clock input can be stopped 
completely, reducing power requirements to about 1 mW. In 
"Stop Clock" mode, however, the processor cannot respond to 
snoop requests or interrupts. 

For systems that wish to change clock speed "on the fly," certain 
members of the 486 family are available in a slightly modified 
version that eliminates the on-chip oscillator stabilizer circuit 
and accepts its clock input directly from two input pins. These 
parts can change clock speeds at any time, without using Stop 
Grant mode. Such chips use the same part numbers as standard 

. 486 CPUs but must be identified by a special ordering code. 
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The Intel i486DX Microprocessor 

The i486DX is the workhorse of Intel's original 486 product line 
It combines a much more efficient implementation of the 386 
integer core with a complete floating-point unit and 8 Kilobytes 
of unified instruction and data cache. Table 6-5 summarizes the 
general features and specifications of the i486DX microproces­
sor. A block diagram of the part appears in Figure 6-8. 

Product Name Intel i486DX 

Introduction Date April 19S9 

Prognosis Approaching dotage 

Pipelined 32-bit IEU and PMMU 
Device Integration Level SK-byte unified instruction/data cache 

Microcoded SO-bit floating-point unit 

Standard 386 integer instruction set plus standard 
CPU Architecture Level 387 floating-point instruction set plus six new instru<;-

tions for cache control and multiprocessor support 

Core Technology De facto standard Intel 4S6 core 

Pinout De facto standard 4S6DX pinout 

Data Bus Width 32 bits with parity (D31 .. DO plus DP3 .. DPO) 

Physical Addressability 4 GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes 
Four-word (16-byte) burst-mode transfers 
Dynamic resizing for S- or 16-bit transfers 

SK bytes unified I- and D-cache 
Cache Support Four-way set associative write-through 

operation only 

Floating-Point Support On-chip SO-bit microcoded FPU 

Operating Voltage 
4.75 V to 5.25 V (5-V version); 
3.0 V to 3.6V (3.3-V version) 

Frequency Options 20-, 25-, or 33-MHz core operation 

Clocking Regime Core operating frequency = 1 x CLK input 

Active Power Dissipation 
3.15 W @ 5.0 V and 33 MHz (worst case) 
1.37 W@ 3.3 V and 33 MHz (worst case) 

Power-Control Features Standard Intel "SL-Enhanced" feature set 

Process Technology 
Originally 1.0µ two-layer-metal CMOS; 

Redesigned for O.Sµ three-layer-metal CMOS 

Transistor Count 1 .1 S5 million transistors 

Die Size 
414 x 619 mils (165 mm2) (1.0µ technology) 
273 x 46S mils (S1 mm2) (O.Sµ technology) 

Package Options 
16S-pin PGA or 196-lead PQFP (5.0 V parts) 

20S-lead SQFP (3.3 V parts) 

Table 6-5. Intel i486DX feature summary. 
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Processor Bus 

Bus Interface Unit 

Instruction 
Prefetch Unit 

Instruction Decoder -~~®I 

Control Unit 

Figure 6-8. Intel i486DX block diagram. 

Segmentation Unit 

Integer Unit 

Floating-Point 
Unit 

Floating-Point Unit The design of the floating-point unit contained in the i486DX 
was inherited in large part from the 80387 FPU. Its program­
ming model and instruction set are identical, and most arith­
metic operations take essentially the same number of clock 
cycles to complete as they do on an i387DX. The 486 FPU does 
enjoy a moderate performance advantage over 387-based sys­
tems, though, due to reduced communications overhead in pass­
ing commands and data between the integer core and the FPU 
logic. 

Processor Clock Microprocessors of the 386-family require an external clock 
input at a frequency two times higher than the internal clock 
frequency. The i486DX device implements a lx system clock, so 
a 33-MHz processor uses a 33-MHz oscillator. Eliminating the 
need for a higher-frequency signal simplifies system design and 
helps meet FCC radio-frequency emission standards. 
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System Interface The i486DX supports a variety of system interface architec­
tures. A total of 99 pins carry address, data, and control infor­
mation. An additional 52 pins are dedicated to V cc and V ss 
power distribution. Figure 6-9 shows a functional grouping of 
these pins. 

© 1994 MicroDesign Resources 

Like the 386, total physical memory in a 486-based system can 
be up to four gigabytes. Unlike the 386, memory arrays and I/O 
buses can be 8, 16, or 32 bits wide, in any combination. Trans­
fers can occur individually or in four-transfer bursts. On-chip 
logic can generate or optionally check the parity of each byte 
transferred on the data bus. Multiprocessing systems allow a 
hierarchy of bus levels, with contention resolution, second-level 
caches, and cache consistency protocols supported in hardware. 

The names and functions of signals used by the i486DX are 
summarized in Tables 6-6 through 6-9. Its basic memory bus 
interface is patterned after that of the 386 device. Many of the 
pins described in this section perform essentially the same func­
tions as their counterparts on the 386 microprocessor, though 
signal timing and electrical characteristics may differ. 

Device ) ---- CLK 

Control l ---- RESET 

~ 
---- TCK 

Boundary ---- TMS 
Scan ---- TOI 

TOO 

---- UP# 

Vee 

SL Enhance- ---- SRESET 
ment Signals ---- STPCLK# 

---- SMI# i486DX 

Alternate 
Bus Master 

SMIACT# 

BREQ 
---- BOFF# 

---- HOLD 
HLDA 

Cache I ---- AHOLD 
Coherency ---- EADS# 

---- FLUSH# 

Interrupts ) ---- NMI 
2- ---- INTR 

FPU E~ror ) FERR# 
Reporting ?__ ---- IGNNE# 

System 

Interface 

Vss 

Figure 6-9. Intel i486DX system interface. 

ADS# 

DIC# 
M/10# 
W/R# 

LOCK# 
PLOCK# 

PWT 
PCD 

KEN# 

031 .. DO ~ 

PCHK# 

DP3 .. DPO ~ 

A20M# ...--

Cycle Control 

1 Cache Control 

Data Bus 

Bus Status 
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Symbol Direction Signal Name/Function 

A31 .. A4 1/0 Address output bus/cache-line snoop input bus 

A3 .. A2 Out Address output bus LSBs 

BE3# .. BEO# Out Data bus byte enable controls 

D31 .. DO 1/0 Data 1/0 bus (D31 = MSB) 

DP3 .. DPO 1/0 Data bus byte parity bits (even parity) 

PCHK# Out Data bus parity error detected 

A20M# In Address bit 20 mask 

Table 6-6. Intel i486DX address and data bus signals. 

Address pins A31 •. A2, byte-enable pins BE3# •• BEO, and data pins 
D31 .. DO generally operate as on the i386DX, except that A31 •• A4 

can also serve as address inputs during cache snoop cycles. 

Bidirectional pins DP3 •. DPO produce and verify parity for each 
byte of the data bus. On-chip parity logic eliminates the cost 
and real estate consumed by off-chip parity logic. More impor­
tant, it increases the effective memory access time in the critical. 
timing path of most external memory systems. 

When parity errors are detected, the CPU asserts the PCHK# 

output pin on the next clock cycle, but CPU operation is other­
wise unaffected. External logic can decide whether parity errors 
should signal a normal interrupt or a nonmaskable interrupt, or 
whether they should be ignored, depending on the characteris­
tics of the memory in which the error occurred. 

The A20M# pin compensates for an anomaly in the way the 8086 
and 80286 microprocessors handle memory address overflows. 
Since the 8086 has just a 20-bit physical address bus, address 
computations that overflow the one-megabyte address boundary 
are effectively aliased to the very bottom region of memory. 
MS-DOS and DOS-based software exploit this feature to access 
both the very top and the very bottom of the lMB address space 
using the same segment base register. 

In contrast, the 80286 and 386 architectures allow larger physi­
cal address spaces, so address calculations that overflow one 
megabyte do not access low-order addresses, causing such soft­
ware to malfunction. IBM-compatible 80286- and 386-based 
systems were therefore designed to include external logic that 
forces address pin A20 low externally under software control in 
order to emulate 8086 behavior. Low-order addresses and 
addresses that lie just over the lMB boundary are thus aliased 
to the same physical memory location. 
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This trick doesn't work with microprocessors that have on-chip 
cache, since the aliased values would be cached internally as 
different locations. Instead, input pin A20M# on the i486DX 
masks address-bit 20 internally. This simplifies system logic 
slightly, ensures that internal cache tags always match external 
memory addresses, and removes a critical propagation delay 
from the external aqdress timing path. 

Symbol Direction Signal Name/Function 

ADS# Out Address strobe (initiates new bus cycle) 

M/10# Out Memory vs 1/0 bus cycle 

DIC# Out Data vs code bus cycle 

W/R# Out Write vs read bus cycle 

LOCK# Out Locked (indivisible) bus cycle 

PLOCK# Out Pseudo lock (multiple-transfer transaction) 

BS16# In Bus size 16; 32-bit transfers require two cycles 

BS8# In Bus size 8; 32-bit transfers require four cycles 

RDY# In Ready (transfer data accepted/available) 

BROY# In Burst-mode transfer ready 

BLAST# In Burst last (final cycle of burst-mode transfer) 

BOFF# In Back off (abort all outstanding bus cycles) 

HOLD In Bus hold request (external master request) 

HLDA Out Bus hold acknowledge (bus available) 

BREQ Out Bus request (internal bus cycle pending) 

Table 6-7. Intel i486DX bus control and status signals. 

The i486DX ADS#, M/10#, DIC#, W/R#, LOCK#, 8816#, RDY#, HOLD, 
HLDA, and 8REQ signals perform generally the same functions as 
their 386 counterparts. For further details see Chapter 5: 
Intel 386 Microprocessors. 

The PLOCK# output signal is asserted by the processor any time 
a single data element (such as an 80-bit floating-point variable) 
requires more than one bus cycle to load or store. This is to 
ensure that no other bus master will be allowed to gain control 
of the bus in mid-transfer. 

Inputs 888# and 8816# control an enhanced dynamic bus-sizing 
facility. On any memory cycle, system logic can indicate if the 
addressed device is just one or two bytes wide, rather than four, 
by driving the corresponding input. The bus controller in the 
i486DX will then immediately issue up to three additional bus 
cycles, as needed, to retrieve the higher-order bytes. 
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This facility makes it possible for an i486DX to boot itself from a 
single byte-wide EPROM, and can simplify peripheral interfac­
ing, for example. It can also simplify and eliminate the external 
state machine that would otherwise be required to perform 
byte-wide and double-byte transfers on the ISA, EISA, and 
Micro Channel buses. 

On the. first cycle of an instruction fetch or cache-line fill, bus­
control logic will attempt to initiate a burst-mode transfer. If 
main memory supports burst-mode transfers from the memory 
region addressed, external circuitry asserts the BRDY# input pin, 
and an entire sequence of instruction or data words can be 
transferred on successive clock cycles. 

External logic should assert BLAST# to inform the i486DX when 
a burst-mode transfer sequence is completed. 

Asserting the BOFF# input pin causes the i486DX to abort and 
reinitiate any data-transfer cycles currently in progress. This 
gives i486DX-based systems a graceful way to escape from 
potential bus deadlock situations, as detailed below. 

Symbol Direction Signal Name/Function 

PCD Out Page cache disable bit for requested data 

PWT Out Page write-through bit for requested data 

KEN# In Cacheability enabled for requested data 

AHOLD In Address hold (float address bus next cycle) 

EADS# In External snoop address driven to bus 

FLUSH# In Flush cache data 

Table 6-8. Intel i486DX cache control and status signals. 

The PCD and PWT output signals control the cacheability and 
write-through policy of external second-level caches under con­
trol of the memory descriptor tables. 

The KEN# input pin determines the cacheability of external 
memory regions. If the address of a transfer corresponds to a 
cacheable region in main memory, external circuitry should 
assert the KEN# input pin when the data is returned. Otherwise, 
KEN# should be deasserted. Asserting KEN# gives memory­
mapped I/O ports, shared memory regions, and other configura­
tion-dependent resources a way to let the data they contain be 
retrieved without consuming internal cache space, and ensures 
the processor reads a shared variable or memory-mapped port it 
will retrieve the most current value. 
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The AHOLD and EADS# input signals are used to perform cache 
snoop cycles that invalidate internal cache lines if an external 
copy of the same data is modified by external logic. Asserting 
the FLUSH# input simultaneously invalidates the data in all 
internal cache lines. 

Symbol Direction Signal Name/Function 

CLK In Processor clock input 

RESET In Reset processor 

INTR In Maskable interrupt request 

NMI In Non-maskable interrupt 

FERR# Out Floating-point error detected 

IGNNE# In Ignore numeric (FPU) errors 

Table 6-9. Intel i486DX device control and status signals. 

CLK is the system clock input and provides the fundamental tim­
ing and internal operating frequency for the i486DX. The inter:­
nal i486DX CPU core runs at the same frequency as the CLK 

input. All external timing parameters are specified with respect 
to the rising edge of CLK. Its voltage levels are compatible with 
standard TTL signals. 

RESET, NMI, and INTR perform the same functions as the identi­
cally named pins on the i386DX. Refer back to Chapter 5: 
Intel 386 Microprocessors for details. 

FERR# is asserted when the on-chip FPU encounters a floating­
point exception. System designers may choose to process these 
exceptions entirely within the 486 CPU, or the FERR# output 
may be connected to an external interrupt controller in order to 
preserve full PC hardware and software compatibility. 

The IGNNE# input may be asserted externally to cause numeric 
errors to be ignored. 

Deadlock Backoff In systems with multiple bus masters, it's possible for a situa­
tion to arise in which two separate bus masters are each in con­
trol of some system resource, and each is attempting to gain 
control of some other resource. If the resource on which each is 
waiting is already controlled by the other bus master, and nei­
ther bus master can release the resource it controls until it com­
pletes the transaction it has begun, then neither bus master can 
complete the transaction it has begun until the other master 
releases the resources it controls. 
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Main CPU Board VO Adapter Board Bus Master Board 
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Figure 6-10. Intel i4860X system deadlock avoidance. 
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Controller 

Figure 6-10 shows one such situation. The i486DX is attempt­
ing to gain control of the system bus interface logic from the 
local-bus side in order to read an I/O port, while a DMA control­
ler is attempting gain control of the same interface from the 
system-bus side in order to read data from memory on the CPU 
board. 

This situation can lead to a system deadlock unless one of the 
bus masters contains the logic to allow it to "back off' from its 
request. This logic is built into the i486DX. If external circuitry 
determines that a deadlock situation has occurred (for example, 
by ANDing together control signals that indicate both sides of 
the system-bus interface are busy), the BOFF# input pin is 
asserted. The i486DX will then immediately float its address, 
data and status pins until BOFF# is deasserted, letting the other 
bus master complete its transfer and release any resources it 
was holding. 

SL-Enhancements SL-enhanced versions of the i486DX add the control and status 
signals described in Table 6-10 to those described earlier in this 
section. 

TMS, TCK, TOI, and TOO provide the interface to JTAG-compliant 
on-chip boundary-scan test logic. TMS enables the JTAG test 
mode, TCK is the test-mode clock input, and TOI and TOO are the 
serial input and output data pins, respectively. 

Vital Statistics The original i486DX had a die size of 414 x 619 mils (165 
mm2), using a LO-micron two-layer-metal CMOS process. 
Devices currently in production measure 273 x 468 mils (81 
mm2), with a 0.8-micron, three-layer-metal die. The 1.0-
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PGA Prior 
Symbol Direction Signal Name/Function Pin Signal 

TCK In JTAG boundary scan clock A3 N.C. 

TMS In JTAG boundary scan mode select 814 N.C. 

TOI In JTAG boundary scan test data in A14 N.C. 

TOO Out JTAG boundary scan test data out 816 N.C. 

UP# In Upgrade processor present C11 N.C. 

SRESET In System management reset C10 N.C. 

STPCLK# In Stop clock G15 N.C. 

SMI In System management interrupt 810 N.C. 

SMIACT Out System management mode active C12 N.C. 

Table 6-10. Intel SL-enhanced 486 device control and status signals. 

micron device requires a supply voltage between 4. 75 V and 
5.25 V, but the 0.8-micron device can operate with a supply 
voltage of either 3.0 V to 3.6 V or 4. 75 V to 5.25 V. 

The 5.0-V version is available in either a 168-pin PGA or 196-
lead PQFP package and runs at speeds up to 33 MHz. Pinout 
diagrams for each package appear in Figures 6-11and6-12. The 
device dissipates 3.15 W (worst case) at 5.0 V and 33 MHz. 

The 3.3 V version uses a 208-lead SQFP package and also runs 
at up to 33 MHz. Its pinout diagrams appear in Figure 6-13. 
The device dissipates 1.37 W (worst case) at 3.3 V and 33 MHz. 

The i486DX was originally offered in 20- and 25-MHz flavors 
and is currently available in 25-MHz and 33-MHz variations. (A 
faster, redesigned 50-MHz version is described in the next sec­
tion.) At 5.0 V and 33 MHz, the i486DX dissipates approxi­
mately 4.5 W (worst case). 
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Figure 6-11. Intel i486DX PGA pinout. 
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6.2 The Intel i486DX-50 
Microprocessor 
The i486DX-50 microprocessor is a faster incarnation of the 
original i486DX, based on a new implementation of the core 
that was designed to take advantage of faster process technol­
ogy. It is functionally compatible with the original i486DX 
device, with the inclusion of the JTAG system test circuitry. 
Table 6-11 summarizes the general features and specifications 
of the i486DX-50 microprocessor. 

Product Name Intel i486DX-50 

Introduction Date June 1991 

Prognosis On decline (replaced by SL-enhanced i486DX) 

Device Integration Level Same as i486DX 

CPU Architecture Level Same as i486DX 

Core Technology Redesigned Intel 486 core 

· Pinout Standard i486DX pinout augmented with JTAG 
boundary-scan interface 

Data Bus Width Same as i486DX 

Physical Addressability Same as i486DX 

Data-Transfer Modes Same as i486DX 

Cache Support Same as i486DX 

Floating-Point Support Same as i486DX 

Operating Voltage 4.75 V to 5.25 V 

Frequency Options 50-MHz core operation 

Clocking Regime Core freq = CLK input frequency 

Active Power Dissipation 4.75 W@ 5.0 V and 50 MHz (worst case) 

Power-Control Features None 

Process Technology 0.8µ three-layer-metal CMOS 

Transistor Count 1 .185 million transistors 

Die Size 273 x 468 mils (84 mm2) 

Package Options 168-pin ceramic PGA 

Phase-locked-loop (PLL) clock synthesizer 
Other Features H/W programmable output drive levels 

JTAG boundary-scan logic 

Table 6-11. Intel i486DX-50 feature summary. 

Background The 50-MHz redesign resulted from a two-year effort by a cir­
cuit design team at Intel's Portland Technology Development 
group. The team's charter was to take the existing 486 logic 
design, implement it in Intel's new 0.8-micron (drawn) three­
level-metal process, and tune it for the highest possible speed. 

© 1994 MicroDesign Resources 
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Clock Synthesis 
Circuit 

The combination of smaller geometry, three-layer metal, and 
redesign of critical circuit elements reduced the die-size by more 
than 50% and potentially doubled the maximum clock rate. 

According to Intel, switching from two-layer to three-layer 
metal without changing any other features would have reduced 
the die area by 25%. This, combined with the gains from a spe­
cial router Intel developed for use with this process, increased 
speed by 25%. Another 15% speed gain resulted from analyzing 
7,000 potentially speed-limiting paths and redesigning those 
with the longest delays. The remainder of the speed and die ... size 
improvements come from the inherent advantages of the finer­
geometry process. 

The new design does not include any architectural changes. The 
only externally visible change is the inclusion of three program­
mable drive levels for the buses. This allows the system 
designer to match the driver impedance to the system configu­
ration. Outputs provide the full CMOS rail-to-rail voltage 
swing, and the bus inputs allow TTL or CMOS thresholds to be 
selected. 

The i486DX-50 clock generator was redesigned to improve per­
formance. Instead of deriving the internal clock phase signals 
directly from the external input as was done with previous fam­
ily members, the i486DX-50 includes an internal phase-locked­
loop (PLL) clock generator, as shown in Figure 6-14. 

The circuit shown in Figure 6-14 causes the Voltage Controlled 
Oscillator to generate whatever high-frequency clock signal is 
required to satisfy the requirements of the other elements of the 
circuit. In this case, the frequency produced will be such that, 
when divided by two to produce the internal,phase signals, it 
will yield the same frequency supplied to the external CLK piri. 
In effect, CLK acts as a simple input signal that regulates the 
internal clock frequency and phase. · 

The phase signals used to coordinate system operation and tim­
ing are thus derived entirely within the chip, minimizing the 

CLK 
Input 

Phase­
Frequency 
Detector 

Voltage­
Controlled 
Oscillator 

Figure 6-14. Intel i486DX-50 PLL clock synthesis circuit. 

Core 01 

Core 02 
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propagation delays and timing skews that would otherwise 
result from an off-chip clock. As a result, the i486DX-50 specifi­
cations reduce input signal setup times from 3 ns to 1.5 ns and 
hold time from 2.5 ns to 1.0 ns. 

System Interface The i486DX-50 implements the same system interface as the 
original (non-SL-enhanced) i486DX devices, with the addition of 
the signals that make up the JTAG boundary-scan logic inter­
face. The names and functions of the JTAG interface signals are 
summarized in Table 6-12. 

PGA i486DX 
Symbol Direction Signal Name/Function Pin# Signal 

TCK In JTAG test clock A3 N.C. 

TMS In JTAG test mode select 814 N.C. 
TOI In JTAG test data in A14 N.C. 
TOO Out JTAG test data out 816 N.C. 

Table 6-12. Intel i486DX-50 JTAG boundary-scan signals. 

Vital Statistics The i486DX-50 has a die size of 273 x 468 mils (81 mm2) using a 
0.8-micron three-layer-metal CMOS process and requires a sup­
ply voltage between 4. 75 V and 5.25 V. It is available only in a 
168-pin PGA package and runs (naturally) at 50 MHz. The 
device dissipates 4. 75 W (worst case) at 5.0 V and 50 MHz. Its 
pinout matches that of the original i486DX devices illustrated 
in the previous section, with the additional JTAG interface pins 
listed above. 

© 1994 MicroDesign Resources 
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6.3 The Intel i486DX2 Microprocessor 
The Intel i486DX2 microprocessor is a version of the 486 family 
that uses on-chip "clock-doubling'' circuitry to improve the per­
formance of the processor by 60% to 100% without increasing 
the cost or complexity of external system logic. Table 6-13 sum­
marizes the general features and specifications of the i486DX2 
microprocessor. 

Product Name Intel i486DX2 

Introduction Date February 1992 

Prognosis Healthy 

Device Integration Level 
Same as i486DX with 

on-chip PLL clock-frequency doubler 

CPU Architecture Level Same as i486DX 

Core Technology Clock-doubled 486 core 

Pinout Augmented, rearranged i486DX pinout 

Data Bus Width Same as i486DX 

Physical Addressability Same as i486DX 

Data-Transfer Modes 
Same as i486DX except that 

bus operates at one-half core frequency 

Cache Support Same as i486DX 

Floating-Point Support Same as i486DX 

Operating Voltage 
4.75 V to 5.25 V (5-V version) 
3.0 V to 3.6 V (3.3-V version) 

Frequency Options 
25 or 33 MHz (50- or 66-MHz core freq) @ 5.0 V 
20 or 25 MHz (40- or 50-MHz core freq)@ 3.3 V 

Clocking Regime 
Core operating frequency = 2 x CLK input 
Bus operating frequency = CLK input freq 

Active Power Dissipation 
6.0 W@ 5.0 Vand 66 MHz core (worst case) 
1.85 W @ 3.3 V and 50 MHz core (worst case) 

Power-Control Features 
Standard Intel "SL-Enhanced" feature set plus 

"Auto Idle" clock-reduction mode 

Process Technology 0.8µ three-layer-metal CMOS 

Transistor Count 1.185 million transistors 

Die Size 6.9 mm x 11.9 mm (81 mm2) 

Package Options 168-pin PGA 

Other Features 
Higher-frequency devices are available with built-in 

heat sinks 

Table 6-13. Intel i486DX2 feature summary. 

The i486DX2 operates from a 25- or 33-MHz external clock and 
appears nearly identical to a standard chip from a hardware 
perspective, but it operates internally at 50 or 66 MHz as long 
as its memory needs are satisfied by the on-chip cache. 
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Figure 6-15. Intel i486DX2 PLL clock-doubler circuitry. 

The i486DX2 provides system makers with a very easy way to 
introduce a new model simply by replacing the i486DX in exist­
ing 25-MHz systems with an i486DX2. These "pseudo-50-MHz'; 
systems have displaced the i486DX-33 and i486DX-50 as the 
most popular system for power users. True 50-MHz systems 
have been too expensive to become mainstream products and 
have been popular primarily as servers. 

Systems based on an i486DX2-50 are significantly less expen­
sive than true 50-MHz systems because slower cache memories 
and other system components can be used. The design task is 
also much easier; while designing a true 50-MHz system is diffi­
cult, an i486DX2-50 allows a no-brainer upgrade to any 25-MHz 
design. This enables every clone vendor to offer this configura­
tion, whereas many of them avoided building 50-MHz systems~ 

The i486DX2 was the first x86 microprocessor to include an on­
chip clock-frequency doubler to enhance core performance. The 
clock-synthesizer circuit shown in Figure 6-15 is derived from 
that of the i486DX-50, with the addition of an extra divider 
stage and separate phase signals for the CPU core and the sys­
tem bus interface. 

In effect, this circuit causes the voltage-controlled oscillator to 
adjust itself as needed in order to produce an internal clock sig­
nal of the proper frequency and timing such that, when the 
internal clock is twice divided by two, the resulting f{j2 signal 
used by the system-interface signals matches the frequency and 
phase of the CLK input pin. 

Whenever the i486DX2 core is waiting for a memory or I/O cycle 
to complete, the core clock frequency is cut in half. This feature, 
called "Auto Idle" mode, automatically reduces power consump­
tion by up to 10%; according to Intel estimates. Transitions into 
and out of Auto Idle mode are fully software-transparent and do 
not have any effect on performance or system design. 
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(Aside from the i486DX2, Auto Idle mode is supported only on 
the IntelDX4 processor discussed later in this chapter. Coinci­
dentally, these are the only two SL-enhanced devices that 
include clock-multiplier circuitry. Presumably the Auto Idle fea­
ture works by switching the core logic clocks to the outputs of 
the second of the two divide-by-two counters in the PLL feed­
back loop.) 

Relative Performance Assuming cache hits for all instruction and data accesses, soft­
war~ performance would, of course, be exactly two times that of 
a standard i486DX at the same clock rate. In practice, the per­
formance gain seen by the user depends strongly on the applica­
tion, and varies from as little as 10% for I/0-bound or "cache­
buster" programs to nearly 100% for programs that spend most 
of their time performing repetitive operations on small data 
sets. 

System Upgrade Good 
News/Bad News 

According to Intel's benchmark data, the performance of the 
i486DX2-50 comes surprisingly close to a "straight" i486DX-50, 
that is, a device with the same core frequency and a full-speed 
bus. Dividing the bus speed by two reduces throughput on the 
Norton SI and Dhrystone benchmarks-benchmarks which gen­
erally fit in the on-chip cache-by less than 2% in a system with 
an external 128-Kilobyte write-through cache. 

On the SPEC integer benchmarks, the i486DX2-50 is just 11 % 
slower than the i486DX-50, and on the SPEC floating-point 
benchmarks, it is 13% slower when run on systems with an 
external 256-Kilobyte copy-back cache. 

The i486DX2 can theoretically upgrade any i486DX system sim­
ply by replacing the original CPU with an i486DX2, but several 
potential problems may arise: 

• The chip's power consumption is substantially higher, so 
the cooling in some systems may not be adequate. The 
i486DX-25 dissipates 2. 75 W typical and 3.5 W maximum, 
while the i486DX2-50 draws 3.875 W typical and 4. 75 W 
maximum. 

• While the interface timing specifications are identical, the 
actual timing is slightly different. This can cause problems 
in some marginal system designs. 

• Some BIOS programs include speed-dependent timing 
loops. 
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Intel says its initial testing found about one system in four that 
encountered problems. Making a list of systems that can be 
safely upgraded isn't as easy as it might seem, since it some­
times depends on which revision of the system board and BIOS 
is present. Computer dealers may offer unauthorized upgrades, 
and sophisticated end-users may be willing to try the upgrade 
themselves, but the potential for problems is significant. 

System Interface Since the i486DX2 is socket-compatible to the i486DX, all 
system-interface signals have (by definition) the same names 
as, perform the same functions as, use the same pin locations 
as, and match the timing of the corresponding signals of the 
original product. 

Because the i486DX2 has a much higher bus utilization than 
the standard i486DX, it is more sensitive to the performance of 
the external cache and memory system. Cacheless i486DX-25 
PCs with a good memory-system design perform nearly as well 
as i486DX-25 PCs that do include a cache. If a system is based 
on a higher-end processor such as the i486DX2-66, adding a fast 
cache to its main memory system can improve its performance 
dramatically. 

Intel's tests show that adding a 256K-byte write-through cache 
to an i486DX2-66 system increases performance by an average 
of 10% for DOS applications and 16% for Windows applications. 
Even with the cache, reducing the DRAM write latency by one 
clock cycle boosted Dhrystone performance by 24% and 
SPECint89 performance by 13%, illustrating the importance of 
an optimized memory system. 

Vital Statistics The i486DX2 has a die size of 273 x 468 mils (81 mm2) using a 
0.8-micron three-layer-metal CMOS process, the same as the 
i486DX-50. Whereas the i486DX2 includes a small amount of 
additional logic to handle the clock-doubling circuitry and 
half-speed bus interface, this did not affect the part's die size. 
The device allows a supply voltage of either 3.0 V to 3.6 V or 
4. 75 V to 5.25 V. 
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The 3.3-V version is supplied in a 208-lead SQFP package with 
core frequencies of either 40 MHz or 50 MHz. The part dissi­
pates 1.85 W (worst case) at 3.3 V and 50 MHz. The 5.0-V ver­
sion is available in a 168-pin PGA and is offered in versions 
with core frequencies of either 50 MHz or 66 MHz. The device 
dissipates 6 W (worst case) at 5.0 V and 66 MHz. The i486DX2 
pinouts are the same as those of the i486DX devices discussed 
earlier in this section. 



154 Part Ill The Products 

6.4 The Write-Back-Enhanced 
lntelDX2 Microprocessor 
The Write-Back-Enhanced IntelDX2 microprocessor is a varia­
tion on the i486DX2, with the on-chip cache redesigned to sup­
port copy-back as well as conventional (write-through) 
operation. Table 6-13 summarizes the general features of the 
WE-enhanced IntelDX2 microprocessor. 

Product Name Write-Back-Enhanced lnte1DX2 

Introduction Date October 1994 

Prognosis Promising 

Device Integration Level Same as i486DX 

CPU Architecture Level Same as i486DX 

Core Technology Clock-doubled 486 core 

Pinout Augmented i486DX pinout 

Data Bus Width Same as i486DX 

Physical Addressability Same as i486DX 

Data-Transfer Modes Same as i486DX 

Cache Support Same as i486DX with copy-back support added 

Floating-Point Support Same as i486DX 

Operating Voltage 4.75 V to 5.25 V 

Frequency Options 25 or 33 MHz (50- or 66-MHz core freq) 

Clocking Regime 
Core operating frequency = 2 x CLK input 
Bus operating frequency = CLK input freq 

Active Power Dissipation 6.0 W@ 5.0 V and 66 MHz core (worst case) 

Power-Control Features Standard Intel "SL-Enhanced" feature set 

Process Technology 0.8µ three-layer-metal CMOS 

Transistor Count 1 .185 million transistors 

Die Size 6.9 mm x 11.9 mm (81 mm2) 

Package Options 168-pin PGA 

Table 6-14. Write-Back-enhanced lntelDX2 feature summary. 

Overview Prior to the WE-enhanced IntelDX2, the caches contained in all 
members of the Intel 486 family operated in write-through 
mode only. Whenever the CPU altered or updated a memory 
location the CPU wrote the new value directly through to sys­
tem memory. If the memory location to be changed was already 
present in the on-chip cache, both external memory and the 
internal cache value would be updated with the same value. 

Write-through caches have a very curious effect on the nature of 
the bus traffic between the CPU and system memory. In a pro-
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cessor with no internal caching, or with an internal cache dis­
abled, the majority of all bus transactions flow from system 
memory into the CPU. Every instruction executed must first be 
fetched, and every memory-based operand must be loaded into 
the CPU before it can be used in a calculation. In comparison, 
new values are written to memory relatively infrequently. 

When an on-chip cache is present the situation changes. Most 
instruction fetches and operand reads are then satisfied by the 
cache, eliminating the need for perhaps 90% of all memory read 
cycles. But ifthe cache operates only in write-through mode, all 
bus write cycles must still be performed. The majority of bus 
transactions that remain are therefore writes. 

This does not make very effective use of either the processor bus 
or of system memory. As processor cores run faster and faster, 
the bus can quickly saturate with unnecessary write opera­
tions-unnecessary because most of the values written to mem­
ory will not be read before the same location is modified again. 
In tightly-coupled multiprocessing systems, shared buses can 
quickly saturate as well. 

Write-back (or copy-back) caches avoid these bottlenecks by cir­
cumventing most unnecessary write operations. Only when a 
cache line must be used to buffer a different memory location 
will the values previously saved in that line be copied back to 
memory. 

System Interface The system interface of the WB-enhanced IntelDX2 is a super­
set of the interface implemented by the earlier members of the 
Intel 486 family. Seven new signals have been defined, or have 
been redefined to support additional capabilities. These signals 
are listed in Table 6-6. 

© 1994 MicroDesign Resources 

The WB/WT# signal allows external hardware to control the mode 
in which the internal cache logic operates. 

The CACHE# output is active on read cycles to indicate that the 
memory location being accessed is internally cacheable. On 
write cycles CACHE# is active to indicate that a burst-mode write 
will be performed. 

When a cache snoop cycle is executed, the HITM# signal is 
asserted to indicate whether modified data with the address 
being snooped is present in cache. 
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Symbol 
Di rec-

Signal Name/Function 
PGA Prior 

ti on pin function 

W8/WT# In Write-back/write-through mode control 813 N.C. 

CACHE# Out Cacheability status on reads or burst- 812 N.C. 
mode writes 

HITM# Out Hit/Miss detected to a Modified cache line A12 N.C. 

INV In Cache line invalidation request A10 N.C. 

FLUSH# In Flush (write back) modified cache lines to C15 FLUSH# 
system memory 

SR ES ET In Soft reset C10 SR ES ET 

PLOCK# Out Pseudo-bus lock 016 PLOCK# 

Table 6-15. WB-enhanced lntelDX2 revised interface signals. 

When the INV input is asserted during a snoop cycle, the address 
specified will be invalidated, but any modified data within that 
line will first be written back to system memory. 

When the FLUSH# input signal is asserted, any cache lines that 
contain modified data are written back to memory. 

The SRESET input provides a mechanism by which the CPU can 
be reset quickly without loosing or corrupting any modified data 
within the cache. 

The PLOCK# signal is asserted by non-WB-enhanced 486 devices 
to prevent other bus masters from aquiring the bus. Write-back 
protocols eliminate this hazard, so the signal is never asserted 
while WB-enhanced operation is enabled. 

Performance See Chapter 20: Performance Issues for an analysis of the 
performance effects of the write-back cache. 
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6.5 The lntelDX4 Microprocessor 

© 1994 MicroDesign Resources 

The IntelDX4 microprocessor is a 100-MHz variation of the 
i486DX2 that provides twice the on-chip cache and uses "clock­
tripling'' circuitry to further enhance system performance at 
relatively modest system frequencies. Table 6-16 summarizes 
the general features and specifications of the IntelDX4 micro­
processor. 

Product Name lnte1DX4 

Introduction Date March 1994 

Prognosis Thriving 

Device Integration Level 
Same as i486DX with 16K-byte cache and 

programmable on-chip PLL clock-frequency tripler 

CPU Architecture Level Same as i486DX 

Core Technology Clock-tripled 486 core 

Pinout Augmented, rearranged i486DX pinout 

Data Bus Width Same as i486DX 

Physical Addressability Same as i486DX 

Four-word burst-mode transfers 
Data-Transfer Modes Dynamic resizing for 8-bit or 16-bit transfers 

Bus operates at one-third the core frequency 

Cache Support 16K-byte l/D cache 

Floating-Point Support Same as i486DX 

Operating Voltage 3.0 V to 3.6 V 

Frequency Options 75-MHz or 100-MHz core frequency 

Clocking Regime 
Core freq= 2x or 3x CLK input 
Bus frequency = CLK frequency 

Active Power Dissipation 4.3 W @ 3.3 V and 100 MHz (worst case) 

Power-Control Features 
Standard Intel "SL-Enhanced" feature set plus 

"Auto Idle" clock reduction mode 

Process Technology 0.6µ four-layer-metal BiCMOS 

Transistor Count 1.6 million transistors 

Die Size 339 x 351 mils (77 mm2) 

Package Options 168-pin PGA 

Table 6-16. lntelDX4 feature summary. 

The first surprise of this product is its name. That's right, 
there's no "486" in the name, just "IntelDX4." Intel claims it 
dropped the "486" designation because Cyrix and IBM, by sell­
ing parts that use a 486 part number but fall short of i486DX 
performance, have made the 486 appellation meaningless. More 
likely, Intel is motivated by the fact that the new name is trade­
markable, whereas the digits "486" are not. (Never fear; AMD 
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Clock-Multiplier 
Options 

soon b~gan offering a slightly less capable product with the 
Am.486DX4 name and others are likely to follow suit.) 

The second surprise is that the "DX4" name seems to imply that 
the chip supports clock-quadrupling, whereas in fact it does not. 
The internal clock can be programmed to run at 2x or 3x the 
external clock rate, but not at 4x. (Intel initially planned also to 
allow a 2.5x configuration, but the part is thus far unable to 
support this option.) 

The third surprise is that whereas much of the early interest in 
the IntelDX4 focused on its role on the desktop, Intel began 
repositioning the part primarily for notebook systems almost 
immediately after introduction. The device includes power­
management features useful to notebook vendors, and its lower 
supply voltage and reduced power consumption make it a good 
fit in battery-powered portable system. 

Table 6-17 shows a variety of bus-clock/core-clock combinations 
that may now be obtained using i486DX2 and IntelDX4 devices. 

CPU Bus Frequency Clock Multiplier Core Frequency 

i486DX2 25MHz 2x 50MHz 

33MHz 2x 66MHz 

lnte1DX4 25MHz 3x 75MHz 

33MHz 3x 100 MHz 

SO MHz 2x 100 MHz 

Table 6-17. lntelDX4 and i486DX2 core clock multiplier factors. 

In order to obtain 100-MHz operation, system designers must 
switch to a 33-MHz (or faster) bus. "Merely" tripling the core 
clock pretty well saturates the system bus, causing system per­
formance to max out. Cranking up the clock another notch to 
100 MHz while keeping a 25-MHz bus would not deliver notice­
ably better performance than a 25175-MHz configuration. Intel 
would rather see notebook vendors move to a 33-MHz system 
bus to improve the performance of the IntelDX4. 

The seemingly redundant plethora of frequency options is best 
understood by considering the needs of notebook vs desktop 
markets. Most notebook vendors have found it advantageous 
power-wise to stick with a 25-MHz bus, even as most desktop 
vendors moved to a 33-MHz bus. Thus, even though a 25175-
MHz IntelDX4 will have performance similar to a 33/66-MHz 
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i486DX2, notebook vendors will likely prefer the former part, 
while desktop systems will use the latter. 

Other Enhancements The IntelDX4 increases the size of the on-chip cache to 16KB, 
twice the size of earlier family members'. The cache is otherwise 
identical to its predecessors': it uses the same 16-byte lines, the 
same four-way set-associative organization, and the same 
write-through policy as the original i486DX. 

The larger cache does help offset the extra cycles lost due to 
cache misses which result when the CPU clock frequency is 
raised without a corresponding boost in bus speed. In fact, Intel 
rates its 100-MHz IntelDX4 more than 50% faster than a 66-
MHz i486DX2, even though both use the same 33-MHz system 
bus. 

Despite the 44% reduction in die area that would normally 
result from the smaller process, the larger cache means the 
IntelDX4 die is just 5% smaller than the 0.8 micron i486DX2. 
According to the MPR Cost Model (see Chapter 15: Manufac­
turing Costs), the IntelDX4 will likely cost about 25% more to 
build than the i486DX2 because of its more expensive process. 
As the new process matures and defect densities decline, the 
manufacturing cost of the IntelDX4 will approach that of the 
i486DX2. 

The IntelDX4 includes one other minor addition: an enhanced 
virtual-8086 mode also supported by the Pentium microproces­
sor (see Chapter 12: Intel Pentium Microprocessors). Intel 
would like operating-system vendors to take advantage of this 
new feature, but is having little success. A write-back cache 
might have improved performance for a much broader range of 
applications, but Intel appears to be focusing on architectural 
features that are harder for other x86 vendors to copy. 

System Interface The IntelDX4 runs internally at 3.3 V; the 0.6-micron transis­
tors in the core cannot tolerate the stress of 5 V operation. To 
connect to existing system-logic chip sets and standard memory 
chips, the device has "5-V tolerant" I/O buffers. The system 
must provide a 3.3-V supply to the chip, however, so the parts 
cannot be dropped directly into existing 5-V sockets. The lower 
internal voltage keeps the power consumption reasonable even 
at the higher clock rates; at 100 MHz, the IntelDX4 is rated at 
4.3 W (worst case), 28% less than a 5 V i486DX2 at 66 MHz. 

© 1994 MicroDesign Resources 

Otherwise, the IntelDX4 is similar to Intel's other 486 chips. It 
has the same packaging options and uses the same pinout as 
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the i486DX and i486DX2. It supports the Intel "SL-Enhanced" 
power-management features and has a 208-pin SQFP 
packaging option. 

Desktop system vendors may support both the i486DX2-66 and 
the IntelDX4-100 with the same 33-MHz system motherboard 
and bus. While the IntelDX4-100 may be configured with an 
external clock of 50 MHz, few PC vendors want to introduce a 
486 with a system bus at that speed. The 50/100-MHz IntelDX4 
is likely to see little usage initially, although it may become 
more popular as chip set vendors begin to support 50-MHz 
devices. 

Vital Statistics The IntelDX4 is currently offered in a 168-pin ceramic pin-grid 
array (PGA) package with the same pinout as that defined for 
the i486DX PGA package described above. 

Intel initially planned to introduce an IntelDX4 in late 1994 
that would run with an 83-MHz core frequency obtained by 
multiplying a 33-MHz external clock by 2.5. This chip would fill 
the gap between the 66-MHz i486DX2 and the 100-MHz 
IntelDX4 for desktop systems. At this writing, though, Intel was 
still working on the clock "two-and-a-halfing'' circuit. 

The IntelDX4 has a die size of 339 x 351 mils (77 mm2) using a 
0.6-micron four-layer-metal CMOS process and requires a sup­
ply voltage of 3.0 V to 3.6 V. 

It is also supplied in _a 208-lead SQFP package and is offered in 
versions with core frequencies of either 75 MHz or 100 MHz. 
The device dissipates 4.3 W (worst case) at 3.3 V and 100 MHz. 
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6.6 The Intel i486SX Microprocessor 

© 1994 MicroDesign Resources 

The Intel i486SX microprocessor is a lower-cost version of the 
i486DX from which the FPU has been removed. Table 6-18 sum­
marizes the general features and specifications of the i486SX 
microprocessor. 

Product Name Intel i486SX 

Introduction Date April 1991 

Prognosis In production 

Device Integration Level 
Same as i486DX with floating-point unit 

disabled or removed 

CPU Architecture Level 486 integer-unit instruction set only 

Core Technology Intel 486 core with FPU disabled or removed 

Pinout Subsetted, modified i486DX pinout 

Data Bus Width Same as i486DX 

Physical Addressability Same as i486DX 

Data-Transfer Modes Same as i486DX 

Cache Support Same as i486DX 

Floating-Point Support None (requires auxiliary i487SX or OverDrive) 

Operating Voltage 4. 75 V to 5.25 V (i486SX) 

Frequency Options 
25- or 33-MHz core operation @ 5.0 V 
25- or 33-MHz core operation @ 3.3 V 

Clocking Regime Core operating frequency = 1 x CLK input 

Active Power Dissipation 
3.42 W @ 5.0 V and 33 MHz (worst case) 
1.27 W @ 3.3 V and 33 MHz (worst case) 

Power-Control Features Standard Intel "SL-Enhanced" feature set 

Process Technology 
Originally 1.0µ two-layer-metal CMOS 

0.8µ three-layer-metal CMOS 

Transistor Count 900,000 transistors 

Die Size 270 x 41 O mils (72 mm2) 

Package Options 
168-pin ceramic PGA, 

196-lead PQFP, or 208-lead SQFP 

Table 6-18. Intel i486SX feature summary. 

The i486SX extends the 486 integer core architecture to the 
low-cost/low-performance end of the PC spectrum, and is 
intended for use in low-cost systems that might previously have 
chosen a 386-class processor. To minimize production costs and 
eliminate the need for an expensive PGA socket on the mother­
board, the i486SX is optionally available in both standard and 
"slim" plastic quad flat pack (PQFP and SQFP) packages. 
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Typical 386-based systems did not, of course, include built-in 
floating-point capability; this could be added at a later date by 
inserting an optional 387-class math coprocessor. In the case of 
the i486SX, floating-point capability can be restored only by 
removing the defeatured CPU and replacing it with a 486-
family device that does not disable its FPU, or by disabling the 
i486SX and adding a second, full-featured processor such as the 
Intel i487SX (described in the following section) or an "Over­
Drive" 486 (described later in this chapter) to the "upgrade 
coprocessor" socket provided on most i486SX motherboards. 

System Interface The i486SX in a PGA package has essentially the same pinout 
as the i486DX, with a few minor changes. Since the FPU has 
been disabled, FPU-related pins are not provided. One new sig­
nal has been defined, two other signals have been disabled, and 
a fourth was arbitrarily repositioned in order to prevent end 
users from upgrading an i486SX system to use an i486DX 
device by merely changing the CPU. The names and functions 
of pins that changed for the i486SX appear in Table 6-19. 

PGA i486DX 
Symbol Direction Signal Name/Function Pin# Signal 

NMI In Non-maskable interrupt A15 IGNNE# 

UP# In Upgrade processor present C11 N.C. 

N.C. - No connect 815 NMI 

N.C. - No connect C14 FERR# 

Table 6-19. Intel i486SX signals. 

Floating-point capability can be restored to an i486SX-based 
system in the field by adding an "OverDrive" upgrade processor 
(discussed later in this chapter). In order to simplify field 
upgrades, most i486SX-based motherboards provide a "ZIF" 
(zero-insertion-force) socket that allows ICs to be easily inserted 
or removed. Inserting an auxiliary processor in this socket has 
the effect of fully disabling the original "host" processor. 

The interconnections between the· i486SX host CPU and the 
upgrade socket vary, depending on the host revision level and 
package type. Early i486SX devices in PGA packages were 
derived from standard i486DX die simply by disabling the on­
chip FPU, and several discrete external components were 
required to disable the part when an upgrade processor was 
installed. Figure 6-16 illustrates the recommended circuit. 
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Figure 6-16. Upgrade socket interface to i486SX (PGA). 

Later, when the i486SX device was redesigned to actually 
remove the FPU circuitry, the logic needed to eliminate these 
discrete components was built into the chip. Later still, the cir­
cuitry was added each of the "SL-enhanced" 486 devices, includ­
ing those supplied in PGA packages. Figure 6-17 shows the 
simplified upgrade-socket interface allowed by newer i486SX 
hosts. 

Intel currently offers several products that are compatible with 
the upgrade processor pinout. These include the i487SX and 
various OverDrive processors described later in this chapter. 

Relative Performance Since their CPU cores, caches, and bus interfaces are identical, 
the performance of integer-only code on the i486SX is essen­
tially identical to that of an i486DX at the same frequency. Nev­
ertheless slight performance discrepancies do seem to arise in 
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Figure 6-17. Upgrade socket interface to i486SX (PQFP/SQFP). 
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system-level integer benchmarks. This may reflect the fact that 
interrupt service routines for the two devices are different, 
depending on whether or not OS calls and interrupt service rou­
tines attempt to save and restore the FPU state. 

On floating-point intensive applications, the lack of FPU hard­
ware on an i486SX-only-based system dramatically degrades its 
performance vs an i486DX, due to the necessity of emulating all 
floating-point operations in software. 

In an i486SX-based system with an upgrade processor installed, 
the i486SX itself is disabled, so system performance depends 
entirely on the performance of the upgrade CPU. 

Vital Statistics The i486SX has a die size of 270 x 410 mils (72 mm2) using a 
0.8-micron three-layer-metal CMOS process and allows a sup­
ply voltage of either 3.0 V to 3.6 V or 4. 75 V to 5.25 V. 

The 5.0-V version is available in either a 168-pin PGA or a 196-
lead PQFP package and runs at speeds up to 33 M~z. The 
device dissipates 3.42 W (worst case) at 5.0 V and 33 MHz. 

The 3.3-V version uses a 208-lead SQFP package and also runs 
at up to 33 MHz. The device dissipates 1.27 W (worst case) at 
3.3 V and 33 MHz. 

The Complete x86 
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6. 7 The Intel i486SX2 Microprocessor 
The Intel i486SX2 microprocessor is, as the name suggests, a 
clock-doubled version of the 486 family from which the FPU has 
been removed. Table 6-20 summarizes the general features and 
specifications of the i486SX2 microprocessor. 

Product Name Intel i486SX2 

Introduction Date March 1994 

Prognosis Stable 

Device Integration Level 
Same as i486DX but with FPU removed and with an 

on-chip PLL clock-frequency doubler 

CPU Architecture Level Same as i486DX with FPU removed 

Core Technology Clock-doubled standard 486 core 

Pinout Standard i486SX pinout 

Data Bus Width Same as i486DX 

Physical Addressability Same as i486DX 

Data-Transfer Modes 
Same as i486DX 

Bus operates at one half core frequency 

Cache Support Same as i486DX 

Floating-Point Support None; requires auxiliary upgrade processor 

Operating Voltage 4.75V to 5.25V 

Frequency Options 25 (SO-MHz core freq) 

Clocking Regime 
·Core operating frequency = 2 x CLK input 

Bus operating frequency = CLK input 

Active Power Dissipation 6.0W@ 5.0 V and 66 MHz (worst-case) 

Power-Control Features None 

Process Technology 0.8µ three-layer r:netal CMOS 

Transistor Count 1.0 million transistors 

Die Size 270 x 41 O mils (72 mm2) 

Package Options 168-pin PGA 

Table 6-20. Intel i486SX2 feature summary. 

Vital Statistics The i486SX2 has a die size of 270 x 410 mils (72 mm2) using a 
0.8-micron three-layer-metal CMOS process and requires a 
supply voltage of 4. 75 V to 5.25 V. The part is available in 
either a 168-pin PGA or a 196-lead PQFP package and is 
offered in versions with core frequencies of either 50 MHz or 
66 MHz. The device dissipates 6.0 W (worst case) at 5.0 V and 
66MHz. 

© 1994 MicroDesign Resources 

The system interface and pinout of the i486SX2 are the same as 
those of the i486SX device discussed earlier in this chapter. 
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6.8 The Intel i487SX Microprocessor 
The Intel i487SX microprocessor is the upgrade processor that 
restores the :floating-point capability excised from the i486SX. 
Table 6-21 summarizes the general features and specifications 
of the i487SX microprocessor. 

Product Name Intel i487SX 

Introduction Date April 1991 

Prognosis Poor 

Device Integration Level Same as the i486DX 

CPU Architecture Level Same as the i486DX 

Core Technology Same as the i486DX 

Pinout Augmented, rearranged i486DX pinout 

Data Bus Width Same as the i486DX 

Physical Addressability Same as the i486DX 

Data-Transfer Modes Same as the i486DX 

Cache Support Same as the i486DX 

Floating-Point Support Same as the i486DX 

Operating Voltage 4.75 V to 5.25 V 

Frequency Options 20-, 25-, or 33-MHz core operation 

Clocking Regime Core operating frequency = 1 x CLK input 

Active Power Dissipation 3.4 W @ 5.0 V and 33 MHz (worst case) 

Power-Control Features None 

Process Technology 
1.0µ two-layer-metal CMOS 

0.8µ three-layer-metal CMOS 

Transistor Count 1 .185 million transistors 

Die Size 6.9 x 11.9 mils (81 mm2) 

Package Options 169-pin PGA 

Notes 
Same die as i486DX with modified pinout and 

different CPU identification code at reset. 

Table 6-21. Intel i487SX feature summary. 

Features The i487SX is promoted by Intel as being a :floating-point "math 
coprocessor," and its nomenclature was chosen to promulgate 
the 8086/8087, 80286/80287, 386/387 numbering sequence. In 
fact, the i487SX actually contains a standard, fully functional 
i486DX die in a PGA package, with a slightly modified pinout, 
one new signal, and an additional ''key" pin to assure proper ori­
entation in the motherboard socket. The only modification made 
to the die itself is that it provides a different CPU identification 
code following reset. 
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The i487SX is not an OEM product; most often it is sold directly 
to end users via Intel's retail distribution channels as an after­
market upgrade. 

System Interface The i487SX provides essentially the same pin functions as the 
i486DX, with the addition of one new output signal, an align­
ment key, and the arbitrary repositioning of one other pin. 
Table 6-22 summarizes the names and functions of i487SX pins 
that have changed relative to the i486DX pinout. 

PGA i486DX 
Symbol Direction Signal Name/Function Pin# Signal 

UP# Out 
Upgrade processor present; disables host 

814 N.C. 
CPU. Internally bonded to Vss (Gnd) 

FERR# Out Floating-point error A13 N.C. 

KEY -
Key pin; assures proper alignment 

04 -
in PGA socket 

N.C. - Not connected C14 FERR# 

Table 6-22. Intel i487SX interface signals. 

Vital Statistics The i487SX has a die size of 6.9 x 11.9 mils (81 mm2) using a 
0.8-micron three-layer metal CMOS process and requires a sup­
ply voltage of 4.5 V to 5.5 V. It is supplied in a 169-pin PGA 
package and runs at speeds up to 33 MHz. The device dissipates 
3.4 W (worst case) at 5.0 V and 33 MHz. 

© 1994 MicroDesign Resources 
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6.9 The lntelDX2 OverDrive 
Microprocessor 
The IntelDX2 OverDrive microprocessor is a device that lets 
end users upgrade their 486-based PCs to achieve i486DX2 lev­
els of performance. Table 6-23 summarizes the general features 
and specifications of the IntelDX20verDrive microprocessor. 

Product Name lnte1DX2 OverDrive 

Introduction Date June 1992 

Prognosis In production 

Device Integration Level Same as i486DX2 

CPU Architecture Level Same as i486DX 

Core Technology Clock-doubled 486 core 

Pinout Both standard i486DX and i487SX pinouts 

Data Bus Width Same as i486DX 

Physical Addressability Same as i486DX 

Data-Transfer Modes Same as i486DX 

Cache Support Same as i486DX 

Floating-Point Support Same as i486DX 

Operating Voltage 4.75 V to 5.25 V 

Frequency Options 40-, 50-, or 66-MHz core operation 

Clocking Regime 
Core operating frequency = 2 x CLK input 

Bus operating frequency = CLK input 

Active Power Dissipation 6.0 W @ 5.0 V and 66 MHz (worst case) 

. Power-Control Features None 

Process Technology 0.8µ three-layer-metal CMOS 

Transistor Count 1.185 million transistors 

Die Size 273 x 468 mils (81 mm2) 

Package Options 
168-pin PGA (i486DX-compatible version) 

or 169-pin PGA (i487SX-compatible version) 

Other Features Faster versions offer an integrated heat sink 

End-user retail version of the i486DX2. 
Notes Pinouts available to match either a standard i486DX 

PGA or an i487SX upgrade socket. 

Table 6-23. lnte1DX2 OverDrive feature summary. 

Features The i486DX2 silicon lives a double life-one as a performance 
enhancer for OEM systems and another as an end-user upgrade 
product. This version, called the IntelDX2 OverDrive processor, 
is pin-compatible with the i487SX upgrade for i486SX systems. 
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When an IntelDX2 OverDrive processor is installed, the origi­
nal processor is electrically disabled. Intel discourages users 
from physically removing the original processor, in part because 
of potential damage to the system board and in part because it 
doesn't want to create a supply of used 486 chips. Once an Over­
Drive processor is installed, however, it should be possible to 
remove the original CPU without affecting system operation. 

Just to make things messy, Intel actually offers two versions of 
the IntelDX2 OverDrive processor: one for 16- and 20-MHz sys­
tems, and another for 25-MHz systems. Confusingly, IntelDX2 
Over Drive processors are rated by the clock rate of the system 
they plug into, whereas i486DX2 processors are rated by their 
internal clock rate. Thus, a 25-MHz IntelDX2 OverDrive corre­
sponds to an i486DX2-50. 

The apparent reasoning here is that OverDrive devices are mar­
keted to end users who specify a device based on the CPU fre­
quency originally used by the system being upgraded, whereas 
the i486 DX2 is marketed to OEM designers who specify a 
device based on the approximate core throughput. 

The biggest difference between the i486DX2 and the lntelDX2 
OverDrive processor is the sales channel: the i486DX2 is an 
OEM product, while the OverDrive processor is an end-user 
upgrade, to be sold through retail channels. 

Pinout The lntelDX2 OverDrive pinout matches that defined by the 
i487SX, which differs from the standard i486DX in that an 
alignment pin has been included to make it harder to insert the 
chip incorrectly, a new "upgrade present" signal has been 
defined, and one signal has been arbitrarily repositioned to a 
different pin. Intel apparently wants the various 486 versions 
not to be pin-compatible so that it can more easily pursue differ­
ent pricing and marketing strategies for the different versions. 
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The lntelDX2 OverDrive processor effectively obsoletes the 
i487SX, since it provides considerably higher performance at a 
slightly higher price. The exact· performance boost provided by 
an Over Drive processor depends on the application's cache per­
formance. On trivial benchmarks such as Landmark, it provides 
a 100% performance increase; other small benchmarks, such as 
Dhrystone, show a 90-95% increase. Application-level perfor­
mance is typically boosted 40-70%, according to Intel's bench­
marks. In a 25-MHz system with a 64-Kbyte external cache, 
SPECmark89 performance was increased 66%, from 8.8 to 14.6 
(21.3 SPECint89, 11.3 SPECfp89). 
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Because the CPU core is running at twice the clock rate of a 
standard 486 processor, the IntelDX2 Over Drive processor has 
higher bus utilization and is therefore more sensitive to mem­
ory-system performance. Thus, a system with a fast DRAM sys­
tem and a second-level cache will benefit more from an 
OverDrive processor than will a system without cache or with 
slow DRAM. 

Intel would like to see all system vendors-even those using the 
i486DX and i486DX2-begin putting OverDrive sockets on 
their motherboards, which would increase Intel's potential 
aftermarket and allow the same OverDrive processors to be 
used in i486SX and i486DX systems. In this context, the only 
new device needed is a 33-MHz OverDrive processor. Intel does 
not yet offer an OverDrive processor to beef up 50-MHz sys­
tems; see the description of future Pentium derivatives (Chap­
ter 12: Intel Pentium Microprocessors) for information on 
expected developments in this arena. 

Intel also offers OverDrive processors for i486DX systems that 
don't have an OverDrive socket. In this case, the i486DX must 
be removed from its socket and replaced with the Over Drive 
processor. If this sounds a lot like an i486DX2, it is: the only dif­
ference is the name and the fact that Intel sells the i486DX2 
primarily to OEM. system makers, and sells the equivalent 
OverDrive processor directly to users through retail channels. 

Vital Statistics The IntelDX2 OverDrive has a die size of 273 x 468 mils (81 
mm2) using a 0.8-micron three-layer-metal CMOS process and 
requires a supply voltage of 4.75 V to 5.25 V. 

The 5-V version is supplied in a 168-pin PGA package and is 
offered in versions with core frequencies of either 50 MHz or 
66 MHz. The device dissipates 6.0 W (worst case) at 5.0V and 
66 MHz. Its pinout matches the i487SX devices discussed ear­
lier in this chapter. 
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6.10 The lntelDX4 OverDrive 
Microprocessor 

© 1994 MicroDesign Resources 

The IntelDX4 OverDrive microprocessor is a device that lets 
end users upgrade their 486-based PCs to achieve IntelDX4 lev­
els of performance. Table 6-23 summarizes the general features 
and specifications of the IntelDX4 Over Drive microprocessor. 

Product Name lnte1DX4 OverDrive 

Introduction Date October 1994 

Prognosis In production 

Device Integration Level Same as lntelDX4 

CPU Architecture Level Same as ·1ntelDX4 

Core Technology Clock-tripled 486 core 

Pinout Both standard i486DX and i487SX pinouts 

Data Bus Width Same as i486DX 

Physical Addressability Same as i486DX 

Data-Transfer Modes Same as i486DX 

Cache Support Same as lntelDX4 

Floating-Point Support Same as i486DX 

Operating Voltage 
4.75 V to 5.25 V to package; 
operates at 3.3 V internally 

Frequency Options 100-MHz core operation 

Clocking Regime 
Core operating frequency = 2 x CLK input 

Bus operating frequency = CLK input 

Active Power Dissipation 6.5 W@ 5.0 V and 66 MHz (worst case) 

Power-Control Features None 

Process Technology 0.6µ four-layer-metal BiCMOS 

Transistor Count 1.6 million transistors 

Die Size 339 x 351 mils (77 mm2) 

Package Options 
168-pin PGA (i486DX-compatible version) 

or 169-pin PGA (i487SX-compatible version) 

Other Features 
Package-mounted voltage regulator 

Integrated heat sink 

Notes 
End-user retail version of the lntelDX4. 

Pinouts match a standard i487SX upgrade socket. 

Table 6-24. lntelDX4 OverDrive feature summary. 
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6.11 The lntelSX2 OverDrive 
Microprocessor 
The IntelSX2 OverDrive microprocessor is a device that lets end 
users upgrade their 486-based PCs to achieve IntelDX4 levels of 
performance. Table 6-23 summarizes the general features and 
specifications of the IntelSX2 OverDrive microprocessor. 

Product Name lnte1SX2 OverDrive 

Introduction Date October 1994 

Prognosis In production 

Device Integration Level Same as i486SX2 

CPU Architecture Level Same as i486SX2 

Core Technology Clock-doubled i486SX core 

Pinout Same as i487SX 

Data Bus Width Same as i486DX 

Physical Addressability Same as i486DX 

Data-Transfer Modes Same as i486DX 

Cache Support Same as i486DX 

Floating-Point Support Same as i486SX 

Operating Voltage 4.75 V to 5.25 V 

Frequency Options 40-, 50-, or 66-MHz core operation 

Clocking Regime 
Core operating frequency = 2 x CLK input 

Bus operating frequency = CLK input 

Active Power Dissipation 4.1 W@ 5.0 V and 66 MHz (worst case} 

Power-Control Features None 

Process Technology 0.8µ three-layer-metal CMOS 

Transistor Count 1.0 million transistors 

Die Size 270 x 41 O mils (72 mm2) 

Package Options 
168-pin PGA (i486DX-compatible version} 

or 169-pin PGA (i487SX-compatible version} 

Other Features Faster versions offer an integrated heat sink 

Notes 
End-user retail version of the i486SX2 

Pinouts match a standard i487SX upgrade socket 

Table 6-25. lntelSX2 OverDrive feature summary. 
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6.12 The Intel i486SL Microprocessor 

© 1994 MicroDesign Resources 

The Intel i486SL is designed for low-power notebook and 
subnotebook-class PCs. It combines the integer pipeline, cache, 
FPU, and other on-chip resources of a standard 486 with the 
power-conservation features and· higher system integration of 
the i386SL. Table 6-26 summarizes the general features and 
specifications of the i486SL. 

Product Name Intel i486SL 

Introduction Date November 1992 

Prognosis On life support 

Standard 486-class CPU and MMU with 8KB on-
board combined Instruction/Data cache and FPU 

Device Integration Level Direct interconnections to system DRAM 
Direct ISA backplane control logic and drivers 

Automatic power-management logic 

CPU Architecture Level 
Complete 486 integer and floating-point ISA 

with Intel SMM architecture extensions 

Core Technology Static redesigned Intel 486 core 

Pinout Custom 

Data Bus Width 
ISA bus: 16 data bits plus two parity bits 
Local DRAM system bus: 32 data bits 

Physical Addressability 
4 gigabytes 

(Address pins A31 .. A2 plus BE3# .. BEO#) 

ISA- and Pl-bus-compatible transfers 
Data-Transfer Modes Four-word burst-mode system transfers 

Dynamic bus resizing for 8-bit transfers 

Cache Support Same as i486DX 

Floating-Point Support Same as i486DX 

Operating Voltage 
3.0-V-3.6-V core 

3.0-V-5.5-V 1/0 interface 

Frequency Options 25 MHz or 33 MHz core operation 

Clocking Regime Core operating frequency = 1 x CLK input 

Active Power Dissipation 1.16 W@ 3.3 V and 25 MHz (core only; worst case) 

Power-Control Features 3.3 V operation; static core design; Intel SMM 

Process Technology 0.8µ three-layer-metal CMOS 

Transistor Count 1 .4M transistors 

Die Size 488 x 532 mils (167 mm2) 

Package Options 
196-pin PQFP, 208-pin slim QFP, 

or 227-land LGA 

Other Features Configurable 1/0 drive voltage and current 

Notes A part ahead of its ti me 

Table 6-26. Intel i486SL feature summary. 
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i486SL Microprocessor 82360SL 1/0 Subsystem 

IDE Hard 1-------~ 
Disk Drive 1-------~ 

ISA Backplane 

1/0 Expansion Slots 

Figure 6-18. Intel i486SL system partitioning. 
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Background The i486SL was developed in an attempt to move the portable 
processor market to the 486 architecture. It is based on a 486 
core that has been modified to provide fully static operation and 
add system-management mode (SMM). In addition to its stan­
dard 486 CPU core, cache, and FPU, the i486SL includes a 
DRAM controller and an ISA bus interface. 

Figure 6-18 shows the functional partitioning of an i486SL­
based system. The i486SL is designed to work with the same 
82360SL I/O chip designed for use with the 386SL, which pro­
vides peripheral power management, timers, a real-time clock, 
interrupt and DMAcontrol, two serial ports, and a parallel port. 
Intel says these functions were left off the CPU because of pin 
limitations, not die-size barriers. 
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The i486SL is designed for mixed-voltage systems. The proces­
sor core chip logic always operates at 3.3 V. A separate power 
pin controls the voltage for the bus and DRAM interfaces, allow­
ing them to run at either 3.3 V or 5 V. While 3.3-V versions of 
the 82360SL I/O chip are now available to complement these 
3.3-V i486SL processors, i486SL-based systems are likely to 
continue using mixed-voltage operation until 3.3-V DRAM and 
peripherals become more widely available. 

The i486SL is available in the same 196-pin PQFP as the 
386SL, but the pinout is different because the external cache 
RAM interface is eliminated and the data bus width is 
increased to 32 bits. The i486SL is also offered in a smaller 208-
pin SQFP (slim quad flat pack) that has a finer lead pitch. Even 
with the standard PQFP package, the total board space 
required is reduced because there is no need for external cache 
RAMs or an FPU (or FPU socket). For designers who prefer to 
socket their CPUs, the i486SL is also available in a 227-lead 
LGA (la:q.d grid array). 

Like the 386SL, the i486SL provides a high-speed peripheral 
interface (PI) bus that uses the 16-bit data path of the ISA bus 
interface, but with a separate set of control signals. This frees 
speed-critical peripherals, such as display controllers, from the 
antiquated timing constraints of the ISA bus. The PI bus may 
also be useful for flash-memory disk replacements or PCMCIA 
interfaces. 

"The Best Laid When Intel introduced the i486SL, a wide range of i486SL 
Plans ... " follow-on products were promised. These included versions with 

and without the floating-point unit, and with clock rates as low 
as 12 MHz to reach low price points. In the end, Intel offered 
only the version with the on-board FPU, and only in 25- and 33-
MHz flavors. 

© 1994 MicroDesign Resources 

The i486SL captured a number of design wins, including sys­
tems introduced as late as this year. Nevertheless, it appears 
the integration path represented by the i486SL-adding a bus 
controller, DRAM controller, and system logic to an already 
crowded processor chip-proved to be a misguided effort. 

The problem was largely simple economics: the i486SL chips 
are expensive to build. The peripheral functions included on the 
i486SL swell its die size to twice that of the i486DX, making it a 
much more expensive chip to produce. These functions can be 
replicated in an external chip set at very low cost, so it is more 
economical to use a standard i486DX and a third-party chip set. 
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The crux of the problem is that Intel's profit margins on its 
CPUs are far higher than the profits available for system-logic 
functions. Integrating these functions onto the same die as a 
processor forced the company to accept a lower margins-not a 
popular choice at Intel, particularly when the company has no 
excess factory capacity for lower-profit chips. The new strategy 
forces the system-logic functions back onto an external chip set, 
permitting Intel to retain its high margins. 

Also, the i486SL stifled creativity. System designers could 
choose from a veritable banquet of design options supported by 
the part, but it was hard to add unique new capabilities to an 
i486SL system. OEMs found this made it difficult to distinguish 
their products from those of their competitors. 

The i486SL-with its limited performance, limited configura­
tion options, and high manufacturing cost-was also a poor 
match for the "Green PC" products. These new PCs implement 
power-management capabilities in desktop systems and require 
access to the full spectrum of Intel processor offerings. The SL­
enhanced 486 chips allow system vendors to build power-wise 
PCs without any additional CPU cost. In addition, low-end and 
midrange systems can cut CPU power in half without a perfor­
mance penalty, by using 3.3-V processors. 

In short, the i486SL was over-integrated for today's economics. 
In the long run, i486SL-style integration may make sense, but 
not without denser chip geometries and more carefully com­
pacted designs. Adding several blocks of random logic and high­
power buffers to a tightly packed CPU core dramatically 
decreases the chip's overall transistor density, and the added 
transistors have relatively low value because of the extremely 
low margin pricing prevalent in the chip set market. 

Vital Statistics The i486SL uses the 0.8-micron, three-layer-metal process also 
used for the 50-MHz i486DX and the i486DX2 products. Due to 
the more advanced process, the 1.4-million-transistor i486SL 
die is about the same size as the 850,000-transistor 386SL. 
(The 386SL is 13.1 x 12.9 mm on the LO-micron process, or 
about 169 mm2 compared with 167 mm2 for the i486SL.) 

A more revealing comparison, however, is with the 0.8-micron 
i486DX, which is a mere 82 mm2-half the size of the i486SL. 
This means that the production cost of the i486SL will be dra­
matically higher than that of the i486DX, yet an i486DX-25 is 
priced higher than the i486SL. 
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6.13 The Intel "RapidCAD" 386 
Microprocessor 
And now for something completely different: an Intel chip that's 
of interest to practically nobody, save perhaps connoisseurs of 
high-tech trivia. The "RapidCAD" 386 microprocessor is Intel's 
"stealth" entry in the 386 sweepstakes: a two-chip set designed 
to improve the floating-point performance of existing PCs based 
on the i386DX CPU and i387DX FPU. Table 6-27 summarizes 
the general features and specifications of the RapidCAD 386 
microprocessor. 

Product Name Intel "RapidCAD" 386 

Introduction Date N.A. 

Prognosis Lost in the shuffle 

Device Integration Level 
Pipelined 32-bit IEU and PMMU. 

Microcoded 80-bit floating-point unit 

CPU Architecture Level Standard 386 IU and 387 FPU instruction set 

Core Technology Modified Intel 486 core 

Pinout Same as standard 386DX and 387DX 

Data Bus Width Same as standard 386DX 

Physical Addressability Same as standard 386DX 

Data-Transfer Modes Same as standard 386DX 

On-chip 486 cache disabled; optional external 
Cache Support 82385DX cache controller or 82395DX integrated 

cache peripheral 

Floating-Point Support On-chip 80-bit microcoded FPU 

Operating Voltage 4.75 V to 5.25 V 

Frequency Options 33-MHz core operation 

Clocking Regime Core operating frequency = CLK2 freq + 2 

Active Power Dissipation N.A. 

Power-Control Features None 

Process Technology 1 .Oµ two-layer-metal CMOS 

Transistor Count N.A. 

Die Size 414 x 619 mils (165 mm2) (IU replacement device) 

Package Options 
132-pin PGA (I U replacement device) 
68-pin PGA (FPU replacement device) 

Notes Intel's "stealth" entry in the 386 sweepstakes 

Table 6-27. Intel "RapidCAD" 386. feature summary. 

Features This report groups the RapidCAD with Intel's 486-family prod­
ucts because, despite their part numbers, these devices derive 
from 486 core technology. The "i386DX" half of the two-chip set 

© 1994 MicroDesign Resources 
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is, in fact, an i486DX core with various features to assure 
i386DX socket compatibility. The i486DX I/D cache has been 
stripped from the die, leaving large blank rectangles where it 
used to reside, and certain microcode routines have been rewrit­
ten to slow them down to near 386-class speeds (I'm not making 
this up), but integer code still runs 10% to 25% faster than with 
the original 386 part due to the improved pipeline. 

Where the RapidCAD product shines, not surprisingly, is in its 
floating-point throughput. The 486 FPU is still enabled and can 
effectively double the performance of the i387DX device it 
supersedes. 

There's just one hitch: in a conventional 386/387 system design, 
floating-point errors are signaled by the FPU coprocessor, 
whereas in a conventional 486 design the FPU resides within 
the main processor package. In order to preserve compatibility 
with existing motherboards, the "387" piece of the RapidCAD 
chip set is nothing more than an addressable latch, which can 
be induced to set and clear error-reporting pins in response to 
special bus cycles put out by the CPU. From there, the error sig­
nals are passed to an external interrupt controller, to be pro­
cessed according the original design. 

Vital Statistics The RapidCAD 386 integer unit is housed in a 132-pin ceramic 
pin-grid array package with a pinout identical to the i386DX 
PGA package defined in Chapter 5: Intel 386 Microproces­
sors. The FPU unit is packaged in a 68-pin PGA package with 
the same pinout as the i387DX PGA package. Both devices are 
offered only in a version that nins with up to a 33-MHz processor 
clock. 
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6.14 Futures 
The "P24T" Since mid-1992 Intel has been promising system vendors an 

OverDrive processor based on the Pentium processor core for 
i486DX2 systems. This device, code named "P24T," will use a 
240-pin PGA package derived by adding a fourth row of pins 
around the outside of a standard 169-pin Over Drive socket. See 
Chapter 12: The Intel Pentium Family for details. 

6.15 Commentary 

© 1994 MicroDesign Resources 

Intel now offers more than two dozen 486-class processors, each 
with a different combination of features, optimization modes, 
pinouts, packages, and distribution channels. Table 6-28 sum­
marizes the distinctions between these chips. 

The breadth of these offerings has led to considerable confusion 
among system designers, as has the multiplicity of pinouts 
offered for products that might otherwise be fully pin compati­
ble. Table 6-29 summarizes how the functions on certain pins of 
the i486DX PGApackage seem to drift aimlessly over time. 

Even more confusing, Intel now uses the term OverDrive to 
describe chips with not only three different PGA pinout pat­
terns, but three different PGA pin counts. OverDrive chips that 
replace the original CPU in i486DX-based systems use one 
pinout, OverDrive chips that are socket-compatible with the 
original "generic" i487SX use another, and future P24 T 
Pentium-based OverDrive chips use yet a third. This has surely 
lead to a higher confusion quotient in the market. 

If this be madness, might there be some method to it? 

It's possible, of course, that Intel believes it may profit all the 
more from enhanced customer confusion. Once a customer 
throws up his hands in desperation and calls in an expert for 
help, the company with the best brand-name recognition and 
the largest base of sales "experts" will be better able to protect 
its market share. 

More likely, though, Intel is merely pursuing to an extreme a 
strategy it has long followed, that of offering system vendors a 
range of design options. 
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Table 6-28. Intel 486 product feature comparison. 

Notes: OEM = Direct order from Intel. EOL = Custom order only. Retail =Sold directly to end users through retail outlets. 

Initially, 486 microprocessors were offered with operating fre­
quencies of 25 MHz, 33 MHz, etc. With the introduction of the 
IntelDX4, Intel has attained a position from which it can now 
offer a spectrum of 486 devices with core frequencies anywhere 
from 20 to 100 MHz, with a smoothly increasing performance 
increment of 20-25% between successive models. Because these 
options can all be supported with a single 20- to 33-MHz 
motherboard, system vendors have little reason not to supply 
all of them. Intel's strategy avoids leaving any gaps for its 
competitors to fill. 
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i486DX-50 i487SX/ 
Pin i486SX i486SX &E i486DX i486DX &E i486DX-50 &E Upgrade 

- -- - - ·- ... 

A3 N.C. TCK N.C. TCK TCK TCK N.C. 
A13 N.C. N.C. N.C. N.C. N.C. N.C. FERR# 
A14 N.C. TOI N.C. TOI TOI TOI N.C. 
A15 NMI NMI IGNNE# IGNNE# IGNNE# IGNNE# IGNNE# 
810 N.C. SMI N.C. SMI N.C. SMI N.C. 
814 N.C. TMS N.C. TMS TMS TMS UP# (Gnd) 
815 N.C. N.C. NMI NMI NMI NMI NMI 
816 N.C. TOO N.C. TOO TOO TOO N.C. 
C10 N.C. SR ES ET N.C. SR ES ET N.C. SR ES ET N.C. 
C11 N.C. UP# N.C. UP# N.C. UP# N.C. 
C12 N.C. SMIACT# N.C. SMIACT# N.C. SMIACT# N.C. 
C14 N.C. N.C. FERR# FERR# FERR# FERR# N.C. 
04 N/A N/A N/A N/A N/A NIA Key (N.C.) 

G15 N.C. STPCLK# N.C. STPCLK# N.C. STPCLK# N.C. 

Table 6-29. Intel 486 product PGA pinout comparison. 

© 1994 MicroDesign Resources 

Intel can now slash the price of its i486DX2 processors, forcing 
other x86 vendors to match the new prices and accept lower 
margins. With the unique IntelDX4 parts, however, Intel can 
maintain its traditional high margins. For end users, these 
changes will translate into higher performance at all system 
price points. Low-end i486DX-based designs will likely jump to 
the i486DX2 as Intel drops the price of that part. Midrange 
i486DX2 boxes will move to the IntelDX4, while high-end sys­
tems will move from today's 60-MHz Pentium to faster 90-MHz 
and 100-MHz parts. Thus, PC users at every price point will see 
a 50% performance increase for the same system price. 

As far as the upgrade aftermarket is concerned, Intel must be 
thrilled at the prospect of selling more than one processor per 
system. Users should be happy as well, since OverDrive proces­
sors give them a low-cost upgrade path. The only downside is 
for system makers, which may be unhappy to find that they no 
longer get to sell CPU upgrades, and that users may hold on to 
their computers longer. 

From the system maker's perspective, it's hard to make much 
profit from the pass-through resale of a chip-level product. 
Thus, some may prefer to sell upgrade CPU cards, offering 
larger caches or other features in addition to the faster proces­
sor. Some system makers, more focused on profits than on bene­
fits to their customers, might ensure that their BIOS contains 
speed-sensitive code as a way of making users come to them for 
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an authorized upgrade, so they can charge more than the street 
price of an i486DX2 chip for the new processor and a new BIOS 
ROM. . 

6.16 For More Information ... 
Additional technical information on the Intel 486 product line 
may be found in the following publications: 

Vendor Publications 1: Intel OverDrive Processor Performance Report. Intel Corpo­
ration, 8/94, order #297130-007. 

Microprocessor 
Report Articles 

2: Intel486 DX Microprocessor Data Book. Intel Corporation, 
6/91, order #240440-004. 

3: Intel486 DX2 Microprocessor Data Book. Intel Corporation, 
7 /92, order #241245-002. 

4: Intel486 DX2 Microprocessor Performance Brief. Intel Cor­
poration, 3/92, order #241254-001. (Text and graphs on 
i486DX2 performance using standard benchmarks and 
applications.) 

5: Intel486 Microprocessor Family Product Briefs. Intel Cor­
poration, 1992, order #240459-005. (Brochure full of 486 
family product briefs.) 

6: Intel486 SL Microprocessor SuperSet Data Book. Intel Cor­
poration, 11/92, order #241325-001. 

7: Intel486 SL Microprocessor SuperSet Programmer's Refer­
ence Manual. Intel Corporation, 11/92, order #241327-001. 

8: Intel486 SL Microprocessor SuperSet System Design 
Guide. Intel Corporation, 11/92, order #241326-001. 

9: Intel486 SX Microprocessor Data Book. Intel Corporation, 
8/92, order #240950-003. 

10: Microprocessors Data Book Volume II: Intel486 Micropro­
cessors. Intel Corporation, 1994, order #241731-001. 

11: Write-Back Enhanced IntelDX2 Processor Performance 
Brief Release 1.0. Intel Corporation, 10/94, order #242308-
00L 

12: Intel 80486 Rumored to Use Downloadable Microcode. 
John Wharton, MPR vol. 2 no. 10, 10/88, pg. 6. (Unsubstan­
tiated and erroneous speculation on possible new state-of­
the-art implementation techniques.) 
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13: Intel 486 to be Announced at Comdex. MPR vol. 3 no. 3, 
3/89, pg. 2. (Most Significant Bits item.) 

14: The Intel 80486 Strikes Back*. John Wharton, MPR vol. 3 
no. 4, 4/89, pg. 1. (Cover story.) 

15: Revenge of the CISCs. MPR vol. 3 no. 4, 4/89, pg. 13. (Fea­
ture article.) 

16: Intel's 486 Bus Optimized for Cache Support*. Michael 
Slater, MPR vol. 3 no. 5, 10/89, pg. 8. (Feature article.) 

17: Parallel 486 Pipelines Produce Peak Processor Perfor­
mance*. John Wharton, MPR vol. 3 no. 6, 6/89, pg. 13. (Fea­
ture article.) 

18: Intel Restructures 486 Control Flags. MPR vol. 3 no. 8, 
8/89, pg. 2. (Most Significant Bits item.) 

19: Guidelines for 486 Software Design*. John Wharton, MPR 
vol. 3 no. 8, 8/89, pg. 10. (Feature article.) 

20: Intel Can't Quite Make 486s Yet. MPR vol. 3 no. 9, 9/89, pg. 
4. (Most Significant Bits item.) 

21: Intel Says 486 is in Production. MPR vol. 3 no. 10, 10/89, 
pg. 2. (Most Significant Bits item.) 

22: Intel Says Corrected 486 Chips are Shipping. MPR vol. 3 
no. 12, 12/89, pg. 2. (Most Significant Bits item.) 

23: 33-MHz 486 Released. MPR vol. 4 no. 9, 5/18/90, pg. 4. 
(Most Significant Bits item.) 

24: Intel Samples "Turbocache486" Module. MPR vol. 4 no. 9, 
5/18/90, pg. 5. (Most Significant Bits item.) 

25: Intel to Skip 40-MHz, Ship 50-MHz 486 in '91. MPR vol. 4 
no. 18, 10/17 /90, pg. 5. (Most Significant Bits item.) 

26: Intel's P23 is Low-Cost 486. MPR vol. 4 no. 22, 11/28/90, 
pg. 4. (Most Significant Bits item.) 

27: Intel Previews High-Speed 486 Processor*. Michael Slater, 
MPR vol. 5 no. 4, 3/6/91, pg. 1. (Cover story.) 

28: What Comes After the 486?*. John Wharton, MPR vol. 5 no. 
5, 3/20/91, pg. 11. (Oblique Perspective column.) 

29: Intel's 486SXAims to Displace 386DX*. Michael Slater, 
MPR vol. 5 no. 8, 5/1/91, pg. 1. (Cover story.) 
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7 AMO 386 and 486 
Microprocessors 

In April of 1991 Advanced Micro Devices (AMD) became the 
first non-Intel vendor to begin selling 386-class microproces­
sors. Since then, AMD has become remarkably successful as a 
full-service supplier, second-sourcing each of Intel's mainstream 
386 and 486 processors with designs that provide better timing 
or electrical specifications than the original Intel devices and 
that introduce some all-new capabilities. 

The AMD product line is significant from several perspectives. 
For OEM system designers, AMD's products broke the Intel 
monopoly and freed manufacturers from their dependence on a 
sole-source vendor. The enhanced characteristics of AMD 386 
and 486 devices over earlier parts have also made possible a 
level of system performance not attainable with Intel-based 
designs. 

For programmers, the extensions AMD made to the .architec­
ture of certain 386 products are a factor that must be consid­
ered in developing new BIOS and system software. For the 
financial community (and Intel!), the presence of AMD as a 
credible second source has hastened the introduction of new 
Intel products and caused prices to fall at a faster rate. 

This chapter begins with an overview of AMD's company back­
ground, design methodology, and compatibility issues, and then 
describes each of the AMD 386 and 486 microprocessors, 
roughly in order of increasing processor capability. 

Background In order to fully understand the AMD 386 and 486 product line 
and strategy, it helps to understand the company's history and 
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the long, convoluted story of its business relationship with 
Intel. Since its inception, AMD has had a reputation as a small, 
aggressive, and innovative vendor of high-quality microproces­
sors, peripherals, and programmable logic devices-both 
designing and selling its own proprietary products and acting 
as an alternate source of other vendors' products. 

In a 1993 survey of subscribers to Microprocessor Report, AMD 
was rated the top microprocessor vendor in the industry, and 
was the only one of 21 vendors evaluated that ranked in the top 
quartile on all eight evaluation categories. (Intel, in contrast, 
was rated twelfth, and ranked in the top quartile only once, in 
the category "credibility of performance claims.") 

In 1976 Intel and AMD entered into an agreement that made 
AMD an approved alternate source of Intel microprocessors. 
The agreement granted AMD rights to Intel's microprocessor 
patents as well as to microcode used in Intel microcomputer and 
peripheral products. 

AMD served as a licensed second source of the 8086, 80186, and 
80286 processors; that is, Intel provided AMD with the design 
technology and databases (if not the complete photomasks) 
needed to build fully functional, fully compatible devices. This 
gave Intel products the benefit of increased visibility in the 
marketplace, and gave customers increased confidence that 
Intel's products would always be available in adequate supply 
and at competitive prices. In this pre-IBM PC era, success of the 
8086 was far from assured, and by arranging for alternate 
sources Intel hoped to boost the part's prospects for success. 

In 1982 Intel and AMD entered into a further agreement to 
cross-license microprocessor and peripheral designs for a period 
of 10 years. In principle, AMD would receive "credits" for devel­
oping peripherals and other support components, and ''trade" 
said credits for the rights to build future Intel x86 processors. 
But by the time the 386 was introduced in 1985, the x86 archi­
tecture had become so. well established that Intel no longer 
needed a second source, and refused to supply AMD with the 
386 design information AMD had expected. Intel claimed the 
peripherals AMD had designed were not numerous or sophisti­
cated enough for AMD to "deserve" the right to share in 386 
production. 

AMD fought Intel for several years over rights to the 386 design 
before concluding that whether or not the courts ultimately did 
award AMD the right to build Intel designs, it would be too late 
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to matter. Finally, in frustration, AMD decided to develop its 
own implementations of the Intel 386 and 486 families. (See 
Chapter 16: Legal Issues for further details on the ongoing 
legal feud between these two plaintiffs.) 

7 .1 Core Design 
At the 386 and 486 levels, then, AMD has been forced to 
reverse-engineer Intel's microprocessor logic and extract the 
microcode in its design labs. While AMD's designs do not physi­
cally duplicate the layout of Intel's die, they are derived directly 
from the corresponding devices and have a functionally equiva­
lent logic design. 

Design Methodology AMD's design process begins by physically dissecting the silicon 
of an Intel chip. Each layer of the die is photographed to deter­
mine its layout geometry. A chemical or abrasive process then 
strips off the top layer of metal, silicon, or diffusion material to 
expose the next layer down, and the process is repeated until 
the engineers strike/ substrate. 
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By analyzing the patterns on successive layers, AMD can deter­
mine how the transistors in the original design are intercon­
nected. Next, groups of closely coupled transistors are combined 
into gates, and a gate-level logic design is derived from the 
transistor-level schematic. 

AMD performs the gate-level schematic extraction process twice 
to check for errors, and the resulting design is then extensively 
simulated. Computer analysis then locates the dynamic regis­
ters and other nodes within the Intel design that preclude the 
original parts from low-frequency operation; these dynamic 
gates and nodes are converted to static operation. 

In the case of the 386-family products, converting the core to 
static operation added about 4,000 transistors to the Intel 
design, but made it possible for the parts to operate at arbi­
trarily low frequencies. The clock on certain 386- and 486-
family products may be stopped entirely in order greatly to 
reduce power consumption when the system is in a standby or 
suspended state. 

Finally, the design database is converted into an original device 
layout, following design rules for the targeted fabrication pro­
cess. Thus, while device geometries may differ radically and 
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Compatibility and 
Performance 

there may be no physical resemblance between parts, the 
derived versions are functionally equivalent to Intel's with 
respect to registers, ALUs, buses, control signals, etc. 

The process of extracting the Intel microcode is more straight­
forward. Even though the courts have held that the microcode 
inside a microprocessor is protected by copyright, AMD main­
tains that the 1976 cross-licensing agreement gave it rights to 
Intel's microcomputer-related microcode; it therefore feels justi­
fied in photographically extracting the bit pattern from the 
Intel microROMs and dropping it intact into its own recon­
structed designs. 

The Intel devices from which AMD extracted its 486 designs 
were produced before Intel added the SL enhancements to the 
486 product line. Thus, while some of the AMD parts allow 
static operation and support a "System Management Mode" 
analogous to that of Intel's SL-enhanced devices, the mecha­
nisms by which they do so are different and incompatible. More­
over, the new instructions, new control signals, and other new 
functions included in the recent Intel devices are not currently 
supported by the AMD derivatives. 

Since the AMD chips are functionally equivalent to the Intel's 
designs and use the same microcode, the risk of functional com­
patibility problems or timing variations that might otherwise 
result from an independent reimplementation of the microcode 
was held to a minimum. AMD says its early silicon performed 
flawlessly on extensive tests, including software running under 
the DOS, Windows, and OS/2 operating systems, as well as 
DESQview, Xenix, and Phar Lap's DOS extender. In five months 
of testing by AMD's own engineers, an independent research 
lab, and more than·20 customers, no problems were found. 

The redesigned devices thus appear to be compatible with 
Intel's with respect to instruction semantics, execution timing, 
pinouts, and electrical characteristics. AMD says they are ''bug­
for-bug compatible" with Intel's: there are no errata except for 
those on the errata list for the Intel parts from which the core 
logic design was extracted. Later steppings of AMD's chips were 
~ade merely to improve yield, AMD says, not to fix bugs. 

Because of the similarity in logic design and the use of identical 
microcode, AMD devices should deliver exactly the same perfor­
mance on user-mode software as the Intel devices. Device-level 
and system-level testing tend to confirm this, to within the 
range of testing error. 
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Availability The latter half of this chapter describes a number of AMD 486-
family devices, some with built-in floating-point units, some 
not, some with clock-doubling circuitry, some without. As is 
described in this chapter and in Chapter 15: Manufacturing 
Costs, many of these devices contain essentially the same die, 
and thus have about the same manufacturing cost. 
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As 1994 drew to a close, AMD found itself in the happy position 
of being unable to satisfy the growing demand for its 486-based 
products. The company's response was quite naturally to push 
sales of the higher-priced (and therefore higher-margin) varia­
tions, and actively de-emphasize sales of the stripped-down, 
low-margin products--to the point, even of refusing to quote 
prices for the lower-priced parts. 

At this writing, AMD was in effect only willing to accept orders 
for the Am486DX2 and Am486DX4 versions of its products. 
Other, less capable devices such as the Am486SX have effec­
tively been put on hold--not available, exactly, but not officially 
discontinued, either. As more fabrication capacity comes on line 
in 1995, perhaps this situation will change, and AMD will again 
find itself competing in the 486SX and 486DX arena. 
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7.2 The AMO Am386SX and 
Am386SXL Microprocessors 
The Am386SX is AMD's pin-compatible second-source version of 
the Intel i386SX. The Am386SXL is a related device· with 
improved specifications for low-power and battery-operated 
applications. Table 7-1 summarizes the general features and 
specifications of the Am386SX and Am386SXL microprocessors. 

Product Names AMO Am386SX and Am386SXL 

Introduction Date July 1991 

Prognosis Dormant 

Device Integration Level Same as i386SX 

CPU Architecture Level Same as i386SX 

Core Technology 
Design extracted from that of the i386SX, 

modified for static operation 

Pinout Same as i386SX 

Data Bus Width 16 bits (D15 .. DO) 

Physical Addressability 16 MB (AddressA23 .. A1 plus BHE#, BLE#) 

Data-Transfer Modes Same as i386SX 

Cache Support None 

Floating-Point Support Optional external 387SX-class FPU 

Operating Voltage 
4.5 Vto 5.5 V 

40-MHz operation requires 4.75 V to 5.25 V 

Frequency Options 25-, 33-, or 40-MHz core operation 

Clocking Regime Core operating frequency= CLK2 freq+ 2 

Active Power Dissipation 1.475 W @ 5.0 V and 40 MHz (worst case) 

Am386SX: None 
Power-Control Features Am386SXL: Allows low-freq and stopped-clock 

operation (lccsb < 150 µA@ 0.0 MHz) 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 74,000 mils2 (47.7 mm2) 

Transistor Count 
161,000 actual transistors 

(approximately 279,000 total transistor sites) 

Package Options 100-pin PQFP 

Other Features Am386SXL allows stopped-clock operation 

Both devices contain the same silicon and have the 
Notes same price; only the minimum frequency specs and 

testing procedure differ 

Table 7-1. AMO Am386SX/Am386SXL feature summary. 

Features Both devices are fully compatible with the Intel part with 
respect to functions, software, system interface, timing, and 
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electrical specs, but are available at frequencies up to 40 MHz. 
AMD says yields at 40 MHz are very good. 

The Am386SXL has lower power-consumption specifications 
and has no minimum clock-frequency specification. Both 
devices contain the same silicon die and generally carry the 
same price tag; while it is possible that AMD may have slightly 
higher yields on the non-SXL versions and may save some test 
time by not having to verify low clock-frequency operation, the 
distinction between the two devices is primarily one of market­
ing. 

System Interface The Am386SX and Am386SXL provide the same system inter­
face as the i386SX with the same pin functions, signal names, 
package types, and pinouts as the original Intel parts; indeed, 
one of the "Distinctive Characteristics" listed for the parts on 
the first page of the AMD data sheet is that they are a "pin-for­
pin" replacement for the Intel i386SX. (See Chapter 5: Intel 
386 Microprocessors for details.) Timing and electrical speci­
fications are likewise identical to those of the i386SX, so na'.ive 
system manufacturers and purchasing agents can specify it as 
an exact functional replacement for the Intel parts. 

Even for the 40-MHz parts, the only specifications that differ 
from Intel's 33-MHz figures are the minimum CLK2 period 
(12.5 ns) and CLK2 high and low times (5 ns at a 2-V threshold 
or 3.25 ns at 0.8 V/3. 7 V). Setup and hold times are unchanged, 
making bus timing at the higher frequency very tight. While 
board design gets tricky at higher clock rates, the task of push­
ing a design to 40 MHz has been considerably simplified by the 
introduction of 40-MHz chip sets. 

Vital Statistics The Am386SX and Am386SXL are fabricated using AMD's 
"CS21S" process, a linear shrink of the "CS21" process with a 
resulting minimum drawn feature size of 0.8 microns and an 
average feature size of 0.9 microns. The devices each contain 
about 160,000 transistors (by AMD's count) on a 74,000 mil2 

die. Intel's dynamic 386 design uses about 4,000 fewer transis­
tors and occupies 66,000 mil2 in the 1.0-micron CHMOS-IV ver­
sion. (Curiously, Intel says the 386 core contains 275,000 
transistors, not 156,000. Intel counts all possible transistor 
sites, including every bit position within microcode ROMs and 
every signal crosspoint within instruction decoders and control 
PLAs.) 
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Because it uses smaller process geometry, the Am386SXL uses 
less power than the i386SX at the same frequency. At its 33-
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MHz maximum clock rate, the i386SX consumes 550 rnA (worst 
case), whereas the Am386SXL is spec'd at 395 rnA. With a 
minimum-speed 4-MHz internal clock, the i386SX consumes 
133 mA. In contrast, standby current for the Am386SXL with 
its clock stopped is guaranteed to be under 150 µA. 

The parts are supplied in the same 100-lead PQFP package as 
the i386SX. Both are offered at frequencies of 25 or 33 MHz, the 
same as the Intel parts, as well as 40 MHz, filling a niche that 
Intel chose to forgo. 
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7.3 The AMO Am386SXLV 
Microprocessor 

Architecture 
Extensions 

© 1994 MicroDesign Resources 

The AMD Am386SXLV is a low-voltage, lower-power version of 
the Am386SXL device. Table 7-2 summarizes the general fea­
tures and specifications of the Am386SXLV microprocessor. 

Product Name AMO Am386SXLV 

Introduction Date October 1991 

Prognosis Terminated 

Device Integration Level. Same as i386SX with AMO SMM circuitry 

CPU Architecture Level Same as i386SX with AMD SMM extensions 

Core Technology Standard AMO 386 core 

Pinout Enhanced i386SX pinout 

Data Bus Width 16 bits (015 .. DO) 

Physical Addressability 16 MB (Address A23 .. A1 plus BHE#, BLE#) 

Data-Transfer Modes Same as i386SX 

Cache Support None 

Floating-Point Support Optional external 387SX-class FPU 

Operating Voltage 3.0V to 5.5 V 

Frequency Options 25-MHz core operation 

Clocking Regime Core operating frequency = CLK2 freq + 2 

Active Power Dissipation 412 mW@ 3.3 V and 25 MHz (worst case) 

Power-Control Features 
Allows low-freq and stopped-clock operation; 

includes AMO SMM extensions 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 74,000 mils2 (47.7 mm2) 

Transistor Count 
161 ,000 actual transistors 

(approximately 279,000 total transistor sites) 

Package Options 100-pin PQFP 

Notes 
lccsb @ 3.3 V, 0 MHz = 10 µA (typical), 

lccsb@ 3.3 V, O MHz< 150 µA (worst case) 

Table 7-2. AMO Am386SXLV feature summary. 

The Am386SXLV extends the original 386 architecture to 
include a new operating mode known as "system management 
mode" (SMM). While SMM is active, a special memory space is 
enabled that is separate from the conventional system memory 
and cannot be accessed by conventional system- or user-mode 
software. Support for SMM software includes the three new 
instructions listed in Table 7-3. 
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Instruction Mode Operation Opcode 

SMI System Invoke SMM interrupt routine F1H 

UMOV dest,src SMM only Move source to destination OF10H-
with SMM memory space active OF13H 

RES4 SMM only Resume normal execution OF07H 

Table 7-3. AMO Am386SXLV new instructions. 

The SMI instruction allows software directly to invoke the 
system management interrupt service routine. All of the user­
visible registers are automatically stored into a special region of 
the protected system management memory space, and CPU 
operation enters system management mode. 

The UMOV instruction allows an 8-, 16-, or 32-bit operand to be 
loaded from or stored to the protected system management 
memory space, rather than conventional system memory. 

The RES4 instruction is executed at the end of the SMI service 
routine. The CPU state variables saved upon entering the SMI 
routine are retrieved from system management memory and 
execution resumes in the normal operating mode. 

System Interface The Am.386SXLV system interface is based on that of the 
Am386SX, with the addition of four signals that control the sys­
tem management mode protocol. Figure 7-1 shows the 
Am.386SXLV system interface. 

The names and functions of Am.386SXLV signals that differ 
from those of the standard i386SX system interface are summa­
rized in Table 7-4. 

PQFP i386SX 
Symbol Direction Signal Name/Function Pin Signal 

SMI# 1/0 System management interrupt request 43 N.C. 

SMIADS# ·Out System management interrupt address 31 N.C. 
status 

SMIRDY# In System management interrupt transfer 30 N.C. 
ready 

llBEN# In 1/0 instruction break enable 29 N.C. 

Table 7-4. AMO Am386SXLV interface signals. 

External logic asserts the SMI# signal to invoke a system man­
agement interrupt. Once system management mode has been 
entered, the Am386SXLV continues to drive SMI# low until nor­
mal execution is resumed. 
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Figure 7-1. AMD Am386SXLV system interface. 
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The Am386SXLV asserts the SMIADS# output signal to indicate 
the start of a memory cycle that should access protected SMM 
memory rather than conventional system memory. 

External logic then asserts the SMIRDY# input signal to indicate 
the completion of each system management memory cycle. 

External logic may assert the llBEN# input signal to indicate to 
the Am.386SXLV that I/O cycles are interruptible. If llBEN# is 
active and SMI# is asserted during an I/O read or write instruc­
tion, the I/O operation will be aborted and the SMM service rou­
tine will be invoked. Upon completion of the SMI service 
routine, the I/O instruction that had been interrupted will be 
restarted. 

Vital Statistics The Am386SXLV is fabricated using the same 0.8-micron pro­
cess as the Am.386SX/Am.386SXLV. The device also contains 
about 161,000 transistors by AMD's count on a 74,000 mil2 die. 
The parts are supplied in the same 100-lead PQFP package as 
the i386SX. It operates at frequencies up to 25 MHz and can 
operate on power supply voltages between 3.0 V and 5.5 V. 
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7.4 The AMO Am386DX and 
Am386DXL Microprocessors 
The Am386DX is AMD's second-source version of the i386DX. 
The Am386DXL is an enhanced version of the same device. 
Table 7-5 summarizes the general features and specifications of 
the Am386DX and Am386DXL microprocessors. 

Product Name AMO Am386DX and Am386DXL 

Introduction Date March 1991 

Prognosis Dormant 

Device Integration Level Same as i386DX 

CPU Architecture Level Same as i386DX 

Core Technology Standard AMO 386 core 

Pinout Same as i386DX 

Data Bus Width 32 bits (031 .. DO) 

Physical Addressability 4 GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes Same as i386DX 

Cache Support None 

Floating-Point Support Optional external 387DX-class FPU 

Operating Voltage 
4.5 Vto 5.5 V 

(4.75 V to 5.25 V for 40-MHz operation) 

Frequency Options 33- or 40-MHz core operation 

Clocking Regime Core operating frequency = CLK2 freq + 2 

Active Power Dissipation 2.0 W @ 5.0 V and 40 MHz (worst case) 

Am386DX: None 

Power-Control Features 
Am386DXL: Allows low-freq and stopped-clock 

operation; includes AMO SMM features 
(lccsb < 150 µA @ 5.0 V and 0.0 MHz) 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 74,000 mils2 (47.7 mm2) 

Transistor Count 
161,000 actual transistors 

(approximately 279,000 total transistor sites) 

. Package Options 132-pin PGA or 132-lead PQFP package 

Other Features Am386DXL allows stopped-clock operation 

The Am386DX and Am386DXL both contain the 
Notes same silicon; only the minimum frequency specs and 

testing procedure differ 

Table 7-5. AMO Am386DX and Am386DXL feature summary. 

System Interface The Am386DX and Am386DXL are fully compatible with the 
Intel i386DX with respect to pin functions, timing, and electri­
cal characteristics, and likewise provide the same system inter-
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face, pin functions, signal names, package types, and pinouts as 
the original i386DX. 

The one deviation is the FLT# input signal, which disables all 
output pins to simplify post-assembly board-level testing. AMD 
supports FLT# on both the PGA and PQFP packages. On the 
Intel i386DX PGA package, the corresponding pin is a no­
connect. An internal pull-up resistor in the AMD parts pulls this 
signal to its inactive state in order to assure i386DX PGA socket 
interchangeability. 

Vital Statistics The AMD Am386DX and Am386DXL devices each contain 
about 160,000 transistors (by AMD's count) on a 74,000 mil2 

die. AMD offers the Am386DX at the same 33-MHz clock rate as 
the Intel i386DX, as well as at 40 MHz, filling a niche that Intel 
chose to forgo. The Am386DXL is offered at these same frequen­
cies. Power consumption for the "DX" devices matches the AMD 
"SX" parts described above. 
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Each of the devices is offered in a 132-pin ceramic pin-grid­
array (PGA) package as well as in a 132-pin plastic quad :flat­
pack (PQFP). See Chapter 5: Intel 386 Microprocessors for 
details on pin functions and pinout assignments. 
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7.5 The AMO Am386DXLV 
Microprocessor 
The AMD Am.386DXLV microprocessor is a variation of the 
Am.386DXL intended for low-power, low-voltage applications. 
Table 7-6 summarizes the general features and specifications of 
the Am386DXLV microprocessor. 

Product Name AMO Am386DXLV 

Introduction Date October 1991 

Prognosis Terminated 

Device Integration Level Same as i386DX 

CPU Architecture Level Same as i386DX 

Core Technology Standard AMO 386 core 

Pinout Extended i386DX pinout 

Data Bus Width 16 bits (015 .. DO) 

Physical Addressability 16 MB (AddressA23 .. A1 plus BHE#, BLE#) 

Data-Transfer Modes Same as i386DX 

Cache Support None 

Floating-Point Support Optional external 387DX-class FPU 

Operating Voltage 3.0 Vto 5.5 V 

Frequency Options 
25-MHz core frequency @ 3.0 V-3.6 V; 

25- or 33-MHz core frequency @ 4.5 V-5.5 V 

Clocking Regime Core operating frequency = CLK2 freq + 2 

Active Power Dissipation 
1.65 W @ 5.0 V and 33 MHz (worst case) 

445 mW@ 3.3 V and 25 MHz (worst case) 

Power-Control Features 
Allows low-freq and stopped-clock operation; 

includes AMO SMM extensions 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 74,000 mils2 (47.7 mm2) 

Transistor Count 
161,000 actual transistors 

(279,000 total transistor sites) 

Package Options 100-pin PQFP 

Other Features 
Includes AMO SMM H/W and S/W features 

Provides IEEE/JTAG boundary scan test port 

Notes 
lccsb @ 3.3 V, O MHz = 1 O µA (typical), 

lccsb@ 3.3 V, O MHz< 150 µA (worst case) 

Table 7-6. AMO Am386DXLV feature summary. 

Features The AMD Am386DXLV microprocessor is to the Am386DX and 
Am386DXL essentially what· the Am386SXLV is to the 
Am386SX andAm386SXL. It implements the same SMM archi­
tecture extensions and executes the same new instructions as 
the Am386SXLV. Its system interface matches that of the 
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Figure 7-2. AMD Am386DXLV system interface. 
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Am.386DX, with the addition of the same new interface signals 
as the Am.386SXLV, as shown in Figure 7-2. See the description 
of the Am.386SXLV earlier in this chapter for details on the 
architecture extensions and power-management interface 
signals. 

Vital Statistics The Am.386DXLV is fabricated using the same 0.8-micron process 
as the rest of the AMD 386 product line. The device contains 
about 161,000 transistors (by AMD's count) on a 74,000 mil2 die. 
It is offered at frequencies of 25 or 33 MHz. The 25-MHz version 
allows Vee to range from 3.0 V to 5.5 V. The 33-MHz version 
requires Vee to be between 4.5 V and 5.5 V. The device is offered 
in a 132-pin PGA or 132-lead PQFP package with the same 
pinout as the i386DX. 

© 1994 MicroDesign Resources 
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7.6 The AMO Am386SC300 "Elan" 
Microprocessor 
The Am386SC300 is AMD's entry in the high-integration CPU 
chip-set sweepstakes, and a spiritual successor to the Intel 
i386SL and i486SL. This device combines a 386 CPU with the 
system logic and 1/0 devices needed for a standard DOS or Win­
dows run-time environment, all on a single die. Table 7-7 sum­
marizes the general features and specifications of the Am386SC 
microprocessor. 

Product Name AMO Am386SC300 "Elan" 

Introduction Date October 1993 

Prognosis Sampling 

Device Integration Level Am386SXLV core plus ISA system-integration logic 

CPU Architecture Level Same as Am386SXLV 

Core Technology Adapted from design derived from Intel 386 core 

Pinout Custom 

Data Bus Width 16 bits (015 .. DO) 

Physical Addressability 16 MB (24-bit address multiplexed on 11 pins) 

Data-Transfer Modes Similar to i386SX plus direct DRAM interface 

Cache Support None 

Floating-Point Unit None 

Operating Voltage 3.3V±5% 

Frequency Options 25-MHz core operation 

Clocking Regime Configured via power-management logic 

Active Power Dissipation 0.48 W @ 3.3 V and 25 MHz (worst case) 

Power-Control Features Static 

Process Technology 0.9µ two-layer-metal CMOS 

Die Size (122 mm2) 

Transistor Count 473,700 actual transistors 

Package Options 208-lead PQFP 

Also contains ISA bus-control logic, DRAM memory 
controller, OMA controller, interrupt controller, timers, 

Other Features serial and parallel ports, LCD graphics interface, 
PCMCIA interface, real-time clock, and power-man-

agement circuitry 

Notes Same die as Am486DX 

Table 7-7. AMO Am386SC300 "Elan" feature summary. 

The Am386SC300 (hereafter called the Am386SC) is the first 
member of a family of products collectively known as "Elan." 
The part is designed for hand-held computers, the vast majority 
of which are currently sold into vertical markets. Such systems 
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Figure 7-3. AMO Am386SC300 "Elan" Block diagram and system interface. 

typically are DOS- or Windows-based; the Am.386SC can also 
run the Geo Works OS. If Microsoft's WinPad had emerged on 
schedule in 1994, the Am.386SC would have been a platform for 
that operating system. With WinPad's redefinition and delay 
until 1996, however, this OS will require a 486-based successor 
to the Am386SC. The peripheral integration lessons AMD has 
learned in designing the Am.386SC should be applicable to 
future designs as well. 

Features The Am386SC core is derived from the Am386SXLV CPU. The 
CPU core operates at 3.3 V, and its I/O circuitry can connect to 
either 3.3-V or 5-V peripherals. The static processor core can 
operate at any clock speed from D.C. to 25 MHz and retains its 
state when the clocks are stopped. (Curiously, the Am386SXLV 
from which the part is derived is specified for operation up to 33 
MHz.) 

© 1994 MicroDesign Resources 

As shown in Figure 7-3, the Am386SC includes a memory con­
troller, real-time clock, and the equivalent of an 82C206 for 
DOS compatibility. Some of this logic was licensed from a third 
party, rumored to be Taiwanese chip-set vendor Tidalwave. The 
chip does not support an on-chip or an external cache, but 70-ns 
DRAMs provide zero wait states at 33 MHz, reducing the need 
for a cache. 

The memory controller supports a 16-bit data path to DRAM or 
SRAM with no external buffers required. While this memory 
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width wW offer performance comparable to a typical 386SX, the 
lack of a 32-bit memory path will leave the Am386SC unable to 
match Am386DX performance levels. The new chip can handle 
up to 16M of memory in two banks; a low-end design can use a 
single IM x 16 DRAM for a 2MB memory system. 

A built-in power-management unit (PMU) implements a variety 
of features to reduce power consumption and extend battery 
life. The PMU monitors system activity and automatically 
switches operation between various power-reduction modes. If a 
specified duration (set by configuration software) elapses with­
out any system activity, the PMU reduces the CPU clock speed 
to 2-18 MHz to save power. 

After a longer interval, the PMU stops the CPU clock entirely 
and slows the clocks to the peripherals. Later, the processor can 
completely shut down after peripheral state is saved in memory. 
If the PMU detects new system activity, it can return the pro­
cessor to a full-speed mode. The PMU can also be configured to 
trigger a system-management interrupt when the processor 
shifts to a new power mode. 

System Interface The Am386SC provides a set of ISA control signals for adding 
functions using standard ISA peripheral chips. As with PCM­
CIA devices, ISA devices are connected through buffers. On­
chip logic decodes addresses and generates device-select signals 
for a keyboard controller and a non-volatile memory device such 

, as Flash EPROMs. 

Two standard I/O interfaces are included:. a bidirectional paral­
lel port and a serial port, both compatible with DOS standards. 
The parallel port requires only a single external component 
between the Am386SC and the connector. Similarly, a simple 
buffer chip interfaces the processor to the serial connector. 
Alternatively, the serial port can connect to a digitizer or a 
modem. 

The Am386SC also supports two PCMCIA 2.0 slots. Most hand­
held devices today implement one or two PCMCIA slots for add­
in memory and/or peripheral cards. By including control for 
these devices on-chip, the Am386SC eliminates the need for 
external PCMCIA interfaces. These slots are driven from the 
memory address and memory data buses through logic buffers. 
Additional voltage buffers are needed for hot insertion of add-in 
cards, but many portable devices rely on a physical interlock 
instead. 
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And finally, the device includes an LCD controller that is 6845-
compatible and supports panels up to 640 x 400 pixels. It pro­
vides CGA emulation for DOS compatibility. An external SRAM 
contains the graphics frame buffer. This memory is connected 
internally to the processor local bus, permitting fast data trans­
fers. For systems that require higher graphics performance, the 
frame buffer can be replaced by an external graphics-accelera­
tor chip; in this configuration, the Am386SC provides a 16-bit 
local bus interface. 
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7. 7 The AMO Am486SX and 
Am486SX2 Microprocessors 
The Am486SX and Am486SX2 are AMD's second-source imple­
mentations of the Intel i486SX and i486SX2. Table 7-8 summa­
rizes the general features and specifications of the Am486SX 
and Am486SX2 microprocessors. 

Product Names AMO Am486SX and Am486SX2 

Introduction Dates 
Am486SX: July 1993 

Am486SX2: February 1994 

Prognoses 
Am486SX: Deceased 
Am486SX2: Healthy 

Device Integration Levels Same as i486SX and i486SX2 

CPU Architecture Level Same as i486SX and i486SX2 

Core Technology Same as the Am486DX; extracted from the i486DX 

Pinout Enhanced standard i486SX pinout 

Data Bus Width 32 bits (D31 .. DO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes Same as i486SX 

Cache Support Same as i486SX 

Floating-Point Support None; requires external upgrade processor 

Operating Voltage 4.75 V to 5.25 V 

Frequency Options 
Am486SX: 33- or 40-MHz core operation 

Am486SX2: 50- or 66-MHz core operation 

Clocking Regime Am486SX2: Core operating freq = CLK input x 1 

Active Power Dissipation Am486SX: 4.25 W @ 5.0 V and 40 MHz 
(worst case) Am486SX2: 4.5 W @ 5.0 V and 66 MHz core freq 

Power-Control Features None 

Process Technology 0. 7µ three-layer-metal CMOS 

Die Size 360 x 384 mils (89 mm2) 

Transistor Count Approximately 930,000 actual transistors 

Package Options 168-pin PGA 

Other Features Provides IEEE/JTAG boundary-scan test port 

Notes 
Contains same die as Am486DX (described below) 

Both Intel and AMD µcode versions produced 

Table 7-8. AMO Am486SX and Am486SX2 feature summary. 

The Am486SX2 includes a clock-doubler circuit like that 
described for the i486SX2 and i486DX2 in the previous chapter. 
As the prices and profit margins of low-end 486 devices fell dur­
ing 1994, the former device was discontinued and supplanted by 
the latter, clock-doubled version. 
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Figure 7-4. AMO Am486SX and Am486SX2 system interface. 

System Interface The Am486SX2 is fully compatible with the i486SX2 with 
respect to hardware capabilities, system interface functions, 
timing, and electrical specs. In addition, the Am486SX2 PGA 
device includes the UP# (Upgrade Processor present) and JTAG 
interface signals, which, in the case of the Intel PGA-packaged 
devices, are supported only by SL-enhanced variations. 

© 1994 MicroDesign Resources 

The Am486SX2 system interface is shown in Figure 7-4. 
Table 7-9 lists the names and functions of Am486SX2 signals 
not supported by the original i486SX device. See Chapter 6: 
Intel 486 Microprocessors for details. 

i486SX 
Symbol Direction Signal Name/Function PGAPin Signal 

TCK In JTAG boundary scan clock A3 N.C. 

TMS In 
JTAG boundary scan mode 

814 N.C. 
select 

TOI In JTAG boundary scan data in A14 N.C. 

TOO Out JTAG boundary scan data out 816 N.C. 

Table 7-9. AMO Am486SX interface signals. 
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Vital Statistics Since the AMD chips are derived from Intel's logic design, the 
performance of the respective parts should be equivalent at a 
given clock rate. In the case of parts that contain Intel micro­
code, the AMD devices should match Intel's on a state-for-state 
basis. Versions that contain AMD-developed microcode may dif­
fer slightly in certain instruction sequences, but any such dis­
crepancies should be minor. 

The Am486SX2 is fabricated in a 0.7-micron, three-level-metal 
process. Chip size is 138K mil2 (89 mm2)-considerably larger 
than Intel's implementation, which is 72 mm2, in part because 
Intel redesigned its chip to actually omit the FPU, and AMD 
has not. 

Power consumption for the 33-MHz Am486SX at 5.0 Vis 600 
mA typical (700 mA maximum), about 100 mA less than the 
specification for the i486SX-33 because the Intel chip parame­
ters were characterized from a LO-micro~ process. Power con­
sumption at 40 MHz and 5.0 V is 700 mA typical, 850 mA 
maximum. The Am486SX is supplied in the same 168-pin PGA 
package as the i486SX. 
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7.8 The AMO Am486SXLV 
Microprocessor 

Architecture 
Extensions 

© 1994 MicroDesign Resources 

The Am486SXLV is an enhanced version of the Am486SX that 
includes hardware and software features to facilitate low-power 
operation in battery-powered applications. Table 7-10 summa­
rizes the general features and specifications of the Am486SXLV 
microprocessor. 

Product Name AMO Am486SXLV 

Introduction Date July 1993 

Prognosis Terminated 

Device Integration Level Same as i486SX 

CPU Architecture Level Same as i486SX 

Core Technology Standard AMD 486 core 

Pinout Enhanced standard i486SX pinout 

Data Bus Width 32 bits (D31 .. DO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#} 

Data-Transfer Modes Same as i486SX 

Cache Support Same as i486SX 

Floating-Point Support None; requires external upgrade processor 

Operating Voltage 3.0 Vto 3.6 V 

Frequency Options 33-MHz core operation 

Clocking Regime Core operating frequency = CLK input x 1 

Active Power Dissipation 1.4 W @3.3 V and 33 MHz (worst case) 

Power-Control Features Allows low-freq and stopped-clock operation 

Process Technology O. 7µ three-layer-metal CMOS 

Die Size 360 x 384 mils (89 mm2) 

Transistor Count Approximately 930,000 actual transistors 

Package Options 196-lead PQFP 

Other Features 
Includes AMD SMM H/W and S/W features 

Provides IEEE/JTAG boundary-scan test port 

Notes Contains the same die as the Am486SX 

Table 7-10. AMD Am486SXLV feature summary. 

The Am486SXLV requires a 3.3 V power supply, allows static 
operation, and supports AMD's system management mode for 
power management. The part is very similar in concept to 
Intel's SL-enhanced i486SX. The primary difference is that 
AMD's SMM differs from Intel's in the details of its operation. 

The Am486SXLV supports the same SMM extensions to the 486 
architecture as the Am386SXLV and Am386DXLV. Table 7-11 
shows two new SMM instructions. 
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These instructions perform the same functions as the 
Am386SXLV, described earlier in this chapter. Note that the 
Am486SXLV does not support the SMI software interrupt 
instruction defined by the AMD 386 family. 

Instruction Mode Operation Opcode 

U MOV dest,src SMM only Move source to destination with OF1OH-OF13H 
SMM memory space active 

RES4 SMM only Resume normal execution OF07H 

Table 7-11. AMD Am486SXLV new instructions. 

System Interface The Am486SXLV system interface is shown in Figure 7-5. The 
system interface is derived from that of the i486SX, with the 
addition of the JTAG boundary-scan test port and system man­
agement control signals. 

The names and functions of Am486SXLV signals that differ 
from those of the standard i486SX pinout are summarized in 
Table 7-12. Note that the Am486SXLV does not implement the 
llBEN# signal defined by the AMD 386 family. 

Vee 

I- CLK2 ADS# 

Device 
RESET 

Control = DIC# 
M/10# Cycle Control 

UP# W/R# 

Bouod•t== 
TCK LOCK# 

TMS PLOCK# 

Scan --- TOI PWT 1 Cache Control 
TOO 

AMO PCD 
KEN# 

Am486SXLV 
¢='.> } Address ""' SMMr- SMI# A31 .. A2 

SMIADS# System Control ___ SMIRDY# BE3# .. 
BEO# 

Interface 
¢=) BREQ 031 .. DO Mremare1- BOFF# 

Bus Master ___ PCHK# Data Bus 
HOLD 
HLDA DP3 .. DPO ¢:::> 

Cache I--- AHOLD A20M# ----Coherency =: EADS# ----FLUSH# BS16# 
BS8# ---- Bus Status 

Interrupts I =: NMI ROY# ----INTR 
BROY# ----BLAST# 

-
-

Vss 

Figure 7-5. AMD Am486SXLV system interface. 
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Symbol Direction Signal Name/Function 
PQFP i486SX 

Pin Signal 

CLK2 In Internal clock frequency x 2 123 CLK 

TCK In JTAG boundary-scan clock 128 TCK 

TMS In JTAG boundary scan mode select 187 TMS 

TOI In JTAG boundary scan data in 185 TOI 

TOO Out JTAG boundary scan data out 80 TOO 

SMI# 1/0 
System management 82 N.C. 
interrupt request 

SMIAOS# Out SMI address strobe 140 N.C. 

SMIRDY# In SMI transfer ready 134 N.C. 

Table 7-12. AMO Am486SXLV interface signals. 

Vital Statistics The Am486SXLV is fabricated using the same 0. 7-micron process 
as the Am486SX. The device is supplied in the same 196-lead 
PQFP package as the i486SX. Operation is specified to a maxi­
mum frequency of 33 MHz at 3.3 V. 

© 1994 MicroDesign Resources 
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7.9 The AMO Am486DX 
Microprocessor 
The Am486DX is AMD's designation for a second-source imple­
mentation of the i486DX. Table 7-13 summarizes the general 
features and specifications of the Am486DX microprocessor. 

Product Name AMDAm486DX 

Introduction Date May 1993 

Prognosis Discontinued 

Device Integration Level Same as i486DX 

CPU Architecture Level Same as i486DX 

Core Technology Standard AMO 486 core 

Pinout Enhanced standard i486DX pinout 

Data Bus Width 32 bits (031 .. DO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes Same as i486DX 

Cache Support Same as i486DX 

Floating-Point Support Same as i486DX 

Operating Voltage 4.5 Vto 5.5 V 

Frequency Options 40-MHz core operation 

Clocking Regime Core operating frequency = CLK input x 1 

Active Power Dissipation 4.25 W @ 5.0 V and 40 MHz (worst case) 

Power-Control Features None 

Process Technology 0. 7µ three-layer-metal CMOS 

Die Size 360 x 384 mils (89 mm2) 

Transistor Count Approximately 930,000 actual transistors 

Package Options 168-pin PGA 

Other Features Provides IEEE/JTAG boundary-scan test port 

Notes Same die as Am486SX with FPU enabled 

Table 7-13. AMO Am486DX feature summary. 

The Am486DX provides the same system-interface signals, 
package types, and pinout as the original i486DX. It is fully 
compatible with Intel's specifications with respect to software 
compatibility and electrical characteristics. 

Vital Statistics The Am486DX is supplied in a 168-pin PGA package at frequen­
cies of 33 or 40 MHz. 
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Chapter 7 AMD 386 and 486 Microprocessors 213 

7.10 The AMO Am486DX2 
Microprocessor 
The Am486DX2 is AMD's second-source implementation of the 
i486DX2. Table 7-7 summarizes the general features and speci­
fications of the Am486DX2 microprocessor. 

Product Name AMO Am486DX2 

Introduction Date May 1993 

Prognosis Thriving 

Device Integration Level Same as i486DX 

CPU Architecture Level Same as i486DX 

Core Technology Standard AMD 486 core 

Pinout Enhanced standard i486DX pinout 

Data Bus Width 32 bits (D31 .. DO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes Same as i486DX 

Cache Support Same as i486DX 

Floating-Point Support Same as i486DXr 

Operating Voltage 4.75 V to 5.25 V 

Frequency Options 50-, 66-, or 80-MHz core operation 

Clocking Regime 
Core operating frequency = CLK input x 2 
Bus interface frequency = CLK input x 1 

Active Power Dissipation 7.5 W@ 5.0 V and 80 MHz (worst case) 

Power-Control Features None 

Process Technology 0.7µ three-layer-metal CMOS 

Die Size 360 x 384 mils (89 mm2) 

Transistor Count Approximately 930,000 actual transistors 

Package Options 168-pin PGA 

Other Features Provides IEEE/JTAG boundary-scan test port 

Notes Same die as Am486DX 

Table 7-14. AMO Am486DX2 feature summary. 

Features The Am486DX2 provides the same clock-doubler circuit, 
system-interface signals, package types, and pinout as the orig­
inal i486DX2, with the addition of the JTAG boundary-scan test 
port described for the Am486SX device above. It is fully compat­
ible with the i486DX2 in its hardware capabilities, system­
interface functions, and electrical characteristics. 

Vital Statistics The Am486DX2 is supplied in a 168-pin PGA package with 
internal core frequencies of 50 or 66 MHz. 

© 1994 MicroDesign Resources 
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7.11 The AMO Am486DXL and 
Am486DXLV Microprocessors 
The AMD Am.486DXL is a variation of the Am486DX with 
improved specifications for power consumption and electrical 
characteristics for battery-powered systems. Its pinout is 
upwardly compatible with that of a standard i486DX. The AMD 
Am.486DXLV is a lower-voltage and even lower power variation 
of the Am.486DXL. Table 7-15 summarizes the general features 
and specifications of the Am.486DXLV microprocessor. 

Product Name AMO Am486DXL and Am486DXLV 

Introduction Date May 1993 

Prognosis 
Am486DXL: Terminated 

Am486DXLV: Terminated 

Device Integration Level Same as i486DX 

CPU Architecture Level Same as i486DX with AMD SMM extensions 

Core Technology Standard AMD 486 core 

Pinout Enhanced standard i486DX pinout 

Data Bus Width 32 bits (D31 .. DO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes Same as i486DX 

Cache Support Same as i486DX 

Floating-Point Support Same as i486DX 

Operating Voltage 
Am486DXL: 4.5 V to 5.5 V 

Am486DXLV: 3.0 V to 3.6 V 

Frequency Options 
Am486DXL: 33- or 40-MHz core frequency 

Am486DXLV: 33-MHz core frequency 

Clocking Regime Core operating frequency = CLK input x 1 

Active Power Dissipation 
Am486DXL: N.A. 

Am486DXLV: 1.4 W @ 3.3 V and 33 MHz (w.c.) 

Power-Control Features Allows low-frequency and stopped-clock operation 

Process Technology 0.7µ three-layer-metal CMOS 

Die Size 360 x 384 mils (89 mm2) 

Transistor Count Approximately 930,000 actual transistors 

Package Options 196-pin PQFP 

Other Features Provides IEEE/JTAG boundary-scan test port 

Notes Same die as Am486SXLV with FPU enabled 

Table 7-15. AMD Am486DXL and Am486DXLV feature summary. 

The Am.486DXL requires a 5.0 V power supply, allows static 
operation, and supports AMD's SMM for power management. 
The Am.486DXLV has the same capabilities but requires only a 
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3.3 V power supply. The part is very similar in concept to Intel's 
SL-enhanced i486DX. The primary difference between AMD's 
SMM and Intel's lies in the details of its operation. 

System Interface The system interface of the Am486DXL and Am486DXLV is 
based on that of the Am486DX, with the addition of the system 
management control signals defined for the Am486SXLV. Figure 
7-6 shows the Am.486D:XU Am486DXLV system interface. 

Vital Statistics The Am486DXL and Am486DXLV are fabricated using the 
same 0. 7-micron process as the other members of the AMD 486 
product line. The devices are supplied in a 196-lead PQFP pack­
age. The Am486DXL requires a 5.0 V power supply and has a 
maximum frequency of 40 MHz. The Am486DXLV allows 3.3-V 
operation but has a top frequency of 33 MHz. 

© 1994 MicroDesign Resources 
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7.12 The AMO Am486DX4 
Microprocessor 
The Am486DX4 is AMD's answer to the IntelDX4. Table 7-7 
summarizes the general features and specifications of the 
Am486DX4 microprocessor. 

Product Name AMO Am486DX4 

Introduction Date October 1994 

Prognosis Promising 

Device Integration Level Same as Am486DX2 

CPU Architecture Level Same as Am486DX2 

Core Technology Derived from Intel 486 core 

Pinout Enhanced standard i486DX pinout 

Data Bus Width 32 bits (D31 .. DO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes Same as i486DX 

Cache Support Same as Am486DX2 (8KB on-chip cache) 

Floating-Point Support Same as Am486DX2 

Operating Voltage 3.3 V±5% 

Frequency Options Up to 100-MHz core operation 

Clocking Regime 
Core operating frequency = CLK input x 3 
Bus interface frequency= CLK input x 1 

Active Power Dissipation 3.3 W@ 3.3 V and 100 MHz (worst case) 

Power-Control Features Static operation with stop-clock input 

Process Technology 0.5µ three-layer-metal CMOS 

Die Size 56mm2 

Transistor Count Approximately 938,000 actual transistors 

Package Options 168-pin PGA 

Other Features Provides IEEE/JTAG boundary-scan test port 

Notes Derived from same die as Am486DX2 

Table 7-16. AMD Am486DX4 feature summary. 

The Am486DX4 resembles the IntelDX4 in its name, clock-tri­
pler capability, system-interface, and pinout. But whereas Intel 
doubled the size of the cache on its DX4, AMD kept its cache 
size the same. The reason is that the Am486DX2 and 
Am486DX4 contain the same die, with the clock-multiplier cir­
cuit configured at assembly time. 

The Am486DX4 requires a 3.3-V power supply and supports 
core frequencies up to 100 MHz. The part is supplied in a stan­
dard 168-pin PGA package. 
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7.13 Futures 

© 1994 MicroDesign Resources 

While the Am486SX and Am486DX were constrained to be as 
close to Intel's designs as legally allowed, AMD plans its own 
proliferation of 486 variants to further differentiate its parts 
from Intel's. 

The cleanest and clearest opportunities for 486 derivative prod­
ucts lie in the area of cache designs. Increasing cache size is one 
opportunity. This would be especially useful for clock-doubled 
and -tripled chips, since the higher internal clock rate doubles 
the cache miss penalty. Chips with larger on-chip caches could 
be fully pin-compatible with standard 486 chips, and the larger 
cache would enable systems using the chip to lead any perfor­
mance comparisons. Now that Intel has introduced its 
IntelDX4, a clock-tripled 486 with twice as much cache as a con­
ventional 486, AMD is under considerable pressure to double 
the each~ on its chips as well. 

Changing the caches to support copy-back as well as write­
through operation is another possibility. (The IntelDX4 supports 
write-through operation only.) _While the performance boost 
resulting from such a change might be minor, as would be the 
case with cache enlargements, even a few percent improvement 
would be noticeable-certainly enough to raise systems using 
such chips to the top of the charts in magazine roundups-and 
would incur minimal additional production cost. 

Copy-back cache designs cry out for burst writes for dirty cache 
line write-backs, which the 486 bus does not define, so AMD 
might enhance the bus in this way. Bus extensions would also 
be needed to support cache coherency; a write-back cache must 
be snooped on read cycles from other bus masters, while a 
write-through cache needs to be snooped only on write cycles. 
(Chip set makers are already revising their designs to support 
write-back caches for Intel's Pentium and for the future 32-bit­
bus version, the P24T. These chips are described in Chapter 12: 
Pentium Microprocessors.) 

The additional signals could be added on "no-connect" pins of 
the standard 486, and the chip could default to write-through 
mode, providing full compatibility with existing designs. (Intel 
and Cyrix have both done so.) To fully exploit a write-back 
cache, however, motherboard designs would need to be revised, 
so it is natural for AMD to delay introduction of such a part 
until it has established its presence in the 486 marketplace and 
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tapped into the easiest business-simply filling unmet demand 
for standard 486 chips. 

There are numerous other possibilities for products based on 
the 486 core, including chips that plug into Intel's OverDrive 
socket. AMD clearly has opportunities to broaden its product 
line and could, in theory, produce whatever of these products 
make marketing and financial sense. 

But in the long run, AMD executives say that they now recog­
nize the need to break free from merely duplicating Intel's 
designs, regardless of the legal situation; the 486 is the last 
Intel design that AMD plans to duplicate gate for gate. The 
AMD "K86" family of next-generation, superscalar processors is 
being developed independently of Intel's products. (The "K" in 
these code names is said to stand for "Kryptonite"-that glow­
ing green metal in the comics that has the power to bring 
Superman to his knees.) 

Information on the first of these products (code-named "K5") 
was revealed at the Microprocessor Forum held in October of 
1994. While AMD hasn't yet established a track record for 
designing independent implementations of the 386 architec­
ture, it does have experienced design teams that haw~ been 
working on variations of Intel's designs and on the 29000 
embedded RISC processor family. Some of the senior 29000 staff 
are now working oii the K86 project. For further information 
see Chapter 18: Future Directions. 

7 .14 Commentary 
In just three years of participation in the 386 and 486 market, 
AMD has become remarkably well established. Its customers 
include not only dozens of third-tier companies but most of the 
second tier and some of the first. Even IBM selected AMD pro­
cessors in a low-end machine sold in Europe, and major compa­
nies such as Digital Equipment Corp. and AST and, more 
recently, Compaq have now begun featuring AMD-based prod­
ucts. 

In the case of the 386 family, AMD was able to capitalize on its 
process technology. The AMD 386 product line was the first to 
go into volume production using the "CS21S" process, a linear 
shrink of AMD's "CS21" process with a minimum feature size of 
0.8 micron. Even though AMD's products are derived from 
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Intel's logic design and microcode, AMD was thus able to distin­
guish its 386 product line by offering higher clock rates, lower 
power consumption, and low-voltage versions, plus the benefits 
of static operation and a system management mode in an other­
wise-compatible pinout. 

In the case of the 486 family, AMD was able to capitalize on a 
well-timed entry into the market. Throughout 1993, Intel was 
unable to meet the soaring demand for 486-family products, so 
there was a ready market for additional supply that AMD was 
able to provide. While the AMD 486s do not have the clock-rate 
advantage over Intel's chips that its 386s enjoy, its 40-MHz part 
offers makers of 486DX-33 systems an upgrade alternative to 
the 486DX2-66. AMD does not charge a premium for the 40-
MHz part, while DX2 chips are significantly more expensive, so 
this will be a less costly enhancement. 

AMD has also established dozens of customer relationships 
with PC makers and a track record for providing compatible 
products that made its 486 sales easier than its early 386 sales. 
AMD ramped 486 production steadily throughout 1993 and 
1994, reaching a run rate of over one million units per quarter. 

As 1994 drew to a close, AMD still found itself essentially pro­
duction limited at its 486 fabrication plants. In order to maxi­
mize revenues, AMD is currently emphasizing only its high­
margin Am486DX2 and Am486DX4 products, and is refusing 
even to quote prices on non-FPU and non-clock-doubled prod­
ucts. (Since the die sizes are the same, it costs AMD just as 
much to build an Am486SX as an Am486DX2.) This situation 
may change in 1995 as new fabrication capacity begins to come 
on-line. 

Table 7-17 summarizes the technical differences among the var­
ious AMD 386 and 486 family products. 

The worst-case power dissipation of AMD's devices is about one­
third less than similar devices from Intel. Typical power dissi­
pation is 44% lower. AMD's 386 also has the advantage of hav­
ing no minimum clock frequency, allowing power consumption 
to be reduced further if speed can be sacrificed. With t_he clock 
stopped, the Am386DXL is specified to consume 1 mA maxi­
mum and 80 µA typical. 

Legal Entanglements Since even before its first 386 products were announced, AMD 
has been embroiled in a series oflawsuits with Intel over AMD's 
right to develop its 386 and 486 products as it did. Intel insists 
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Am386SX No No N.A. 387SX +2 5.0V 40 MHz 2.0 MHz i386SX PQFP 

Am386SXL Yes No N.A. 387SX +2 5.0V 40 MHz 0.0 MHz i386SX PQFP 

Am386SXLV Yes Yes N.A. 387SX +2 3.3-5.0 v 33 MHz 0.0 MHz i386SX PQFP 

Am386DX No. No N.A. 387DX +2 5.0V 40 MHz 2.0 MHz i386DX 
PGAor 
PQFP 

Am386DXL Yes No N.A. 387DX +2 5.0V 40 MHz 0.0 MHz i386DX 
PGAor 
PQFP 

Am386DXLV Yes Yes N.A. 387DX +2 3.3V 33 MHz 0.0 MHz i386DX PQFP 

Am486SX2 Yes No 8KB None x2 5.0V 
66 MHz/ 

16.0 MHz i486SX PQFP 
33 MHz 

Am486DX No No 8KB On-chip x1 5.0V 40 MHz 8.0 MHz i486DX PGA 

Am486DX2 Yes No 8KB On-chip x2 5.0V 
66 MHz/ 

16.0 MHz i486DX PQFP 
33 MHz 

Am486DXL Yes Yes 8KB On-chip x1 5.0V 40 MHz 0.0 MHz i486DX PQFP 

Table 7-17. AMO 386 and 486 product feature comparison. 

that AMD has infringed Intel microcode and other software 
copyrights, the 1976 agreement notwithstanding 

At various times Intel has claimed (publicly, if not always in 
court) that the copyright agreement gave AMD the right to copy 
its microcode but not to distribute devices containing said cop­
ies; that AMD may copy microcode in microcomputer system­
level products but not in microprocessor component-level prod­
ucts; and that AMD may have been licensed to copy Intel micro­
code but could not arrange to have the code copied by outside · 
foundries, and so forth. · 

Moreover, Intel has claimed the 1976 agreement that covered 
microcode did not cover copyrighted software other than micro­
code, such as the "software" bit patterns in control PLAs, and 
that both the "overall control program" and the "floating-point 
control program" (whatever they are) both fall into this category. 
Intel has also claimed that AMD has used circuitry and micro­
code designed for support of Intel's in-circuit emulators to 
implement its system management mode. This is an issue 
because the Intel/ AMD agreement explicitly prohibits AMD 
from producing "bond-out" versions of the parts that provide 
access to this circuitry and microcode. 
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And finally, Intel asserts that AMD's patent license expires at 
the end of 1995. Not surprisingly, AMD disagrees with this 
interpretation, asserting that the license agreement may not 
cover patents applied for after 1995, but that its rights to exist­
ing patents last forever. 

Verdicts swing like a pendulum between the two companies: 
Intel wins an arbitration, but the monetary damage award is 
insignificant; AMD wins one lawsuit, Intel wins another; one 
jury verdict gets set aside by a judge, another gets overturned 
on appeal. Intel has vowed to appeal its cases all the way to the 
Supreme Court if need be. In the meantime, AMD has contin­
ued to sell whatever devices it can find markets for, in ever­
increasing volumes, the cloud of litigation be damned. (For full 
details and the latest information on the legal issues at stake, 
trials, verdicts, appeals, and so forth, see Chapter 16: Legal 
Issues.) 

Legally speaking, AMD's not out of the water yet. If Intel were 
ultimately to prevail on any of the microcode licensing issues, 
AMD would be forced to switch to clean-room microcode by 
1996. AMD has spent the last several years developing a "clean­
room" version of the Intel microcode-several, in fact. If the 
tides turn against AMD, it could phase its production over to 
such a version. Customers would then need to requalify the 
clean-room devices (see Chapter 17: Compatibility Issues), 
but might continue using Intel-microcode chips in the mean­
time. 

Should there be further delays or compatibility problems with 
the clean-room microcode, however, AMD's inability to use the 
Intel microcode would become significant. It is certainly easier 
to convince prospective customers of the compatibility of the 
part with Intel microcode, which is a key reason why AMD pur­
sued this path in the first place. AMD may find it tough to get 
customers to switch to the AMD-microcode part if they have the 
option to stay with the Intel-microcode version, which would 
increase AMD's exposure to a future legal loss. 

Business Strategy In order to recoup its design costs (to say nothing of its legal 
expenses), AMD hopes to receive the same fat margins Intel 
enjoyed for so long. AMD thus has little motivation to undercut 
Intel's price structure. Instead, AMD's strategy is to match 
Intel's prices one clock-step down. 

© 1994 MicroDesign Resources 

As long as AMD is production-limited, it will seek to keep the 
price umbrella up. AMD also wants to avoid being perceived as 
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Production 
Limitations 

a bargain supplier and would prefer to emphasize its added fea­
tures, such as faster clock rates and lower power, at comparable 
prices. While 486 prices are likely to drop significantly in the 
long run as a result of AMD's introduction, the big drops will 
probably not occur until mid-to-late 1995, when 486 supply 
begins to significantly exceed demand. 

Aside from the technical, business, and legal challenges facing 
AMD, production capacity may be an area worthy of concern. 
The only facility at which AMD can currently build its 486 chips 
is at its sub-micron development center (SDC) in Sunnyvale, 
Calif. The SDC has been used for flash memory production, but 
AMD is moving flash production to its Fab 14 in Austin, Texas. 
The SDC is also used for research and development, and for 
some production of the 29000 embedded-processor family. 

In late 1992, AMD began a $160 million campaign to outfit 
the SDC as a production fab for 486 processors. AMD has 
stated that once the conversion is completed, it expects to ship 
$250 million worth of 486 chips in the first 12 months of pro­
duction and to achieve a run rate of $100 million per quarter 
from the SDC alone. Based on our estimate of at least 60 good 
die per wafer and a low estimate of $150 average selling price, 
AMD would need fewer than 1,000 wafers per week to reach 
its $100 million quarterly goal. When fully outfitted, the SDC 
will be able to start nearly 3,000 six-inch wafers per week. 

AMD's ability to ramp its 486 capacity beyond this level-and to 
build chips using its 0.5- and 0.35-micron processes, which are 
currently in development-is dependent on an as-yet-unfinished 
plant called Fab 25. This facility, adjacent to AMD's current 
buildings in Austin, initially will include 60,000 square feet of 
clean-room space. It will be capable of producing 5,000 eight­
inch wafers per week when fully built out to its 80,000-square­
foot capacity. The first test wafers from Fab 25 were due out by 
the end of 1994, with full production in mid-to-late 1995. 

In contrast, Intel has fab sites in Santa Clara, Albuquerque, and 
Ireland that can each handle up to 5,000 eight-inch 0.6-micron 
wafer starts per week. 

In February of 1994, AMD announced that Digital Equipment 
Corp. would act as a foundry for 486 products, beginning in 
4Q94. DEC's production volume is expected to grow to 500,000 
die per quarter by 2Q95, and will do much to bridge the gap 
until AMD's Fab 25 plant comes on line in late 1995. 
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TSMC is expected to take over most 486 production, and Fab 25 
will be devoted primarily to manufacturing the K5. 

7 .15 For More Information ... 
Additional technical information on the AMD 386- and 486-
family product lines may be found in the following publications: 

Vendor Publications 1: 3-Volt System Logic for Personal Computers Data Book. 
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Advanced Micro Devices, Inc., 1994, order #l 7028C. 

2: Am386 and Am486 Microprocessors Motherboard I System 
Manufacturers. Advanced Micro Devices, 5/93, order 
#l 7672C. (Itemized list of 63 motherboard manufacturers 
and 50 system vendors.) 

3: Am386 Microprocessors for Personal Computers Data 
Book. Advanced Micro Devices, 1992, order #11339C. 

4: AM486 DX2-80 High Performance, Clock-Doubled, 32-Bit 
Microprocessor. Advanced Micro Devices, 7 /94, order 
#19177. 

5: Am486 Microprocessor Low-Voltage Design Manual. 
Advanced Micro Devices, 1993, order #l 7571A. 

6: Am486DX Data Sheet. Advanced Micro Devices, 5/93, order 
#17852A. 

7: Am486DX2 Data Sheet. Advanced Micro Devices, 5/93, 
order #l 7914A. 

8: Am486DXLV Data Sheet. Advanced Micro Devices, 5/93, 
order #l 7381A. 

9: Am486SX Data Sheet. Advanced Micro Devices, 6/93, order 
#18009A. 

10: Am486SX2-50 MHz Data Sheet. Advanced Micro Devices, 
2/94, order #l 7815B. 

11: Am486SXLV Data Sheet. Advanced Micro Devices, 6/93, 
order #l 7878A. 

12: AMD KB6 Microprocessor Family Architecture Press Kit. 
Advanced Micro Devices, 10/18/94. 

13: AMD's Impact on Personal Computers. Advanced Micro 
Devices, 9/94, order #18457B. 
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Microprocessor 
Report Articles 

14: Personal Computer Microprocessors Data Book. Advanced 
Micro Devices, 1991, order #11339B. 

15: System Management Mode Application Note. Advanced 
Micro Devices, 6/93, order #17927 A. 

16: Intel Sues AMD Over 386 Trademark. MPR vol. 4 no. 18, 
10/17 /90, pg. 4. (Most Significant Bits item.) 

17: Phelps Rules Intel Breached Contract with AMD*. Michael 
Slater, MPR Report vol. 4 no. 19, 10/31/90, pg. 10. (Feature 
article.) 

18: AMD to Show 386-Compatible. MPR vol. 4 no. 21, 11/14/90, 
pg. 4. (Most Significant Bits item.) 

19: AMD Ends 386 Monopoly*. Michael Slater, MPR vol. 4 no. 
22, 11/28/90, pg. 1. (Cover story.) 

20: AMD Formally Announces Am386DX*. Michael Slater, 
MPR vol. 5 no. 6, 4/3/91, pg. 6. (Feature article.) 

21: Intel and AMD Settle Trademark-Related Issues. MPR vol. 
5 no. 7, 4/17/91, pg. 4. (Most Significant Bits item.) 

22: AMD Samples 386SX at 25 MHz. MPR vol. 5 no. 8, 5/1/91, 
pg. 4. (Most Significant Bits item.) 

23: AMD Formally Announces 386SX MPR vol. 5 no. 13, 
7/24/91, pg. 4. (Most Significant Bits item.) 

24: AMD Ships 386DX in Plastic. MPR vol. 5 no. 17, 9/18/91, 
pg. 5 .. (Most Significant Bits item.) 

25: AMD Sues Intel, Alleging Anti-Trust Violations*. Michael 
Slater, MPR vol. 5 no. 17, 9/18/91, pg. 10. (Feature article.) 

26: A History of Intel and AMD's Relationship--According to 
AMD*. MPR vol. 5 no. 17, 9/18/91, pg. 12. (Feature article.) 

27: AMD Leads 3.3-V Charge, Adds SL-Like SMM. MPR vol. 5 
no. 20, 10/30/91, pg. 4. (Most Significant Bits item.) 

28: AMD Announces 486 Plans. MPR vol. 6 no. 2, 2/12/92, pg. 
4. (Most Significant Bits item.) 

29: 386 Battle Advances. MPR vol. 6 no. 2, 2/12/92, pg. 7. 

30: AMD Awarded 386 Rights, $15 Million Damages*. Michael 
Slater, MPR vol. 6 no. 4, 3/25/92, pg. 7. (Feature article.) 

31: AMD Loses 287 Microcode Case*. Michael Slater, MPR vol. 
6 no. 9, 7 /8/92, pg. 1. (Cover story.) 
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32: AMD Adds 40-MHz 386SX. MPR vol. 6 no. 13, 10/7 /92, pg. 
4. (Most Significant Bits item.) 

33: AMD Plans Intel-Microcode 486. MPR vol. 6 no. 14, 
10/28/92, pg. 4. (Most Significant Bits item.) 

34: AMD Puts Intel on Notice for 486 Microcode. MPR vol. 6 no. 
15, 11/18/92, pg. 4. (Most Significant Bits item.) 

35: Judge Ingram Blocks AMD Use of Intel Microcode. MPR 
vol. 6 no. 16, 12/9/92, pg. 4. (Most Significant Bits item.) 

36: AMD Expanding Fab in Anticipation of 486 .... MPR vol. 6 
no. 17, 12/30/92, pg. 4. (Most Significant Bits item.) 

37: AMD and HP Cooperate on New IC Process. MPR vol. 7 no. 
2, 2/15/93, pg. 5. (Most Significant Bits item.) 

38: Readers PickAMD as Top Processor Vendor. Linley Gwen­
nap, MPR vol. 7 no. 2, 2/15/93, pg. 15. (Feature article.) 

39: AMD Jumps Into 486 Market. Michael Slater, MPR vol. 7 
no. 6, 5/10/93, pg. 1. (Cover story.) 

40: Intel I AMD Arbitration Ruling Gutted. MPR vol. 7 no. 8, 
6/21/93, pg. 4. (Most Significant Bits item.) 

41: AMD Cleans 486 Chips, Adds 486SX. MPR vol. 7 no. 9, 
7/12/93, pg. 4. (Most Significant Bits item.) 

42: AMD Pursues Palmtops With Elan. MPR vol. 7 no. 9, 
7/12/93, pg. 5. (Most Significant Bits item.) 

43: AMD Rumored to Have 50-MHz 486SX2. MPR vol. 7 no. 11, 
8/23/93, pg. 4. 

44: AMD Loses OmniBook Socket to Tl. MPR vol. 7 no. 12, 
9/13/93, pg. 5. (Most Significant Bits item.) 

45: AMD Used Dirty "Clean Room". MPR vol. 7 no. 13, 10/4/93, 
pg. 4. 

46: Court Overturns Reversal of AMD Ruling. MPR vol. 7 no. 
13, 10/4/93, pg. 4. 

47: AMD's Elan Puts 386 PC in Pocket. Linley Gwennap, MPR 
vol. 7 no. 14, 10/25/93, pg. 20. (Feature article.) 

48: AMD Extends 486 Line. MPR vol. 7 no. 15, 11/15/93, pg. 4. 

49: AMD Describes Enhanced 486. Michael Slater, MPR vol. 7 
no. 15, 11/15/93, pg. 17. (Feature article.) 

50: PC Market Centers on Growing 486 Family. Michael Slater, 
MPR vol. 8 no. 1, 1/24/94, pg. 1. (Cover story.) 
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Other Technical 
References 

Other Periodicals 

51: PDAs Begin Shipping in 1993. Linley Gwennap, MPR vol. 
8 no. 1, 1/24/94, pg. 18. (Feature article.) 

52: Compaq to Buy AMD 486 Chips. MPR vol. 8 no. 2, 2/14/94, 
pg. 5. 

53: AMD Introduces Embedded 386 Chips. MPR vol. 8 no. 3, 
3/7 /94, pg. 4. 

54: AMD Revs Up with 486SX2. MPR vol. 8 no. 3, 3/7/94, pg. 4. 

55: Intel Matches AMD's 486SX2 ... MPR vol. 8 no. 4, 3/28/94, 
pg. 5. 

56: AMD Wins Key Microcode Court Case. Michael Slater, MPR 
vol. 8 no. 4, 3/28/94, pg. 10. (Feature article.) 

57: AMD Samples Half-Micron 486. MPR vol. 8 no. 13, 10/3/94, 
pg. 4. (Most Significant Bits item.) 

58: AMD's K5 Designed to Outrun Pentium. Michael Slater, 
MPR vol. 8 no. 14, 10/24/94, pg. 1. (Cover story.) 

59: Court Allows AMD to Continue 4~6 Shipments. MPR vol. 8 
no. 15, 11/14/94, pg. 4. (Most Significant Bits item.) 

60: Superscalar Microprocessor Design. W. M. Johnson, Pren­
tice-Hall, 1991, ISBN 0-13-875634-1. (authored by Mike 
Johnson.) 

61: Compaq Rocks Corporate World with AMD Chip. Brooke 
Crothers and Bob Francis, Info World, vol. 16 no. 38, 
9/19/94, pg. 1. 

(*Note: Items marked with an asterisk are available in Under­
standing x86 Microprocessors, a collection of article reprints 
from Microprocessor Report.) 
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8 C&T386 
Microprocessors 

After more than three years of development, Chips and 
Technologies made a long-awaited plunge into the microproces­
sor arena in 1991 by announcing a barrage of at least six 
planned products. The "Super386" product line was intended to 
include 386SX- and 386DX-class processors that were pin­
compatible with Intel's chips (but offered somewhat higher per­
formance at the same frequency), processors with faster clocks, 
and non-pin-compatible chips with a small on-chip instruction 
cache. 

C&T also announced plans to support a set of new architecture 
extensions for improved power management called 
"SuperState," analogous to Intel's System Management Mode, 
and to produce "bond-out" versions of the chips, which would 
provide in-circuit emulator makers access to internal status 
signals. 

These products were to be the culmination of a $50 million R&D 
project that would propel the company beyond being merely a 
builder of support chips into becoming a one-stop-shopping PC 
component supplier. When the new product line was combined 
with its existing line of chip sets, peripheral controllers, and 
LAN controllers, C&T was able to provide all the components 
for a personal computer except the system memory and glue 
logic. In addition to improving the company's margins in the 
cut-throat chip-set business, this strategy was intended to pro­
vide C&T with the building blocks for next-generation, highly 
integrated "system chips." 
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Overview Whereas the Intel 386 and 486 were based on completely origi­
nal designs, and the various AMD 386 and 486 designs were 
extracted from Intel's, C&T designed its version of the 386 from 
scratch. This produced both good news and bad news. 

On the plus side, with the design completely under its control, 
C&T was able to design an entirely new pipeline, enhance the 
pinout, extend the underlying architecture, and develop all-new 
microcode. This gave the C&T parts the potential to perform 
considerably better than comparable offerings from Intel and 
AMD. 

On the minus side, with the ability to design an entirely new 
pipeline, enhance the pinout, extend the underlying architec­
ture, and develop all-new microcode, C&T chose to do exactly 
that. The already daunting design task was further delayed by 
a midcourse correction affecting the aggressiveness of the pipe­
line enhancements, and the design required several debugging 
and revision cycles before it was ready for prime time. 

Design engineering, alas, proved to be only the first of C&T's 
challenges. While the resulting parts were indeed better in 
some ways than Intel's, they were nevertheless different. Sys­
tem designers were concerned about the possibility of software 
compatibility problems, and were reluctant to commit their 
companies' futures to a sole-sourced product line from a com­
pany with no track record in microprocessors. 

Intel fought back with saturation brand-name promotion cam­
paigns, the "Intel Inside" advertising rebate program, a none­
too-subtle threat of litigation, and other techniques to "per­
suade" system vendors and buyers to remain faithful. Only 
two of the planned Super386 designs ever reached fruition, 
and they sold poorly-if at all. Further design work was soon 
discontinued. 

While C&T is no longer selling its 386 proqucts, it is still 
instructive to examine the products it did produce, in order to 
understand the alternative implementation techniques incorpo­
rated into these designs. And who knows? The C&T core logic 
may someday rise again, in the form of a highly integrated 
palm-top CPU or 32-bit embedded controller. 

Core Design The Super386 design was purportedly entirely original. C&T 
did not examine or reverse-engineer the Intel chip-level design; 
instead it developed a target specification by starting with 
Intel's public 386 documentation and writing software test 
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routines to determine how Intel's chips behaved under unspeci­
fied conditions. C&T studied Intel's patents and went to consid­
erable lengths to work around them. The C&T microcode was 
developed under "clean-room" conditions in order not to infringe 
Intel's copyright. 

Like AMD's design, the C&T Super386 core was fully static. Its 
three-stage pipeline was a clear improvement over the Intel and 
AMD chips. Register-to-register operations could complete in a 
single clock cycle vs two for the Intel core. Instructions that 
fetched values from memory required a minimum of two clock 
cycles instead of four. Instructions that operated on memory­
based operands require one or two fewer cycles to complete than 
do Intel processors. 

Much of the improvement of the Super386, though, came from 
optimized branch-processing logic. The Intel 386 core requires a 
minimum of eight clock cycles to perform a branch. The 
Super386 cut this to six. Moreover, a dedicated adder and a spe­
cial one-entry instruction TLB in the Super386 precomputed 
branch-offset addresses and reduced the time required for most 
conditional branches with an eight-bit relative offset to just two 
cycles, four times faster than Intel. Assuming jumps and 
branches account for about 12% of all x86 instructions executed, 
this single optimization boosted performance by nearly 10%. 
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8.1 The C&T 38600DX 
Microprocessor 

The Chips and Technologies 38600DX was designed to be a 
slightly enhanced but pin-comparable variation on the original 
i386DX. Table 8-1 summarizes the general features and specifi­
cations of the 38600DX microprocessor. 

Product Name C&T38600DX 

Introduction Date September 1991 

Production Status Deceased 

Device Integration Level Same as i386DX 

CPU Architecture Level Standard 386 integer instruction set 

Core Technology C&T-designed static 386 core 

Pinout Upwardly compatible with i386DX 

Data Bus Width 32 bits (D31 .. DO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes Same as i386DX 

Cache Support Optional external cache controller 

Floating-Point Support Optional external 387DX-class FPU 

Operating Voltage 4.5 V to 5.5 V 

Frequency Options 
25- and 33-MHz core operation sampled; 

40-MHz version planned 

Clocking Regime 
Core operation frequency externally configurable to 

be CLKIN x 1 or CLKIN + 2 

Process Technology 1.0µ two-layer-metal CMOS 

Die Size Not released; assumed to be large 

Transistor Count Not released; assumed to be large 

Package Options 132-pin PGA or 132-lead plastic QFP 

Table 8-1. C&T 38600DX feature summary. 

System Interface The 38600DX system interface is essentially identical to that of 
the i386DX. The only differences involve one new signal and the 
modified operation of another. The names and functions of these 
signals are summarized in Table 8-2. 

Signal Direction Function 
i386DX 
Signal 

USE2X In 
Selects between standard 2x clock input and 

Vee 
optional 1 x clock mode 

CLKIN In Configurable-mode clock input signal CLK2 

Table 8-2. C&T 38600DX special interface signals. 

The Complete x86 



Package and 
Frequency Options 

Relative Performance 

© 1994 MicroDesign Resources 

Chapter 8 C&T 386 Microprocessors 231 

These signals give designers the option to use the part with a lx 
external system clock instead of the 2x clock required by Intel's 
386. The need for a double-frequency oscillator makes system 
design and FCC approval more difficult, especially at frequen­
cies above 33 MHz. Since C&T had originally planned to build 
40-MHz parts someday, the 38600DX incorporated configurable 
clock-generation logic. 

If the USE2X input pin is high, CLKIN required a standard 2x 
external system clock. If USE2X is low, a lx clock may be used. 
The pin to which C&T assigned the USE2X pin serves as a V cc 
supply pin on i386DX chips, so if a 38600DX were to be plugged 
into a standard 386 motherboard, it would default to "normal" 
operation. A minor board change was needed to connect this pin 
to ground, thereby letting system designers switch to a lx 
external oscillator. 

The C&T 38600DX was offered in the same 132-pin PGA and 
132-lead PQFP packages as the i386DX. It was initially sam­
pled in 25-MHz and 33-MHz versions. A 40-MHz version was 
planned and announced but never produced. 

Since the internal logic of the 38600DX differed from that of the 
Intel andAMD devices, it exhibited different instruction timing. 
All told, C&T claimed the 38600DX pipeline improvement men­
tioned above made it run about 10% faster than the i386DX at 
any given clock frequency. 



232 Part Ill The Products 

8.2 The C&T 38605DX 
Microprocessor 
The C&T 38605DX was a 38600DX with an on-chip instruction 
cache and an enhanced (but physically incompatible) pinout. 
Table 8-3 summarizes the general features and specifications of 
the 38605DX microprocessor. 

Product Name C&T38605DX 

Introduction Date September 1991 

Prognosis Deceased 

Device Integration Level 
Microcoded 32-bit IEU + PMMU 512-byte 

instruction cache 

CPU Architecture Level Standard 386 integer instruction set 

Core Technology Static C&T-designed 386 core 

Pinout Expanded 386DX functions in custom PGA package 

Data Bus Width 32 bits (D31 .. DO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes Same as i386DX 

Cache Support On-chip direct-mapped 512-byte instruction cache 

Floating-Point Support Optional external 387DX-class FPU 

Operating Voltage 4.5 V to 5.5 V 

Frequency Options 
25- and 33-MHz core operation sampled; 

40-MHz version planned 

Clocking Regime 
Core operation frequency externally configurable to 

be CLKIN x 1 or CLKIN + 2 

Pro_cess Technology 1.0µ two-layer-metal CMOS 

Die Size Not released; assumed to be large 

Transistor Count Not released; assumed to be large 

Package Options 144-pin PGA or 132-lead PQFP 

Notes Bond-out option using same die as 38600DX 

Table 8-3. C&T 38605DX feature summary. 

In fact, the 38605DX contained the same silicon die as the 
38600DX, but with the on-chip cache logic enabled and addi­
tional signals bonded out. 

Cache Design More efficient pipelines require greater bus bandwidth. Since a 
standard i386DX consumes approximately 75% of its available 
bandwidth for instruction and data transfers, there's a limit to 
the extent an improved pipeline might actually affect overall 
system performance. No matter how fast the core, the bus 
would saturate if performance were to improve by even 33%. 
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Vee 

RESET ADS# 1 Cycle Control 

USE2X DIC# o~~ I Control CLKIN 
M/10# 

FLT# 
W/R# 

LOCK# 
Alternate I HOLD 

Bus Master HLDA 
C&T A31:A2 1 Address Bus 

Interrupts I NMI 38605DX 
BHE3#: 

INTR System BHEO# 

Interface 
A20M# 1 Data Bus C~M ~ FLUSH# D31:DO 

Control KEN# 
EADS# 1 BusSlalus 

NA# 

FPU Status ~ PEREQ# READY# 

BUSY# 
ERROR# 

BS16# 

Vss 

Figure 8-1. C&T 38605DX system interface. 

The 38605DX thus contained a small, 512-byte instruction 
cache. The cache was direct mapped, with 32 lines of 16 bytes 
each. While even a small cache was a tremendous improvement 
over the original 386, the 38605DX cache was severely compro­
mised. Compared to an Intel i486DX cache, for example, the 
C&T design had just one-sixteenth the capacity, could buffer 
instructions only (vs integrated instructions and data), did not 
support multiple set associativity, and did not support burst­
mode transfers. Thus, the extent to which the on-chip cache 
might have improved device performance fell far short of its 
potential. 

System Interface In order to support the new cache, the 38605DX system inter­
face required several enhancements over that of the i386DX. 
These are shown in Figure 8-1. 

© 1994 MicroDesign Resources 

Six new signals were added to the standard i386DX pinout. 
The names and functions of these signals are summarized in 
Table 8-4. 
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Signal Direction Function 

USE2X In 
Selects between standard 2x clock input and 
optional 1 x clock mode 

CLKIN In Configurable-mode clock input signal 

Address-bit 20 mask. Forces address-bit 20 low internally 
A20M# In so cache addresses that overflow 1 MB wrap around as 

required for PC compatibility 

KEN# In 
Cache enable. Allows data read from system memory to 
be stored in the cache 

FLUSH# In Cache flush. Marks the entire cache as invalid 

EADS# In 
External address strobe. Indicates a cache-snoop 
address is present on the address bus 

Table 8-4. C&T 38605DX special interface signals. 

The first two signals operate as on the 38600DX. The others 
perform the same functions as similarly named signals in Intel 
486-class devices (see Chapter 6). 

Curiously, the 38605DX did not adopt the 38600DX approach of 
mapping newly defined signals onto existing power or no-con­
nect pins. Instead, C&T put the 38605DX in a new, larger 144-
pin PGA. The rationale appeared to be that motherboards 
would need to be redesigned anyway to make best use of the 
new cache-snooping capability, so C&T saw little benefit in 
maintaining strict i386DX socket compatibility. 

In a concession to raising the system makers' comfort levels, 
however, the pin assignments of the 38605DX package were 
chosen such that motherboards could accept either a standard 
386DX from Intel, AMD, or C&T or the enhanced C&T device. 
This "universal socket" design was based on a single 176-pin 
PGA footprint with the inner and outer rows of pins connected 
together. "Standard" 386DX-pinout parts would plug into the 
inner rows of the socket, while the larger 38605DX would plug 
into the outer rows. This was supposed to allow system vendors 
to produce both standard 386 systems and enhanced Super386 
systems from a common system-board design. 

Relative Performance C&T claimed the 38605DX could typically deliver a 20% to 40% 
performance edge over the i386DX at the same core frequency 
and with the same memory system. Most of the benchmarks 
C&T used in its comparisons, though, were fairly small and con­
tained short loops that likely exaggerated the value of the 
CPU's tiny on-chip cache. 
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8.3 Commentary 

Too Little, Too 
Different, Too Late? 

© 1994 MicroDesign Resources 

When the Super386 family was announced, C&T set its pricing 
to be comparable to the Intel products with which it competed. 
Starting a price war clearly would not have been in C&T's best 
interest, since its products were larger and more expensive to 
build and had many fewer years of experience riding the cost­
reduction learning curve. Instead, the technical advantages of a 
faster pipeline, the ability to use a lx system clock, and an 
optional on-chip cache were supposed to be a bigger lure for sys­
tem makers. 

A second factor in the Super386 family's favor was supposed to 
have been C&T's established relationships with PC clone ven­
dors. While new to CPUs, C&T had long-established relation­
ships with many prospective buyers. Bundling processors with 
its chip sets might have given C&T a further edge over its chip­
set-only and CPU-only competitors. 

To head off compatibility concerns, C&T had performed exten­
sive software testing, both in-house and at a third-party lab. 
The company claimed there were no compatibility problems. 
User concerns remained, nevertheless. C&T had to fight the 
brand-name image Intel had built, which made system 
vendors-and, in time, end-users-wary of using "off-brand" 
products. 

In the end, the problems that killed the Super386 family seem 
to reflect the fact that it had been technology driven rather than 
market driven. Each of its features and improvements was 
more gimmicky than profound. 

The noncached 38600DX was aimed at the upgrade market for 
mainstream applications but offered little benefit over a stan­
dard device. Its 10% performance boost, while enough to regis­
ter in benchmark comparison reports, was not enough of an 
improvement to make a user-perceptible difference. Moreover, 
the device was inherently more expensive to build, since it con­
tained the same cache logic (albeit disabled) as the 38605DX on 
the same oversize die. 

Any real performance improvements required system vendors 
to adopt the non-pin-compatible 38605DX, whose additional sig­
nals and larger package required system boards to be rede­
signed to accommodate them. While the revised design might 
well have enabled significantly better performance, getting sys-
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tern makers to create a new motherboard specifically for C&T's 
chips proved much harder than getting them to try out a pin­
compatible product, and committed them to a unique device 
built only by a company with unstable finances and no micro­
processor track record. 

In this regard, the 176-pin "universal PGA socket" pinout gim­
mick may also have been too clever by half, and may have back-

, fired. The message it presented to system designers was 
essentially this: "Here's how you can design your boards so you 
can buy our chips for now and yet not burn any bridges to the 
future. If C&T drops the ball trying to build these things, hey, 
no problem! You can always go back to using parts with a con­
ventional pinout later!" This built-in fall-back contingency plan 
turned into a self-fulfilling prophesy. 

Moreover, even the ability of the C&T devices to use a lx sys­
tem was, in practice, of only limited usefulness. Since 386 chip 
sets generally require a 2x system clock anyway, eliminating 
the need for a double-speed clock didn't really matter. 

Then there was the inevitable issue of Intel litigation. C&T may 
have been convinced that its efforts to make the Super386 "liti­
gation proof' would help the company prevail in court, but such 
efforts could not, of course, eliminate the threat of Intel's suing 
C&T in the first place. Intel did indeed sue, claiming that any 
device that was -compatible with the x86 architecture and 
PMMU structure must inherently violate some Intel patent. 
(See Chapter 16: Legal Issues for a discussion of Intel's 
dreaded "'338" patent.) C&T settled out of court; the terms of 
settlement are not known. 

But the biggest factor in C&T's undoing may have been that 
Cyrix began shipping its parts at about the same time, parts 
with superior performance, full pin compatibility, and a 
product-numbering scheme that was much easier to promote. 
System vendors seemed to understand all of these concerns, 
and the resulting fear, uncertainty, and doubt caused them to 
flock away from the C&T parts in droves. 

8.4 For More Information ... 
Additional information on the C&T products may be found in 
the following publications: 
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Vendor Publications 1: Super386 DX Performance Test Report. Chips and Technol­
ogies, 1991,.order #080030-001. 

Microprocessor 2: Chips and Technologies Launches "Super386," 387 Copro­
cessors, and a Single-Chip PC*. Michael Slater and Brian 
Case, MPR vol. 5 no. 18, 10/2/91, pg. 1. (Cover story.) 

Report Articles 

© 1994 MicroDesign Resources 

3: Intel Sues C&T for Patent Infringement*. Michael Slater, 
MPR vol. 6 no. 4, 3/25/92, pg. 11. (Feature article.) 

4: C&T Files Counterclaims Against Intel. MPR vol. 6 no. 8, 
6/17 /92, pg. 4. (Most Significant Bits item.) 

5: C&T Cancels 386SX, 486 Programs. MPR Report vol. 6 no. 
11, 8/19/92, pg. 4. (Most Significant Bits item.) 

6: IBM Picks Up C&T's x86 Code. MPR vol. 8 no. 5, 4/18/94, 
pg. 5. (Most Significant Bits item.) 

(*Note: Items marked with an asterisk are available in Under­
standing x86 Microprocessors, a collection of article reprints 
from Microprocessor Report.) 





9 Cyrix 486 
Microprocessors 

Cyrix is perhaps Intel's most aggressive competitor, at least 
from the perspective of design innovation. In a relatively short 
time this fairly young company managed to field an impressive 
array of 486-class microprocessors of varying pinouts and capa­
bilities. Cyrix's stated objective is to locate gaps left in the 
price/performance continuum by Intel and AMD, and to fill 
those gaps with unique designs. This chapter describes the 486-
family devices in the Cyrix 486 CPU arsenal. 

Cyrix entered the 386/486 microprocessor market in 2Q92 with 
a pair of chips that combined a 486-like integer core and a 
I-Kilobyte cache with 386SX- and 386DX-class bus interfaces 
and pinouts. While the initial devices did not provide an on-chip 
FPU, either could be used with a standard 387-type coprocessor 
froni Cyrix, Intel, or other vendors. Later 486-family products 
have been based on the same core as the early introductions, 
but have been augmented by adding caches with larger capacity 
and a new copy-back mode, clock-doubler circuits, higher­
bandwidth system interfaces, and on-chip floating-point units. 

9.1 Core Design 
Cyrix developed its 486-family processors from scratch, creating 
the logic design and writing the necessary microcode based on 
publicly available specifications and the observable behavior of 
Intel 486-family devices. 
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Figure 9-1. Cyrix 486 core microarchitecture. 

As shown in the block diagram in Figure 9-1, the major func­
tional logic blocks of the Cyrix core are the microcode ROM, the 
instruction prefetch queue, the five-stage execution pipeline, 
the TLB, a two-entry write buffer, and a combined 
instruction/data cache. Internal data paths between units are 
generally 32 bits wide. The decode logic processes four bytes 
from the instruction stream during each cycle, regardless of 
instruction boundaries. 

The five-stage execution pipeline is very similar to that of the 
486 core. The five stages are fetch, decode, micro-ROM access, 
execute, and register write-back. Intel's 486 has two decode 
stages, but the micro-ROM access of the Cyrix 486 core is essen­
tially a decode function, so these pipelines appear to be nearly 
identical. In particular, the same branch penalty considerations 
should apply to each. 

The most unusual execution resource in the Cyrix 486 core is a 
hardware multiplier, which produces a 32-bit result from two 
16-bit operands in just three clock cycles, as compared to 12 to 
25 cycles for an Intel 386 core and 13 cycles for an Intel 486. 
Devoting additional sil~con area to a fast integer multiplier is 
uncommon in general-purpose microprocessors, but Cyrix 
claims it boosts the performance of display drivers and is also 
valuable for handwriting recognition in pen-based systems. In 
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addition, the fast multiply could enable the chip to be used for 
some DSP functions. 

The Cyrix core can execute simple instructions in one cycle, but, 
as with Intel's 486, additional cycles are required for operand 
specifiers and instruction-prefix bytes. One difference in the 
resources included in each processor is that the Cyrix core uses 
the adder logic within the ALU to compute memory addresses, 
adding an extra clock cycle to most instructions that must com­
pute a memory address. 

Intel/AMO Cyr ix Intel/AMO 
Instruction 386 486 486 Comments 

ADD, SUB, AND, OR, 
XOR 

reg-to-reg 2 ':'···:·:,-:, 

mem-to-reg 6 3 ::.':' 

reg-to-mem 10 ~ 
CMP 

reg-to-reg 2 fill 
mem-to-reg 5 3 

reg-to-mem 5 3 

MUL (ace with reg) 

multiply byte 12 17 13 18 min max 

multiply word 12 25 13 26 min max 

multiply dblwd 12-41 13-42 min max 

SHUSHR (shift 
left/right) 

reg by 1 3 3 

reg by CL 3 3 

String Instructions 

REPNECMPSt 5+9c 5+8c ?·". ::·,:::: (find match), count>O 

REP MOVSt 7+4c 7+5c 
(move string), 

count>1 

REPNE SCAS t 5+8c 7+5c 
(scan string), 

count>O 

STC,CLC 2 2 

Table 9-1 . ALU instruction core cycle count comparison. 

Note: shaded cells indicate lowest cycle count 
t c=count (number of iterations of string operation) 

Pipeline Performance Tables 9-1 through 9-3 compare the clock counts for selected 
instructions in the Intel/AMD 386 core, the Cyrix 486 core, and 
the Intel 486 integer core. The Cyrix core matches the perfor­
mance of the Intel/AMD 486 core on most simple instructions,. 
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Intel Cyrix Intel 
Instruction 386 486 486 

MOV 

reg-to-reg 2 
:,,,,, 

mem-to-reg 4 2 

reg-to-mem 5 2 

POP 

register short form 6 3 , .. ,,,,,: 

memory 
~ 

POPA 40 18 

POPF 5 6 

PUSH 

register short form 4 2 

memory 

PUS HA 34 17 

PUSHF 4 ~ 3 

Table 9-2. Data-transfer instruction core cycle counts. 

Note: shaded cells indicate lowest cycle count 

Intel Cyr ix Intel 
Instruction 386t 486 486 

Jump conditional 7+m 4/1 

JMP (within segment) 

8-bit 7+m 

register indirect 9+m 

CALL 

direct within segment 9+m 

indirect within segment 9+m 

direct intersegment 42+m 

indirect intersegment 46+m 

RET 

within segment 12+m 

intersegment 36+m 

LOOP 11+m 

Comments 

(pop all), 16-bit/32-bit 
operands 

(pop flags) 

(push all) 

(push flags) 

Comments 

taken/not taken 

to same level 

to same level 

to same level 

loop/no loop 

Table 9-3. Protected-mode control instruction core cycle counts. 

Note: shaded cells indicate lowest cycle count 
t m=number of fields in target instruction 

which are generally the most frequent instruction formats used. 
In a few instructions-most notably the multiply instruc­
tions-the Cyrix core is actually faster than Intel's. The Cyrix 
core is not, however, as fast as Intel's on many other instruc-
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tions. In particular, the lack of a dedicated address adder in the 
Cyrix core slows down jumps and calls, and most memory-refer­
ence instructions that involve multiple address components. 

The Cyrix 486 core implements the complete standard 486 inte­
ger instruction set, i.e., the entire 386 instruction set plus the 
six new instructions defined by Intel for the original 486 
devices; see Chapter 6: Intel 486 Microprocessors for an 
description of these instructions. All Cyrix products currently in 
production implement additional instructions for system man­
agement, as discussed later in this chapter. 

The Cyrix 486 core also supports each of the control, test, and 
debug registers implemented within Intel's original (non-SL­
enhanced) 486 design. In addition, Cyrix has added new "config­
uration control registers" to enable cache and other device-spe­
cific extensions not defined by the original Intel architecture. 
The bit-fields and functions performed by these registers are 
defined within the product descriptions in this chapter. 

1 

Each of the current Cyrix products intended for OEM system 
applications implements Cyrix's own private flavor of system 
management mode (SMM) operation. From a system-interface 
perspective, the Cyrix SMM functions resemble AMD's 
approach more than Intel's. Two new pins are associated with 
SMM: a system management interrupt request and a system 
management address strobe. Alternatively, SMM may be 
entered by setting an SMM access bit in a control register, or by 
executing a new SMINT instruction opcode. 

Like the AMD parts, the Cyrix 486 core uses a static circuit 
design, such that the processor clock may be stopped at any 
point in its execution cycle to reduce power consumption. In 
addition, though, the Cyrix core supports a special "suspend 
mode" that may be invoked before stopping the clock for even 
greater savings. 

The CPU enters suspend mode in response to the assertion of 
the SUSP# input pin (see Figure 9-2) or the execution of a HALT 
instruction. In either case, the processor completes any pending 
instructions and data transfer operations before asserting 
SUSPA#. External circuitry can then stop the processor's clock. 

Entering suspend Mode reduces current drain by about three 
orders of magnitude. Put another way: for every hour of active 
CPU life a battery can supply, suspending the CPU will extend 
its life by about six weeks. Stopping the CLK2 input reduces cur-
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Figure 9-2. Cyrix core Suspend Mode state transition diagram. 
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rent by another factor of IO-extending the one-hour CPU bat­
tery's life by an extra year or so. 
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9.2 The Cyrix Cx486SLC and 
Cx486SLC/e Microprocessors 

© 1994 MicroDesign Resources 

The Cx486SLC and Cx486SLC/e microprocessors are enhanced 
high-performance implementations of a 486SX-class device in a 
386SX-class pinout. Table 9-4 summarizes the general features 
and specifications of these two products. 

Product Names Cyrix Cx486SLC and Cx486SLC/e 

Introduction Date 
Cx486SLC: April 1992 

Cx486SLC/e: November 1992 

Prognosis 
Cx486SLC: Deceased 
Cx486SLC/e: Stable 

Pipelined 32-bit IEU and PMMU 
Device Integration Level 1 K-byte unified instruction/data cache 

Hardware 16-bit x 16-bit multiplier 

CPU Architecture Level 
Standard 486 integer instruction set 

"/e" adds Cyrix SMM extensions 

Core Technology Cyrix-designed static 486 core 

Pinout Augmented compatible i386SX pinout 

Data Bus Width 16 bits (D15 .. DO) 

Physical Addressability 16MB (AddressA23 .. A1 plus BHE#, BLE#) 

Data-Transfer Modes 
Two-cycles minimum per 16-bit transfer 

Optional one-half cycle address pipelining 

1 K-byte unified I- and D-cache 
Cache Support Direct or two-way set associative 

Write-through operation only 

Floating-Point Support Optional external Cx87SLC, Cx3S87 or i387SX FPU 

Operating Voltage 
4.5 V to 5.5 V (core frequencies up to 25 MHz) 

4.75 V to 5.25 V (at 33 MHz) 

Frequency Options 25- or 33-MHz core operation 

Clocking Regime Core operating frequency= 1/2 x Clkin 

Active Power Dissipation 3.75 W@ 5.0 V and 33 MHz (worst case) 

Power-Control Features 
Cyrix SMM extensions 

Stopped-clock and suspend-mode operation 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 41 O mils x 41 O mils (10.5 mm x 10.5 mm) 

Transistor Count 600,000 transistors 

Package Options 1 00-pin PQFP 

Table 9-4. Cyrix Cx486SLC and Cx486SLC/e feature summary. 

The first device introduced was designated simply the 
Cx486SLC. A later redesign, designated the Cx486SLC/e, pro­
vided a set of hardware and software enhancements for a Cyrix­
defined System Management Mode (SMM). In time, the origi-
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nal, nonenhanced device was discontinued, and the term 
"Cx486SLC" is often applied to either part. Unless otherwise 
stated, within the text of this chapter, the simpler, non-"/e" des­
ignation is used to describe features and capabilities that apply 
to both devices. 

The Cx486SLC devices are aimed primarily at notebook com­
puters, but may be suitable for entry-level desktop systems. The 
device can also be used to upgrade existing 386SX designs. On 
reset, the part is initialized to a state in which it operates like a 
standard i386SX or Am386SX device. The cache, pinout exten­
sions, and other features that might lead to software incompati­
bilities are all automatically disabled. 

Features On the surface, Cyrix's Cx486SLC is similar in concept to C&T's 
ill-fated Super386 series; each design combined a pipelined 
CPU core and a small cache within a 386-inspired pinout. What 
set Cyrix's approach apart is that its core was faster than 
C&T's, its lK cache was twice as large and stored data as well 
as instructions, and, most important, the Cyrix device did not 
require circuit board redesign to take advantage of its new 
features. 

While the on-chip cache requires minor hardware modifications 
in order to deliver maximum performance, the chip's software 
configuration options make it possible to install the device in 
existing systems with no hardware modifications. The processor 
can be configured by instructions in the BIOS boot ROMs or by 
a small program executed in DOS's autoexec.bat to initialize the 
on-chip hardware into a fail-safe mode. On-chip registers can be 
programmed to enable the cache and to limit the conditions 
under which external data is cached on-chip. 

Software can optionally enable the new hardware features in 
various ways, depending on the capabilities of the host system 
design, in order to deliver a level of performance considerably 
greater than a conventional 386SX. Its smaller cache, lack of 
dedicated address-generation circuitry, and narrower data bus, 
however, limit the part's performance to somewhat below that of 
a "true" 486SX. 

The remainder of this chapter describes operation of the 
Cx486SLC/e devices, noting any major differences between 
them and the original, unenhanced device. 

Cache Configuration The Cx486SLC has a rich set of cache and cache-related fea­
tures. The lK-byte combined instruction/data, write-through 
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cache can be configured under software control for either a two­
way set-associative or direct-mapped organization. As with the 
486 cache, a write miss does not cause a cache line to be. allo­
cated. 

The fact that the Cx486SLC's 386SX-style 16-bit system inter­
face provides significantly less bandwidth than that of a "true" 
(lntel-pinout) 486 and the part's lack of support for burst-mode 
data transfers have several ramifications on the Cyrix caching 
strategy. Whereas a device with an Intel-style 486 pinout can 
fetch a 16-byte burst in 5 cycles total, it would require at least 
16 cycles for a Cx486SLC to perform the same feat. Thus it 
makes sense for the part to fetch just the memory locations 
needed. It takes a different cache organization and extra cache 
logic to keep these partial-line transfers organized. The Cyrix 
cache has a 4-byte line size with one valid bit per byte vs a 
16-byte line size with a single valid bit for Intel 486s. Adding 
three extra tag fields and 15 extra valid bits per 16-byte block 
costs die size-the Cyrix tag and valid-bit arrays consume as 
much die area as the data array itself-but improves perfor­
mance by eliminating the need to fetch unnecessary values 
when a cache miss occurs for a single 16-bit access. 

In addition to the A20M# pin, the KEN# pin and the noncacheable 
bits that are part of the 486 page-table structure, the 
Cx486SLC provides two other software-determined cacheability 
controls. Software can set the starting address and size of up to 
four noncacheable address regions by writing to control regis­
ters. N oncacheable regions can range in size from 4K bytes to 
4G bytes. 

The other cacheability control makes uncacheable the first 64K 
bytes of every lM byte region. This facility provides a software 
alternative to the A20M# pin for solving the problems created by 
the 8086 artifact of address wrap-around at the IM-byte bound­
ary, and it allows the Cx486SLC to be used in unmodified 
i386SX systems that don't provide the A20M# signal. 

One feature of Intel 486 cache designs that is missing in the 
Cx486SLC is bus snooping. This feature allows external bus 
activity controlled by an external master during periods of bus 
hold to cause individual cache-line invalidations in the 486 
internal cache. On an Intel 486, this function is enabled by driv­
ing an external address onto the device address bus and assert­
ing the EADS# pin. This feature is not supported by 386SX chip 
sets. Cyrix believed the prospect of retrofitting existing mother­
board designs to support bus snooping capability would have 
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Instruction Set 
Additions 

required additional and unnecessary system complexity, so the 
feature was omitted. 

To compensate for the absence of this capability, a bit in a 
Cx486SLC control register can be set so that the internal cache 
is completely flushed whenever bus hold is entered. Invalidat­
ing individual cache lines with EADS# is important for the 486 
because its BK-byte cache is relatively large. Since the 
Cx486SLC cache is small, simply flushing it does not cause as 
significant a penalty. 

In a typical notebook or low-end desktop system, the only bus­
master device other than the processor is the DMA controller, 
and DMA is typically used only for the floppy disk and, if it is 
present, a LAN interface. 

Memory coherency can be ensured with the Cx486SLC either by 
using the automatic cache flush during bus hold, as described 
above, or by marking as non-cacheable the memory areas used 
for DMA data buffers. For systems that have other bus masters, 
including a display controller, bus snooping is more important 
and present high-end chips from Cyrix already implement it. 

The Cx486SLC implements the standard 486 integer instruc­
tion set, i.e., each of the instructions defined by the 386, plus 
the six new instructions introduced by the originai Intei 486 
devices. In addition, the "/e" version of the device defines seven 
new instructions used within system management mode. Table 
9-5 lists the functions performed by each of these instructions. 

BSWAP, XADD, CMPXCHG, INVD, WBINVD, and INVLPG 
perform the same operations as the Intel 486 devices; refer to 
Chapter 6: Intel 486 Microprocessors for details. 

At the beginning of a system management interrupt routine the 
SVDC, SVLDT, and SVTS instructions may be used to save 
(respectively) the contents of the segment registers, the Local 
Descriptor Table Register, and the Task State Register to SMM 
memory, along with their associated segment descriptors. The 
RSDC, RSLDT, and RSTS instructions restore the same regis­
ters before returning from the SMI service routine. 

The RSM instruction restores the CPU state registers and 
resumes normal CPU operation in its prior execution mode, fol­
lowing completion of an SMM interrupt service routine. 
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Instruction 

BSWAP 

XADD 

CMPXCHG 

INVD 

WBINVD 

INVLPG 

SVDCt 

SVLDTt 

SVTSt 

RSDCt 

RSLDTt 

RSTSt 

RSMt 
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Mode Operation Opcode 
===i===·=---=--·-========~~==-~=r===-====o.-

User/ 
System 

User/ 
System 

User/ 
System 

System 

System 

System 

SMM 

SMM 

SMM 

SMM 

SMM 

SMM 

SMM 

Byte swap. Reverse byte order 
within register 

Atomic (indivisible) exchange and add 

Atomic (indivisible) compare and exchange 

Invalidate data cache 

Perform write-back cycle 
and invalidate cache 

Invalidate TLB page entry 

Save segment register (DS, ES, FS, GS, 
or SS) and associated descriptor 

Save LDTR and descriptor 

Save TSR and descriptor 

Restore segment register ar:id descriptor 

Restore LDTR and descriptor 

Restore TSR and descriptor 

Resume normal execution mode 

OFCBH 

OFCOH 

OFBOH 

OFOSH 

OF09H 

OF01H 

OF78H 

OF7AH 

OF7CH 

OF79H 

OF7BH 

OF7DH 

OFAAH 

Table 9-5. Cyrix Cx486SLC/e instruction set additions. 

t = instructions supported only by enhanced ("/e") devices 

In addition to the standard Control Registers, Test Registers, 
Breakpoint Registers, and so forth defined by the Intel 486 
architecture, the Cx486SLC/e defines several new device config­
uration registers, as shown in Figure 9-3. 

Most of the new hardware functions of the Cx486SLC may be 
optionally enabled by setting control bits in two new Configura­
tion Control Registers, designated CCRO and CCRl. The bit 
fields within these registers and the functions performed by 
each are defined in Figures 9-4 and 9-5. 

In many PCs there exist regions within the system-memory 
address space that should not be cached within the CPU. For 
example, if a particular block of the system address space is 
known to contain memory-mapped I/O ports or a DMA-transfer 
buffer for a high-speed network adapter, CPU accesses to this 
region should not be cached, to ensure that the CPU will 
retrieve updated data (rather than reread a copy of previously 
fetched data) each time the data is loaded. 

With a "true" 486-style bus interface, it is the responsibility of 
external logic to deassert the KEN pin when noncacheable mem­
ory regions are addressed. Alternatively, a 386 protected-mode 
operating system may set attribute bits within page tables to 
ensure that dynamic memory regions are not cached. Often, in 
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31 0 

CRO } CR1 

Page Fault Linear Address Reg CR2 
Page Dir Base Re !~111~:111 : CR3 

47 1615 0 

32-Bit Linear Base Address Limit GDTR 
32-Bit Linear Base Address Limit IDTR 

15 0 

Selector LDTR 
Selector TR 

31 0 

ORO 
1--~~~~-'-~~~~~--i 

Linear Break oint Address 1 DR1 
Linear Break oint Address 2 DR2 

DR3 
DR4 
DR5 
DR6 

1--~~~~~---,---,~~~--i 

'-----------=-'-=-=~-'-'-=--~-'"==''-----' DR7 

31 

15 

7 0 

I CCRO I CCRO I 
l CCR1 

Adrs Region 1 
Adrs Region 2 
Adrs Region 3 

Adrs Region 4 

0 

CCR1 
ARR1 
ARR2 
ARR3 
ARR4 

Cache Test TR3 
1--~~~~~~~~~~----< 

Cache Test TR4 
1--~~~~~~~~~~--t 

Cache Test TR5 
1--~~~~~~~~~~--t 

TLB Test Control TR6 

TLB Test Status TR7 

Figure 9-3. Cyrix Cx486SLC system registers. 

Control 
Registers 

System 
Address 
and 
System 
Segment 
Registers 

Debug 
Registers 

Configuration 
Registers 

Test 
Registers 

the course of upgrading an existing 386-based PC design, how­
ever, neither of these approaches may be practical. 

Instead, the (nonenhanced) Cx486SLC contains four address­
region control registers (ARRl through ARR4) that may be con­
figured to define four arbitrary regions of system memory that 
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7 6 5 4 3 2 0 

l SUS l co l BARB }FLUSHl KEN l A20M l NC 1 I NCO J CCRO 

J~ h n J~ 0 J~ J~ J~ 

._ Disable caching of addresses xxxOxxxxH 

Disable caching from OOOAOOOOH to 001 OOOOOH 

Enable A20M# input pin function 

Enable KEN# input pin function 

Enable FLUSH# input pin function 

Enable automatic cache flush during hold 

Select direct-mapped vs two-way assoc cache 

Enable SUSP# and SUSPA# pin functions 

Figure 9-4. Cyrix Cx486SLC/e configuration control register 0. 

7 6 5 4 3 

the CPU should consider to be noncacheable. Each register con­
tains a 16-bit value. The low-order four bits define the size of the 
noncacheable region to be any power of two from 4K bytes to 
32M bytes. The high-order 12 bits of each register determine the 
starting address of the associated region, defined by multiplying 
the selected block size by any integer value from 0 to 4095. 

2 0 

[ SM4 I WP3 l WP2 I WP1 }MMAC}SMACI SMI I RPL] CCR1 

J~ n J~ Jl J~ J~ n j~ 

L-E nable RPLVAL# and RPLSET output pins 

nable SMI# and SMADS# pin functions 

ccess SMM memory from non-SMI code 

E 

A 

A ccess overlapping main memory from SMI code 

Write-protect cache address region 1 

Write-protect cache address region 2 

Write-protect cache address region 3 

s et ARR4 as SMM region 

Figure 9-5. Cyrix Cx486SLC/e configuration control register 1 . 
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(In the case of the Cx486SLC/e, registers ARRl through ARR3 
define noncacheable memory regions, and ARR4 may be used 
either to define a fourth noncacheable region or to define the 
starting address and block size of the SMM memory region.) 

System Interface The Cx486SLC/e system interface is a curious hybrid of three 
existing standards plus a few unique signals. The Cx486SLC/e 
supports each of the basic bus-interface signals originally 
defined by the i386SX, but the presence of an on-chip cache 
requires several additional signals similar to those of the 
i486SX. The Cyrix SMM hardware interface takes its cue from 
the AMD Am386SXLV and Am486DXL designs, while still more 
signals control unique aspects of the Cyrix cache interface and 
clock. Figure 9-6 illustrates the system interface defined by the 
Cx486SLC/e. 

Table 9-6 summarizes the names and functions of each of the 
Cx486SLC/e signals not provided by the i386SX. Each of the 
new signals defined for the Cx486SLC/e replaces a pin origi­
nally defined as a no-connect by the i386SX pinout. 
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Replaces 
PQFP i386SX 

Symbol Direction Signal Name/Function Pin# Signal 

A20M# In Address-bit 20 mask 31 N.C. 

KEN# In 
Cacheability enabled for 

29 N.C. 
requested data 

FLUSH# In Flush cache data 30 N.C. 

RPLVAL# Out Cache line replacement valid 46 N.C. 

RP LS ET Out Cache replacement set selected 45 N.C. 

SMI# 1/0 SMM interrupt requesVactive 47 N.C. 

SMADS# Out SMM memory address strobe 20 N.C. 

SUSP# In Suspend normal execution 43 N.C. 

SUS PA# Out Suspend mode acknowledge 44 N.C. 

Table 9-6. Cyrix Cx486SLC/e special interface signals. 

As in the 486, A20M# allows external circuitry to force the proces­
sor to mask address bit 20 for internal cache look-up and exter­
nal bus writes. KEN# and FLUSH# are also 486-comp~tible 

signals; KEN# allows external circuitry to control whether or not 
data being read by the processor is cacheable, and FLUSH# 

causes the entire contents of the on-chip cache to be invalidated. 
The functions of A20M#, FLUSH#, and KEN# are optional, and are 
enabled by setting bits in control register CCRO. 

RPLVAL# and RPLSET, which are not present on the 486, allow 
external circuitry to deduce where data is being stored in the 
internal cache. RPLVAL# indicates that a cache line is being 
replaced and that signal RPLSET is valid, while RPLSET indicates 
in turn which of the two sets is overwritten during a cache-line 
replacement. These signals make it possible for systems with 
second-level caches to keep track of the contents of the on-chip 
first-level cache. 

SUSP# and SUSPA# form a suspend request/acknowledge hand­
shake pair; these signals are further discussed below. 

There are two signals on the Cx486SLC/e associated with SMM 
that perform the same functions as equivalent signals in the 
Am386SXLV. Asserting SMI# activates SMM. SMI# is bidirec­
tional; the processor continues to hold the pin asserted while 
operating in SMM. 

The processor then asserts SMADS# at the start of a bus cycle to 
indicate that it is accessing the SMM address space. The SMM 
address space is configured by on-chip configuration registers, 
and it can range from 4K-bytes to 4G-bytes. While operating in 
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SMM, any processor access to the SMM address space causes 
SMADS# to be asserted; accesses outside this range cause the 
normal ADS# to be asserted. SMM accesses are not cached. 
While an SMM interrupt routine is executing a control-register 
bit may be set in order to let the CPU access regions of main 
memory that overlap the SMM address space. 

The SMI# pin also allows trapping of I/O accesses, which is use­
ful to detect accesses to peripherals that power-management 
software has turned off. If SM I# is asserted at least three CLK2 

edges before READY# is asserted, then the processor enters 
SMM and jumps to the system management interrupt handler. 
The address of the I/O instruction that caused the trap is 
pushed on the stack, allowing power-management software to 
re-execute the instruction after power-management software 
has re-enabled the powered-down peripheral. 

(Two of the cache-related signals defined for the Intel 486 are 
not supported by the Cx486SLC. These are the PCD and PWT 
pins. In an Intel or AMD 486 device, these signals inform an 
external second-level cache of the state of the cache-disable and 
write-through attribute bits corresponding to the memory page 
being addressed. These signals would have little if any value in 
systems derived from earlier 386-era designs.) 

Clocking Regimes Since the Cx486SLC/e is designed to operate in existing 386SX 
sockets, the on-chip clock circuit is designed to be compatible 
with that of existing 386SX motherboard designs. An external 
clock input must be supplied to the CLK2 input; the frequency of 
this input is divided by two to determine the frequency at which 
the core and the bus interface operate. 

Relative Performance According to Cyrix, the Cx486SLC delivers between 2.2 and 3.2 
times the performance of a 386SX device when executing com­
mon PC benchmarks such as Landmark V2.00, Norton SI V6.0, 
and the Ziff-Davis processor test. On these same benchmarks, 
Cyrix says the part is between 79% and 99% as fast as a "true" 
486SX, all normalized for core clock rate. 

The synthetic benchmarks cited by Cyrix are quite small, how­
ever, and thus have high hit rates in the Cx486SLC's relatively 
small cache. While these factors may indicate the peak perfor­
mance of the Cyrix core, they do not represent the performance 
most users will see. On application-level benchmarks, Cyrix 
says Cx486SLC performance is just 1.4 to 1.6 times that of a 
386SX, and just 60% to 90% of a 486SX. The 486SX design, of 
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course, has the advantage of a slightly faster core, an eight­
times-larger cache, and a 32-bit burst-mode bus interface. 

Package and Pinout The Cx486SLC/e is packaged in a standard 100-lead PQFP 
package. Figure 9-7 illustrates the device pinout. 

Vital Statistics The Cx486SLC/e is implemented in a 0.8-micron CMOS tech­
nology and integrates about 600,000 transistors on a 410 x 410 
mil die (about 168,000 mil2). While smaller than Intel's original 
LO-micron 486 design, the Cyrix die is 30% larger than Intel's 
current 0.8-micron, three-level-metal i486DX implementa­
tion-despite its lack of an FPU and its much smaller on-chip 

omoo~w~vMN~omoo~w~vMN~omoo~w 
ommmmmmmmmmoooooooooooooooooooo~~~~ 
~ 

DO 1 0 75 A20 
Vss 2 74 A19 

HLDA 3 73 A18 
HOLD 4 72 A17 

Vss 5 71 Vee 
NA# 6 70 A16 

READY# 7 Cyrix 69 Vee 
Vee 8 68 Vss 
Vee 9 67 Vss 
Vee 10 66 A15 
Vss 11 Cx486SLC/e 65 A14 
Vss 12 64 A13 
Vss 13 63 Vss 
Vss 14 62 A12 

CLK2 15 100-Pin PQFP 61 A11 
ADS# 16 60 A10 
BLE# 17 59 A9 

A1 18 58 AB 
BHE# 19 (Top View) 57 Vee 

SMADS# 20 56 A7 
Vee 21 55 A6 
Vss 22 54 AS 

M/10# 23 53 A4 
DIC# 24 52 A3 

W/R# 25 51 A2 

w~oomo~NMv~~~oomo~NMv~w~oomo 
NNNNM~MMMMMMMMVVVVVVVVVV~ 

Figure 9-7. Cyrix Cx486SLC/e PQFP pinout. 
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cache. The larger die size of the Cyrix chip is due to its use of a 
two-level-metal process (one less than Intel's) and a less rigor­
ously compacted design. 

Cyrix offers the Cx486SLC/e in 25- and 33-MHz versions. Produc­
tion of the original, nonenhanced device has been discontinued. 
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9.3 The Cyrix Cx486SLC/e-V 
Microprocessor 
The Cx486SLC/e-V is a low-voltage version of the Cx486SLC/e. 
Table 9-7 summarizes the general specifications of the part. 

Product Names Cyrix Cx486SLC/e-V 

Introduction Date November 1992 

Prognosis Stable 

Device Integration Level Same as Cx486SLC/e 

CPU Architecture Level 
Standard 486 integer instruction set plus 

Cyrix SMM extensions 

Core Technology Same as Cx486SLC/e 

Pinout Same as Cx486SLC/e 

Data Bus Width 16 bits (D15 .. DO) 

Physical Addressability 16MB (AddressA23 .. A1 plus SHE#, BLE#) 

Data-Transfer Modes Same as Cx486SLC/e 

Cache Support Same as Cx486SLC/e 

Floating-Point Support Optional external Cx87SLC or i387SX FPU 

Operating Voltage 3.0 V to 3.6 V 

Frequency Options 20- or 25-MHz core operation 

Clocking Regime Core operating frequency = 1 /2 x Cl kin 

Active Power Dissipation 0.94 W (worst case) @ 3.3 V and 25 MHz 

Power-Control Features 
Cyrix SMM extensions 

Stopped-clock and suspend-mode operation 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 410 mils x 410 mils (10.5 mm x 10.5 mm) 

Transistor Count 600,000 transistors 

Package Options 1 00-pin PQFP 

Notes Low-voltage binning of Cx486SLC/e die 

Table 9-7. Cyrix Cx486SLC-V feature summary. 

Aside from its lower supply- and I/0-pin voltages, the system 
interface of the Cx486SLC/e-V matches that of the original, 
non-''V'' version. Because of its lower supply voltage, active cur­
rent drain is reduced to just 285 mA (worst case) at 25 MHz. In 
suspend-mode with the CLK2 input stopped, the device typi­
cally draws just 300 µA. 

Vital Statistics The Cx486SLC/e-V uses the same chip design, with the same 
die size, complexity, and manufacturing process, as the 
Cx486SLC/e. Cyrix offers the part in an Intel-compatible 
100-pin PQFP package in both 20-MHz and 25-MHz versions. 
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9.4 The Cyrix Cx486SLC2 
Microprocessors 
The Cx486SLC2 microprocessor is a clock-doubled implementa­
tion of the Cx486SLC/e. Table 9-4 summarizes the general fea­
tures and spe~ifications of this device. 

Product Names Cyrix Cx486SLC2 

Introduction Date October 1993 

Prognosis Encouraging 

Device Integration Level Same as Cx486SLC/e plus clock-doubling circuitry 

CPU Architecture Level Standard 486 integer instruction set 

Core Technology Same as Cx486SLC/e 

Pinout Augmented compatible i386SX pinout 

Data Bus Width 16 bits (D15 .. DO) 

Physical Addressability 16MB (AddressA23 .. A1 plus BHE#, BLE#) 

Data-Transfer Modes Same as Cx486SLC/e 

1 K-byte unified I- and D-cache 
Cache Support Direct or two-way set associative 

Write-through operation only 

Floating-Point Support Optional external Cx87SLC, Cx3S87 or i387SX FPU 

Operating Voltage 4.5 V to 5.5 V 

Frequency Options 50-MHz core operation 

Clocking Regime Core operating frequency = Clkin x 1 

Active Power Dissipation 3.6 W@ 5.0 V and 50 MHz core freq (worst case) 

Power-Control Features 
Cyrix SMM extensions 

Stopped-clock and suspend-mode operation 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 410 mils x 410 mils (10.5 mm x 10.5 mm) 

Transistor Count 600,000 transistors 

Package Options 100-pin Metal QFP 

Table 9-8. Cyrix Cx486SLC2 feature summary. 

The Cx486SLC2 combines the best of both worlds for notebook 
PCs: the small package and standard 25-MHz bus interface 
simplify system design and minimize board area, while the 50-
MHz core frequency delivers high performance while running 
from cache. 

,Vital Statistics The Cx486SLC2 is supplied only in a 100-lead metal QFP pack­
age compatible with PQFP dimensions, and is rated for opera­
tion at core frequencies up to 50 MHz. With the clock stopped in 
suspend mode, current requirements typically drop to 0.1 mA. 
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9.5 The Cyrix Cx486DLC 
Microprocessor 
The Cx486DLC is device that combines the core logic and cache 
capabilities of the Cx486SLC with a 386DX-class pinout and 
package. By default, the device is socket-interchangeable with 
the i386DX, but software can optionally enable its lK-byte on­
chip cache and other new hardware features. Table 9-9 summa­
rizes the general features and specifications of the Cx486DLC 
microprocessor. 

Product Name Cyrix Cx486DLC 

Introduction Date June 1992 

Prognosis Deceased; reincarnated as the Tl486DLC 

Device Integration Level Same as Cx486SLC (non-"/e" version) 

CPU Architecture Level Same as Cx486SLC 

Core Technology Same as Cx486SLC 

Pinout Augmented compatible i386DX PGA pinout 

Data Bus Width 32 bits (D31 .. DO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes Same as i386DX 

Cache Support Same as Cx486SLC 

Floating-Point Support Optional external Cx87DLC or i387DX FPU 

Operating Voltage 4.75 V to 5.25 V 

Frequency Options 33- or 40-MHz core operation 

Clocking Regime Core operating frequency= 1/2 x Clkin 

Active Power Dissipation 3.5 W (worst case) @ 5.0 V and 40 MHz 

Power-Control Features Stopped-clock and suspend-mode operation 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 410 mils x 410 mils (10.5 mm x 10.5 mm) 

Transistor Count 600,000 transistors 

Package Options 132-pin PGA 

Notes Uses same die as Cx486SLC 

Table 9-9. Cyrix Cx486DLC feature summary. 

System Interface The Cx486DLC system interface resembles very closely that of 
a standard 386DX, with the addition of the signals present on a 
(nonenhanced) Cx486SLC. Figure 9-8 illustrates the system 
interface used by the part. 
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Table 9-10 summarizes the names and functions of Cx486DLC 
signals not defined for the standard 386DX pinout. 
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Replaces 
PGA i386DX 

Symbol Direction Signal Name/Function Pin# Signal 

A20M# In Address-bit 20 mask F13 N.C. 

KEN# In 
Cacheability enabled for 

812 N.C. 
requested data 

FLUSH# In Flush cache data E13 N.C. 
RPLVAL# Out Cache line replacement valid C7 N.C. 
RP LS ET Out Cache replacement set selected C6 N.C. 
SUSP# In Suspend normal execution A4 N.C. 
SU SPA# Out Suspend mode acknowledge 84 N.C. 

Table 9-10. Cyrix Cx486DLC special interface signals. 

Each of these signals performs the same function as on a 
Cx486SLC device. Consult the preceding sections for details. 

Relative Performance On integer benchmarks, the Cx486DLC is significantly faster 
than a (noncached) 386DX device at the same clock rate, but 
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RESET 
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Device { DIC# 
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CLK2 M/10# 

W/R# 

Power~ SUSP# 
LOCK# 
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Figure 9-8. Cyrix Cx486DLC system interface. 
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somewhat slower than a 486SX. Cyri.x initially attempted to 
counter this imbalance by setting the price of its parts such that 
OEMs would pay the same amount for an Intel 486 or for a 
Cyrix product of the next higher frequency, which would seem 
to make the price/performance issue come out a wash. 

While running the Cyrix part at a higher speed may on the sur­
face seem to ameliorate any performance differences due to the 
less efficient Cyrix implementation, designers should realize 
that running a CPU at higher clock rate to achieve a desired 
performance level will likely have ramifications on the cost and 
complexity of the system logic, motherboard design, and DRAM 
cost. 

Mortal Statistics Cyrix discontinued shipments of the Cx486DLC in late 1993. 
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Until that fateful day, the Cx486DLC contained the same die as 
the Cx486SLC, with the same manufacturing process, die size, 
and transistor count. Prior to its discontinuation, Cyrix offered 
the part in an Intel-compatible 132-pin PGA package, in both 
33- and 40-MHz core-frequency versions. 
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9.6 The Cyrix Cx486SRx2 

Microprocessor 
The Cx4868Rx2 is an aftermarket processor module designed to 
upgrade existing 386SX-based PCs to deliver performance levels 
closer to those of a "true" 486. Table 9-11 summarizes the general 
features and specifications of the Cx4868Rx2 microprocessor. 

Product Name Cyrix Cx486SRx2 

Introduction Date December 1993 

Prognosis Good 

Pipelined 32-bit IEU and PMMU 

Device Integration Level 
1-Kbyte unified instruction/data cache 
Proprietary cache consistency logic 

Clock stabilization and frequency-doubler circuitry 

CPU Architecture Level Standard 486 integer instruction set 

Core Technology Same as Cx486SLC 

Pinout Module attaches to standard 386SX package 

Data Bus Width 16 bits (D15 .. DO) 

Physical Addressability 16MB (AddressA23 .. A1 plus BHE# .. BLE#) 

Data-Transfer Modes Same as standard i386SX 

1 K bytes unified I- and D-cache 
Cache Support Two-way set associative 

Write-through operation only 

Floating-Point Support Optional external Cx83S87 or i387SX FPU 

Operating Voltage 4.5 Vto 5.5 V 

Frequency Options 32-, 40-, or 50-MHz core operation 

Clocking Regime 
Core operating frequency = 1 x Clkin 

(2x bus interface clock) 

Active Power Dissipation N.A. 

Power-Control Features None 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 410 mils x 410 mils (10.5mmx10.5 mm) 

Transistor Count 600,000 transistors 

Package Options Custom module clips onto 100-lead PQFP 

On-chip buffers accelerate 1/0 operations 
Other Features Cache logic preconfigured to be compatible with 

existing 386SX system hardware 

Notes Designed for field upgrades of 386SX PCs 

Table 9-11. Cyrix Cx486SRx2 feature summary. 

By the time Cyrix entered the x86-compatible microprocessor 
market, tens of millions of 386-based PCs were already in use 
worldwide. These systems-or more specifically, the CPU sock-
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ets within them-created a natural and potentially lucrative 
market opportunity for Cyrix's 386-pinout products. The com­
pany pursued this market by combining one of its standard 486 
CPUs with a discrete clock-doubler circuit and cache control 
logic on a small daughterboard module. Cyrix initially offered 
this module to a fairly well defined market: corporate comput­
ing sites that had hundreds of 386 systems from IBM and 
Compaq that were in desperate need of a cost-effective upgrade. 

Product Overview The Cx486SRx2 is essentially a single-chip implementation of 
the earlier multiple-chip daughterboard. It is based on the same 
core, cache, and bus-interface circuitry as the Cx486SLC. Since 
the device is intended for in-the-field upgrades of existing sys­
tems, though, it must operate within a rather formidable set of 
design constraints. 

© 1994 MicroDesign Resources 

Key among these is the need for maintaining cache coherency in 
systems not designed for processors with an on-chip cache. In a 
system environment, an attached processor (typically a DMA 
controller used for floppy-disk transfers) may modify shared 
system memory. If the modified region includes locations cur­
rently within the CPU cache, the corresponding cached lines 
must be flushed (i.e., marked as invalid). 

Unfortunately, existing PC motherboards provide no mecha­
nism by which the CPU can be informed when system memory 
is altered-nor should existing systems have any reason to do 
so. Cyrix thus developed a proprietary scheme for recognizing 
when the cache should be flushed. While Cyrix has not divulged 
the exact circuit design, the logic likely detects certain patterns 
of events, such as extended Hold or Wait periods, or I/O opera­
tions performed to port addresses that correspond to DMA con­
trollers in a standard PC environment. 

A second constraint is imposed by the need for the Cx486SRx2 

to be driven by an input clock signal of indeterminate character­
istics. Cyrix claims to have included clock stabilization circuitry 
that "cleans up" irregular clock duty cycles sufficiently to drive 
an on-chip clock-frequency doubler. 

A third constraint is imposed by the bottleneck between the 
CPU and system I/O ports. During the approximately one­
microsecond period required for an ISA-bus system to complete 
an input or output instruction, a 50-MHz 486 core could poten­
tially execute up to 50 new instructions. Cyrix literature makes 
some fuzzy allusions to additional proprietary circuitry that lets 
I/O operations complete in parallel with the execution of ensu-
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ing instructions. Presumably this circuitry includes write buff­
ers for data written to an output port, and possibly an 
accumulator scoreboarding and bypass mechanism for delayed 
posting of data read from a port. 

A final constraint is imposed by the fact that most 386SX pro­
cessors are surface-mount-soldered directly to a PC mother­
board, and cannot be readily removed or replaced. For this, 
Cyrix supplies the Cx4868Rx2 in a very cleverly designed cus­
tom module that clips over a standard PQFP package and 
makes contact with the pins of the original CPU. The clip drives 
the 386SX FLT# pin permanently active, disabling the pin driv­
ers of the original device. 

One problem with this approach is that the clip-on module 
requires a one-inch clearance above the chip for a heat sink and 
airflow. This mechanically precludes use of the device in some 
desktop systems and most portables. Moreover, some of the 
early 16-MHz i386SX devices did not recognize FLT#. Short of 
having these chips unsoldered from the motherboard, systems 
based on these parts cannot be upgraded. Ironically, neither can 
systems in which the original 386SX PQFP device is itself held 
in a socket, rather than being soldered to the motherboard, 
although such systems are rare. 

Frequency Options Cyrix offers the Cx486SRx2 in a single, 50-MHz core-frequency 
version for use in 16-, 20-, or 25-MHz 386-based PC designs. 
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9. 7 The Cyrix Cx486DRx2 

Microprocessor 

© 1994 MicroDesign Resources 

The Cx486DRx2 is, as one might suppose, an aftermarket 
upgrade processor for 386DX-based PCs, and is designed to be a 
direct pin-for-pin replacement for the i386DX. Table 9-12 sum­
marizes the general features and specifications of the 
Cx486DRx2 microprocessors. 

Product Name Cyrix Cx4860Rx2 

Introduction Date August1993 

Prognosis Good 

Pipelined 32-bit IEU and PMMU 

Device Integration Level 
1 K-byte unified instruction/data cache 
Proprietary cache consistency logic 

Clock stabilization and frequency-doubler circuitry 

CPU Architecture Level Standard 486 integer instruction set 

Core Technology Cyrix-designed static 486 core 

Pinout Standard 386DX PGA pinout 

Data Bus Width 32 bits (D31 .. DO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Two cycles minimum per 32-bit transfer 
Data-Transfer Modes One-half cycle address pipelining optional 

Dynamic bus resizing for 16-bit transfers 

1 K bytes unified I- and D-cache 
Cache Support two-way set associative 

Write-through operation only 

Floating-Point Support Optional external Cx87DLC or i387DX FPU 

Operating Voltage 4.5 V to 5.5 V 

Frequency Options 32-, 40-, 50-, or 66-MHz core operation 

Clocking Regime 
Core operating frequency= 1 x Clkin 

(2x bus interface clock) 

Active Power Dissipation N.A. 

Power-Control Features None 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 410 mils x 410 mils (10.5 mm x 10.5 mm) 

Transistor Count 600,000 transistors 

Package Options Standard 132-pin PGA 

On-chip buffers accelerate 1/0 operations 
Other Features Cache logic preconfigured to be compatible with 

existing 386DX system hardware 

Notes Designed for field upgrades of 386DX PCs 

Table 9-12. Cyrix Cx486DRx2 feature summary. 
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The Cx486DRx2 is derived from the Cx486DLC processor core. 
Aside from providing a 32-bit data-bus interface and a full 32 bits 
of address, the part operates in a manner analogous to the 
Cx4868Rx2 described. One difference is that most 386DX-based 
systems contain PGA-packaged parts which can be removed from 
a socket on the motherboard and replaced by the Cx486DRx2

• 

Whereas the Cx4868Rx2 can be used only with PQFP parts, the 
Cx486DRx2 device cannot be used with those rare systems that 
have a PQFP-packaged 386DX device soldered to the mother­
board. Go figure . 

. Frequency Options Cyrix offers versions of the Cx486DRx2 that support core fre­
quencies of 32, 40, 50, or 66 MHz, respectively, for use m 
upgrading 16-, 20-, 25, or 33-MHz 386-based PC designs. 
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9.8 The Cyrix Cx486S and Cx486S2 
Microprocessors 

© 1994 MicroDesign Resources 

The Cx486S family is Cyrix's entry-level pin-compatible 
replacement for 486SX-class devices. The Cx486S2 is a Cx486S 
with an on-chip clock-frequency doubler. The Cx486S-V is a 
3.3 V implementation of the Cx486S. Table 9-13 summarizes 
the general features and specifications of each of these prod­
ucts. 

Product Name Cyrix Cx486S and Cx486S2 

Introduction Date May 1993 

Prognosis Deceased 

Pipelined 32-bit IEU and PMMU 
Device Integration Level Microcoded 80-bit floating-point unit 

2K-byte unified instruction/data cache 

CPU Architecture Level 
Standard 486 integer instruction set plus Cyrix SMM 

extensions 

Core Technology Standard Cyrix 486 core 

Pinout Augmented compatible 486SX pinout 

Data Bus Width 32 bits with parity (D31 .. DO plus DP3 .. DPO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes 
Same as i486SX, plus optional burst-mode data 

write capability 

2K bytes unified I- and D-cache 
Cache Support Four-way set associative 

Write-through or copy-back operation 

Floating-Point Support Optional off-chip Cx487S FPU 

Operating Voltage 
Cx486S, Cx486S2: 4.75 V to 5.25 V 

Cx486S-V: 3.0 V to 3.6 V 

Cx486S: 33-, 40-, or 50-MHz core operation 
Frequency Options Cx486S2: 50-MHz core operation 

Cx486S-V: 25- or 33-MHz core operation 

Clocking Regime 
Cx486S, Cx486S-V: Core operating freq= 1 x Clkin 

Cx486S2: Core operating freq = 2 x Clkin 

Cx486S, Cx486S2: 4.45 W (worst case) @ 5.0 V 

Active Power Dissipation 
and 50 MHz (core freq) 

Cx486S-V: 1.27 W (worst case) @ 3.3 V 
and 33 MHz 

Power-Control Features Stopped-clock and suspend-mode operation 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 112 mm2 

Transistor Count 700,000 transistors 

Package Options 168-pin PGA or 196-pin Metal QFP 

Table 9-13. Cyrix Cx486S and Cx486S2 feature summary. 
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The Cx486S-family processors are based on the same core CPU 
as the Cx486SLC and Cx486DLC, but with double the amount 
of on-chip cache, a higher-bandwidth system interface, and 
optional clock-doubling capability. 

Cache Characteristics Although the 2K-byte on-chip cache is just twice as large as that 
of the Cx486SLC, two factors enhance its efficiency consider­
ably. First, the Cx486S-family cache uses a four-way set­
associative organization vs two-way for earlier Cyrix parts. A 
standard cache-design rule of thumb states that doubling the 
set associativity of a cache with a given size should improve its 
hit rate about as much as doubling its raw capacity with the 
same set associativity. Applying this rule, the 2K-byte, four-way 
cache used by the Cx486S should have as high a hit rate as a 
(hypothetical) 4K-byte, two-way set-associative design. 

Floating-Point 
Strategy 

Second,, the Cx486S-family cache supports an optional copy­
back protocol that is potentially more efficient than the write­
through design used by earlier Cyrix and Intel designs. 

The cache line size is 16 bytes; there is one valid bit per line and 
one dirty bit per 4 bytes. Line replacement uses a pseudo-least­
recently-used (LRU) algorithm. When a dirty cache line must be 
reallocated, the entire line need not be copied back to memory; 
only the modified 32-bit words must be written. Cache lines are 
not allocated on writes. 

The Cx486S-series cache also includes a "no-lock" feature, not 
supported by Intel, that caches the contents of protected-mode 
segment registers, speeding later accesses to cache descriptors. 
Cyrix claims this one feature can improve protected-mode per­
formance by up to 5%. A minor change must be made to the sys­
tem initialization code, either in the BIOS ROMs or via an 
application-level configuration program, in order to enable the 
no-lock feature. 

Still, the Cx486S-series cache is just one-fourth the size of that 
in the i486SX, so inevitably it has a lower hit rate. Given that 
the Cx486SLC CPU core is also slightly slower 'than Intel's, 
these parts deliver somewhat lower performance than Intel's, 
and must run at a higher core frequency to achieve the same 
overall throughput. For example, the 40-MHz Cx486S scores 
about as well on most PC benchmarks as a 33-MHz 486SX. 

Intel 486SX-type products provide no direct hooks for an exter­
nal FPU. Instead, the main CPU must be entirely disabled and 
replaced by a fully featured 486DX-class upgrade processor. 
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In contrast, the Cx486S product line follows the more conven­
tional approach of augmenting its integer CPU with a separate 
Cx487S floating-point coprocessor chip. Like the Cx486S, the 
Cx487S has a static design, supports a suspend mode, and is 
also available in a 3.3-V version. The device also reduces power 
consumption automatically when not in use. 

It's therefore quite cost-effective to upgrade a Cx486S-based 
design to include floating-point support, since the Cx487S 
device is (by today's standards) cheap to fabricate and uses a 
small, inexpensive 80-pin PQFP package. On the other hand, 
the chip-to-chip coprocessor interface adds a certain amount of 
communication overhead to every FPU operation or transfer, 
restricting FPU performance somewhat. This added overhead is 
unfortunately most significant for the simplest, quickest, and 
most prevalent floating-point operations. 

System Interface Figure 9-9 illustrates the system interface supported by 
Cx486S-family devices. 

© 1994 MicroDesign Resources 

Table 9-14 summarizes the names and functions of Cx486S sig­
nals not defined by Intel's original (non-SL-enhanced) i486SX 
pinout. 

Cyrix Replaces 
Di rec- PGA i486SX 

Symbol ti on Signal Name/Function Pin# Signal 

WM_RST In Warm reset B13 N.C. 

CLKMODE In 
Clock multiplier mode 

B14 N.C. 
(Cx486S2 only) 

SMI# 1/0 SMM interrupt request/active A12 N.C. 

SMADS# Out SMM memory address strobe C10 N.C. 

SUSP# In Suspend normal execution G15 N.C. 

SUS PA# Out Suspend mode acknowledge A10 N.C. 

RPLVAL# Out Cache line replacement valid C13 N.C. 

RPLSET1 Out 
Cache replacement set selected 

A13 N.C. 
RPLSETO Out B15 N.C. 

HITM# Out Snooping hit on modified value R17 N.C. 

INVAL In Invalidate cache value S4 N.C. 

PEREQ In 
Processor extension (FPU) 

B10 N.C. 
service request 

BUSY# ·In Busy (FPU <:?processor status) C12 N.C. 

ERROR# In Floating-point error detected C14 N.C. 

Table 9-14. Cyrix Cx486S and Cx486S2 special interface signals. 
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Figure 9-9. Cyrix Cx486S and Cx486S2 system interface. 
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The Warm Reset (WM_RESET) signal resets the processor without 
modifying the device configuration registers, the cache tag and 
data arrays, or the cache dirty and valid bits. This feature is 
provided for compatibility with older software that resets the 
processor to switch from protected to real mode. 

The Clock Mode ( CLKMODE) signal (present only on Cx486S2 
devices) must be strapped to Vee in order to enable the clock­
doubling feature of the Cx486S2. If this pin is grounded or left 
floating, the clock-doubling circuitry is disabled, so the part 
operates as a nondoubled Cx486S device, i.e., the core logic and 
the system bus interface both run at the same frequency as the 
CLK input signal. A Cx486S2 chip rated for 50-MHz core fre­
quency, for example, can thus be used either as a CPU with a 
25-MHz bus clock and a 50-MHz core frequency, or as a conven­
tional 50-MHz part with a 50-MHz bus. 
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SMI# and SMADS# support the same SMM interrupt 
request/acknowledge and address-strobe functions on the 
Cx486S as they do on Cx486SLC-class products. 

SUSP# and SUSPA# support the same power-reduction features 
for the Cx486S as for Cx486SLC-class products. Even the clock­
doubled Cx48682 chips let the clock be stopped, reducing typi­
cal power consumption to 2 mW at 5.0 V. The 3.3-V versions 
reduce power drain even further, typically to just 660 µ W. 

As with the Cx486SLC devices, the RPLVAL# signal informs an 
external second-level cache when an on-chip cache line is being 
replaced. But whereas devices with simpler caches could use a 
single RPLSET pin to identify which line in two different sets was 
being replaced, the Cx486S needs two such pins (RPLSET1 and 
RPLSETO) to distinguish among four cache lines. Note that Intel 
486 devices lack these signals, and as a result, it is impossible 
for a second-level cache in an Intel-based design to precisely 
track the contents of the on-chip cache. 

Because the write-back cache can contain data that is more 
recent than the data in main memory, the Cx486S cache must 
be consulted whenever an external bus master (such as a DMA 
controller or a second processor) attempts to read a shared 
memory region. This is implemented via cache inquiry ("snoop­
ing'') cycles, which let an external bus master poll the CPU's on­
chip cache. When a read snoop hit occurs for on-chip dirty data, 
the Cx486DX must write the data from the cache back to sys­
tem memory before the auxiliary cache can proceed. 

Two new signals implement the basic control for the write-back 
cache. Hit-Modified (HITM#) is asserted by the processor when a 
dirty cache line hit occurs during an inquiry cycle, i.e., when a 
cache-inquiry cycle is in progress and the cache holds modified 
data for that address. 

The Cx486DX implements an "abort and retry" protocol by 
asserting HITM# and writing the dirty cache line (or the dirty 
words within the line) to memory. The other bus master then 
reads the data from memory. This protocol is very similar to 
that implemented by Pentium. If the Invalidate (INVAL) input 
signal is active during a cache-inquiry cycle when a hit occurs, 
the Cx486S will also clear the on-chip Valid bit. 

External logic can also force dirty data in the cache to be writ­
ten to memory by asserting the FLUSH# input. This would be 



272 Part Ill The Products 

used prior to stopping the processor clock, for example, since no 
snooping can occur between clock cycles. 

To allow the Cx486S to be used in systems that lack hardware 
snooping signals, the device may be configured such that dirty 
cache data will be written to memory whenever the HOLD input 
is asserted, for example when a DMA controller appropriates 
use of the bus. The processor will then flush all dirty locations 
to system memory before asserting HLDA. In order to enable this 
mode, control bit BARB in configuration register CCR2 must be 
set by initialization software. 

The Cx486S may perform burst-mode writes whenever all four 
32-bit words of a cache line are dirty and the line must be 
flushed or replaced. Burst writes use the same BROY# control 
signal to pace the transfer as Intel-standard burst reads. 
Assuming a three-clock initial transfer and single-cycle trans­
fers within the burst (i.e., 3-1-1-1), burst mode cuts the line 
write time in half. Burst-mode writes are enabled by setting 
control bit BWRT in configuration register CCR2. 

(Note that since Intel 486 devices have a write-through cache, 
there is never any dirty data on-chip. Cache inquiry cycles thus 
need not be performed when an attached processor attempts to 
read a shared memory space. Cache inquiry cycles need only be 
performed when an external bus master writes to shared mem­
ory, and then the only action required of the cache is that its 
line-valid bit must be cleared to mark the data as stale.) 

The PEREQ, BUSY, and ERROR# signals perform the same external 
FPU interface functions as on the Cx486SLC device. Refer to 
the earlier product description for details. 

Clocking Regimes The Cx486S device's static design allows its clock to be slowed 
or stopped to reduce power. A novel feature of the Cyrix clock­
doubler circuit is that it does not employ a phase-locked loop 
(PLL). 

Instead, Cyrix's clock-doubler circuit uses a digital delay circuit 
that generates a series of pulses after each clock edge. In 
response to this edge, the Cyrix clock-doubler circuit generates 
a series of four pulses, with the time between pulses set by an 
on-chip delay line~ Each pulse toggles a flip-flop, which creates 
the frequency-doubled output. The delay time between pulses is 
set so that even at the maximum clock frequency, the fourth 
pulse arrives sufficiently early before the next rising edge on 
the clock input. 

The Complete x86 



Instruction Set 
Additions 

Configuration 
Registers 

© 1994 MicroDesign Resources 

Chapter 9 Cyrix 486 Microprocessors 273 

As the clock input is slowed, the spacing of the four pulses 
remains constant, so only the last half-cycle of every alternate 
clock cycle is stretched. This stretching does not bother the 
logic, however, and this circuit allows the clock frequency to be 
changed dynamically without restriction. 

(In a chip that does have an analog PLL clock generator, such as 
the i486SX2, chip frequency cannot be changed rapidly because 
the PLL cannot remain locked to a rapidly slewing frequency. 
This limits the degree to which power-management circuitry 
can dynamically slow the clock to save power.) 

The Cx486S family implements the complete standard 486 inte­
ger instruction set plus the eight SMM instructions listed in 
Table 9-15. 

Instruction Mode Operation Opcode 

SVDC SMM 
Save segment register (OS, ES, FS, GS, or 

OF78H 
SS) and associated descriptor 

SVLDT SMM Save LDTR and descriptor OF7AH 

SVTS SMM Save TSR and descriptor OF7CH 

RSDC SMM Restore segment register and descriptor OF79H 

RSLDT SMM Restore LDTR and descriptor OF7BH 

RSTS SMM Restore TSR and descriptor OF7DH 

RSM SMM Resume normal execution mode OFAAH 

SMINT System 
Software-invoked system-management 

OF7EH 
interrupt service routine 

Table 9-15. Cyrix Cx486S and Cx486S2 instruction set additions. 

The first seven of these instructions are also implemented by 
the Cx486SLC/e; refer to the instruction set descriptions earlier 
in this chapter for details. 

The SMINT instruction allows operating system software to 
enter system management mode and invoke the SMI interrupt 
handler. This instruction can only be executed from within the 
highest privilege level, i.e., when the current privilege level is 0, 
and only after initialization software has enabled the SMI inter­
rupt logic. 

Like earlier Cyrix 486 products, the Cx486S-family devices 
implement each of the system control, system segment, debug, 
and test registers defined for Intel 486 devices. However, the 
configuration and memory region control registers contained in 
Cx486SLC-class devices have been supplanted by a slightly dif-
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Figure 9-10. Cyrix Cx486S and Cx486S2 system registers. 
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ferent set of resources. Figure 9-10 shows the complete Cx486S 
system register set. 

The hardware functions of the Cx486S may be enabled by set­
ting control bits in three new Configuration Control Registers, 
designated CCRl, CCR2, and CCR3. The bit fields within these 
registers operate as shown in Figures 9-11through9-13. 
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4 3 2 0 
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Figure 9-11 . Cyrix Cx486S and Cx486S2 configuration control register 1 . 

The SMM Address Register (SMAR) is a 32-bit register that 
replaces the function of register ARR4 on the Cx486SLC/e. The 
SMM memory space may be defined to have a size equal to any 
power of two from 4KB to 32MB, and may be initialized starting 
at any block-aligned address anywhere in the 4GB memory 
space. 
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Figure 9-12. Cyrix Cx486S and Cx486S2 configuration control register 2. 
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7 6 5 4 3 2 0 

CCR3 

Disable modification of CCR1 
bits 1-3 and CCR3 bit 1 

Enable NMI processing during 
SM I service routine 

Figure 9-13. Cyrix Cx486S and Cx486S2 configuration control register 3. 

Device Identification Registers DIRO and DIRl provide two 
eight-bit values that include fields for device identification, revi­
sion number, and stepping. Each register is read-only. 

Vital Statistics The Cx486S and Cx486S2 are implemented in a 0.8-micron 
CMOS technology and integrate about 700,000 transistors on a 
117 mm2 die. 

Cyrix offers the Cx486S in a standard 168-pin PGA package 
with operating frequencies of 33, 40, or 50 MHz. In addition, the 
33- and 40-MHz versions are available in a 196-lead metal QFP 
package (MQFP). 

The Cx486S2 is housed only in a 168-pin PGA package, and is 
offered only with a 50-MHz speed rating. Each of the Cx486S 
and Cx486S2 devices requires a supply voltage between 4.75 V 
and 5.25 V. 

The Cx486S-V device operates on supply voltages between 3.0 V 
and 3.6 V. It is offer~d only in the 196-lead MQFP housing, at 
frequencies of 25 and 33 MHz 
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9.9 The Cyrix Cx486DX and 
Cx486DX2 Microprocessors 

© 1994 MicroDesign Resources 

The Cx486DX is a more-or-less direct replacement for the Intel 
i486DX. The Cx486DX2 also includes an on-chip clock-fre­
quency doubler. Each is available in both 5-V and 3.3V versions, 
the latter designated by a "-V" suffix. Table 9-16 summarizes 
the general features and specifications of the Cx486DX and 
Cx486DX2 product family. 

Product Name Cyrix Cx486DX/Cx486DX2/Cx486DX-V/Cx486DX2-V 

Introduction Date Fall 1993 

Prognosis Thriving 

Pipelined 32-bit IEU and PMMU 
Device Integration Level Microcoded SO-bit floating-point unit 

SK-byte unified instruction/data cache 

CPU Architecture Level 
Standard 486 integer and FPU instruction sets, aug-

mented with Cyrix SMM extensions 

Core Technology Cyrix-designed static 486 core 

Pinout Augmented compatible 4S6DX pinout 

Data Bus Width 32 bits with parity (D31 .. DO plus DP3 .. DPO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes 
Same as i4S6DX, plus optional burst-mode data write-

back capability 

SK bytes unified I- and D-cache 
Cache Support Four-way set associative 

Write-through or copy-back operation 

Floating-Point Support On-chip high-performance microcoded FPU 

Operating Voltage 
Cx4S6DX, Cx486DX2: 4.75 V to 5.25 V 

Cx4S6DX-V, Cx4S6DX2-V: 3.0 V to 3.6 V 

Cx4S6DX: 33-, 40-, or 50-MHz operation 

Frequency Options 
Cx4S6DX2: 50- and 66-MHz core operation 

Cx4S6DX-V: 33- or 40-MHz operation 
Cx4S6DX2-V: 50-, 66-, or SO-MHz core operation 

Clocking Regime 
Cx486DX, Cx4S6DX-V: Core operating freq = 1 x Clkin 

Cx4S6DX2, Cx486DX2-V: Core freq= 2 x Clkin 

Cx4S6DX: 5.85 W@ 5.0 V and 50 MHz 
Active Power Dissipation Cx486DX2: 6.62 W@ 5.0 V and 66 MHz (core freq) 

(worst case) Cx4S6DX-V: 2.24 W@ 3.3 V and 40 MHz 
Cx4S6DX2-V: 3.14 W@ 3.3 V and SO MHz (core freq) 

Power-Control Features Cyrix system-management mode extensions 

Process Technology O.Sµ two-layer-metal CMOS 

Die Size 476 x 480 mils 

Transistor Count 900,000 transistors 

Package Options 16S-pin PGA or 208-lead plastic QFP 

Table 9-16. Cyrix Cx486DX and Cx486DX2 feature summary. 
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The Cx486DX and Cx486DX2 are based on the same core tech­
nology as the Cx486S family. The devices expand the write-back 
cache to BK, integrate a math coprocessor on chip, and are com­
patible with the standard i486DX PGA pinout. The products 
were developed under the code name "M7." 

The devices implement the full 486 integer and floating-point 
instruction sets, although the underlying microarchitecture still 
has no dedicated address adder. As a result, although Cyrix's 
core matches Intel's performance on most register operations, it 
is one cycle slower on instructions that involve an address com­
putation, including all instructions with memory-based oper­
ands, all jumps, and all calls. 

In the Cx486DX, the slower speed of the core is partially offset 
by the write-back cache, which Intel chips lack. To provide fast 
cache line flushes, the Cx486DX extends Intel's 486 bus protocol 
with burst-mode writes. The overall performance of the 
Cx486DX also benefits from Cyrix's faster FPU design. 

While the Cx486DX includes an optional clock-doubler, Cyrix 
has promoted the 50-MHz version for use primarily in non­
clock-doubled systems using a VESA local bus. This configura­
tion brings it closest in performance to a 486DX2-66, which 
has a faster CPU speed but a slower (33-MHz) local bus. The 
Cx486DX 50-MHz local bus could improve graphics perfor­
mance somewhat, assuming a display controller that can keep 
up with that rate, but it remains to be seen how significant 
this is. 

Cache Design Aside from its larger size, the cache in the Cx486DX and 
Cx486DX2 has the same characteristics as Cx486S-family 
devices. See the preceding section for details. 

Floating-Point Unit Cyrix has been in the math coprocessor business for some time, 
so adding an FPU to the chip was presumably not a fundamen­
tally difficult task for the company. In order to compete with 
Intel in the 387 market, Cyrix was forced to develop more 
sophisticated and faster floating-point hardware. The Cx486DX 
family has been able to capitalize on this technology and experi­
ence, and is in fact up to 10% faster at floating-point-intensive 
applications than the equivalent Intel products. The downside 
is that the Cyrix FPU core is much larger than Intel's, with a 
resulting impact on die size and cost (see the Vital Statistics 
section below). 
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Figure 9-14. Cyrix Cx486DX and Cx486DX2 system interface. 

Cycle Control 

Cache Control 

Address Bus 

Data Bus 

Bus Status 

System Interface The system interface of the Cx486DX and Cx486DX2 is a 
superset of that of the i486DX, as shown in Figure 9-14. Table 
9-17 lists names and functions of Cx486DX and Cx486DX2 
signals that are not present on the original i486DX pinout. 
Each of these signals performs the same function as for the 
Cx486S-series products described in the preceding section of 

. this chapter. 

Power Management Typical current drain is 860 mA at 66 MHz with a 5-V supply, or 
1.325 A worst-case. The 3.3-V version typically draws 630 mA at 
80 MHz or 950 mA worst case. The wide spread between typical 
and maximum values is due, in part, to the fact that the FPU is 
powered down when no FP instructions are being executed. The 
maximum rating is measured while the FPU is repeatedly exe­
cuting the FCOS instruction; the typical value is measured 
while running Whetstone. 

© 1994 MicroDesign Resources 
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Cyr ix Replaces 
PGA i486DX 

Symbol Direction Signal Name/Function Pin# Signal 

WM_RST In Warm reset 813 N.C. 

SMI# 110 SMM interrupt request/active A12 N.C. 

SMADS# Out SMM memory address strobe C10 N.C. 

SUSP# In Suspend normal execution G15 N.C. 

SUS PA# Out Suspend mode acknowledge A10 N.C. 

RPLVAL# Out Cache line replacement valid C13 N.C. 

RPLSET1 Out 
Cache replacement set selected 

A13 N.C. 
RPLSETO Out 815 N.C. 

HITM# Out Snooping hit on modified value R17 N.C. 

INVAL In Invalidate cache value S4 N.C. 

Table 9-17. Cyrix Cx486DX/Cx486DX2 special interface signals. 

Relative Performance Cyrix claims performance of the Cx486DX is about 9% slower than 
Intel's 486DX on integer code and 10% faster on floating-point 
software at a given clock rate, as measured by the PowerMeter 
MIPS and Whetstone benchmarks. Because these benchmarks fit 
in the on-chip cache, they yield essentially the same results for a 
clock-doubled system or for one with a full-frequency system bus. 
These performance figures are also independent of the second-level 
cache and memory system. 

According to Cyrix, the BAPCo benchmark, which better 
reflects application-level performance, shows that the Cx486DX 
provid~s performance equal to Intel's i486DX2-50 in a cacheless 
system design, where the on-chip write-back cache is especially 
valuable. In a system with a 256K second-level cache, the 
Cx486DX's BAPCo performance falls short of Intel's by '4% in 
clock-doubled mode and by 7% for full 50-MHz operation. 

In a cacheless system, the write-back cache is particularly valu­
able. Cyrix's measurements show that while Intel's 486 is faster 
in a system with a second-level cache, the Cx486DX matches 
the 486 in a cacheless system with fast (3-2-2-2 access pattern) 
DRAM and outperforms the Intel chip by 5-10% with slower 
DRAM. 

Vital Statistics The Cx486DX, Cx486DX2, Cx486DX-V, and Cx486DX2-V 
devices all use essentially the same die, which contains 900,000 
transistors and measures a rather portly 476 x 480 mils (228K 
mils2) on a 0.8-micron process-78% larger than Intel's 
0.8-micron i486DX! The addition of the FPU is one factor in this 
die inflation; the Cyrix design is faster than Intel's, and thus 
more complex and larger. A bigger culprit, though, is the fact 
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that Cyrix designed the part for a 0.8-micron CMOS process 
with only two layers of metal compared to Intel's three, and that 
Cyrix's layout is less dense. 

The parts are available in a tremendously wide variety of volt­
age, frequency, and packaging options. The 5-V Cx486DX is cur­
rently offered in a standard 168-pin PGA package at 
frequencies of 33, 40, or 50 MHz. The 5-V Cx486DX2 is offered 
in the same package with core frequencies of 50 or 66 MHz. 

Cyrix provides a broader range of options in the 3.3-V domain, 
though. The Cx486DX-V is offered in either a PGA package or 
an Intel-compatible 208-lead PQFP at either 33 or 40 MHz; the 
Cx486DX2-V is offered in the same two package types, in 
50- and 66-MHz variations. An 80-MHz version is offered in a 
PGA package only. 

Curiously, the lower-voltage devices have higher maximum fre­
quencies than the 5-V devices. Presumably the top speed of 
these parts is limited by heat-dissipation issues, not internal 
gate-propagation delays. 
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9.1 O Commentary 
In many ways, Cyrix is the most prom1smg of the Intel­
compatible microprocessor vendors. Its products provide more 
differentiation from the Intel mold than those of AMD or any 
other contender. Through late-1994, Cyrix was the only com­
pany delivering 486 microprocessor designs with write-back 
caches. IBM's second-sourcing of Cyrix products (See 
Chapter 10: IBM 386 and 486 Microprocessors) firmly 
established these designs as a leading alternative to Intel's. 

What's in a Name? Cyrix touched off a minor religious war in the x86 community 
when it jumped into the market by choosing to apply the digits 
"486" to the Cx486SLC and Cx486DLC-devices that were most 
definitely not like any 486 the industry had previously seen. 
"Good Heavens!" their detractors screamed, "The caches on 
these parts are tiny, and less sophisticated than other 486's, the 
bandwidth allowed by their 386-style (!)system interfaces falls 
woefully short of the Intel burst-mode 'standard,' and they don't 
contain floating-point units at all!" 
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Moreover, as more information emerged, it was discovered that 
the CPU itself was lacking in some of the social graces, most 
noticeably the extra adder for address calculations. "So what if 
a hardware multiplier was included instead?" they asked. "If 
hardware multipliers were any good, wouldn't Intel have 
thought of that, too?" Nor did it seem to make sense to upgrade 
the parts with Intel's clock-doubled "OverDrive" processors: if 
the memory system were able to support 32-bit buses and burst­
mode transfers, why squander these resources on a crippled 
386-style bus? 

Intel was quick to attack the parts as not being "true" 486s. At 
b~st, Intel said, such a part should have been called a "turbo-
386," or some such, following the precedent of Chips & Technol­
ogies' "Super386" family. And, from a strictly hardware perspec­
tive, Cyrix's detractors had a point. 

In Cyrix's defense, however, cache effectiveness is an extremely 
nonlinear function of size. A lK-byte cache is a whole lot better 
than none; further increasing cache capacity by even eight 
times does not provide an eight fold increase in through­
put-,-nor even two fold. By putting write buffers and even a 
small amount of cache on chip, Cyrix was able to greatly decou­
ple CPU throughput from bus bandwidth for many applications. 
Each of the Cyrix parts, including the Cx486S and Cx486S2, 
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could be upgraded with simple 387-style FPUs, which provided 
a smaller and much less expensive alternative to the i487SX, 
albeit with reduced performance. And from a software perspec­
tive, implementing the six new instructions defined by the 486 
made the entire Cyrix product line 486 material. 

Clearly, the marketing value of calling even its early product a 
"Cx486SLC" was great-the name prompted users to think of 
the part as an entry-level competitor to the 486-and the result­
ing sales volume has shown that Cyrix made the right choice. 
The sad, sad fate of C&T's (more appropriately named) 
Super386 family only reinforces this conclusion. 

Business Issues From the start, Cyrix focused on selling to leading U.S. PC 
makers. Several major U.S. vendors announced plans to use the 
part within days of the chip's announcement. The same custom­
ers that adopted early AMD products also formed a ready-made 
customer base for Cyrix. AMD customers are, by definition, will­
ing to consider sources other than Intel, and the Cyrix parts 
made it possible to produce significantly faster machines with 
only a minor redesign. 
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One reason for Cyrix's initial success is that throughout 1992 
and 1993 Intel was unable to keep up with 486 demand, leaving 
many smaller system vendors with inadequate supplies. Cyrix's 
chips gave these vendors an available, economical alternative 
that provides a good fraction of 486 performance and lets these 
vendors market the systems as 486-based. 

Intel's response has been to bombard the market with a broad 
range of processor choices, forcing Cyrix to price its chips more 
aggressively or look for new niches. The notebook and low­
power PC markets may, for now, provide enough room for both 
companies, but Cyrix's less compact die and its dependence on 
outside foundries would seem to put it at a disadvantage. 

In response, Cyrix is focusing its more recent designs on niches 
in which it can provide some benefit that Intel's chips do not 
offer. Since Cyrix is a fabless chip vendor with no direct control 
over its own production capacity, it decided not to pitch the 
Cx486DX as yet another alternate source for the commodity 
i486DX or Am486DX market, but focused instead on the 
50-MHz and faster variations. This strategy will continue with 
the introduction of the Cyrix "Ml" processor in 1995; see Chap­
ter 18: Futures for a description of the Ml design. 
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Legal Issues Even before Cyrix had formally announced any parts, Intel filed 
a lawsuit claiming the Cyrix design infringed four of its patents. 
Intel conceded that it filed the suit without having examined a 
Cyrix chip, basing its claim on the assertion that any x86-com­
patible device must surely infringe some patent. Intel's quick 
action in filing this suit was indicative of the degree to which 
Intel feels threatened by Cyrix. 

Cyrix claimed both that its part does not infringe Intel's patents 
and that, in any case, it has been manufactured only by found­
ries that have patent cross-license agreements with Intel. Cyrix 
used SGS-Thomson and Texas Instruments as its initial found­
ries, each of which has patent cross-licensing agreements with 
Intel in place, and has now turned to IBM for the bulk of its 
future production. 

Compatibility While AMD designed its 386 by matching Intel's design very 
closely and making parametric improvements (such as a higher 
clock rate), Cyrix designed a completely new processor core. 
While this is what made it possible for the Cyrix devices to 
achieve higher performance levels than the corresponding Intel 
and AMD 386 families, it also made the burden of proof with 
respect to compatibility somewhat greater. 

AMD's approach may have been best for the first non-Intel 386 
chip, when customers were just getting accustomed to the idea 
of a supplier other than Intel, and skepticism about compatibil­
ity was high. As the market got used to the idea of multiple 
implementations of x86 CPU cores, however, AMD was put in 
an increasingly difficult position. 

It appears that Cyrix did its homework well. Cyrix's first silicon 
(called the A-0 version) was successfully tested using DOS, 
Windows, and UNIX environments-an impressive accomplish­
ment for so complex a device. Cyrix says only three minor com­
patibility problems were detected, and these were corrected in 
the "A-1" version. The B-0 version added support for system 
management mode. 

With the incorporation of an FPU into the Cx486DX family, 
however, new compatibility issues have arisen. The Cyrix IU 
may work fine, the FPU may work fine, but the interface 
between them can still raise the potential for new quirks to 
appear. See Chapter 18: Compatibility for details of one such 
quirk that necessitated a slight modification to the Cyrix chip. 
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For More Information ... 
Additional technical information on Cyrix products may be 
found in the following publications: 

1: 

2: 

3: 

4: 

5: 

6: 

7: 

8: 

9: 

10: 

11: 

12: 

13: 

14: 

Cx486DLC Performance Report. Cyrix Corporation, 6/92, 
order #94076-02. 

Cx486DX I DX2 3 and 5 Volt Microprocessors. Cyrix Corpo­
ration, 1994, order #94113-01. 

Cx486DX2-V Microprocessors. Cyrix Corporation, 9/94. 
(data sheet for Cx486DX2-V.) 

Cx486SLC and Cx486DLC Compatibility Report. Cyrix 
Corporation, 7/92, order #94074-00. 

Cx486SLC & Cx486DLC Application Notebook. Cyrix Cor­
poration, 5/92, order #94060-15. 

Cx486SLC2 Microprocessor Press Kit. Cyrix Corporation, 
11/93. 

Cyrix Cx486DLC Microprocessor Data Sheet. Cyrix Corpo­
ration, 1992, order #94076-01. 

Cyrix Cx486S and Cx486S2 Processors Data Book. Cyrix 
Corporation, 1993, order #94102-00. 

Cyrix Cx486SLC Microprocessor Data Sheet. Cyrix Corpo­
ration, 1992, order #94085. 

Cyrix Cx486SLC2 Microprocessor Data Sheet. Cyrix Corpo­
ration, 10/93, order #94123-00. 

Cyrixintroduces SXVersion. MPR vol. 4 no. 6, 4/4/90, pg. 4. 
(Most Significant Bits item.) 

Intel and Cyrix Exchange Lawsuits*. Michael Slater, MPR 
vol. 5 no. 1, 1/23/91, pg. 16. (Feature article.) 

Intel Loses Bid for Injunction Against Cyrix. MPR vol. 5 no. 
22, 12/4/91, pg. 4. 

Cyrix Joins x86 Fray with 386/486 Hybrid*. Brian Case 
and Michael Slater, MPR vol. 6 no. 5, 4/15/92, pg. 1. (Cover 
story.) 

15: Cyrix Challenges 486DX with C486DLC*. Michael Slater, 
MPR vol. 6 no. 8, 6/17 /92, pg. 1. (Cover story.) 



286 Part Ill The Products 

16: Judge Rules SGS-Thomson License Protects Cyrix*. 
Michael Slater, MPR vol. 6 no. 11, 8/19/92, pg. 1. (Cover 
story.) 

17: Cyrix Beta-Testing Clock-Doubler for 386 Systems. MPR 
vol. 6 no. 12, 9/16/92, pg. 4. (Most Significant Bits item.) 

18: CyrixAdds Extended 486SLC. MPR vol. 6 no. 15, 11/18/92, 
pg. 4. (Most Significant Bits item.) 

19: Cyrix Reveals Its First 486-Pinout Processor. MPR vol. 6 no. 
15, 11/18/92, pg. 4. (Most Significant Bits item.) 

20: Cyrix Delivers Revamped M6 Processors. Linley Gwennap, 
MPR vol. 7 no. 7, 5/31/93, pg. 14. (Feature article.) 

21: Cyrix IPO Reveals Fab Issues. MPR vol. 7 no. 9, 7/12/93, 
pg. 19. (Most Significant Bits item.) 

22: Cyrix Chip Upgrades 386 System to 486. MPR vol. 7 no. 10, 
8/2/93, pg. 4. (Most Significant Bits item.) 

23: Cyrix Readies 486DX-Compatible CPU. Michael Slater, 
MPR vol. 7 no. 11, 8/23/93, pg. 1. (Cover story.) 

24: AMD Loses OmniBook Socket to Tl. MPR vol. 7 no. 12, 
9/13/93, pg. 5. (Most Significant Bits item.) 

25: Intel, Cyrix Drop Court Cases. MPR vol. 7 no. 12, 9/13/93, 
pg. 5. 

26: Cyrix Describes Pentium Competitor. Linley Gwennap, 
MPR vol. 7 no. 14, 10/25/93, pg. 1. (Cover story.) 

27: PC Market Centers on Growing 486 Family. Michael Slater, 
MPR vol. 8 no. 1, 1/24/94, pg. 1. (Cover story.) 

28: Cyrix Gets Aggressive, with 486DX MPR vol. 8 no. 5, 
4/18/94, pg. 5. 

29: IBM and Cyrix Ink Five-Year Pact. Michael Slater, MPR 
vol. 8 no. 6, 5/9/94, pg. 10. (Feature article.) 

30: Cyrix, IBM Deliver First Fruit of Partnership. MPR vol. 8 
no. 8, 6/20/94, pg. 5. (Most Significant Bits item.) 

(*Note: Items marked with an asterisk are available in Under­
standing x86 Microprocessors, a collection of article reprints 
from Microprocessor Report.) 
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Corporate Relations 

IBM 386 and 486 
Microprocessors 

If there's any company in the world that can challenge Intel-at 
least in terms of sheer leading-edge fabrication capacity-it's 
IBM. Intel and IBM have been engaged in a rather strange 
dance since 1980, when IBM selected Intel to supply CPUs for 
the first IBM PC. The IBM PC Company division has since 
become Intel's best customer, and was for most of those years 
the world's largest manufacturer of IBM-compatible (natch!) 
PCs. More recently, other IBM divisions have begun trying to 
muscle into the Intel market, hoping to grab whatever slices of 
the x86 pie they can finagle. 

IBM and Intel were once chronically codependent. In 1983, as 
business conditions turned down and Intel feared it might 
become the target of a hostile takeover, IBM stepped in as a 
white-knight-in-waiting, acquiring 12% of Intel's outstanding 
stock and securing a position on its board of directors. Once the 
danger had passed, IBM divested its Intel holdings, in 1987-
and realized a considerable profit for its troubles. 

When Intel introduced its 386 microprocessor line in 1985, and 
its 486 processor in 1989, IBM was the only company with 
which Intel established cross-licensing agreements. IBM was 
granted access to Intel's design database, production test vec­
tors, and so forth, and was granted the rights build a limited 
number of compatible processors for internal use. IBM was also 
allowed to develop customized processors derived from the Intel 
designs to meet its own needs. While the details of these agree­
ments have never been made public, the industry consensus is 
that in return for access to Intel's design database, IBM was 
prohibited from selling chips directly on the open market. 
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In addition, Intel set limits on the fraction of overall unit 
demand IBM was allowed to satisfy from its in-house produc­
tion, may have collected royalties on whatever chips IBM did 
produce, and apparently restricted IBM's customized designs to 
using more primitive pinouts. Moreover, Intel restricted the 
conditions under which IBM could distribute products derived 
from the Intel designs. While IBM could incorporate these parts 
into motherboards and CPU daughterboards for a PC or a PC 
upgrade, it was not allowed to sell the chips individually. 

More recently, as mainframe revenues have fallen, the IBM 
Microelectronics Division has been trying to become a stronger 
force in the microprocessor components arena. The company 
has designed and aggressively promoted the RISC-based 
PowerPC family as a direct competitor to Intel's high-end desk­
top processors, thereby also bolstering the financial viability of 
Intel's strongest competitor, Motorola. 

Meanwhile, other arms of the IBM behemoth have apparently 
been looking for creative ways to stretch the intent of the Intel 
cross-licensing deals, forming strategic alliances with several of 
Intel's competitors, and attempting to find other ways to com­
pete with Intel head on. 

At press time, IBM was in production with and attempting to 
sell indirectly three 386- and 486-class microprocessors 
designed under the 1985 Intel technology exchange agreement, 
and is a licensed second source openly selling two of Cyrix's 
designs. Each of the x86 processors currently in the IBM stable 
is described in the sections below. 

Creatively Licensed In late 1992, in order to circumvent Intel's licensing restric­
tions, IBM reportedly began broadening the definition of a "sys­
tem or multiple-chip module" to include systems approaching 
trivial complexity. A microprocessor chip a and gate array that 
enhanced its bus interface might be combined onto a small, pin­
compatible module that plugged directly into an Intel CPU 
socket on an existing motherboard might be classified (from 
IBM's perspective) as a multiple-chip computer system. 

Moreover, while IBM was not allowed to sell its microprocessor 
chips to OEM system vendors, as such, it decided that it would 
be legal to hire an OEM system vendor (Compaq, say, for the 
sake of discussion) to assemble motherboards, provide that ven­
dor with the otherwise-unmarketable chips to install on the 
boards, and then sell those same motherboards back to the 
same OEM system vendor. 
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Technically, the chips themselves would not be sold per se, but 
it's a safe bet that any contractors/customers would pay IBM 
more for the board with the IBM CPU installed than the 
amount IBM had paid them for the service of doing the installa­
tion. It's not known if IBM ever managed to pull off this ploy, 
but PC vendors were alerted that such arrangements might be 
possible. 

Competitive Thrusts In September 1993 IBM leaked word that a future PowerPC 
processor designated the 615 would offer built-in x86 emulation 
hardware, allowing x86 code to be run without an Intel CPU. 
Later in the year IBM became a foundry for Cyrix components, 
plugging the gap left when Cyrix and TI parted ways. 
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In February of 1994 IBM let it be known that it would not be 
acquiring rights to the Intel Pentium, or staking its future on 
Pentium's success. In April, IBM acquired from Chips and 
Technologies the entire x86 design database that C&T had 
developed in the course of pursuing its ill-fated Super386 strat;. 
egy (see Chapter 8). 

In May, IBM signed a five-year pact with Cyrix to serve as 
Cyrix's foundry, share its leading-edge process technology, and 
act as a second source for selling Cyrix parts. And in June, IBM 
struck a deal to become a foundry and second source for N ex­
Gen as well, showing just how single-minded IBM is in attempt­
ing to divert the Intel juggernaut. 

Meanwhile, back in Armonk, the IBM PC Company continues to 
introduce new systems employing Pentia and other processors 
purchased from Intel, but there have been unconfirmed press 
reports that even if the Microelectronics Division succeeds in 
building the x86-accelerated PowerPC 615, the PC Company 
does not plan to use the part in its systems. 
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10.1 The IBM 386SLC Microprocessor 

The 386SLC is an enhanced 386-class integer core with an 
SK-byte I/D cache with enhanced 386SX-compatible pinout. 
Table 10-1 summarizes the general features and specifications 
of the 386SLC microprocessor. 

Product Name IBM 386SLC 

Introduction Date October 1991 

Prognosis Fading 

Device Integration Level Pipelined 32-bit IEU and PMMU 
SK-byte unified instruction/data cache 

CPU Architecture Level Extended 4S6 integer instruction set 

Core Technology IBM-designed 3S6-like static integer core 

Pinout Augmented compatible 3S6SX pinout 

Data Bus Width 16 bits (D15 .. DO) 

Physical Addressability 16MB (AddressA23 .. A1 plus BHE#, BLE#) 

Data-Transfer Modes Two-cycles minimum per 16-bit transfer 
One-half cycle address pipelining optional 

Cache Support SK bytes unified I- and D-cache with parity 
Two-way set associative 

Write-through operation only 

Floating-Point Support Optional external 3S7SX-class FPU 

Operating Voltage 4.5 V to 5.5 V 

Frequency Options 16-, 20-, or 25-MHz core operation 

Clocking Regime Core operating frequency= 1/2 x Clkin 

Active Power Dissipation 3.25 W@ 5.5 V and 25 MHz (worst case) 

Power-Control Features IBM "Low-Power'' halt mode plus In-Circuit Emula-
ti on/I BM Power-Management Modes 

Process Technology 0.9µ two-layer-metal CMOS 

Die Size 500 mils x 500 mils (250,000 mi12) 
12.7 mm x 12.7 mm (161 mm2) 

Transistor Count S75,000 transistors 

Package Options 100-pin metal quad flat pack 

Other Features Cache coherency logic supports bus snooping and 
invalidation on a per-line basis. 

Table 10-1. IBM 386SLC feature summary. 

The IBM 386SLC story reads much like the Cyrix Cx486SLC's: 
soup-up a 386-class CPU, add a combined instruction/data 
cache, leave off the FPU, and box it all up in a package compati­
ble with the 386SX-type pinout. IBM strayed from Cyrix's strat­
egy, however, by starting with a microcoded core 
implementation that requires at least two clock cycles even for 
simple instructions, by adding a considerably larger and more 

·The Complete x86 



Chapter 10 IBM 386 and 486 Microprocessors 291 

sophisticated cache, and by allowing cache coherency to be 
maintained with much finer granularity. 

Cache Configuration The IBM 386SLC cache has many of the same characteristics as 
a conventional (Intel-style) 486 core. In both designs the cache 
has BK bytes of capacity, a 16-byte line size, and write-through 
operation only. 

In some ways, the 386SLC cache has been embellished. Consis­
tent with IBM's well-established compulsion to include parity in 
its memory systems, a parity bit has been added for each byte in 
the cache. Any time a parity error is detected on data read from 
the cache, the data is discarded, the corresponding word in 
cache is flushed (marked invalid), and a new external fetch 
cycle is initiated. Curiously, no other 386- or 486-class chip ven­
dor found on-chip data parity to be an issue, apparently assum­
ing that once data arrived "clean" at a processor's bus pins, one 
could feel pretty confident the chip itself would work the way it 
should. In IBM's defense, however, enforcing on-chip cache par­
ity could serve as an (albeit crude) form of production fault tol­
erance, increasing effective die yield by allowing devices with 
single-bit cache defects to continue to work properly-more or 
less. And at least IBM chose to forgo CRC! 

The IBM cache design also allocates a new line on write opera­
tions that miss the cache called allocation write, whereas Intel's 
and Cyrix's designs do not. Write cycles that miss the cache will 
write through to external memory, and then immediately ini­
tiate a cache-reload sequence to refill a cache line with the 
16-byte block of data to which the write occurred. 

Offsetting these sophisticated enhancements is IBM's seem­
ingly inexplicable decision to make its cache just two-way set 
associative vs Intel's four-way configuration. Even though the 
overall capacities of the two parts are the same, simple rules of 
thumb for cache-design suggest that by cutting the number of 
ways in half, the IBM cache achieves about the same hit rate as 
an Intel-design cache with only half the capacity. 

System Interface The IBM 386SLC system interface is derived from that of a con­
ventional 386SX. By default, the device may be inserted into an 
existing 386SX socket, and should execute existing software 
safely, albeit with the on-chip cache and other hardware fea­
tures disabled. 
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Since the 386SX lacks the signals needed to s1:1pport cache func­
tions, IBM (like Cyrix) appropriated certain existing, underuti-
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lized pins in such a way as to assure default compatibility. As 
with the Cyrix designs, configuration software may optionally 
set bits within device-specific registers to enable various 
enhanced functions according to the features the system hard­
ware can support. 

Figure 10-1 shows the IBM 386SLC system interface. Note that 
the address bus and bus control signals have been made 
(optionally) bidirectional in order to facilitate cache coherency. 
Each of the Cx486SLC's cache-flushing options is supported by 
IBM, but in addition, IBM allows full, per"'.line cache snooping. 

IBM 386SLC interface signals not defined by a conventional 
386SX pinout are described in Table 10-2. 

The first six entries in Table 10-2 indicate pins that operate (by 
default) the same as the corresponding pins on a 386SX-class 
device. Each, however, has ancillary functions that may be 
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Figure 10-1. IBM 386SLC system interface. 
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Symbol Dir Signal Name/Function 

HOLD In 
Default: Hold outputs for other master 
Optional: Hold outputs and flush cache 

ADS#/ 
Out: Address strobe; start bus cycle 

FLUSH 
1/0 In: Start cache snoop cycle or flush 

entire cache (note 1 ) 

Out: Address for system bus cycles 
A23 .. A1 1/0 

In: system address for cache snooping 

M/10# 1/0 
Out: Defines memory vs 1/0 bus cycles 
In: cycle type for cache snooping 

W/R# 1/0 
Out: Defines write vs read bus cycles 
In: cycle type for cache snooping 

BHE# 
Out: Byte high enable, 

BLE# 
1/0 byte low enable 

In: production test inputs 

A20M# In Address-bit 20 mask 

In: Cacheability enabled for 
system data 

KEN# 1/0 
Out: Cacheability allowed, cache-
reload in progress, 
or write-buffer output request 
pending (note 1) 

ICE_MD/ 
In 

In-circuit emulation/Power interrupt 
PWI request (note 1) 

ERROR#/ 
1/0 SMM memory Address Strobe (note 1) 

ICE_ADS 

N.C. - No connect 

Table 10-2. IBM 386SLC special interface signals. 

note 1 : pin direction/function determined by software configuration register 
note 2: standard 386SX pinout defines signal on same pin as output only 

386SLC 
Replaces 

PQFP 
386SX 
PQFP 

Pin# 
Signal 

4 (note 2) 

16 (note 2) 

80 .. 51, 
with (note 2) 
gaps 

23 (note 2) 

25 (note 2) 

19 
17 

(note 2) 

31 N.C. 

29 N.C. 

27 N.C. 

36 N.C. 

28 FLOAT# 

enabled by software if the host-system hardware supports it. 
These functions are as follows: 

• HOLD: In addition to its conventional functions as a bus­
arbitration request, the HOLD pin can be programmed to 
flush the cache (invalidate all cache lines) whenever the 
CPU releases control of the bus. This is a crude but effec­
tive way to ensure that no other bus master can modify a 
memory location already held in on-chip cache, thereby ren­
dering the cached copy stale. 

• ADS#/FLUSH: For 386SLC-initiated bus cycles, the ADS# pin 
operates normally. When the CPU has released control of 
the system bus following the normal HOLD/HLDA handshake 
protocol, and assuming the above "HOLD flushes all" func-
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tion is disabled, ADS# may be configured to provide two 
additional levels of cache-coherency elegance. In the first, 
externally asserting ADS# while the CPU is in the Hold 
state will flush the entire cache. In the second, asserting 
ADS# while the CPU is being held will initiate an Intel-486-
like bus-snooping cycle, using the address value currently 
being driven onto the address bus (see below). 

• A23 .. A01: By default, pins A23 •. A01 act as a conventional 
386SX address bus. When ~oftware enables the ADS#­
initiated per-address bus-snooping function described 
above, these pins act as inputs, allowing the CPU to moni­
tor the addresses involved in system-memory write cycles. 

• M/10# and W/R#: By default, M/10# and W/R# perform the same 
cycle-type definition functions as on a conventional 386SX. 
When per-address bus snooping is enabled, the CPU moni­
tors these pins as inputs to qualify whether to snoop a 
system-memory cycle. 

• BHE# and BLE#: BHE# and BLE# also perform the same byte­
enabling functions as on a conventional 386SX. According 
to the IBM 386SLC data sheet, they also serve as input 
pins for (undefined) testing functions. 

• A20M#: This is a newly added signal for 386SX-pinout parts, 
and may be configured to perform the same internal 
address-line masking function described previously in 
Chapter 6 for Intel devices or Chapter 9 for the Cyrix 
family. 

• KEN#: The KEN# signal, too, is new to the 386SX pinout. It 
may also be configured to perform any of four separate 
functions. The most obvious is the same cache-enabling 
function described in Chapters 6 and 9. 

As with the Cyrix devices, though, the IBM 386SLC may be con­
figured to define the cacheability and noncacheability of mem­
ory regions according to the settings of internal configuration 
registers. When this option is enabled, KEN# may be reconfig­
ured as an output, informing the outside system (and any 
second-level caches therein) that value currently being fetched 
has been designated as not to be cached. 

Moreover, KEN# may be configured to serve as one of two status 
flags, indicating to the outside system either that an internal 
cache-line update is occurring, or that the internal write buffers 
have unwritten data pending. 
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• ICE_MD/PWI: The Power Interrupt pin, if enabled, performs 
the same function as a System Management Interrupt on 
numerous other products. (The ICE_MD prefix is a vestigial 
reference to a special mode for in-circuit emulation and 
debugging support.) 

• ERROR#/ICE_ADS: The ERROR# input pin is normally part of 
the floating-point coprocessor error-reporting interface. In 
systems that support IBM's power-management mode, the 
pin may alternatively be configured to initiate accesses to 
the power-management memory space. 

One curious distinction between the IBM 386SLC and other 
486-family products is the order in which it fills its internal 
cache lines. The Intel-designed 486 CPU core fills its 16-byte 
cache lines with a burst of four successive read cycles in the 
order described in Chapter 6. Cyrix-designed CPU cores main­
tain a separate valid bit for each 16-bit word, and thus need not 
fill an entire cache line at a time. The IBM 386SLC, in contrast, 
transforms every cacheable memory request into a series of 
eight successive memory read cycles, following the order shown 
in Table 10-3. 

Target 1st 2nd 3rd 4th 5th 6th 7th 8th 
Address Word Word Word Word Word Word Word Word 

xxxxxOH xxxo xxx2 xxx4 xxx6 xxx8 xxxA xxxC xxxE 

xxxxx2H xxx2 xxxO xxx4 xxx6 xxx8 xxxA xxxC xxxE 

xxxxx4H xxx4 xxx6 xxx8 xxxA xxxC xxxE xxxO xxx2 

xxxxx6H xxx6 xxx4 xxx8 xxxA xxxC xxxE xxxO xxx2 

xxxxx8H xxx8 xxxA xxxC xxxE xxxo xxx2 xxx4 xxx6 

xxxxxAH xxxA xxx8 xxxC xxxE xxxo xxx2 xxx4 xxx6 

xxxxxCH xxxC xxxE xxxO xxx2 xxx4 xxx6 xxx8 xxxA 

xxxxxEH xxxE xxxC xxxO xxx2 xxx4 xxx6 xxx8 xxxA 

Table 10-3. IBM 386SLC cache-line fill order. 

Note that, whatever the originally requested memory location, 
the sequence shown in Table 10-3 ensures that the 16-bit word 
requested is retrieved first, so that it can be passed directly to 
whichever unit (the instruction decoder or execution pipeline) 
requested it. Next, the chip fetches the other half of the 32-bit 
aligned value involved. The bus interface then retrieves what­
ever values remain in the 16-bit cache line affected, in ascend­
ing sequence, and then wraps around to pick up any cache-line 
values with addresses lower than the original target. 
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Programming Model 
Extensions 

The IBM 386SLC user-mode and system-mode programming 
models match those of the conventional (i.e., Intel-designed) 486 
integer core. The one exception is the addition of two new 
model-specific configuration registers (MSRs) used to enable the 
hardware configuration options described above, and to make 
certain error and event flags visible to system software. 
Figure 10-2 shows the complete system register set. 

Each of the two MSRs is defined to be 64 bits wide, though most 
of the bits are unused. MSR lOOOH contains 15 assorted 
hardware-configuration and status-reporting flags, as described 
in Figure 10-3. This register is cleared by a hardware reset, 
with the effect that all optional features are disabled, and the 
device operates as a simple, standard, compatible, unembel­
lished "safe" 386SX. 
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Figure 10-2. IBM 386SLC system register model. 
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63 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 
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Model-Specific Register 1 OOOH 
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'-------

Cache parity error detected 
Enable cache parity checking , 
Enable A20_MASK pin function 
Enable cache snooping when ADS# active 
Flush cache when ADS# active 
Enable power-management interrupt pin 
Disable caching of two-byte char mem 
Enable internal cache 
Disable caching of locked-bus transfers 
Output internal cache mapping to KEN# 
Cache reload detected 
Halt on port output until ROY returned 
Stop internal clocks while in halt mode 
Enable ERROR pin as PWl_ADS function 
Enable cacheability of FPU operands 

Figure 10-3. IBM 386SLC model-specific register 1 OOOH. 
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MSR 1001H lets software define the cacheability characteristics 
of memory regions throughout the 16M-byte physical memory 
space. Bits 15 .. 0 of MSR lOOlH (the low-order memory cache­
ability register) define the cacheability of the low-order IM 
bytes, with 64K-byte granularity. Setting bit 0 means system 
memory region OOOOOOH to OOFFFFH may be cached; setting 
bit 9 enables caching for memory with addresses 090000H 
through 09FFFFH, and so forth. Bits 31..16 ofMSR lOOlH (the 
low-order memory read-only register) allow the same set of 
memory regions to be marked as read-only, i.e., setting bit 31 
means memory with addresses OFxxxxH may not be written. 

The one exception to the aforedescribed scheme is that if bit 
EDBS (bit 6 of MSR lOOOH) is set, then memory addresses 
OEOOOOH through OEOFFFH will not be cacheable, regardless of 
the state ofMSR lOOlH bit 14. (I'm not making this up; appar­
ently, in IBM PCs, this particular 4K block is reserved for 
dynamically redefined character sets for languages that require 
two bytes to define each character, such as Kanji.) (Oh, those 
clever IBM designers!) 
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Instruction Set 
Extensions 

Bits 39 .. 32 ofMSR IOOIH (the cacheable-memory limit register) 
enable the cacheability of memory regions above one megabyte. 
Depending on the value stored in this field, the same number of 
contiguous 64K-byte blocks will be cacheable. (The IBM data 
sheet uses the word "segment" here, and then immediately 
inserts a paragraph to explain that the word "segment" is mis­
leading in this context, since it has nothing to do with the x86-
style memory segmentation and is actually meant to imply a 
block of contiguous addresses.) Storing the value 28, for exam­
ple, enables caching for memory locations IM through (IM + 
(28x64k)-I). 

MSR 100 IH is also cleared by a hardware reset, again causing 
the device to default to simple, "safe" 386SX operation. Until 
further modification, the entire I6M-byte physical address 
space is treated as uncacheable and read-write-able. 

The IBM 386SLC supports the six new instructions defined by 
the original i486DX. In addition, the device implements six new 
instructions, as listed in Table I0-4. 

Instruction Mode Operation Opcode 

BSWAP User/ Byte swap. Reverse byte order 
OFC8 

System within 32-bit register 

XADD User/ Atomic (indivisible) exchange and add 
OFCO 

System 

CMPXCHG User/ Atomic (indivisible) compare and exchange 
OF BO 

System 

INVD System Invalidate data cache OF08 

WBINVD System Perform write-back cycle 
OF09 

and invalidate cache 

INVLPG System Invalidate TLB page entry OF01 

WRMSR System Write model-specific register OF30 

RDMSR System Read model-specific register OF32 

ICEBP System ICE/PWI Breakpoint F1 

ICERET SMM Resume normal execution mode OF07 

UMOV SMM User-space move (load) OF12 

UMOV SMM User-space move (store) OF10 

Table 10-4. IBM 386SLC instruction set additions. 

• WRMSR and RDMSR write and read the two model-specific 
registers defined above. Actually, the instructions are 
severely underutilized; before invoking either instruction, 
register ECX must hold the full 32-bit identification code of 
the MSR register to be referenced. Future designs could 
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thus easily expand this scheme to include nearly 4G addi­
tional 64-bit registers. (Oh, those thorough IBM designers!) 
Register pair EDX:EAX serves as the 64-bit value to be 
written or retrieved. 

• ICEBP provides a software mechanism by which the IBM 
power-management mode may be invoked. 

• ICERET is a special return instruction that restores nor­
mal operation following a power-management service 
routine. 

• The UMOV instructions provide a mechanism for reading 
and writing the conventional (i.e., non-power-management) 
system memory space when power-management mode is 
active IBM. 

Vital Statistics The IBM 386SLC is fabricated using a 0.9-micron CMOS pro­
cess with three layers of metal. The design employs about 
875,000 transistors on a die that measures 500 mils x 500 mils, 
or 250,000 mils2 (161 mm2). 
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Since the device is not technically a commercial product, it 
would be inappropriate to say it is "offered" or "available" in any 
particular configurations. However, the 386SLC data sheet 
states that the part is housed in a 100-lead MQFP (metal quad 
flat package) with the same physical dimensions and pinout as 
the Intel or AMD PQFP. Operation is specified for supply volt­
ages between 4.5 V and 5.5 V, and the data sheet gives timing 
specifications for device operation with core frequencies of 16, 
20, or 25 MHz. 
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10.2 The IBM BL486SLC2 
Microprocessor 
The BL486SLC2 is an enhanced implementation of the IBM 
386SLC, with twice the amount of on-chip cache, a software­
controlled on-chip clock doubler, and lower-voltage operation. 
Alas, the part is still constrained by its 386SX-class pinout. 
Table 10-5 summarizes the features and specifications of the 
BL486SLC2 microprocessor. 

Product Name IBM BL486SLC2 

Introduction Date August 1992 

Prognosis Constrained 

Device Integration Level Pipelined 32-bit IEU and PMMU 
16K-byte unified instruction/data cache 
Core-logic frequency-doubler circuitry 

CPU Architecture Level Standard 486 integer instruction set 

Core Technology IBM 486 core 

Pinout Augmented compatible 386SX pinout 

Data Bus Width 16 bits (D15 .. DO) 

Physical Addressability 16MB (Address A23 .. A1 plus BHE#, BLE#) 

Data-Transfer Modes Two cycles minimum per 16-bit transfer 
One-half cycle address pipelining optional 

Cache Support 16K bytes unified I- and D-cache with parity 
Four-way set associative 

Write-through operation only 

Floating-Point Support Optional external i387SX FPU 

Operating Voltage 2.97 V to 3.78 V 

Frequency Options 40-, 50-, or 66-MHz core operation 

Clocking Regime Core operating frequency = 1 x Clkin 

Active Power Dissipation 3.0 W@ 3.6 V and 66 MHz (worst case) 

Power-Control Features IBM system-management mode extensions 

Process Technology 0.8µ four-layer-metal CMOS 

Die Size 303 mils x 354 mils (107,000 mm2) 
7.7 mm x 9.0 mm (70.3 mm2) 

Transistor Count 1 ,349,000 transistors 

Package Options 100-pin metal quad flat pack 

Table 10-5. IBM BL486SLC2 feature summary. 

Cache Configuration The biggest addition to the BL486SLC2 over its 386SLC prede­
cessor-in raw die area if nothing else-is its newly enlarged 
and refined cache design. Total capacity has been doubled to 
16K bytes, and now accounts for more than two-thirds of the 
total device transistor count. Just as important to cache-design 
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fans is the fact that the cache is now four-way set associative, 
like the caches in the 486SX and 486DX products from Intel, 
AMD, and Cyrix. Academicians would contend that doubling 
the set associativity should have as much effect on improving 
hit rates as doubling raw capacity. 

The cache still supports parity, still has a 16-byte line size, is 
still write-through only, and still allocates and reloads new 
cache lines on writes. If IBM's data sheet is to be taken literally, 
the cache institutes a full least-recently-used (LRU) line­
replacement algorithm. Intel's follows a "pseudo-LRU" 
approach that requires just four "valid" bits and three usage­
state bits per four-way set. The IBM approach, if truly uncom­
promised, would require at least a couple of extra bits, and con­
siderably messier way-selection logic. (Oh, those aesthetic IBM 
designers!) 

Clocking Regimes The other major change to the BL486SLC2 is its clock­
generation circuit. The device contains an on-chip clock doubler 
such that the core may execute instructions at twice the fre­
quency of the bus interface. Note, though, that since the bus 
divides the frequency of the CLK2 input signal by two, the net 
effect is merely to restore operation of a lx clock. 

In order to enable the clock-doubling capability, software must 
initialize a configuration register. Once doubling has been 
enabled, though, it may not be disabled short of reinitiating a 
full hardware reset. In order to later reduce the clock frequency, 
the clock-doubler logic must first be brought back in phase with 
the external clock input. The BL486SLC2 defines both hard­
ware and software protocols for doing so. 

System Interface The IBM BL486SLC2 system interface is essentially identical 
to that of the 386SLC, and is shown in Figure 10-4. In addition 
to the system interface signals defined for the 386SLC, two new 
pin functions have been added to the part, as shown in 
Table 10-6. 
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When operating in clock-doubled mode, the on-chip doubling 
circuitry is not able ·to tolerate dynamic changes to the input 
clock frequency. Asserting DFS_REQ# instructs the CPU to drop 
back out of PLL operation and resynchronize itself with the 
externally supplied clock. 

Once that has been accomplished, the processor will assert the 
DFS_RDY# signal, informing the external system that it may now 
safely alter its input clock, for example to reduce power during 
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BL486- Replaces 

Symbol Dir Signal Name/Function 
SLC2 386SX 
PQFP PQFP 
Pin# Signal 

DFS_REQ# In Dynamic frequency change request 20 N.C. 

KEN#/ 1/0 In: Cacheability enabled for system data 29 N.C. 
DFS_RDY# Out: Cacheability allowed, cache-

reload in progress, write-buffer output 
request pending, or dynamic frequency 
change request ready (note 1) 

Table 10-6. IBM BL486SLC2 special interface signals. 

note 1 : pin direction/function determined by software-configuration register 

idle periods. When DFS_RDY# is deasserted, internal clock opera­
tion will resume whatever mode was set when the clock-configu­
ration register was initialized. (Curiously, IBM selected pin 
29-KEN#-to perform the DFS_RDY# handshake function. This 
was the one pin on the package already being forced to juggle 
one other input and three other output functions.) 
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Arbitration 2_ 
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Coprocessor ) 
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Figure 10-4. IBM BL486SLC2 system interface. 
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c 
L 
K 
M 
D 

RESERVED Model-Specific Register 1002H 

1 
t,_ ______ Core clock mode: (000) =bus elk; (011) = 2 x bus elk l ~----- Request dynamic frequency shift 

Dynamic frequency shift ready 
~------ Enable external dynamic frequency shifting 

Figure 10-5. IBM BL486SLC2 model specific register 1002H 

The instruction set of the BL486SLC2 is identical to that of the 
IBM 386SLC. The programming models of the two parts are the 
same, with a few minor enhancements. MSR lOOOH and 
MSR lOOlH contain all the same bits and perform all the same 
functions as on the 386SLC. In addition, MSR lOOOH of the 
BL486SLC2 implements three additional bit functions: 

• CPGE (bit 16), when set, will force the on-chip cache parity 
logic to intentionally store the incorrect parity value for 
testing purposes. 

• BUSRD (bit 17), when set, forces all memory read cycles to 
be made from the external bus, even if the on-chip cache is 
enabled and detects a hit. Values read from memory will be 
copied into the cache, and memory system coherency is 
maintained. 

• LWPLA (bit 18), when set, disables power to dynamic on­
chip PLAs when operating in Halt mode. Additional cycles 
will be needed to re-enable PLAs in response to external 
events. 

Finally, a new model-specific register has been added to the 
486DLC2. MSR 1002H contains just six bits, which configure 
the on-chip clock circuitry as shown in Figure 10-5. Bits 29 
through 27 enable a software-controlled protocol for software 
dynamically changing the external clock input, following a 
handshake sequence analogous to the hardware handshake 
described above. 

Vital Statistics The BL486SLC2 is fabricated using a 0.8-micron CMOS process 
with four metal layers. Its die measures 7.7 mm x 9.0 mm, and 
(according to the data sheet) contains 1,349,000 transistors-
10% more than Intel's full 486DX implementation-more than 
two-thirds of which are contained in the cache! Compared with 
the IBM 386SLC, the newer part packs more than half again as 
many transistors onto a die just 43% as large, for nearly 3.5x 
the device density. 
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Subject to the productization caveats of the previous section, 
the BL486SLC2 data sheet states that the part is housed in the 
same 100-lead MQFP as the 386SLC. The data sheet gives tim­
ing specifications for device operation with bus frequencies of 
20, 25, or 33 MHz, with core operation up to 66 MHz. Supply 
voltages must be between 2.97 V and 3.78 V (Oh, those fussy 
IBM designers!) for core operation up to 25 MHz, or between 
3.42 V and 3.78 V for core operation from 40 to 66 MHz. 
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10.3 The IBM BL486SX2/SX3 "Blue 
Lightning" Microprocessor 

© 1994 MicroDesign Resources 

The official designation for IBM's highest-end proprietary 
386SX-pinout microprocessor is the BL486SX2/SX3, but the 
device was introduced and has been widely promoted as "Blue 
Lightning," the code-name under which it was developed. The 
device is similar to the IBM BL486SLC2, but it uses a 386DX­
class pinout in which address and data buses are a full 32 bits, 
and adds it aconfigurable clock-doubling or -trebling capability 
in order to allow core operation up to 100 MHz. Table 10-7 sum­
marizes the features and specifications of the part. 

Product Name IBM BL486SX2/SX3 ("Blue Lightning") 

Introduction Date August 1993 

Prognosis Fading fast 

Device Integration Level Pipelined 32-bit IEU and PMMU 
16K-byte unified instruction/data cache 

Core-logic frequency-tripler circuitry 

CPU Architecture Level Standard 486 integer instruction set 

Core Technology IBM 486 core 

Pinout Augmented compatible 386DX pinout 

Data Bus Width 32 bits (D31 .. DO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes Two cycles minimum per 32-bit transfer 
One-half cycle address pipelining optional 
Dynamic bus resizing for 16-bit transfers 

Cache Support 16K bytes unified I- and D-cache with parity 
Four-way set associative 

Write-through operation only 

Floating-Point Support Optional external 387DX-class FPU 

Operating Voltage 3.0 Vto 3.6 V 

Frequency Options 25- or 33-MHz bus clock 
50-, 66-, 75-, or 100-MHz core operation 

Clocking Regime · Core operating frequency = 2 x or 3 x Clkin 

Active Power Dissipation 4.0 W@ 3.3V and 100-MHz (worst-case) 

Power-Control Features I BM system management mode extensions 

Process Technology 0.8µ four-layer metal CMOS 

Die Size (82 mm2) 

Transistor Count 1.43M transistors 

Package Options 132-pin metal quad flat pack 

Table 10-7. IBM BL486SX2/SX3 "Blue Lightning" feature summary. 
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DevJ 
Control l 

Bus) 
Arbitration (_ 

Interrupts I 
Coprocessor ~ 

Interface (_ 

Vee 

CLK2 ADS# 

RESET PWIADS# 
FLT# DIC# 
SXMODE M/10# 
DFS_REQ# W/R# 
DFS_RDYt 

LOCK# 

IBM tKEN# 
HOLD FLUSH# 

HLDA BL486SX2/SX3 

System 
A31 .. A2 

PWI# BE3# .. 
NMI Interface BEO# 
INTR 

D15 .. DO 

PEREQ 
A20M# 

BUSY# NA# 
ERROR# BS16# 

READY# 

(t = shared pin; see text) PWIRDY# 

Vss 

Figure 10-6. IBM BL486SX2/SX3 system interface. 

} Bus Cycle Cont~ 
} Cache Control 

l Address Bus 

1 Data Bus 

l Bus~rus 

System Interface The BL486SX2/SX3 system interface resembles that of a con­
ventional 386DX device, with the addition of the IBM enhance­
ment signals defined for the BL486SLC2. Figure 10-6 shows the 
BL486SX2/SX3 system interface schematically. Table 10-8 lists 
BL486SX2/SX3 signals not included in the standard 386DX 
pinout. Each of these signals functions as described above for 
other IBM processors. 

Because of its wider bus interface, the BL486SX2/SX3 can refill 
a cache line in just half as many transfers. Again, though, the 
transfer order departs from the standard defined by 486DX­
class processors. This order is shown in Table 10-9. 

Vital Statistics The BL486SX2/SX3 die weighs in at 82 mm2 and is fabricated 
using a 0.8-micron CMOS process with four metal layers. The 
part is housed in a 386DX-compatible 132-pin metal QFP pack­
age, and is specified for operation at bus frequencies of 25 or 
33 MHz. Depending on whether the clock is doubled or tripled, 
the core may operate at frequencies of 50, 66, 75, or 100 MHz. 
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Symbol Direction Signal Name/Function 

HOLD In Default: Hold outputs for other master 
Optional: Hold outputs and flush cache 

ADS#/ FLUSH 1/0 Out: Address strobe; start bus cycle 
Optional In: Start cache snoop cycle or flush entire 
cache (note 2) 

A31..A2 1/0 Out: Address for system bus cycles 
Opt. In: system address for cache snooping 

M/10# 1/0 Out: Defines memory vs 1/0 bus cycles 
Opt In: cycle type for cache snooping 

W/R# 1/0 Out: Defines write vs. read bus cycles 
Opt In: cycle type for cache snooping 

BE3# .. 1/0 Out: Byte high enable, byte low enable 
BEO# In: production test inputs 

A20M# In Address-bit 20 mask 

SXMODE In 386SX bus interface (16-bit bus) mode 

PWI In Power Interrupt request 

PWIADS# Out Power-management memory address strobe 

PWIRDY# In Power-management memory transfer ready 

DFS_REQ# In Dynamic frequency shift request 

KEN#/ 1/0 In: Cacheability Enabled for system data 
DFS_RDY# Optional Out: Cacheability allowed, cache-reload in 

progress, write-buffer output request pending, or 
dynamic frequency shift ready (note 2) 

Table 10-8. IBM BL486SX2/SX3 special interface signals. 

note 1 : standard 386SX pinout defines signal on same pin as output only 
note 2: pin direction/function determined by software-configuration register 

Target Address 

xxxxxxxOH 

xxxxxxx4H 

xxxxxxx8H 

xxxxxxxCH 

1st Word 

xxxxxxxOH 

xxxxxxx4H 

xxxxxxx8H 

xxxxxxxCH 

2nd Word 

xxxxxxx4H 

xxxxxxx8H 

xxxxxxxCH 

xxxxxxxOH 

BL486SX2/SX3 
PQFP Pin# 

28 

39 

104 .. 67 
(with gaps) 

40 

43 

38,33,32,31 

39 

62 

59 

37 

36 

60 

61 

3rd Word 

xxxxxxx8H 

xxxxxxxCH 

xxxxxxxOH 

xxxxxxx4H 

Table 10-9. IBM BL486SX2/SX3 cache-line fill order. 

© 1994 MicroDesign Resources 

Replaces 
386SX PQFP 

Signal 

(note 1) 

(note 1) 

(note 1) 

(note 1) 

(note 1) 

(note 1) 

N.C. 

N.C. 

N.C. 

N.C. 

N.C. 

N.C. 

N.C. 

4th Word 

xxxxxxxCH 

xxxxxxxOH 

xxxxxxx4H 

xxxxxxx8H 
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10.4 The IBM BL486DX and BL486DX2 
Microprocessors 
The BL486DX and BL486DX2 are licensed second-source ver­
sions of the Cyrix Cx486DX and Cx486DX2. Table 10-10 sum­
marizes the general features and specifications of the BL486DX 
and BL486DX2 products. 

Product Names IBM BL486DX and BL486DX2 

Introduction Date June 1994 

Prognosis Encouraging 

Device Integration Level Pipelined 32-bit IEU and PMMU 
Microcoded BO-bit floating-point unit 

BK-byte unified instruction/data cache 

CPU Architecture Level Standard 4B6 integer and FPU instruction sets, 
augmented with Cyrix SMM extensions 

Core Technology Cyrix-designed static 4B6 core 

Pinout Augmented compatible 4B6DX pinout 

Data Bus Width 32 bits with parity (D31 .. DO plus DP3 .. DPO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes Same as i4B6DX, plus optional burst-mode data 
write-back capability 

Cache Support BK bytes unified I- and D-cache 
Two-way set associative 

Write-through or copy-back operation 

Floating-Point Support Built-in high-performance microcoded FPU 

Operating Voltage BL4B6DX, BL4B6DX2: 4.75 V to 5.25 V 
BL4B6DX-V, BL4B6DX2-V: 3.0 V to 3.6 V 

Frequency Options BL4B6DX: 33-, 40-, or 50-MHz operation 
BL4B6DX2: 50- and 66-MHz core frequency 

BL4B6DX-V: 33- or 40-MHz operation 
BL4B6DX2-V: 50-, 66-, or BO-MHz core freq 

Clocking Regime BL4B6DX, BL4B6DX-V: Core freq = 1 x Clkin 
BL4B6DX2: Core operating freq = 2 x Clkin 

Active Power Dissipation BL4B6DX: 6.14 W @ 5.25 V and 50 MHz 
(worst-case) BL4B6DX2: 6.96 W @ 5.25 V and 66 MHz (core) 

BL4B6DX-V: 2.45 W @ 3.6 V and 40 MHz 
BL4B6DX2-V: 3.42 W @ 3.6 V and BO MHz (core) 

Power-Control Features Stopped-clock and suspend-mode operation 
plus Cyrix-style SMM extensions 

Process Technology 0.Bµ two-layer-metal CMOS 

Die Size 476 mils x 4BO mils (22B,OOO mils2) 

Transistor Count 900,000 transistors 

Package Options 16B-pin PGA or 196-pin Plastic QFP 

Table 10-10. IBM BL486DX and BL486DX2 feature summary. 
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Vee 

CLK ADS# 
UP# SM ADS# 
RESET DIC# 
WM_RST M/10# Cycle Control 

W/R# 

BLAST# 

SUSP# 
LOCK# 

SUS PA# 
PLOCK# 

IBM RPLVAL# 

RPLSET1 .. 0 

BREQ BL486DX PWT Cache Control 

BOFF# 
KEN# 

and 
HOLD 

HLDA BL486DX2 
Address Bus 

System BE3# .. 
BEO# 

Interface 
031 .. DO <=> 

FLUSH# PCHK# Data Bus 

DP3 .. DPO ¢=:> 
SMI# 

NMI A20M# 

INTR 
BS16# 

BSB# 
FERR# Bus Status 
IGNNE# ROY# 

BROY# 

Vss 

Figure 10-7. IBM BL486DX and BL486DX2 system interface. 

The BL486DX and BL486DX2 contain the same core technology 
as the Cyrix 486 product family. The devices integrate a math 
copro~essor on chip, and include SK bytes of copy-back cache. 
The devices implement the full 486 integer and floating-point 
instruction sets, plus the Cyrix-defined configuration control 
registers and system management instruction-set extensions. 
See the description of the Cx486DX and Cx486DX2 in 
Chapter 9 for details. 

System Interface The BL486DX and BL486DX2 are upwardly compatible with 
the standard i486DX PGA pinout, and provide the same system 
interface as the Cx486DX and Cx486DX2, as shown in 
Figure 10-7. 

© 1994 MicroDesign Resources 



310 Part Ill The Products 

Vital Statistics The BL486DX and BL486DX2 die contains 900,000 transistors 
and measures 476 x 480 mil (228,000 mils2) on a 0.8-micron pro­
cess. 

If the data sheet is to be believed, the BL486DX family avail­
able in a variety of voltage, frequency, and packaging options. In 
practice, the only versions IBM seems to be building or promot­
ing are the top-of-the-line BL486DX2 parts. The 5-V BL486DX2 
is currently offered only in a standard 168-pin PGA package at 
frequencies of 50 or 66 MHz. In the 3.3-V domain, the 
BL486DX2-V is offered in either the PGA package or an Intel­
compatible 208-lead PQFP, in variations that allow 50- or 66-
MHz maximum core operation. An 80-MHz version requires a 
4.0-V supply. 
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10.5 Futures 

© 1994 MicroDesign Resources 

I_f ever there was a company that knew how to keep its future 
plans under wraps, IBM is it. This is due in part to IBM's long 
experience with the value of intellectual property and company 
secrets, and to a corporate culture deeply set against tipping its 
hand. At least as big a factor, though, is the fact that IBM is so 
large, has had such an erratic history, and is in such apparent 
internal disarray, that there may well not be anyone within IBM 
who knows what strategic direction the company is likely to 
take. Future market forces are not always knowable, and IBM 
has the financial wherewithal to cover its bases on any number 
of fronts, to redeploy its resources, and to decide after the fact 
whether to introduce development projects or kill them as mar­
ket opportunities arise or disappear. 

In the short term, though, the agreement with Cyrix should let 
IBM Microelectronics market the full Cyrix product line. IBM 
and Cyrix are redesigning the parts for a three-layer version of 
IBM's 0.7-micron process. This should result in a considerable 
die size reduction and speed increase. Such chips would be 
capable competitors to the IntelDX4 line-especially if the 
cache size were increased. 

IBM also has rights to use the Cyrix CPU cores inASICs, which 
could be valuable in building highly integrated chips for sub­
notebook and hand-held computers for OEM customers or for 
the IBM PC Company. IBM will undoubtedly also second-source 
the Cyrix "Ml" processor, which is targeted at a 0.65-micron, 
four-layer-metal CMOS process similar to that used by IBM for 
the PowerPC 603 and 604. 

IBM has said it will continue to enhance the Blue Lightning 
product line, but more likely its focus for the Pentium-class 
market will be on high-end CPUs from Cyrix and NexGen. 
Many of the engineers who worked on Blue Lightning have 
reportedly been transferred to PowerPC, and it now appears 
that IBM's internal efforts are focused on retrofitting x86 sup­
port into the PowerPC/x86 hybrid chips-using, no doubt, tech­
nology acquired from C&T, Cyrix, and N exGen. 
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10.6 Commentary 
To its credit, IBM is one of very few semiconductor makers in 
the world that offers foundry customers its leading-edge process 
technology. In addition to providing the needed capacity to 
Cyrix and N exGen, IBM processes should enable high clock 
rates and produce competitively sized die. The company also 
possesses the all-important Intel patent license that may pro­
vide protection from Intel's legal assaults. 

IBM's agreement to manufacture microprocessors for Cyrix and 
market them under the IBM Microelectronics name puts IBM 
into direct competition with Intel. The deal is with IBM Micro­
electronics, not the IBM PC Company, but the PC Company will 
presumably be more interested in the Cyrix designs now that 
they will be made by IBM-at least the stability and capacity of 
the manufacturer shouldn't be in question. As the one-time 
largest maker of PCs (now fallen to #2 or #3), IBM would be a 
valuable design win for Cyrix's processors. 

The agreement enables IBM to compete unfettered in the mer­
chant market for x86 processors for the first time. IBM may 
consume internally or sell on the open market only as many 
chips as it supplies to Cyrix, which ensures that IBM will gain 
no more than a 50% market share of the Cyrix-designed chips. 

Still, the IBM/Cyrix combination could easily overtake AMD for 
the number two spot in the x86 market. IBM will not quantify 
its production capacity, but claims it won't likely become pro­
duction limited any time soon. Sources indicate that IBM could 
allocate just 10% of its fab capacity to Ml-class processors and 
still fabricate millions of units per year. 

Strategic Direction IBM's foundry agreements shed new light on its decision not to 
endorse Pentium. IBM would like to reduce its dependence on 
Intel and is perhaps also motivated by a desire to blunt Intel's 
power. Also, the BiCMOS Pentium would have required IBM to 
make significant investments to provide a compatible process. 
The Ml is a CMOS device and is being designed for IBM's pro­
cess technology. Besides, Intel would have surely refused to let 
IBM sell Pentia on the merchant market. 

That IBM would depend on an outside supplier for its x86 pro­
cessor designs is indicative of its strategic focus on PowerPC. 
The x86 processors represent an opportunity to produce consid-
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erable near-term revenue at high profit margins, while the 
PowerPC family will take longer to reach comparable volumes. 

IBM's foundry deals with Cyrix and N exGen might inadvert­
ently have a negative impact on the PowerPC. IBM's participa­
tion in the market will undoubtedly force the price of high-end 
x86 performance down, thereby making x86 chips stronger com­
petitors to the PowerPC and reducing any price/performance 
advantages of the RISC line. 

Yet, given the immense size and high profits of the x86 market, 
IBM may feel it has no choice but to grab on. With its large pro­
duction capacity, advanced process technology, and established 
brand name now combined with Cyrix's designs, Intel's one­
time benefactor and white knight may soon transmogrify itself 
into Intel's worst nightmare. 

Terminology Footnote It's often difficult for those outside the IBM fold to digest the 
company's documentation. Table 10-11 is presented here as a 
guide to the uninitiated. 

When IBM says: What IBM really means is: 

RWM RAM 

ROS ROM 

Module Integrated Circuit 

Planar Motherboard 

Hard file Hard-disk drive 

Cache macro Cache 

Control Store Microcode 

Cycle Time 1/Clock Freq 

Pin 006 Pin 6 

2.97V 3V 

X'00001000' 1000H 

ICE/PWI Mode SMM 

RCVR Input signal 

BIOi Bidirectional 110 signal 

TS COD Tri-state output signal 

Table 10-11. Neophyte's IBM-to-English phrase book. 

10. 7 For More Information ... 

© 1994 MicroDesign Resources 

Additional technical information on the IBM 386 and 486 prod­
uct lines may be found in the following publications: 



314 Part Ill The Products 

Vendor Publications 1: 386SLC Microprocessor Data Sheet. International Busi­
ness Machines, 1992. (Primary 386SLC product technical 
reference.) 

2: 486SLC2 Microprocessor Data Sheet. International Busi­
ness Machines, 1993. (Primary 486SLC2 product technical 
reference.) 

3: Blue Lightning Microprocessor Data Sheet. International 
Business Machines, 217 /94, order #MPIBLS-DBU. (Pri­
mary technical reference for the BL486SX2 I SX3.) 

4: Databook, 3 and 5 Volt Microprocessors. International 
Business Machines Corporation, 1994, order 
#MPIDX2DSU-Ol. (Primary BL486DX and BL486DX2 
product technical reference; actually a repackaged copy of 
the Cyrix Cx486DX databook, including the Cyrix copyright 
statement; quite possibly the first book in history to place its 
even numbered pages on the right!.) 

Microprocessor 5: IBM to Make 386SX Variant with Cache. MPR vol. 5 no. 17, 
9/18/91, pg. 5. (Most Significant Bits item.) Report Articles 

6: IBM Announces Upgrade with Enhanced 386SX. MPR vol. 
5 no. 19, 10/16/91, pg. 5. (Most Significant Bits item.) 

7: IBM and Intel To Jointly Develop x86 Chips*. Michael 
Slater, MPR vol. 5 no. 22, 12/4/91, pg. 18. (Most Significant 
Bits item.) 

8: IBM Previews 386SLC Follow-On. MPR vol. 6 no. 4, 
3/25/92, pg. 5. (Most Significant Bits item.) 

9: IBM Selling 386SLC Processor Modules. MPR vol. 6 no. 11, 
8/19/92, pg. 5. (Most Significant Bits item.) 

10: IBM Demonstrates 100-MHz "Blue Lightning". MPR vol. 6 
no. 16, 12/9/92, pg. 5. (Most Significant Bits item.) 

11: IBM Makes Its 486SLC2 Available via OEMs. MPR vol. 7 
no. 5, 4/19/93, pg. 5. (Most Significant Bits item.) 

12: IBM Announces Clock-Tripled 486. MPR vol. 7 no. 10, 
812193, pg. 4. (Most Significant Bits item.) 

13: PowerPC May Emulate x86 in Hardware. MPR vol. 7 no. 
12, 9/13/93, pg. 3. (Most Significant Bits item.) 

14: PC Market Centers on Growing 486 Family. Michael Slater, 
MPR vol. 8 no. 1, 1/24/94, pg. 1. (Cover story.) 

15: IBM, Intel Revise x86 Pact. MPR vol. 8 no. 2, 2/14/94, pg. 5. 
(Most Significant Bits item.) 
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16: IBM Picks Up C&T's x86 Code. MPR vol. 8 no. 5, 4/18/94, 
pg. 5. (Most Significant Bits item.) 

17: IBM and Cyrix Ink Five-Year Pact. Michael Slater, MPR 
vol. 8 no. 6, 5/9/94, pg. 10. (Feature article.) 

18: Cyrix, IBM Deliver First Fruit of Partnership. MPR vol. 8 
no. 8, 6/20/94, pg. 5. (Most Significant Bits item.) 

19: NexGen, IBM Finally Come to Terms. MPR vol. 8 no. 8, 
6/20/94, pg. 5. (Most Significant Bits item.) 

Other Periodicals 20: Rethinking IBM. Judith Dobrzynski, Business Week, 
10/4/93, pg. 86. (Business viewpoint of Lou Gerstner's first 
six months.) 

© 1994 MicroDesign Resources 

(*Note: Items marked with an asterisk are available in Under­
standing x86 Microprocessors, a collection of article reprints 
from Microprocessor Report.) 





11 Texas Instruments 486 
Microprocessors 

Texas Instruments entered the x86 market as a foundry and 
licensed second source for the full Cyrix 486 microprocessor 
family in 1992. As one of the oldest and largest semiconductor 
companies in the country, TI lent a level of manufacturing cred­
ibility and a cachet of legal protection to upstart Cyrix. Cyrix's 
demonstrated design skills, in turn, lent a level of technical 
credibility to Tl's production lines. 

In 1993, a rift developed between the two companies, and Cyrix 
shifted production to SGS-Thomson and, more recently, to IBM. 
TI was left with the right to continue building and selling the 
first-generation products, and to adapt the existing Cyrix core 
for use in its own proprietary designs. 

In 4Q93 and 1Q94, TI introduced three families of derivative 
products. This chapter reviews each of the products currently in 
the Texas Instruments stable, both the parts second-sourced 
from Cyrix and its own proprietary products. 
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11.1 The Tl486SLC/E and Tl486SLC/E-V 
Microprocessors 
The TI486SLC/E is Texas Instruments' designation for its 
second-sourced version of the (more or less) equivalent 
Cx486SLC/e device. The TI486SLC/E-V is Texas Instruments' 
version of the Cx486SLC/e-V. Table 11-1 summarizes the gen­
eral features and specifications of these parts. 

Product Names Texas Instruments Tl486SLC/E and Tl486SLC/E-V 

Introduction Date 
Tl486SLC/E: October 1992 

Tl486SLC/E-V: January 1993 

Prognosis Embedded-ridden 

Device Integration Level 
Pipelined 32-bit IEU and PMMU 

1 K-byte unified instruction/data cache 

CPU Architecture Level 
Standard 486 integer instruction set 

plus Cyrix-style SMM extensions 

Core Technology Cyrix-designed static 486 core 

Pinout Augmented compatible 386SX pinout 

Data Bus Width 16 bits (D15 .. DO) 

Physical Addressability 16MB (Address A23 .. A 1 plus BHE#, BLE#) 

Data-Transfer Modes Same as 386SX 

1 K bytes unified I- and D-cache 
Cache Support Direct mapped or two-way set associative 

Write-through operation only 

Floating-Point Support Optional external 387SX-class FPU 

Operating Voltage 
Tl486SLC/E: 4.75 V to 5.25 V 
Tl486SLC/E-V: 3.0 V to 3.6 V 

Frequency Options 
Tl486SLC/E: 25-, 33-, or 40-MHz core operation 

Tl486SLC/E-V: 25-MHz core operation 

Clocking Regime Core operating frequency= 1/2 x Clkin 

Active Power Dissipation Tl486SLC/E: 3.0 W @ 5.0 V and 33 MHz 
(worst case) Tl486SLC/E-V: 0.95W @ 3.3 V and 25 MHz 

Power-Control Features 
Stopped-clock and suspend-mode operation 

plus Cyrix-style SMM extensions 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 410 mils x 410 mils (110 mm2) 

Transistor Count 600,000 transistors 

Package Options 100-pin PQFP 

Notes Contains the same die as the Cx486SLC/e 

Table 11-1. Tl486SLC/E and Tl486SLC/E-V feature summary. 

These parts are fabricated under license from Cyrix, using the 
Cyrix database. They provide essentially the same on-chip 
resources, cache configurations, instruction-set extensions, 
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Vee 

Device I CLK2 ADS# 

} Cycle Control 

Control RESET SMADS# 

DIC# 
FLT# 

M/10# 
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Power I SUSP# 

Management SU SPA# LOCK# 

Texas l Cache Control 
KEN# 

Bus I HOLD 
Instruments FLUSH# 

Arbitration HLDA 

Tl486SLC/E A23 .. A1 I Bus Address 

Interrupts I System 
BHE# 

SMI# 

NMI Interface BLE# 

INTR 1 Bus Data D15 .. DO 

Coprocessor ~ PEREQ 

Interface BUSY# A20M# I Bus Status 
ERROR# 

NA# 

RDY# 

Vss 

Figure 11-1. Tl486SLC/E and Tl486SLC/E-V system interface. 

device-configuration registers, system interfaces, package 
types, and pinouts as the originals. Neither device provides any 
on-chip support for :floating-point operations, although each can 
be used in conjunction with a standard 386SX-class :floating­
point coprocessor. 

System Interface Figure 11-1 shows that the Tl486SLC/E and Tl486SLC/E-V 
provide a system interface derived from a standard 386SX. 
Table 11-2 lists each of the Tl486SLC/E signals not defined for 
the standard 386SX pinout. 

Each of these signals performs the same function as the corre­
sponding signal on a Cx486SLC/e device; refer to Chapter 9: 
Cyrix 486 Microprocessors for technical details on the Cyrix 
Cx486SLC/e-family pinout. 

Compatibility The Texas Instruments devices' system interface does differ, 
however, from their Cyrix forebears' in two ways, both minor. 

© 1994 MicroDesign Resources 
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Replaces 
386SX 

Tl486SLC/E PQFP 
Symbol Direction Signal Name/Function PQFP Pin# Signal 

A20M# In Address-bit 20 mask 31 N.C. 

KEN# In 
Cacheability enabled 

29 N.C. 
for requested data 

FLUSH# In Flush cache data 30 N.C. 

SMI# 1/0 SMM interrupt request/active 47 N.C. 

SMADS# Out SMM memory address strobe 20 N.C. 

SUSP# In Suspend normal execution 43 N.C. 

SU SPA# Out Suspend mode acknowledge 44 N.C. 

Table 11-2. Tl486SLC/E special interface signals. 

First, for some inexplicable reason, Texas Instruments chose 
not to bond out the RPLVAL# or RPLSET signals defined by the 
Cyrix devices. In the Cyrix design, RPLVAL# and RPLSET make it 
possible for system designers to build a set-associative second­
level cache that maintains an inclusion relationship with the 
on-chip cache. Doing so would increase processor efficiency, 
since modifications to shared external memory would not need 
to flush the on-chip cache unless the second-level cache cir­
cuitry detects a hit. 

TI may have considered these two signals to ·be of minimal 
value, since most PC chip sets designed for 486-class bus inter­
faces do not make use of these pins. Or perhaps the Texas 
Instruments licensing agreement with Cyrix demanded that 
minor differences be introduced in device functionality. Or pos­
sibly TI needed additional pins for internal testing purposes, 
and chose for some reason to appropriate these two. Whatever 
the rationale, as a result of this differentiation, the TI devices 
may not be directly interchangeable with certain systems 
designed according to the Cyrix specifications. 

A second distinction between the TI and Cyrix designs concerns 
the interpretation of bit 0 of device-configuration register 
CCRl. In the Cyrix parts this bit had served to optionally 
enable RPLVAL# and RPLSET. In the TI family the bit is, of course, 
undefined, and reserved for future use. In principle, this may 
preclude the use of TI parts with certain BIOS ROMs or config­
uration utilities intended for Cyrix devices, though systems 
based on the TI devices would presumably not attempt to 
enable this function. 
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Vital Statistics The die used by the TI486SLC/E and TI486SLC/E-V are the 
same as the Cyrix equivalents and are fabricated using the 
same 0.8-micron, two-layer-metal CMOS process technology. 
The die contains approximately 600,000 transistors, and mea­
sures 410 x 410 mils. Each is housed in a standard 100-pin 
PQFP package. The (5-V) TI486SLC/E device is available in 25-, 
33-, and 40-MHz variations. The (3.3-V) TI486SLC/E-V is only 
available at 25 MHz. 

© 1994 MicroDesign Resources 
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11.2 The Tl486DLC/E and 
Tl486DLC/E-V Microprocessors 
The TI486DLC/E and TI486DLC/E-V are Texas Instruments' 
designations for enhanced versions of the Cyrix Cx486DLC 
device. Table 11-3 summarizes the general features and specifi­
cations of these parts. 

Product Names Texas Instruments Tl486DLC/E and Tl486DLC/E-V 

Introduction Date 
Tl486DLC/E: October 1992 
Tl486DLC/E-V: March 1993 

Prognosis Terminal 

Device Integration Level 
Pipelined 32-bit IEU and PMMU 

1 K-byte unified instruction/data cache 

CPU Architecture Level 
Standard 486 integer instruction set 

plus Cyrix-style SMM extensions 

Core Technology Cyrix-designed static 486 core 

Pinout Augmented compatible 386DX pinout 

Data Bus Width 32 bits (D31 .. DO) 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes Same as 386DX 

Cache Support Same as T1486SLC/E 

Floating-Point Support Optional external 387DX-class FPU 

Operating Voltage 
Tl486DLC/E: 4.75 V to 5.25 V 
Tl486DLC/E-V: 3.0 V to 3.6 V 

Frequency Options 
T1486DLC/E: 33- or 40-MHz core operation 

Tl486DLC/E-V: 25- or 33-MHz core operation 

Clocking Regime Core operating frequency= 1/2 x Clkin 

Active Power Dissipation 
Tl486DLC/E: 3.5 W @ 5.0 V and 40 MHz 

Tl486DLC/E-V: 1.25 W @ 3.3 V and 33 MHz 

Power-Control Features 
Stopped-clock and suspend-mode operation 

plus Cyrix-style SMM extensions 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 410 mils x 410 mils (110 mm2) 

Transistor Count 600,000 transistors 

Package Options 132-pin PGA 

Notes Contains same die as Tl486SLC/E 

Table 11-3. Tl486DLC/E and Tl486DLC/E-V feature summary. 

The TI486DLC/E and TI486DLC/E-V are also fabricated from a 
design database and mask set provided by Cyrix, but they 
include features not present on the original (now discontinued) 
Cyrix products. Specifically, the instruction set and pinout 
enhancements incorporated into the "/e" versions of the 
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ERROR# READY# 

BS16# 

-
Vss 

Figure 11-2. Tl486DLC/E and Tl486DLC/E-V system interface. 

Cx486SLC-family devices are enabled in the TI486DLC/E 
family as well. 

System Interface The TI486DLC/E and TI486DLC/E-V system interface closely 
resembles that of a standard 386DX, as shown in Figure 11-2. 

As the "IE" suffix might imply, the system interface for these 
parts supports the same enhancement signals defined for the 
TI486SLC/E. Table 11-4 summarizes the nam,es and functions 
of the TI486DLC/E signals not provided by the standard 386DX 
pinout, and the pins to which each is assigned. 

Each of these signals performs the same function as on a 
Cx486SLC/e or TI486SLC/E device. Consult the related signal 
descriptions in Chapter 9 for details. Once again, though, the 
TI chips do not bond out the RPLVAL# and RPLSET signals defined 
by the original Cyrix design. 

Vital Statistics The TI486DLC/E and TI486DLC/E-V contain the same die, 
with the same design characteristics, as the TI486SLC/E and 
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324 Part Ill The Products 

Replaces 
386DX 

Tl486DLC/E PGA 
Symbol Direction Signal Name/Function PGA Pin# Signal 

A20M# In Address-bit 20 mask F13 N.C. 

KEN# 
In 

Cacheability enabled for 
812 N.C. 

requested data 

FLUSH# In Flush cache data E13 N.C. 

SMI# 1/0 SMM interrupt requesVactive C7 N.C. 

SMADS# Out SMM memory address strobe C6 N.C. 

SUSP# In Suspend normal execution A4 N.C. 

SUS PA# Out Suspend mode acknowledge 84 N.C. 

Table 11-4. Tl486DLC/E special interface signals. 

TI486SLC/E-V. Each is housed in a standard 132-pin PGApack­
age. The former, 5-V device is available in 33- and 40-MHz ver­
sions. The latter, 3.3-V, variation comes in 25- and 33-MHz 
flavors. 
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11.3 The Tl486SXLC and Tl486SXLC2 
Microprocessors 

© 1994 MicroDesign Resources 

The Tl486SXLC and Tl486SXLC2 are Tl's first internally 
designed derivatives of the Cyrix CPU core, and the first parts 
to include original features. The devices expand the on-chip 
cache to BK bytes and add clock-doubling capability within a 
486SLC (extended 386SX) pinout. Table 11-5 summarizes the 
general features and specifications of these parts. 

Product Names Texas Instruments Tl486SXLC and Tl486SXLC2 

Introduction Date November 1993 

Prognosis Production 

Pipelined 32-bit IEU and PMMU 
Device Integration Level SK-byte unified instruction/data cache 

Optional clock-doubler circuitry 

CPU Architecture Level 
Standard 486 integer instruction set 

plus Cyrix-style SMM extensions 

Core Technology Cyrix-designed static 486 core 

Pinout Augmented compatible 386SX pinout 

Data Bus Width 16 bits (D15 .. DO) 

Physi~al Addressability 16MB (Address A23 .. A 1 plus BHE#, BLE#) 

Data-Transfer Modes Same as 386SX 

8K bytes unified I- and D-cache 
Cache Support Two-way set associative 

Write-through operation only 

Floating-Point Support Optional external 487SX-class FPU 

Operating Voltage 
Tl486SXLC/SXLC2: 4.75 V to 5.25 V 
Tl486SXLC/SXLC2-Y: 3.0 V to 3.6 V 

Tl48.6SXLC: 33-MHz core operation 

Frequency Options 
Tl486SXLC2: 50-MHz core operation 
T1486SXLC-V: 33-MHz core operation 

Tl486SXLC2-V: 40-MHz core operation 

Clocking Regime 
Tl486SXLC: Core operating freq= 1/2 x Clkin 

Tl486SXLC2: Core freq= 1/2 x or 1 x Clkin 

Active Power Dissipation 
Tl486SXLC2: 2.35 W @ 5.0 V and 50 MHz (w.c.) 
Tl486SXLC2-V: 1.2 W @ 3.3 V and 40-MHz (w.c.) 

Power-Control Features 
Stopped-clock and suspend-mode operation 

plus Cyrix-style SMM extensions 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 130 mm2 

Transistor Count 900,000 transistors 

Package Options 100-lead PQFP 

Table 11-5. Tl486SXLC and Tl486SXLC2 feature summary. 
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With their larger caches and clock-doubled cores, these devices 
take, at least for now, the performance lead among merchant­
market processors in the 16-bit 386SX package. 

While the core processor logic can run at speeds up to 50 MHz, the 
bus interfaces are not spec'd for operation faster than 33 MHz. In 
order to obtain maximum performance, then, system designers 
must choose between running the core and bus at the same 
medium-high frequency, or reducing the bus frequency somewhat 
and doubling the internal clock. 

Clock Circuitry The TI chips are fully static. In contrast to the Cyrix designs, 
Tl's clock-doubling circuitry incorporates an analog phase­
locked loop (PLL), similar to Intel's original i486DX2. As a 
result, the external clock input cannot change frequency as rap­
idly as the Cyrix parts without wreaking havoc on PLL synchro­
nization. The TI chips allow the clock-doubling function to be 
software configured, however, so software can switch the chip 
out of clock-doubled mode to reduce power, and then redouble 
the clock as needed for maximum performance. 

The clock can also be stopped at the output of the PLL to put 
the chip into a low-power standby mode without actually stop­
ping the oscillator input. The clock-multiplier circuit itself thus 
continues to run (and consume power), but operation can 
resume nearly instantly, without incurring the oscillator start­
up and stabilization delays that would be required if the PLL 
were itself to be stopped. 

Vital Statistics The TI486SXLC-family products contain about 900,000 transis­
tors, with a die size of approximately 130 mm2 (200,000 mils2) 
in a 0.8-micron, two-level-metal CMOS process. This is nearly 
twice the area of the 0.8-micron i486SX, which benefits from 
tighter circuit packing and a third metal signal-routing layer. 

Each part includes both 3.3-V and 5-V versions. At 5 V, the 
TI486SXLC operates up to 33 MHz, or 50 MHz (core frequency) 
for the TI486SXLC2. At 3.3 V, the TI486SXLC-V device runs at 
up to 40 MHz, or 50 MHz (internal) with clock doubling. 

Typical power consumption at 40 MHz with a 5-V supply is 
2.5 W or less; at 3.3 V and 33 MHz, typical dissipation is under 
1 W. By comparison, Intel's i486SX has a typical power con­
sumption of 990 mW at 3.3 V and 33 MHz, or just under 3 W at 
5 V and 33 MHz. Thus, the TI and Intel chips consume similar 
power to deliver comparable performance. With the clock 
stopped, typical current drain drops below 20 µA. 
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11.4 The Tl486SXL and Tl486SXL2 
Microprocessors 

© 1994 MicroDesign Resources 

The TI486SXL and TI486SXL2 are Tl's answers to the 
Intel/ AMD 486SX and Cyrix Cx486S families. Each provides 
clock doubling and a reasonable complement of on-chip cache in 
a 486SX-compliant pinout. Table 11-6 summarizes the general 
features and specifications of these parts. 

Product Names Texas Instruments Tl486SXL and Tl486SXL2 

Introduction Date November 1993 

Prognosis Production 

Pipelined 32-bit IEU and PMMU 
Device Integration Level SK-byte unified instruction/data cache 

Optional clock-doubler circuitry 

CPU Architecture Level 
Standard 486 integer instruction set 

plus Cyrix-style SMM extensions 

Core Technology Cyrix-designed static 486 core 

Pin out Augmented compatible 4S6SX pinout 

Data Bus Width 32 bits (D31 .. DO) + per-byte parity 

Physical Addressability 4GB (Address A31 .. A2 plus BE3# .. BEO#) 

Data-Transfer Modes 
Same transfer modes as the 386DX, although pack-

aged with a 4S6SX-class pinout 

SK bytes unified I- and D-cache 
Cache Support Four-way set associative 

Write-through operation only 

Floating-Point Support None; requires 487-style replacement CPU 

Operating Voltage 
Tl4S6SXUSXL2: 4.75 V to 5.25 V 

Tl486SXL-V/SXL2-V: 3.0 V to 3.6 V 

Tl4S6SXL: 33-MHz core operation 

Frequency Options 
Tl4S6SXL2: 50-MHz core operation 
Tl4S6SXL-V: 33-MHz core operation 

Tl4S6SXL2-V: 40-MHz core operation 

Clocking Regime 
Tl486SXL: Core operating freq = 1 x Clkin 

Tl4S6SX2: Core freq = 1 x or 2 x Clkin 

Active Power Dissipation (worst Tl486SXL2: 3.3 W @ 5.0 V and 50-MHz core (w.c.) 
case) Tl486SXL2-V: 0.9 W @ 3.3 V and 40-MHz (w.c.) 

Power-Control Features 
Stopped-clock and suspend-mode operation 

plus Cyrix-style SMM extensions 

Process Technology 0.8µ two-layer-metal CMOS 

Die Size 130 mm2 

Transistor Count 900,000 transistors 

Package Options 100-lead PQFP 

Notes Contains the same die as Tl486SXLC family 

Table 11-6. Tl486SXL and Tl486SXL2 feature summary. 
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The TI486SXL and TI486SXL2 contain the same die as the 
TI486SXLC and TI486SXLC2. Despite the use of a 486SX­
compatible pinout and a full BK bytes of cache, the parts fall 
short of "true" 486SX implementations in two respects. First, 
the CPU core, which is the same as that in the original 
Cx486SLC and Cx486DLC, omits the dedicated address adder 
provided by the Intel and AMD designs and is thus somewhat 
slower at the same core frequency. 

More important, the TI bus interface does not support burst­
mode transfers. Essentially, these chips implement a 386DX­
like bus interface in a 486SX pinout. Using burst mode lets 
Intel and AMD 486SX and 486SX2 devices sustain nearly twice 
the bus bandwidth in the same system motherboard. 

Vital Statistics The TI486SXL and TI486SXL2 contain the same die as the 
TI486SXLC and TI486SXLC2, repackaged in a 168-pin PGA 
housing. At 5 V, the TI486SXL allows operation up to 33 MHz, 
or 50 MHz (core frequency) for the TI486SXL2. At 3.3 V, the 
TI486SXL-V supports clock rates up to 40 MHz, or 50 MHz 
(internal) with clock-doubling enabled. 
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11.5 The Tl "Rio Grande" Processor 
Chip Set 

© 1994 MicroDesign Resources 

"Rio Grande" was the code name for a highly integrated TI pro­
cessor chip set, including a 486-class CPU and two peripheral 
devices, designed for notebook systems. Texas Instruments 
completed product development, formally announced the family, 
built and distributed samples, and then waited in vain for cus­
tomers to appear. None did. After several months with no indus­
try interest TI quietly pulled the plug and let the product line 
die. Table 11-7 summarizes the general features and specifica­
tions of the Rio Grande CPU. 

Product Name Texas Instruments Tl "Rio Grande" 

Introduction Date February 1994 

Prognosis Stillborn 

Pipelined 32-bit IEU and PMMU 

Device Integration Level 
BK-byte unified instruction/data cache 
On-chip DRAM controller and buffers 

On-chip PCI interface control logic and drivers 

CPU Architecture Level 
Standard 486 integer instruction set 

plus Cyrix-style SMM extensions 

Core Technology Cyrix-designed static 486 core 

Pinout Custom 

Data Bus Width 
32-bit PCI system bus 

Separate 32-bit local DRAM bus 

Physical Addressability 4GB (PCI protocol) 

Data-Transfer Modes Custom 

8KB on-chip combined I- and D-cache 
Cache Support Four-way set associative 

Write-through operation only 

Floating-Point Support Optional 386DX-class coprocessor 

Operating Voltage 4.75 V to 5.25 V or 3.0 V to 3.6 V 

Frequency Options 66-MHz core operation 

Clocking Regime 
Core operating freq. = 1 x Clkin 
PCI bus interface= 1/2 x Clkin 

Active Power Dissipation N.A. 

Power-Control Features Static operation plus Cyrix-style SMM 

Process Technology 0.65µ three-layer-metal CMOS 

Die Size 115 mm2 

Transistor Count N.A. 

Package Options 208-lead PQFP 

Table 11-7. Tl "Rio Grande" CPU feature summary. 
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1x clock Clock 
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< 32-bit PCI Bus @ 33 MHz 

Figure 11-3. Tl "Rio Grande" CPU block diagram. 

The Rio Grande CPU was based on the same Cyrix 486 core as 
Tl's other processors. Its cache had the same specifications as 
that on a conventional 486-class CPU: 8 Kilobytes of capacity, a 
16-byte line size, four-way set associativity, write-through 
operation, and an LRU replacement policy. In addition, the inte~ 
grated processor chip contained DRAM memory-control logic, 
on-chip power management circuitry, and a direct-drive PCI 
bus interface (see Figure 11-3). 

Rio Grande did not contain an FPU, although a standard 
387DX-class math coprocessor could be added externally. Nor 
did the part provide any direct support for an external second­
level cache; it was thought that small, low-end notebook sys­
tems wouldn't need such accouterments. 

Note from Figure 11-3 that the DRAM controller and PCI 
bridge connect to the CPU through an internal, conventional 
486-style bus, as though the core modules were implemented 
with discrete components. Since the Cyrix CPU core could not 
support burst-mode transfers, refilling a cache line took the 
equivalent of at least 24 core clock cycles, vs 10 for a 486DX2. 
The "local" bus was, however, clocked at the full CPU speed vs 
the half-speed system bus. 

Depending on the mix of read and write transactions, the 66-
MHz Rio Grande processor bus should have had about the same 
performance as an Intel 33-MHz 486 bus. While this does not 
seem impressive, it means that the faster clock speed, made 
possible by the fact that the entire CPU local bus is contained in 

The Complete x86 



Chapter 11 Texas Instruments 486 Microprocessors 331 

~!9:~f*h~~ 
'Qt~~~~~~ 
er~.§9r 

Graphic~/ ~-
Display ___.r _LCD l 

Controller ~nel_ 

32-bit PC! Bus @ 33 MHz 

Keyboard 

Mouse 

Figure 11-4. Tl "Rio Grande" system interface. 

Parallel 

the Rio Grande processor chip, offset the performance loss 
caused by the lack of burst-mode transactions. A 66-MHz Rio 
Grande should have been similar to a 50-MHz DX2 in perfor­
mance on system-level benchmarks. 

The Rio Grande processor required a full-speed clock input­
that is, a 50- or 66-MHz oscillator for 50- or 66-MHz core opera­
tion. An on-chip PLL further doubled the clock frequency to 
obtain internal timing signals. By combining all high-frequency 
components (i.e., those that ran faster than 33 MHz) on the pro­
cessor chip, Rio Grande reduced the need for fast signal routing 
on the motherboard. Still, the high-speed clock input was a 
cause for concern in system designs that required FCC emis­
sions certification. 

Support Logic The Rio Grande CPU operates as part of a three-chip set. An 
"I/O combo" chip was to provide system logic and handle the 
low-speed I/O interfaces, including serial, parallel, and IDE 
ports. The third chip in the family supported two PCMCIA 
slots. All three were directly interconnected via a 33-MHz PCI 
bus, as shown in Figure 11-4. 

© 1994 MicroDesign Resources 

The combo chip contained most of the system logic and stan­
dard peripherals needed for a simple PC system, including: 

• APCI bus arbiter 

• PC/AT system logic (DMA, interrupts, etc.) 

• One serial port, compatible with the National 16550 

• One Centronics-compatible enhanced parallel port 
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• A fast IDE (hard-disk) interface 

• An 82077SL-compatible floppy-disk controller 

• A real-time clock 

• 128 bytes of battery-backed SRAM 

• An XD bus to support external peripheral expansion 

The combo chip also contained a power-management unit with 
six power states, controlled by activity timers and software 
intervention. The chip could monitor each of the integrated 
peripherals, the VGA frame buffer, the PCI bus, two off-chip 
peripherals, and four interrupt requests. The combo chip had a 
pulse-width-modulated output that controls the brightness of 
the LCD backlight. The system can resume processing after a 
power-down due to a variety of interrupts and alarms. 

The PCMCIA controller complied with PCMCIA version 2.0 and 
ExCA version 4.1. It was register-compatible with Intel's 
82365SL DF. The PCI bus interface could assemble 8- or 16-bit 
data from the cards and transmits it as 32-bit words. Unlike 
most earlier controllers, the PCMCIA chip provided separate, 
electrically isolated buffers to allow "hot" card insertion and 
removal. For additional expansion, up to four controller chips 
can be combined in a single system. 

For system management, the processor implemented the Cyrix 
SMM protocol. All three chips were fully static and together 
drew less than 100 µA with the clock stopped. 

Vital Statistics The Rio Grande processor was designed for a 0.65-micron, 
three-layer-metal CMOS process, representing a 10% shrink 
from the process used for the TI486SXL. The die size was 
approximately 115 mm2. The processor used a modular design 
strategy, with the memory and PCI controllers implemented as 
gate arrays surrounding the custom CPU core; a fully custom 
design might have been more compact but would have taken 
longer to design. 

Each of the chips in the Rio Grande family operated at 3.3 Vor 
5 V, as did the PCI bus that connects them. Even at the lower 
voltage, the CPU ran at 50 or 66 MHz, and the PCI bus could 
be clocked at up to 33 MHz (one-half of the CPU speed). Either 
3.3-V or 5-V DRAMs could be used, and the PCMCIA control­
ler supports cards at either voltage. Each of the three chips in 
the set was packaged in a 208-lead PQFP. 
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Figure 11-5. Divergence between Tl and Cyrix product strategies. 

11.6 Commentary 

© 1994 MicroDesign Resources 

TI seems to be stuck in a reactionary mode. When Cyrix first 
began dropping hints about its upcoming Ml, TI responded 
immediately. by saying the company has its own design team 
working on a next-generation CPU. Little has been heard from 
the TI project since. TI sources say, however, that a large project 
remains underway to develop a next-generation x86 core. 

With their respective new product introductions, it's clear that 
Cyrix and TI march to the beat of different strategic drummers. 
At each new generation, Cyrix has continued to enhance the 
core logic of its 486 product line to include more sophisticated 
cache features, bus protocols, and floating-point capabilities. 
The original Cx486SLC had a lK-byte, write-through cache and 
a 386SX-compatible pinout. The Cx486DLC, provided a 32-bit 
bus in a 386DX-compatible pinout. Cyrix added a 2K-byte copy­
back cache for its Cx486S-series, and an SK-byte copy-back 
cache and FPU for its 486DX-series parts. 

Tl's enhancements, in contrast, have been limited to cosmetic 
changes to the pinout, brute-force expansions of the cache, and 
increased system-level integration. Figure 11-5 shows the 
respective road maps of the Cyrix and Texas Instruments prod­
uct expansions. As a rule, the marketplace has seemed to 
reward more aggressive designs, and remain underwhelmed by 
brute-force engineering feats. 
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TI lacks in-house expertise in x86-family floating-point technol­
ogy, and can thus neither incorporate this function within its 
processor cores nor bundle coprocessors with their integer 
CPUs at a discounted price. As Intel attempts to increase 
demand for floating-point capability by emphasizing the perfor­
mance of its i486DX2 and IntelDX4 chips, and as Cyrix pro­
motes the fact that its FPU is even faster than Intel's, it seems 
TI can only counter with larger caches and more grandiose chip 
sets. As Intel discovered with the i386SL and i486SL, however, 
system integration features will not support a significant price 
premium. 

Ironically, Tl's best chance of success may lie with the 
TI486SXLC2-a device seemingly severely handicapped by its 
primitive, 16-bit bus interface. Because of its larger cache and 
double-speed clock, the TI486SXLC2 will generally perform bet­
ter than competing chips with the same pinout. Vendors that 
favor the small package size and lower cost of the 386SX pinout 
for subnotebook PCs, or that wish to extend the life of existing 
386SX-based hardware designs, will find TI able to deliver per­
formance superior to that possible from Intel, AMD, or Cyrix 
CPUs. 

The i486SL Redux? Integration of system logic and other functions with the CPU a 
la Rio Grande has not proven to be terribly lucrative, as Intel, 
AMD, Chips and Technologies, and VLSI Technology keep dis­
covering. Intel abandoned its otherwise appealing i386SL and 
i486SL integration strategy after discovering that combining 
space-consuming, low-value-added system logic and drivers to 
an already aggressive chip layout was inherently cost-ineffec­
tive. 

Nevertheless, there were many who hoped TI would make a go 
of the CPU/chip-set business. TI has done a better job than 
Intel of integrating memory and bus interfaces efficiently onto 
the processor die. Finally, by choosing to integrate PCI instead 
of ISA, TI let system designers add higher-speed peripherals. 
Rio Grande might thus have succeeded where the i486SL failed. 

And while high-integration processor chip sets may not bring in 
as many dollars per silicon nanoacre as a sexy leading-edge 
CPU, they may still be very attractive in comparison to NAND 
gates, calculator chips, and other commodity semiconductors. 
TI is used to operating on considerably lower profit margins 
than Intel or AMD, and has little presence at the higher ends of 
the microprocessor market. The company might therefore be 

The Complete x86 



Chapter 11 Texas Instruments 486 Microprocessors 335 

more willing to eat the higher costs associated with putting sys­
tem logic on chip. 

Tl's biggest problems have come from its legal struggle with 
Cyrix. Tl's derivative x86 products rely on core designs licensed 
from Cyrix. With TI losing rights to key future products, it may 
have no future in the business unless its internal core develop­
ment comes to a successful fruition. 

11.7 For More Information ... 
Additional technical information on TI processors may be found 
in the following publications: 

Vendor Publications 1: Tl486 Microprocessor Reference Guide. 
Texas Instruments, 1993, order #SRZU005A. (Primary 
technical reference.) 

Microprocessor 2: Texas Instruments Announces 486SLC Plans. MPR vol. 6 
no. 7, 5/27 /92, pg. 4. (Most Significant Bits item.) Report Articles 

© 1994 MicroDesign Resources 

3: Tl Announces Production of 486SLC/DLC. MPR vol. 6 no. 
14, 10/28/92, pg. 4. (Most Significant Bits item.) 

4: Tl Announces 3.3V, 33-MHz 486DLC.' MPR vol. 7 no. 4, 
3/29/93, pg. 4. (Most Significant Bits item.) 

5: AMD Loses OmniBook Socket to Tl. MPR vol. 7 no. 12, 
9/13/93, pg. 5. (Most Significant Bits item.) 

6: Texas Instruments Extends 486 Line. Michael Slater, MPR 
vol. 7 no. 15, 11/15/93, pg. 14. (Feature article.) 

7: PC Market Centers on Growing 486 Family. Michael Slater, 
MPR vol. 8 no. 1, 1/24/94, pg. 1. (Cover story.) 

8: Tl Shows Integrated x86 CPU for Notebooks. Linley Gwen­
nap, MPR vol. 8 no. 2, 2/14/94, pg. 1. (Cover story.) 

9: Number Two Doesn't Always Try Harder. Linley Gwennap, 
MPR vol. 8 no. 3, 3/7 /94, pg. 3. (Editorial.) 





Part IV: Pentium-Class 
Processors 

Intel formally announced its long-delayed and eagerly-awaited 
Pentium microprocessor in March of 1993. While the introduc­
tion itself was relatively low-key, the technical trade press and 
OEM system vendors responded to the announcement with 
more hype, hoopla, and fanfare than they had for any micropro­
cessor in history. Though initial system shipments didn't begin 
until 2Q93, by the year's end Pentium-based PCs were thought 
to be shipping faster than any RISC-based workstation made. 
By the end of 1994, the installed base of Pentium PCs sur­
passed the combined total shipments of all RISC workstations 
to date. 

The Pentium design uses a number of novel techniques to 
deliver. more than twice the performance of competing 386- and 
486-class devices. While AMD, Cyrix, and other competing ven­
dors have announced plans to introduce future products with 
Pentium-class performance, the first such product sampled was 
the NexGen Nx586 microprocessor. 

Part IV of this report details the Pentium and N exGen devices, 
including their implementations, system interfaces, architec­
tural extensions, and performance. It has two chapters: 

Chapter 12: The lritel Pentium Family 

Chapter 13: The NexGen Nx586 Microprocessor 





12 The Intel Pentium Family 

The Pentium microprocessor family is Intel's highest­
performance implementation of the x86 architecture. On inte­
ger programs it delivers roughly twice the performance of an 
i486DX2 at the same internal clock frequency, and is up to five 
times faster on optimized floating-point code. 

Overview From a hardware perspective, Pentium's key features include a 
superscalar execution pipeline that can execute up to two inte­
ger instructions during every clock cycle, an SK-byte instruction 
cache, a separate BK-byte write-back data cache, and a high­
performance pipelined floating-point unit. 

A newly added branch target buffer (BTB-also called a branch 
history table) caches the destination address for previously 
encountered branches, along with bits that record the history of 
past branching patterns. The BTB can significantly reduce the 
latency of all branches, jumps, and CALL instructions, such 
that correctly predicted branches execute in a single cycle with 
no pipeline delays. 

The system interface is also enhanced. A 64-bit external data 
bus with pipelined burst-mode transfers more than doubles the 
bus bandwidth of a 486 at a given frequency. To improve system 
integrity and allow the design of fault-tolerant systems, auto­
matic parity checking is performed for the address and data 
buses, all internal cache data and TLB RAM arrays, and the 
internal microcode ROM. 

From a software perspective, Pentium implements essentially 
the same user-mode architecture, programming model, and 
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instruction set as the 486, which is, in turn, essentially the 
same as the 386 user-mode architecture. At the system level, 
though, a number of functions have been enhanced. A handful 
of new instructions have been added to support new hardware 
functions and new Qperating modes. Several new system regis­
ters have been defined, and a number of bits that had been 
reserved in earlier x86 processors now perform new functions. 

The Pentium PMMU now supports larger page sizes, and emu­
lation of virtual-mode 8086 programs has been improved. 
Pentium was also the first high-performance desktop micropro­
cessor to support the System Management Mode (SMM) func­
tions first introduced on power-miserly processors for notebooks 
and other battery-based applications, although similar func­
tions have since migrated to high-end 486 devices from Intel, 
AMD, and Cyrix. 

Figure 12-1 shows a block diagram of the Pentium core. Intel 
estimates about 30% of the Pentium transistor budget was 
devoted to compatibility with the x86 architecture. Much of this 
overhead is probably in the microcode ROM, the instruction 
decode and control unit, and the adders in the two address gen­
erators, but there are other effects of the complex instruction 
set. For example, the more frequent occurrence of memory ref­
erences in x86 programs compared to RISC code mandated the 
implementation of a novel dual-access data cache described 
below. 
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256 

Prefetch Buffers 

Instruction Decode ,________..., 

Figure 12-1. Intel Pentium microprocessor block diagram. 

Microcode 
ROM 

Pipeline Operation The pipeline design, shown in Figure 12-2 consists of five 
stages: Fetch, Decode 1, Decode 2, Execute, and Write-Back. 
The first two stages simultaneously process a pair of instruc­
tions. The last three stages are duplicated, forming two sepa­
rate pipelines, which Intel designates the U-pipe and the V­
pipe. Each pipeline contains a full ALU, and each can execute 
integer, branch, and control operation. When certain conditions 
(detailed below) are met, two integer instructions can be exe­
cuted during every clock cycle. 
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Figure 12-3 is a detailed representation of the Pentium data­
path pipelines. Even though Pentium has two integer pipelines, 
the basic five-stage pipeline structure is the same as the 486. 
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PF: 

D1: 

D2: 

EX: 

WB: 

Fetch and Align Instructions 

Decode Instructions 
Generate Control Words 

Decode Control Word U Decode Control Word V 
Generate Memory Address Generate Memory Address 

Calculate ALU Result or Calculate ALU Result or 
Access Data Cache Access Data Cache 

Write Result Write Result 

U-Pipe V-Pipe 

Figure 12-2. Intel Pentium integer unit pipeline operation. 

In Figure 12-3, circles containing an equal sign represent logic 
that detects resource conflicts. Situations such as register 
dependencies that require serial execution are detected by these 
blocks. When a conflict is detected, the instruction dispatched to 
the U pipeline has priority. The U-pipe can execute a slightly 
wider range of instructions than the V-pipe, and consequently 
acts as the primary pipeline whenever two instructions cannot 
be issued simultaneously. 

The pipelines are in many ways similar to the 4S6: instructions 
are first prefetched from cache into an instruction buffer, then 
decoded in two pipeline stages in order to accommodate the 
semantically rich (i.e., complex) xS6 instruction set. The final 
two stages are the traditional execution and write-back pipeline 
phases. 

Even though Pentium has the same high-level structure as the 
4S6 pipeline, there are many subtle implementation differences. 
For example, total prefetch capacity has been increased by a 
factor of four, and the address adders in the D2 stage have four 
inputs instead of three to permit even the most complex 
addressing modes to complete in a single clock cycle. 

Prefetch Stage. The Prefetch (PF) stage retrieves instructions 
from a dedicated SK-byte instruction cache. (The 486, in con­
trast, provides a single SK-byte cache for both instructions and 
data.) Separating the instruction and data caches improves 

The Complete x86 



© 1994 MicroDesign Resources 

PF 

02 

U-pipe Data 
Register Read 

U-pipe 
Register Write 

Chapter 12 The Intel Pentium Family 343 

Target Address For 
Mispredlcted Branch 

V-pipe Data 
Register Read 

Figure 12-3. Pentium integer unit data-path pipeline stages. 

instruction fetch efficiency because instruction and data 
accesses need not compete for a single cache resource. 

Instructions fetched from the I-cache are stored in four prefetch 
buffers, each of which is the length of one cache line (32 bytes). 
The prefetch buffers are organized as two pairs, with each pair 
acting as a 64-byte circular queue. During sequential program 
execution an entire line of instructions is retrieved from the !­
cache and written in parallel to a buffer in one of the circular 
queues. Instruction bytes can then be extracted from the buffer 
and passed to the instruction decode logic as needed. 
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Meanwhile, the prefetch unit reads the next sequential I-cache 
line into the buffer that serves as the other half of the "active" 
circular queue. By the time decode logic finishes processing the 
first 32 bytes read from the I-cache, the next 32 bytes will more 
than likely be waiting, and the decoder can begin extracting 
instruction bytes from that buffer as needed, while the first 
buffer is refilled with yet another sequential cache line. A single 
prefetch queue can thus generally stay far enough ahead of the 
instruction pointer that the decoder will rarely stall for lack of 
instructions, even if the processor must go off-chip to satisfy a 
given instruction request. 

When a conditional branch is detected, the prefetch logic begins 
filling the alternate circular queue, starting with the instruc­
tion specified by the branch destination field. If control logic 
decides the branch should indeed be taken, the second queue 
will already have prefetched the destination instruction stream, 
and the process described above will repeat. If the branch is not 
taken, the original circular queue will still hold the instruction 
sequence following the branch, and execution may resume 
directly. Pentium thus needs seldom wait for instructions, 
except after cache misses and mispredicted branches. 

Decode 1 Stage. The Decode 1 (Dl) stage performs preliminary 
instruction alignment and decoding. Pentium uses hard-wired 
logic rather than microcode to decode many of the most common 
instructions and formats. Even seemingly complex memory-to­
register and register-to-memory arithmetic operations do not 
require microcode assistance for their processing. Instead, a 
single internal microword is generated by the D 1 decoding logic 
that triggers a hardware state machine in the EX stage. Thus, 
while memory/register operations do not require microcode, 
they do still require sequencing and multiple cycles. 

For instructions that are complex enough to require a microcode 
routine, the first microword is generated by the. D 1 decoding 
logic. This microword proceeds to the D2 stage, where the 
microcode engine takes over the Pentium execution resources. 

As shown in Figure 12-3, microwords from the microcode ROM 
control both integer pipelines; consequently, the pipelines oper­
ate independently only for pairs of instructions that use hard­
wired control. 

Microcode routines use the resources of both integer pipelines 
wherever possible. This reduces the number of cycles needed for 
many of the complex x86 instructions. For example, repeated 
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string-move instructions execute at three clock cycles per itera­
tion on the 486. The Pentium microcode actually contains an 
unrolled loop that writes the element of the destination string 
in the U pipeline in parallel with the reading of the next source 
string element in the V pipeline, allowing string moves to exe­
cute at one cycle per iteration. 

The Pentium microcode ROM contains about 4K microwords, 
each 92 bits long. Since microcoded routines take over all execu­
tion resources, it is not possible for Pentium to pair microin­
structions with regular, x86 instructions. Thus, instruction 
fetching and dispatch typically stall during the execution of a 
complex, microcoded instruction. 

Branch prediction, another major function of the Dl stage, is 
discussed in detail below. 

Decode 2 Stage. The primary function of the Decode 2 (D2) 
stage is to read operands from the register file for use by the 
ALUs during simple register-to-register operations. The D2 
stage also includes a dedicated Address Generation Unit (AGU) 
to perform the multiple component address computations com­
monly encountered in x86 programs. 

The AGU within each integer pipeline contains a dedicated 
four-input address adder. Four inputs are needed because x86 
operand addresses may include four components: a segment 
descriptor base, a base address from a general register, an index 
(possibly scaled) from a general register, and a displacement 
constant from the instruction. Address adders in the 486 have 
only three inputs, so instructions that require two D2 cycles on 
the 486 can complete in a single cycle on Pentium. (In Figure 
12-3, the address adders are portrayed with only two inputs to 
reduce drawing complexity.) 

Not shown in Figure 12-3 is the segment limit-check logic. 
Architecturally, x86 addressing requires that all segment 
accesses be checked against the limit stored in the segment 
descriptor. This check requires a separate four-component addi­
tion, so Pentium contains yet two more four-input, 32-bit adders 
to perform this check in parallel. The (single) 486 limit-check 
adder has only three inputs. While the need for this hardware 
probably does not affect the cycle time of the Pentium imple­
mentation, it certainly adds to die area and power. This is one 
way Pentium pays for the complexity of the x86 architecture. 
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Instruction Issue 
Rules 

Execute Stage. The Execute (EX) stage contains the integer 
ALUs and the data cache. The U-pipe has a full ALU and a bar­
rel shifter, while the V-pipe has only an ALU. Thus, all shift 
instructions must be processed in the U-pipe, and the logic in 
the DI stage that detects resource requirements takes care of 
enforcing this rule. Note that ifthe U-pipe contains any kind of 
branch, the V-pipe will be idle. 

Write-Back Stage. During the Write-Back (WB) stage the data 
resulting from computations and load operations is written into 
the register file. This is shown conceptually in Figure 12-3 with 
separate boxes labeled "Register Write" in the WB stage. In 
actuality, the write-back stages of both pipelines update the 
same register file logic. 

One level of sophistication not described in Intel's technical doc­
umentation is the fact that Pentium does indeed implement two 
complete, separate register files. Each of these files contains an 
identical copy of each of the working register values. One of the 
register files feeds register-based variables to both Integer 
Execution Units. The second file feeds register data used in 
computing memory addresses directly to both Address Genera­
tion Units. When a register value is changed-for example, 
when an arithmetic· instruction modifies a general register, or 
when a PUSH or POP instruction modifies the stack pointer­
the new value is written simultaneously into each file. 

Partitioning the register files in this way serves two purposes. 
Given that the IEUs and AGUs together need to read up to 
eight register values during a given clock cycle, it's more effi­
cient to design one file with four read ports and a second file 
with four more than to design a single file with all eight ports. 
Second, duplicating the register files allows each set of registers 
to be located physically closer to the logic it drives, with its read 
timing optimized as appropriate for the function it performs. 

In order for Pentium to issue two successive integer instruc­
tions in a single clock cycle, they must satisfy certain con­
straints: 

• Both instructions must be "simple," or the first must be 
simple and the second be a jump or branch. 

• Neither instruction may contain both a constant displace­
ment field and an immediate data value. 
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• If the first instruction modifies a register, the second 
instruction may not read or modify the same register. 

For the purposes of these rules, simple instructions are defined 
as any combination of the operations and operands shown in 
Table 12-1. Most of the "simple" instructions are hardwired and 
execute in a single clock cycle. Exceptions are noted in the 
right-most column of the table. 

Operation Destination Source Cycles 

register 1 
MOV register memory 2 

immediate 1 

MOV 
register 1 

memory 
immediate 1 

ALU-Op register 1 
(ADD, SUB, AND, OR, register memory 2 
XOR, etc.) immediate 1 

ALU-Op 
register 3 

(ADD, SUB, AND, OR, memory 
immediate 3 

XOR, etc.) 

INC 
register 1 -
memory 1 

DEC 
register 1 -
memory 1 

LEA register memory 1 

PUSH 
register 1 

-
2 memory 

POP register - 1 

JUMP 
1 

CALL near offset - 1 
Jee 

NOP - - 1 

Table 12-1 . "Simple" Pentium instruction formats and operands. 

In general, the U- and V-pipes can execute separate instructions 
simultaneously only if the instructions they contain ~re inde­
pendent. Special-case exceptions are supported to allow the 

. simultaneous dispatch any combination of stack PUSH and 
POP operations, a branch-offset-size override prefix followed by 
a branch or jump instructipn, or a compare instruction followed 
immediately by a conditional-branch. 

Register dependencies can prevent dual-instruction issue. If an 
ALU operation that modifies a particular working register is 
followed by an instruction that reads the modified value, the 
two may not be dispatched together. Two successive instructions 
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EX-Stage Activity 
W+W 

Cycle U Pipe VPipe 

n store -idle-

n+1 -idle- store 

n+2 -idle- -idle-

n+3 -idle- -idle-

n+4 -idle- -idle-

that modify the same register would likewise be dispatched 
serially, though the utility of such a sequence is highly question­
able. 

Note that, from this perspective, the condition code register 
often acts as an implicit shared resource: an ALU instruction 
that sets the carry flag, for example, cannot be paired with an 
ALU instruction that reads the same flag. ADDC, SUBB, and 
shift instructions can be executed only in the U pipeline, so they 
must be the first instruction in a pair. 

When the first of two register/memory instructions modifies 
data memory, and the second instruction might read or modify 
the same physical location, a hazard exists: to be safe, the sec­
ond instruction should not read or alter the memory word until 
the first has completed its modifications. 

EX-Stage Activity EX-Stage Activity EX-Stage Activity 
W+ R/M/W R/M/W+W RIM/W+R/M/W 

U Pipe V Pipe U Pipe VPipe U Pipe VPipe 

store load load -idle- load -idle-

-idle- ALU ALU -idle- ALU -idle-

-idle- store store -idle- store load 

-idle- -idle- -idle- store -idle- ALU 
-idle- -idle- -idle- -idle- -idle- store 

Table 12-2. Serialization of accesses to D-cache. 

For example, consider the case of two successive store instruc­
tions, shown on the left in Table 12-2. The two instructions are 
issued simultaneously into the U and V pipelines, and proceed 
concurrently to the EX stage. Once there, however, Pentium 
forces serialized execution: V-pipe execution stalls until the U 
pipe is done. 

The worst-case situation of two successive instructions that 
increment the same memory-based variable is shown on the 
right of in Table 12-2. V-pipe execution stalls at the Execute 
stage until the last cycle of U-pipe instruction. Note that a sin­
gle cycle of overlap is okay; the V-pipe can read a new value 
properly during the same cycle it's written to the D-cache. In 
Table 12-2 the overlapping of the V-pipe load with the U-pipe 
store at cycle n+2 saves one clock. 

There are, however, three important exceptions which allow 
otherwise dependent instructions to be dispatched and execute 
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together. The first exception allows a compare instruction fol­
lowed by a conditional-branch to be dispatched together because 
branch prediction will likely provide the branch target anyway. 
If branch prediction is correct, a cycle is saved by pairing the 
compare and the conditional-branch. Since most 
compare/conditional-branch pairs that occur during program 
execution will be in loops, and since most loops execute many 
times, branch prediction should perform very well for this situa­
tion. 

The second exception allows two PUSH or POP instructions to 
be paired, despite the fact that the stack-pointer value used by 
the second instruction would seem to be dependent on the SP 
update performed by the first. 

The third exception allows successive arithmetic instructions 
that both modify the condition code register but otherwise have 
no dependencies to be paired. Condition-code logic "magically" 
(in the words of a Pentium design manager) determines what 
the net result of any such instruction combination should be, 
and updates the flag register with the effective net result of the 
two instructions executed. 

All things considered, Intel claims that between about 30% and 
40% of all instructions execute in the second, V pipeline, as 
measured for recompiled software. All remaining instructions 
(i.e., between 68% and 60%, respectively) execute in the U-pipe. 
This implies that up to two-thirds of all instruction-dispatch 
cycles involve simultaneous issuing of two instructions. 
Figure 12-4 shows the dual-dispatch efficiency for a variety of 
SPEC integer benchmark programs. 

(In Figure 12-4 and several similar graphs that follow, each of 
these programs has been recompiled to optimize its operation 
for the Pentium microarchitecture.) 

The Pentium instruction cache contains BK bytes. The I-cache 
has a 32-byte line size and is two-way set associative. Two-way 
set associativity was selected for Pentium (versus the four-way 
design of the 486 cache) as a compromise between performance 
and implementation constraints. The Pentium I-cache imple­
ments an LRU (least-recently-used) replacement policy. Accord­
ing to Intel, the measured instruction-cache hit rate for 
programs in the SPECint89 applications suite is typically 
between 93% and 97%, as shown in Figure 12-5. 
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Figure 12-4. Pentium dual-instruction issue efficiency. (Source: Intel test results) 
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Figure 12-5. Pentium instruction cache hit rates. (Source: Intel test results) 

Pentium further improves instruction fetch efficiency by imple­
menting a "split fetch" capability not present in the 48, which 
ensures that Pentium can fetch at least 17 contiguous instruc­
tion bytes every cycle, even if the bytes are split across two 
instruction cache lines. I-cache operation is explained in detail 
below. 

Full coherency is maintained between the I-cache and external 
memory via hardware snooping. The I-cache tags are fully 
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triple-ported, with one port associated with each half of a split 
I-cache line and a third port dedicated to I-cache snooping oper­
ations. Snooping can thus be performed without interfering or 
contending with instruction prefetch cycles. The cache arrays 
implement internal parity checking, with one parity bit per 
eight bytes of data and an additional bit for each tag. 

As shown by the worst-case alignment scenario in Figure 12-6, 
split fetching allows a minimum of 17 bytes to be fetched from 
the cache because a fetch can straddle the boundary between 
two consecutive half-lines. According to Intel's measurements, 
the split-fetch capability improves Pentium performance by a 
few percent. 

Split instruction fetching is a design ·technique often used in 
superscalar microprocessors in order to simultaneously issue 
and execute the maximum allowable number of instructions as 
often as possible. Indeed, the first microprocessor to implement 
split instruction fetching was Intel's i960CA superscalar embed­
ded controller, introduced in 1989. Other superscalar processors 
also implement some form of split fetching-although different 
names are used-to make sure instruction-fetch bottlenecks do 
not limit performance. 

The i960 and all other superscalar microprocessors introduced 
to date have RISC architectures. The word-alignment of RISC 
instructions results in less complex logic to eliminate alignment 
restrictions. The split-fetching logic, which must take care of 
byte-aligned x86 instructions, is one place where Pentium pays 
a price for the complex x86 architecture. 

The Pentium instruction TLB has 32 entries, is four-way set­
associative, and uses a pseudo-LRU replacement algorithm; 

------------- 32 bytes (one I-cache line)-------------
--~~~~~-16bytes----------·---------16bytes~~~~~~-

t--+-+-+-+-+--+--t--t--t--t--+--+--+--+--+--+-+-+-+-+-+-+ ....... --+--4--4--1~+--+--+--

Figure 12-6. Pentium split-fetch instruction cache operation. 
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Figure 12-7. Pentium data cache hit rates. (Source: Intel test results) 

ITLB misses are handled in hardware. The dedicated ITLB 
allows the I-cache to be physically tagged, which reduces the 
frequency of I-cache flushes. (The 486 indexes its cache with 
physical addresses as well.) 

Data Cache and TLBs The data cache is one of Pentium's more innovative features. 
Like the instruction cache, it is a two-way set-associative, 
BK-byte cache with a 32-byte line size. Intel says tests of the 
SPEC integer benchmark suite show the data-cache hit rate to 
range from about 88% to 97% for recompiled code, as shown in 
Figure 12-7. 

Because the x86 architecture has a relatively small register set, 
as well as instructions that combine memory references with 
computations, the number of data memory references per 
instruction is considerably higher than for RISCs. Intel esti­
mates that optimized, 32-bit x86 code has an average of 0.6 data 
references per instruction, while standard RISCs average about 
0.3 data references per instruction. Because data memory 
accesses occur so frequently, D-cache efficiency is critical. 

The Pentium D-cache was designed to allow two data references 
to occur simultaneously. The data array itself is single-ported, 
but each 32-byte cache line is divided into eight four-byte 
groups. Each group, or bank, has its own address decoders and 
data buffers. As a result, any two D-cache accesses that involve 
separate banks (i.e., that differ in address bits A4 .. A2) can be 
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-------------32 bytes (one D-cache line)------------­

Byte Offset: 1F 1E 1D 1C 18 1A 19 18 17 16 15 14 13 12 11 10 OF OE OD OC OB OA 09 08 07 06 05 04 03 02 01 00 

Line 127 

Line 2 

Line 1 

Line O ~ 
-sank 1--sank s--sank 5--Bank4--Bank3--Bank 2--Bank 1--Bank o-

Figure 12-8. Pentium data cache interleaved bank partitioning. 
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performed during the same clock cycle without conflict. 
Figure 12-8 illustrates the bank partitioning scheme. 

The dual-access capability, which lets both pipelines access the 
data cache simultaneously, is implemented by interleaving the 
data array into eight banks (four-byte granularity within a 32-
byte cache line). As long as the data accesses from each pipe are 
to separate banks, both accesses can be processed simulta­
neously by the cache in a single cycle. Memory values stored in 
(shaded) cache locations 002CH and 0058H in Figure 12-8 may 
be read simultaneously, for example, since the first resides in 
Bank 3 and the second in Bank 6. Pentium is the first micropro­
cessor of any architectural philosophy to provide this capability. 

Figure 12-9 shows the conflict-detection circuitry that makes 
dual cache accesses possible. If a bank conflict is detected, the 
U-pipe access is allowed to proceed first, and the V-pipe access 
is stalled for one cycle. 

The data-cache TLB (translation lookaside buffer) is fully dual­
ported to allow simultaneous translation of memory accesses 
performed by the U and V pipelines. The data-cache tags are 
fully triple-ported in order to allow snoop cycles to occur with­
out stalling cache accesses from either the U- or V-pipe. 

The data arrays are not fully dual-ported because doing so 
would have nearly doubled their physical area. The single­
ported, interleaved cache structure is considerably denser, 
which allowed the cache capacity to be increased. Intel's design­
ers believed the higher hit rate resulting from the higher­
capacity, single-ported cache would more than compensate for 
the loss in efficiency due to stalls resulting from bank conflicts. 
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Figure 12-9. Pentium interleaved data cache operation. 
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Figure 12-10. Pentium dual-access D-cache efficiency. (Source: Intel test results) 

As shown in Figure 12-10, up to 44% of all data references 
involve simultaneous accesses by the U and V pipelines. Con­
flicts for the same cache interleave block typically occur during 
between 2% and 10% of all memory-access cycles. 

D-Cache Snooping To maintain cache coherency in both single- and multiple­
processor systems, Pentium implements a four-state MESI 
(Modified/Exclusive/Shared/Invalid) cache consistency protocol 
with both internal and external cache snooping. Internal snoop­
ing occurs under three conditions. 
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First, an internal snoop is conducted if a miss is detected in the 
instruction cache. If the snoop hits in the data cache and the 
accessed line is in either the Shared or Exclusive state, the line 
is simply invalidated. If the accessed data cache line is in the 
Modified state, the line is first written back to external RAM or 
cache and then invalidated in the data cache. In all cases, the 
original instruction-cache miss is satisfied by a cache line fill 
from external RAM or second-level cache. 

Second, an internal snoop to the instruction cache occurs for 
internal data cache misses. If the snoop hits in the instruction 
cache, the line in the instruction cache is invalidated. These 
first two cases handle self-modifying code. 

Third, an internal snoop to both caches occurs ifthere is a write 
to the "accessed" and/or "dirty" bits in the TLB entries. If the 
snoop hits in either or both caches, the accessed lines are invali­
dated. If the accessed line in the data cache is in the M state, it 
is written back first. This is done because the in-cache copies 
are stale after the change is made by the MMU to both the TLB 
entries and the page-table entries in memory. 

Since the cache stores physical tags, the data TLB must be able 
to perform two address translations simultaneously. This capa­
bility is provided by a dual-ported, 64-entry, four-way set­
associative DTLB. 

The DTLB stores translations for the standard 4K pages of the 
386 architecture. There is a separate eight-entry, four-way set­
associative DTLB, also dual-ported, for 4M pages. Large-page 
mapping has become commonplace on high-end processors and 
is useful because mapping operating system segments arid 
graphics frame buffers can be done with only one 4M transla­
tion entry instead of many 4K entries. This keeps OS and 
frame-buffer references from "polluting'' the main TLB. 

Pentium uses a BTB (branch target buffer) to perform branch 
prediction. In principle, whenever a branch is taken, the 
address of the branch instruction itself and the address of its 
destination are copied into the buffer. If the instruction initiat­
ing the branch is executed again later, the BTB logic recognizes 
its address and immediately begins prefetching a new instruc­
tion stream, beginning with the target address to which the 
branch was last taken. Prefetch logic thus gets a head start on 
execution, without having to wait for the branch to wind its way 
through the pipeline. 
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Figure 12-11. Pentium branch target buffer organization. 

The preceding overview matches the BTB description contained 
in Intel documentation, but the low-level pipeline timing pre­
vents this scheme from working as Intel says. In actuality, the 
address stored and recognized by the BTB logic is not of the 
instruction that contains the branch, but of the instruction exe­
cuted immediately beforehand. 

As shown in Figure 12-3, the BTB is accessed in stage Dl with 
the 32-bit linear address (or virtual address, if memory man­
agement is enabled) of the instruction executed before the 
branch. As the branch instruction enters the D 1 stage, the BTB 
logic returns the branch target address. As the branch enters 
the D2 stage, the destination instruction returned by the 
prefetch unit enters the Dl stage. Correctly predicted branches 
can thus complete in effectively one clock cycle. 

The BTB stores a single predicted target for a branch. As 
Figure 12-11 illustrates, the BTB cache stores 256 branch pre­
dictions with a four-way set-associative organization. Note that 
this is different from the branch target cache in the AMD 29000 
embedded RISC processor, which stores the first few instruc­
tions themselves at the branch destination. Pentium's BTB 
stores target addresses only, not the contents of the instructions 
so addressed. 
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Intel simulated several branch-prediction algorithms during 
the Pentium design process, finally settling on a method 
described by J. Lee andA.J. Smith in a paper from the UC Ber­
keley (see reference 51 at the end of this chapter). This algo­
rithm uses two bits to hold the prediction state, with transitions 
between the four states occurring as necessary when a branch is 
encountered. 

Figure 12-12 shows the state-transition diagram. The four 
states are ST (strongly taken), WT (weakly taken), WNT 
(weakly not taken), and SNT (strongly not taken). Each time 
there is a hit in the BTB (though not necessarily a correct pre­
diction), the state bits are updated. When the state bits are 
either ST or WT, the next prediction for the given branch will be 
"taken." WNT and SNT mean the next prediction will be "not 
taken." 

The two middle states provide a degree of misprediction hyster­
esis to avoid thrashing in certain cases. The hysteresis is pro­
vided by the fact that it takes two consecutive incorrect 
predictions to change the prediction polarity. For example, a 
branch that has been taken many times in a row will continue 
to be predicted as taken, even if on rare occasions the branch is 
indeed not taken. 

The BTB allocation policy is that an unbuffered branch allo- . 
cates an entry in the buffer only if it is a taken branch (i.e., no 
allocate on miss). As a result, the state bits are always initial­
ized to ST for a newly allocated branch. Branches that cause a 
miss in the BTB are initially assumed (predicted) to be not­
taken. 

As an example of the prediction state transition operation, if 
this newly allocated branch is not taken the next time it is 
encountered, its state bits will make a transition to WT. The 
next prediction will thus be "taken," but if this is also a mispre-

Allocate 
New Entry 

Taken Taken Taken 

Figure 12-12. Pentium branch history bit state transitions. 
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diction, the prediction state will make the transition to WNT. 
The next prediction will be "not taken," and so on. 

(Note: Figure 12-12 portrays the branch-history state transition 
diagram as it has appeared in Intel presentations and documen­
tation. In fact, there is a subtle nuance of the control logic not 
reflected by the figure: the two bits that encode the prediction 
state variable are also used to distinguish valid from invalid 
entries in the BTB cache. The state designated SNT does double 
duty as the "invalid" state; when it becomes necessary to allo­
cate a new entry in the BTB cache, existing entries in the SNT 
state are considered as candidates for reassignment.) 

Down the left side of Figure 12-3 is a very simplified representa­
tion of the pipeline used to verify branch prediction. The pre­
dicted destination of the branch is carried along _ with the 
branch instruction as it moves through the pipeline. As soon as 
possible, the prediction and the actual direction taken are com­
pared. For unconditional branches in the V pipeline and all 
branches in the U pipeline, a comparator in the EX stage (repre­
sented by the circle containing an equal sign) does the check. 
For conditionals in V, the check is made by the comparator in 
WB to allow resolution of a possible paired "compare" in the 
U-pipe. 

When an incorrect prediction is discovered or when the pre­
dicted target is wrong, the pipelines are flushed and the correct 
target fetched. Thus, based on the stage in which the mispredic­
tion is discovered, mispredicted unconditionals and U pipeline 
conditionals incur a three-clock delay, while V pipeline condi­
tional branches incur a four-clock delay. 

According to Intel's measurements of Pentium branch behavior 
on the SPEC89 integer application suite, the percentage of 
dynamic branches correctly predicted is about 70% and 85%, 
including not-taken branches that miss (see Figure 12-14). The 
branch distribution between pipelines appears to be balanced at 
about 50% for each pipeline on code produced by both 486-
optimized and Pentium-optimized compilers. 

Floating-Point Unit In the past, the floating-point performance of x86 microproces­
sors has been poor. Even with the 486, the SPECfp92 rating is 
less than half the SPECint92 rating. This is not primarily a 
result of the x86 architecture, but rather of Intel's priorities: 
making floating-point go fast takes lots of transistors, and in 
traditional PC markets it isn't that important. Thus, Intel did 
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Figure 12-13. Branch-prediction logic accuracy. (Source: Intel test results) 

not devote much design effort or transistor budget to the 
floating-point unit in the 486. 

With Pentium, however, the equation has changed. While the 
floating-point needs of the typical PC user haven't increased 
much, it has become strategically important for Intel to match 
the performance of RISC microprocessors, whose biggest 
performance lead is in floating point. PC applications are 
becoming more floating-point-intensive with increased use of 
3-D graphics, and Intel also hopes to push Pentium into techni­
cal workstation markets where fast floating point is essential. 

Pentium's floating-point unit is fully compatible with that of the 
486, but its performance has been greatly enhanced. The eight­
stage floating-point pipeline is integrated with the integer pipe­
lines, and the first four stages are the same. Both the U-pipe 
and the V-pipe are used to fetch operands, allowing both data­
cache access paths to be used in parallel to load a 64-bit float­
ing-point value in a single clock cycle. Floating-point execution 
is performed in the U-pipe. 

FPU Pipeline Design. Pentium's floating-point performance 
is vastly improved over the 486 because the simple, serial 
floating-point unit of the 486 is replaced with fully pipelined, 
parallel execution units. The FPU pipeline is eight stages, 
where the first four are shared with the integer pipeline: 

• PF (prefetch) 
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• D 1 (instruction decode) 

• D2 (address generation) 

• EX (memory and register read, memory write if FP store 
instruction) 

• Xl (FP execute first stage, write operand to FP register file 
ifFP load) 

• X2 (FP execute second stage) 

• WF (rounding and write result to FP register file) 

• ER (error reporting, update status word) 

This pipeline structure is similar to that of other high­
performance processors. The integer execute stage is used to 
fetch operands, and it is followed by three floating-point execu­
tion stages. The final stage of the floating-point pipeline is used 
for error reporting; results of calculations are available at the 
start of this stage, so it does not affect latency. 

Like most high-end RISCs, Pentium's FPU is fully pipelined for 
add/subtract and multiply operations; it can start a new opera­
tion on every clock cycle for double-precision, memory-to­
register operations (assuming a cache hit, of course) and also for 
extended-precision (80-bit), register-to-register operations. 

The floating-point adder and multiplier provide single-cycle 
throughput and three-cycle latency for all precisions (single, 
double, and extended). The divider processes two bits of quo­
tient in each cycle. For a double-precision value with a 52-bit 
fraction, this implies a divide time of 26 cycles plus setup and 
normalization time. 

Pentium's floating-point unit is the first high-performance 
design to implement transcendental functions. These functions 
aren't included in RISC instruction- sets; Motorola decided to 
trap these operations in the 68040 and implement them using 
trap handlers. Pentium abandons the CORDIC algorithms used 
by the 486's FPU and earlier x87 coprocessors, and instead uses 
table-driven algorithms with polynomial approximation. 

As with most other high-performance processors, Pentium 
allows concurrency between the floating-point and integer 
units. Thus, the issue and execution of integer instructions can 

The Complete x86 



© 1994 MicroDesign Resources 

Chapter 12 The Intel Pentium Family 361 

proceed in parallel with the execution of a long-latency floating­
point operation. 

FPU Performance. As shown in Table 12-3, Pentium has float­
ing-point operation latency and throughput comparable to other 
processors for basic arithmetic operations. 

Processor FPAdd FP Subtract FP Multiply FP Divide 

Pentium 3/1 3/1 3/2 39/39 

486 8-20/8-20 8-20/8-20 16/16 73/73 

R4000 4/3 4/3 8/4 36/36 

Alpha \ 4/1 4/1 4/1 61/61 

PowerPC 601 4/1 4/1 4/2 31/29 

Table 12-3. Pentium FPU instruction latency and throughput. 

From Table 12-3, it is tempting to conclude that Pentium could 
approximately match the floating-point performance of many 
RISC processors. Pentium is hampered, however, by its stack­
oriented floating-point register file architecture and by the need 
to transfer floating-point condition codes to the integer unit 
before a conditional branch can be executed. 

For floating-point operands, Pentium maintains backward com­
patibility with previous x86 FPU s: there is a file of eight, 80-bit 
operand registers that are conceptually a stack and only mar­
ginally directly addressable. Since most floating-point instruc­
tions implicitly use the top of this register stack as one operand, 
there is a "top-of-stack bottleneck." To circumvent this, pro­
grams use the FXCH (floating-point register exchange) instruc­
tion to swap the top of stack with an operand deeper in the 
register file. 

In general, floating-point instructions cannot be issued simulta­
neously with each other or in conjunction with integer instruc­
tions. There is one exception, however. The FXCH instruction, 
can be paired with a "simple" floating-point instruction. Simple 
floating-point instructions in this context include: 

• FLD single/double 

• FLD ST(i) 

• All forms ofFADD, FSUB, FMUL, FDIV . 

• All forms ofFCOM, FUCOM, FTST, FABS, and FCHS 
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The FXCH must be the second instruction in the pair. If an inte­
ger instruction immediately follows the FXCH, it will stall for 
one or four clocks depending on the operands to the pair of 
floating-point instructions. 

This optimization is important because the top-of-stack serves 
as the floating-point accumulator, creating a bottleneck not 
found on register-file-oriented floating-point processors. The 
parallel execution of the exchange instruction partially amelio­
rates this bottleneck. The exchange is effectively performed 
after the computation completes, so it has the effect of directing 
the result to any register in the stack. At the same time, it 
brings a value up from that register into the top-of-stack, where 
it can be used by the next instruction. 

Even with the rapid execution of an FP-operation/FXCH pair, 
Pentium will be hampered by the small, eight-register file. In 
addition, an FP-operation/FXCH pair followed immediately by 
an integer instruction will incur a one-cycle penalty. 

Another performance problem for Pentium is presented by 
branching on floating-point conditions. Most microprocessor 
architectures allow the results of a floating-point comparison to 
be tested directly, but the x86 architecture requires that the 
floating-point condition codes be transferred to the integer 
condition-code register, where a normal integer conditional 
branch can test them. 

To effect a floating-point conditional branch requires four 
instructions: 

1. An FP operation that sets the condition codes 

2. FSTSW AX (move FP status word to AX register) 

3. SAHF (transfer to upper half ofEFLAGS) 

4. Jee (integer jump conditional) 

This sequence takes nine clock cycles to execute on Pentium 
because the floating-point condition codes are updated late in 
the floating-point pipeline. Four of these clocks can be recovered 
by inserting integer instructions between the first and second 
floating-point instructions listed here. 

Although many floating-point loops iterate based on an integer 
condition, such as a loop count equal to the number of elements 
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in an array, the need to transfer condition codes from the FPU 
to the integer unit creates a significant penalty for the case of 
loops with a floating-point termination condition, and for if-then 
statements with floating-point conditions. 

FPU Exception Model. Some architectures, such as DEC's 
Alpha, sacrifice precise exceptions to improve floating-point per­
formance. This means that one or more instructions beyond the 
instruction causing the exception may be executed before the 
exception is recognized. Intel did not have this option if full 
compatibility with existing programs was to be maintained, but 
having to wait until a floating-point instruction was complete 
before launching the next instruction would have caused a sig­
nificant loss in performance. 

Pentium tackles this problem by adding hardware that exam­
ines the input operands for each floating-point operation that 
could generate an exception to determine if the calculation is 
"safe," that is, if it can be guaranteed not to generate an excep­
tion. For example, the addition or subtraction of any two 
double-precision (64-bit) values is guaranteed never to cause an 
overflow because all data is stored in the Pentium register stack 
in the 80-bit extended-precision format, providing additional 
bits in the exponent. 

If an operation can be determined in advance to be "safe," the 
exception-processing pipeline stages are short circuited, and 
ensuing instructions may begin immediately. Only if an 
operation has the potential to generate an exception is the next 
instruction delayed until the first operation completes. Unsafe 
operand combinations are very rare; according to Intel, none 
were detected in the entire SPECfp89 suite. 

While Pentium incorporates several architectural changes from 
the 486, only a few are significant. It makes little sense for Intel 
to change the instruction set of the most successful general­
purpose microprocessor architecture in existence. 

The last three of these instructions, as well as a number of 
other extensions to the Pentium architecture, are partially or 
wholly described in Appendix Hof the Pentium Processor User's 
Manual: Volume 3; this volume, by itself, is over 1,000 pages 
long. Unfortunately, Appendix H contains only a three-sentence 
explanation that the information is considered Intel confiden­
tial and proprietary and is provided in the Supplement to the 
Pentium Processor User's Manual, available only under appro­
priate nondisclosure. 
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Intel says it is willing to provide the supplement to operating­
system vendors, compiler writers, BIOS developers, ISV s, major 
customers, and others with (in Intel's eyes?) "a need to know." 
This policy lets Intel keep Pentium-specific details secret from 
its competitors. It remains to be seen whether future OSs will 
come in two versions-one for the 486, one for Pentium-or 
whether a single version that checks processor type will be 
delivered. 

The Pentium programming architecture has been extended to 
include a handful of new control registers, new control and sta­
tus bits in existing registers, and eight new instructions. Three 
instructions have been added to the user-mode instruction set; 
five more may be used by system-mode software only. Table 12-4 
describes the operation of these instructions. 

Mnemonic Mode Description 

CMPXCH8B 
User/ 

Compare and exchange eight bytes 
System 

CPUID 
User/ 

Load CPU identification code 
System 

RDTSC 
User/ Read TSC register 

System (Details contained in Intel "Appendix H") 

RSM System Return from SMM interrupt 

MOV CR4,r32 System Write to Control Register 4 

MOV r32,CR4 System Read from Control Register 4 

RDMSR System 
Read model-specific register 
(Details contained in Intel "Appendix H") 

WRMSR System 
Write model-specific register 
(Details contained in Intel "Appendix H") 

Table 12-4. Pentium-specific x86 instruction set extensions. 

CMPXCHG8B is an eight-byte version of the compare-and­
exchange instruction that was introduced on the 486. When 
used with the LOCK prefix, this instruction acts as a mutual­
exclusion primitive in multiprocessor algorithms. 

CPUID is a new instruction that allows a program to directly 
learn certain key manufacturing parameters about a particular 
chip. (This instruction has also been retrofitted to Intel's "SL­
enhanced" 486 devices.) This instruction returns different val­
ues, depending on the value contained in the 32-bit EAX regis­
ter. 

If EAX is initially set to zero, the instruction returns the string 
"Genuineintel" as three, four-character ASCII strings in EBX, 
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31 00 

EAX: OOH OOH OOH 01H 
= Maximum input value 

allowed for EAX 

EBX: "u" "n" "e" "G .. = "Genu" 

EDX: "I" "e" "n" "i" = "inel" 

ECX: 11111 "e" "t" "n" = "ntel" 

Figure 12-14. CPU registers after invoking CPUI D with EAX = 0. 

EDX, and ECX, as shown in Figure 12-14. (Note the apparent 
influence of Intel's marketing and legal departments in archi­
tectural design!) The EAX register holds the value OOOOOOOlH 
upon completion of the instruction, which indicates the maxi­
mum initial EAX value allowed when CPUID is invoked. 

IfEAX is set to OOOOOOOlH before invoking CPUID, the instruc­
tion returns code values in EAX and EDX identifying the ven­
dor, family, model, stepping, and feature flags of the 
microprocessor on which it is executing. Three of the feature 
flags tell whether there is an on-chip FPU, whether the 
machine-check exception is implemented, and whether the 
CMPXCHG8B instruction is implemented. Six additional bits 
are described only in the mysterious Appendix H. This situation 
is shown in Figure 12-15. 

Operation of the CPUID instruction is not defined for initial 
EAX index values other than 0 and 1, but further Intel chips 
may define behavior for higher values. 

EAX: 

EBX: 

ECX: 

EDX: 

31 23 

--t--'--+-'----' Stepping ID 
Model 

~---Family 

=-~~=~~~l-4.Jlili=¥"~ FPU present on chip 
Function defined in Intel "Appendix H" 

~-- Machine check exception supported 
._____ __ CMPXCHGSB instruction supported 

Figure 12-15. CPU registers after invoking CPUI D with EAX = 1. 
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The third new user-mode instruction is RDTSC, and provides 
support for Pentium's new performance-monitoring timers. 
Unfortunately, full details are contained only in Appendix H. 

The five new system-mode instructions listed in Table 12-4 sup­
port new Pentium features and may be executed only in privi­
leged execution mode. The RSM instruction is used to return 
from system management mode (discussed below) to the inter­
rupted processor operating mode. 

The two new forms of the MOV instruction copy data into or out 
of Pentium's control register number 4, which is not imple­
mented in the 486. This control register implements six bits: 
MCE (enable machine-check exceptions), PSE (documented in 
Appendix H), DE (enable debugging extensions), TSD (docu­
mented in Appendix H), PVI (documented in Appendix H), and 
VME (documented in Appendix H). The machine-check excep­
tion is used to report parity errors, so trapping on parity errors 
can be turned off by disabling this exception. (Parity checking 
on the bus is always enabled; this is covered in greater detail 
below.) 

The RDMSR and WRMSR instructions read and write various 
model-specific registers, respectively. The forms of the MOV 
instruction that were used in the 486 to access the test registers 
have been removed in Pentium. A new set of test registers has 
been defined for the caches, TLBs, and the BTB, and these 
"model-specific" registers-documented, naturally, only m 
Appendix H-are accessed with RDMSR and WRMSR. 

The 32-bit EFLAGS register has three new Pentium-specific 
bits. The ID bit allows a program to determine if the processor 
on which it is running supports the CPUID instruction. This bit 
did not exist on earlier devices, and its state was undefined and 
unchangeable. If, however, the ID bit is implemented, and can 
be set and cleared under program control, then the CPUID 
instruction is supported. The VIP (virtual interrupt pending) 
and VIF (virtual interrupt flag) bits support changes to the way 
virtual-86 mode is implemented on Pentium. Unfortunately, full 
details are contained only in Appendix H. 

Pentium implements three new extensions to the exception 
model. Exception #13, the general protection fault, is triggered 
by trying to write a 1 into any reserved bit position in a special 
control register. Exception #14, the page-fault exception, is trig­
gered on Pentium in the case of a page fault or when a 1 is 
detected in any reserved bit position in a page table entry, a 
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page directory entry, or the page directory pointer during 
address translation. Exception #18, the machine check excep­
tion, is used to report internal parity errors and other hardware 
faults. 

Pentium extends the virtual address translation model of the 
386 and 486. In earlier devices, the virtual address translation 
mechanism only supported memory pages that were 4K bytes in 
size. The Pentium translation hardware supports 4M-byte 
pages as well. Documentation for 4M-byte-page table entries is 
contained in Appendix H, but most likely it allows page­
directory entries, which normally indicate tables of 1024 4K­
byte page table entries, to be used alone to describe a single 4M­
byte page directly. 

Pentium implements some additional extensions to the virtual-
86 processor mode, which allows programs written for the 8086 
to run in a virtual machine environment as a separate, pro­
tected task. The extensions, such as the VIP and VIF bits in the 
EFLAGS register, are documented only in Appendix H. These 
extensions are rumored to dramatically speed interrupt han­
dling in virtual-86 mode. 

Software Optimization As with most superscalar processors, extracting the full perfor­
mance of which the hardware is capable requires a compiler 
that properly optimizes for the processor's pipeline structure. 
The usual techniques of instruction scheduling, register alloca­
tion, and loop unrolling all apply to Pentium. Good register allo­
cation is especially important, since the register set is relatively 
small. In addition, there are some considerations that differ 
from those of RISC processors. For example, the compiler 
should select "simple" opcodes whenever possible, since only 
these instructions can be dual-issued. For floating-point code, 
different code-generation strategies are required to take advan­
tage of the ability to parallel-issue the exchange instruction 
with computation instructions. 

© 1994 MicroDesign Resources 

In the PC world, where there is a massive installed base of 
existing applications, the ability to perform well on old binaries 
is important. It remains to be seen how much of Pentium's 
potential performance boost will be realized on old binaries. The 
most performance-critical programs, however, are likely to be 
the first to be compiled, and Pentium-specific optimizations 
should not hurt performance on earlier processors. Intel's own 
compiler group worked with outside compiler vendors to assure 
that Pentium-specific optimizations would be supported by com­
pilers announced simultaneously with processor introduction. 
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12.1 The Intel 0.8µ Pentium "P5" 
The original Pentium design (developed under the code name 
"P5," and hereafter designated the "0.8µ Pentium" for clarity) is 
fabricated using a 5-V 0.8-micron three-layer-metal BiCMOS 
process that combines bipolar and CMOS technologies for 
improved speed. Table 12-5 summarizes the key features of this 
design. 

Product Name Intel 0.8µ Pentium "PS" 

Introduction Date March 1993 

Superscalar 32-bit integer execution unit 
PMMU with optional expanded page size 

Device Integration Level SK-bytes each instruction and data cache 
High-speed floating-point unit 

Branch-prediction cache 

CPU Architecture Level Extended 4S6 IU and FPU instruction set 

Core Technology Superscalar dual 4S6-like pipelines 

Pinout Standard De facto "standard" Pentium pinout 

Data Bus Width 64 data bits plus eight parity bits 

Physical Addressability 
4 gigabytes 

(Address pins A31 .. A3 plus BE7# .. BEO#) 

Data-Transfer Modes Four x eight-byte burst-mode transfers 

I-cache: SK-byte split-line 2-way associative 

Cache Support 
D-cache: SK-byte 2-way associative 
with 8-way interleaved access and 

write-through or copy-back operation 

Floating-Point Support On-chip pipelined high-speed FPU 

Operating Voltage 4.75 V to 5.25 V 

Frequency Options 60- or 66-MHz core frequency 

Clocking Regime Core frequency = 1 x Clkin 

Maximum Power Dissipation 16 W @ 5.0 V and 66 MHz (worst case) 

Power-Control Features Intel System Management Mode support 

Process Technology O.Sµ BiCMOS, three-layer-metal 

Transistor Count 3.1 million transistors 

Die Size 16.7x17.6 mm 

Package Options 273-pin ceramic PGA package 

Functional redundancy support 
Other Features JTAG boundary-scan logic 

On-chip parity and integrity-checking logic 

Table 12-5. Intel 0.8-micron Pentium "P5" feature summary. 

The 0.8µ Pentium design uses about 3.1 million transistors on a 
huge 294 mm2 (456k mils2) die. At 17 mm on a side, this is one 
of the largest microprocessors ever fabricated, and probably 
pushes Intel's production equipment to its limits. 
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System Interface Pentium implements a sophisticated, high-speed bus that 
builds on the protocols of the 486. With pipelined back-to-back 
cache-line fills, a 66-MHz Pentium can achieve a 528 Mbytes/s 
burst transfer rate-more than three times the 160 Mbytes/s of 
the 50-MHz 486 and five times the rate of the 66-MHz i486DX2. 

© 1994 MicroDesign Resources 

While the Pentium bus is conceptually like a 64-bit version of 
the 486 bus, there are a few major changes and many subtle 
ones. As with some of the major changes to the x86 architecture, 
some of the enhancements to the Pentium bus structures are 
documented in yet another unavailable appendix (Appendix A 
to the Pentium Processor User's Manual: Volume 1). 

The standard Pentium package has a total of 273 pins, with 173 
signal pins and 100 power and ground pins. Tables 12-6 through 
12-10 list each signal pin and its direction, and provide a brief 
description. 

Signal Direction Function 

A31 .. A3 1/0 Address bus 

BE7# .. BEO# Out .Byte enable controls 

D63 .. DO 1/0 Data bus 

DP7 .. DPO 1/0 Data bus byte parity bits (even) 

PEN# In Data bus parity check enable 

PCHK# Out Data bus parity error detected 

A20M# In Address-bit 20 Mask 

AP 1/0 Address bus parity bit (even) 

APCHK# Out Address bus parity error detected 

Table 12-6. Pentium address and data bus signals. 

Data and Address Buses. The most obvious change from the 
486 is that Pentium's data bus is 64 bits wide. This allows the 
larger, 32-byte cache lines (vs 16 for the 486) to be filled using 
the same number (four) of transfer cycles. There are also eight 
parity bits (vs four) that are active for both input and output of 
data. Pentium uses even parity. Each byte has a separate byte­
enable pin, and parity is checked or driven only for the bytes 
that are enabled. 

Data parity checking is always enabled on input, and Pentium 
always generates parity for enabled bytes on output. The PCHK# 

output is asserted if a parity error is detected on input, which 
allows hardware to log parity errors or signal an interrupt. 
Pentium can also be configured to automatically cause an inter­
nal exception on parity errors. This exception can be blocked 
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either by disabling the machine-check exception (via the MCE 
bit in CR4) or by deasserting PEN on a cycle-by-cycle basis. 
Thus, it is possible for Pentium to automatically take action on 
parity errors, to have external hardware decide when to inter­
rupt Pentium, or both. 

Signal Direction Function 

ADS# Out Address strobe (start of new bus cycle) 

M/10# Out Memory vs 1/0 bus cycle 

DIC# Out Data vs Code bus cycle 

W/R# Out Write vs Read bus cycle 

CACHE# Out 
Read cycles: data returned may be cached 
Write cycles: burst-mode cache-line write-back 

LOCK# Out Locked (indivisible) bus cycle 

SCYC# Out Split cycles for locked-transfer transaction 

NA# In Next address (allows external address pipelining) 

BROY# In Burst-mode transfer ready 

BUSCHK# In Bus check (bus cycle completed unsuccessfully) 

BOFF# In Back off (abort all outstanding bus cycles) 

HOLD In Bus hold request (external master request) 

HLDA Out Bus hold acknowledge (bus available) 

BREQ Out Bus request (internal bus cycle pending) 

SMI# In System management mode interrupt request 

SMIACT# Out System management mode active 

Table 12-7. System bus cycle control and status signals. 

Signal Direction Function 

PCD Out Page cache disable bit for requested data 

PWT .Out Page write-through bit for requested data 

KEN# In Cacheability enabled for requested data 

AHOLD In Address hold (float address bus next cycle) 

EADS# In External snoop address driven to bus 

INV In Invalidate cache line if inquire cycle hits in cache 

HIT# Out Hit detected (result of inquire cycle) 

HITM# Out Hit detected in modified line (result of inquire) 

FLUSH# In Write-back cache data and flush cache 

EWBE# In External write-buffer empty 

Table 12-8. Cache control and status signals. 

The address bus consists of 29 address lines and the eight byte­
enables just mentioned. Parity is checked on the address lines, 
but only A31 through A5 participate; A4 and A3 are not checked. 
This is apparently due to the fact that only A31 through A5 are 
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used for cache-snooping operations (described later). Address­
bus parity errors are signaled by the APCHK# signal. Since it is 
not possible to cause an internal exception as a result of an 
address parity error, external hardware must be used to either 
deal with the problem or cause an interrupt. 

Signal Direction Function 

CLK In Processor clock input (CPU freq = 1 x CLK) 

RESET In Processor reset 

INIT In Initialize (distinguishes cold from warm-start reset) 

NMI In Non-maskable interrupt 

INTR In Maskable interrupt request 

FERR# Out Floating-point error detected 

IGNNE# In Ignore floating-point errors 

FRCMC# In Functional redundancy check master/checker 

IERR# Out Internal parity or FRC error detected 

TRST# In JTAG boundary-scan logic reset 

TCK In JTAG boundary-scan logic Clock 

TMS In JTAG boundary-scan mode select 

TOI In JTAG data in 

TOO Out JTAG data out 

R/S# In Intel debug port Run/Stop control 

PROV Out Intel debug port Stop acknowledge 

Table 12-9. Miscellaneous device control and status signals. 

Signal Direction Function 

BT3 .. BTO Out Branch trace (three LSBs of target; special cycle) 

IU, IV Out, Out U-pipe, V-pipe instruction completed 

IBT Out Instruction branch taken 

BP3,BP2 Out, Out Breakpoint 3, 2 condition detected 

PM1/BP1 Out Breakpoint/performance Monitoring pin 1 

PMO/BPO Out Breakpoint/performance Monitoring pin O 

Table 12-10. Performance monitoring and tracing signals. 

Bus Cycle Types. A Pentium bus cycle begins by asserting 
ADS# while driving valid address and transfer control signals 
onto the corresponding buses. Each bus cycle may consist of one 
or four transfers. A cycle ends when the last BROY# is returned. 

On the 486, the difference between a simple bus cycle and a 
burst cycle is determined by the acknowledgment: ROY# for sim­
ple or BROY# for burst, with ROY# taking precedence. On 
Pentium, the difference between simple and burst cycles is 
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Figure 12-16. Back-to-back Pentium cache-fill timing. 

determined by cacheability. A cacheable transaction is a burst of 
four 64-bit data transfers; all others are single, simple data 
transfers of 64 bits or less. Consequently, burst support is 
·required in Pentium systems, while 486 systems can choose to 
implement burst transactions to improve performance or leave 
it out to simplify the system design. This requirement will 
likely have little effect on most Pentium system designers, since 
chip sets will provide the burst support. 

Bus pipelining, supported by Intel 386-family processors but 
not by the 486, allows Pentium to begin a new external access 
while a previous access is still uncompleted. Pentium supports 
up to two pending bus cycles with the NA# signal. 

Figure 12-16 shows a bus timing diagram for two back-to-back 
pipelined cache line fills. Each four-transfer cache-fill cycle is 
begun by simultaneously driving an address and asserting ADS#. 

Since CACHE# is asserted and KEN# is returned with the first 
BROY#, the data is cacheable and the cycle will be a four-transfer 
line fill. NA# is asserted to pipeline the next line fill. Two cycles 
after NA#, the next address and ADS# are asserted. KEN# is 
asserted along with the first BROY# of the second line fill. The 
result is two cache-line fills that can proceed at the full bus 
speed of eight bytes every cycle. 

Table 12-11 lists the bus cycles that can be initiated by Pentium 
and how the bus signals encode them. Note that cycles consist of 
four transfers if and only if data is cacheable (CACHE# and KEN# 

asserted). Another type of bus cycle, the inquire cycle (described 
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below), can be generated by the external system by asserting 
EADS#. 

Cycle Description # of Transfers 

Interrupt acknowledge (2 locked cycles) 1 each cycle 

Special cycle (see text) 1 

1/0 read, 32 bits or less, noncacheable 1 

1/0 write, 32 bits or less, noncacheable 1 

Code read, 64 bits; CPU deasserts CACHE# to indicate that 1 
value will not be cached 

Code read, 64 bits; system deasserts KEN# to indicate value 1 
should not be cached 

Code read, 256-bit burst line fill 4 

Intel reserved (will not be driven by Pentium) n/a 

Memory read, 64 bits or less; CPU deasserts CACHE# to indi- 1 
cate that value will not be cached 

Memory read, 64 bits or less; system deasserts KEN# to indi- 1 
cate value should not be cached 

Memory read, 256-bit burst line fill 4 

Memory write, 64 bits or less 1 

256-bit burst write-back 4 

Table 12-11. Pentium bus transfer cycle-type definitions. 

© 1994 MicroDesign Resources 

Burst Transfer Order. In burst cycles-either cache-line fills 
or write-backs-Pentium supplies only the first address. For a 
cache-line fill, Pentium supplies the address of the data 
requested by the program; for a write-back, the first address 
identifies the lowest-order 64-bit word in the line. The other 
three addresses for the burst line fill or write-back must be gen­
erated by external hardware according to Table 12-12, which 
shows the hex value of the five low-order address bits. 

Target Data 1st Address 2nd Address 3rd Address 4th Address 
Address Accessed Accessed Accessed Accessed 

xxxxxxOOH xxxxxxOOH xxxxxx08H xxxxxx10H xxxxxx18H 

xxxxxx08H xxxxxxOBH xxxxxxOOH xxxxxx18H xxxxxx10H 

xxxxxx10H xxxxxx10H xxxxxx18H xxxxxxOOH xxxxxx08H 

xxxxxx18H xxxxxx18H xxxxxx10H xxxxxx08H xxxxxxOOH 

Table 12-12. Pentium burst-mode transfer order. 

For example, if a program requests a data word with the low 
five address bits equal to 08H and the data cache misses, 



374 Part IV Pentium-Class Processors 

Pentium supplies the address (xxxxxx08H) of the first 64-bit 
word, but external hardware must return the next three words 
from addresses xxxxxxOOH, xxxxxx18H, and xxxxxxlOH, 
respectively. The patterns shown in Table 12-12 are analogous 
to the access sequence followed in 486-based systems, adjusted 
for Pentium's wider data bus and longer cache lines. 

Special Cycle Types. The special bus cycles listed in 
Table 12-13 are provided to indicate that certain instructions 
have been executed or that certain conditions have occurred 
internally. As shown in Table 12-11, special bus cycles are 
subencoded as variations on the impossible case of an 
attempted write to "code" in the 1/0 space (M/10# and DIC# = 0, 
W/R# = 1). During special cycles, the data bus is undefined and 
address lines A31 through A3 are driven to zero (unless the 
address pins are being used for branch tracing). Special bus 
cycles are acknowledged with BROY#. 

I!! :ti: "'*' :ti: :ti: "'*' :ti: :ti: co ..,, oi::I' ('I) C\I w Q 
w w w w w w w 

Special Bus Cycle m m m m m m m m 

1 1 1 1 1 1 1 0 Shutdown 

1 1 1 1 1 1 0 1 Flush (INVD, WBINVD instruction) 

1 1 1 1 1 0 1 1 Halt 

1 1 1 1 0 1 1 1 Write-back (WBINVD instruction) 

1 1 1 0 1 1 1 1 Flush acknowledge (FLUSH#) 

1 1 0 1 1 1 1 1 Branch trace message 

Table 12-13. Special Pentium bus cycle encodings. 

The shutdown special cycle can be generated if Pentium gets an 
exception while it is invoking the double-fault handler or if an 
internal parity error is detected. The halt special cycle is driven 
after a HLT instruction is executed. The halt state is like shut­
down except that halt can be exited by maskable or non­
maskable interrupts. 

The fiush special cycle is driven after the INVD (invalidate 
cache) or WBINVD (write-back and invalidate cache) instruc­
tions are executed. The flush-acknowledge special cycle indi­
cates the completion of the cache flush operation in response to 
the assertion of the FLUSH# pin. This operation is implemented 
as an interrupt to a microcode routine. 

The write-back special cycle is driven after the WBINVD instruc­
tion is executed to indicate that lines marked "modified" in the 
Pentium data cache were written back to memory or a second-
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level cache and that lines marked "modified" in any external 
caches should then be written back as well. 

The branch trace message special cycle is driven every time a 
branch is taken ifthe execution-tracing enable bit in TR12 (test 
register 12) is set to one. (IBT is asserted on taken branches, 
regardless.) This special cycle is the only one that does not drive 
zeros on the address bus; instead, the address bus and BT2 .. BTO 

contain the branch target linear address. 

External Cache Snooping. External cache snooping occurs 
when the system asserts EADS# to request a cache consistency 
check called an "inquire" cycle. Inquire cycles could be used to 
keep caches and memory consistent during DMA transfers or 
during cache miss processing in multiprocessor systems. Since 
the external system must supply Pentium with a snoop address 
via the address bus, Pentium must first be told via AHOLD to 
float its address bus. AHOLD must be asserted a minimum of two 
cycles before EADS# is driven active. 

An inquire cycle can have one of two goals: to simply discover if 
Pentium has an on-chip copy of data, or to cause Pentium to 
invalidate any on-chip copy. Asserting the INV pin will cause 
Pentium to invalidate on-chip copies if the snoop hits. 

Driving the snoop address and asserting EADS# and INV are done 
simultaneously (two cycles after AHOLD) to start an inquire 
cycle. Since an entire cache line is affected by an inquire cycle, 
only address lines A31 through A5 are significant, but for electri­
cal reasons the other pins must be driven to a valid logic level. 
The AHOLD/EADS# sequence can be performed even while 
Pentium is processing a data transfer (the data transfer in 
progress is not interrupted). 

The external system is informed of a snoop hit in the on-chip 
caches through the HIT# and HITM# signals. These signals are 
valid two cycles after the assertion of EADS#. HIT# is always 
asserted if a hit occurred, while HITM# is asserted only if the 
snoop hits a data-cache line in the M state. 

If an inquire cycle hits an M-state line in the data cache, the 
modified data in the accessed line will be written back immedi­
ately so that the line can be invalidated. Figure 12-17 shows a 
timing diagram for this case in which INV is asserted at the start 
of the snoop. 
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Figure 12-17. Pentium cache-line invalidation sequence timing. 

At the end of cycle 1, EADS# and INV are asserted to request an 
inquire cycle with invalidation. At the end of cycle 2, a previous 
data transaction is completed. At the end of cycle 3, HIT# and 
HITM# are asserted to indicate a hit, indicating that Pentium will 
start a write-back cycle with the next assertion of ADS#. (The 
only reason ADS# can be asserted during AHOLD is for an inquire­
induced write-back.) At the end of cycle 5, ADS#, CACHE#, and 
W/R# are all driven to signal the start of the write-back. The four 
write transfers follow. HITM# stays asserted until two cycles after 
the last BROY# of the write-back. 

Since AHOLD is asserted during the entirety of this write-back 
transaction, Pentium is unable to drive addresses to the exter­
nal system. Thus, in this case, the external system is required 
to drive and sequence all address bits for the write-back data 
transfers. 

If desired, however, the external system can deassert AHOLD 

before Pentium begins the write-back cycle (before cycle 5 in 
Figure 12-17) to cause Pentium to drive the write-back address 
on the address bus. This can be done to simplify external hard­
ware a little or to account for the possibility of an address parity 
error on an inquire cycle (see below). Even in this case, the 
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external system is still responsible for sequencing addresses (as 
in all burst transactions). 

Inquire cycles always snoop the internal instruction and data 
caches, but if the snoop is requested during a cache-line fill, 
Pentium also snoops the line currently being filled (in a read 
buffer). If more than one cacheable cycle is outstanding because 
of address pipelining, Pentium snoops both transactions. 

Similarly, if an M-state line is in a write buffer in the process of 
being written back, Pentium will snoop the write buffer on 
behalf of an inquire cycle. In this case, Pentium asserts HIT# and 
HITM# as usual, but there will not be a separate write-back of the 
M-state line, since it was already in progress. 

Address parity is checked for inquire cycles, but Pentium can do 
nothing about parity errors; if an address parity error occurs, 
the snoop cycle is not inhibited. If an inquire hits an M-state 
line and AHOLD remains asserted, it is not possible for Pentium 
to drive the address bus to tell the system what address was 
actually used for the snoop. 

Thus, it is possible that Pentium will start a write-back of incor­
rect data, and if the external system uses the address it sup­
plied to Pentium for the inquire cycle, memory could be 
corrupted. In light of how much Intel is making of Pentium's 
error-checking capabilities, it seems odd that address-parity 
errors are not handled more gracefully. 

External Program Monitoring. As on all highly integrated 
processors, it is difficult to monitor program behavior on 
Pentium in detail because so much activity is occurring only 
between on-chip components. To address this problem, Pentium 
has many pins that expose internal operations and allow exter­
nal program monitoring. These pins include BP[3 .. 0] (breakpoint) 
and PM[1 .. 0] (performance monitoring); BT[3 .. 0] (branch trace); IBT 

(instruction branch taken); and IU and IV (instruction completed 
in pipelines). 

The four breakpoint pins correspond to internal debug regis­
ters, and the pins are asserted when a match is detected in the 
corresponding debug register. While BP3 and BP2 have dedicated 
pins, BP1 and BPO are multiplexed with PM1 and PMO. Unfortu­
nately, the PM pin functions are covered in Intel's secret 
Appendix A. 
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System Management 
Functions 

IBT is asserted each time Pentium takes a branch. If enabled, 
each assertion of IBT is accompanied by a special bus cycle, the 
branch trace message special cycle (see Table 12-13). On each of 
these cycles, pins BT[3 .. O] are also valid. They provide the low 
three bits of the branch target address (unavailable on the 
address bus) and tell whether the branch was a 16-bit or 32-bit 
instruction. 

IU and IV simply indicate each instruction completion in the 
respective instruction pipeline. Note that IBT will be accompa­
nied by either IU or IV and that IU and IV can be (and, it is hoped, 
often are) asserted simultaneously. 

The INIT pin is a new "warm restart" pin that causes a reset-like 
action but does not cause the values in caches and FP registers 
to be lost. INIT can be used to switch via hardware from pro­
tected mode to real mode. Also, holding INIT high during reset 
invokes an automatic built~in self-test mode. 

Pentium was the first high-performance microprocessor to 
implement a system management mode (SMM). Ordinarily, 
SMM capability is designed into processors intended for porta­
ble applications in order to facilitate power-saving functions 
such as powering down idle peripherals and restarting them 
only when they are accessed. Intel had initially implemented 
SMM functions in its i386SL and i486SL, and has since added 
SMM to all 486 processors. 

SMM is an operating mode that takes precedence over all other 
modes and interrupts. Just as interrupts and traps allow an 
operating system to transparently add functions to application 
software, SMM allows software functions to be added to a sys­
tem without making changes to the operating system. 

Pentium support for SMM consists of the SMI# interrupt input 
pin, the SMIACT# status output pin, and the RSM instruction. 
Triggering SMI# is the only way to enter SMM. When SMI# is 
detected, the SMIACT# pin is asserted in order to enable a special 
SMM memory area (SMRAM). Pentium then saves its register 
state in SMRAM and disables further interrupts. Interrupts 
may be re-enabled in SMM after taking care to set up correct 
interrupt vectors. 

By default, SMM begins execution at address OOOQSOOOH in the 
code segment. The SMRAM memory space is essentially a flat, 
four-gigabyte, real-address-mode linear address space. The 
default operand and address sizes are set to 16 bits, but oper-
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Figure 12-18. Packing/unpacking, logic for partial-word transfers. 

and-size and address-size override prefixes can be used to 
access data and code anywhere in the four-gigabyte SMRAM 
space. When the SMM routine completes, the previous machine 
state is restored and SMM is exited with the special RSM 
instruction. 

SMM can be used to implement power savings, security options, 
and other features. While SMM will likely not be used in many 
Pentium desktop systems, Intel has decided to provide SMM 
functions on all mainstream x86 processors. Systems based on 
later Pentium derivatives will undoubtedly make better use of 
SMM than earlier Pentium systems. 

Bus Sizing Pentium has a 64-bit bus, but some system implementations 
will probably prefer a 32-bit memory system. Unfortunately, 
Pentium requires that all of the enabled bytes for a given cycle 
be returned from memory to the processor simultaneously. 
Thus, for narrower memories, such as 32-bit RAM and byte­
wide bootstrap PROMs, external logic is required to sequence 
addresses, swap bytes, and buffer data, as shown in 
Figure 12-18. 

© 1994 MicroOesign Resources 

Efforts to simplify Pentium's bus controller led the designers to 
eliminate the BS8# and BS16# inputs (8-bit and 16-bit bus-size 
indicators) that allowed the 486 to work easily with narrow 
devices. For most systems, this is probably not much of an 
issue, since the required logic can, and therefore will, be incor­
porated into 32-bit Pentium chip sets. Also, Intel may develop 
reduced-width bus versions of Pentium for specific markets. 
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Functional 
Redundancy Checking 

One hardware function that is unique to Pentium (unique, that 
is among x86 and mainstream RISC workstation CPUs) is a fea­
ture called Functional Redundancy Checking (FRC). Functional 
redundancy provides a mechanism to enhance system integrity 
by using a second Pentium microprocessor to verify the correct­
ness of all operations performed by the first. 

Figure 12-19 shows the interconnections needed to support FRC 
operation. The FRCMC# (Functional Redundancy Check Mas­
ter/Checker) input on the first device is driven by a high-level 
logic signal, causing the device to operate as a system "master." 
FRCMC# is driven low for the second processor, causing it to oper­
ate as a system "checker." All other signal pins on the checker 
processor-inputs, outputs, and bidirectional signals---except 
the IERR# (internal error) pin are connected directly to the corre­
sponding pin on the master. 

As its name suggests, the master processor controls system 
operation, driving its outputs and reading its input signals as 
for "normal" operation; indeed, this is the mode in which CPU 
operates for single-processor, non-FRC systems. On the checker 
processor, all of the I/O pins that operate as inputs continue to 
behave normally, but the output drivers for pins that would oth­
erwise be output are disabled. Instead, the logic level driven 
onto each of these pads is sampled during every clock cycle. 

Both CPUs begin operating during the same clock cycle follow­
ing reset. Since both CPUs are otherwise identical, since 
Pentium systems are fully synchronous, and since operation is 
fully deterministic, each address generated by the master will 
simultaneously be generated by the checker, each instruction 
retrieved and executed by the master processor will be read and 
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Figure 12-19. Functional redundancy checking interconnections. 
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executed simultaneously by the checker, and so forth. Execution 
should therefore proceed in lockstep indefinitely thereafter. 

During every clock cycle, the checker-mode processor reads the 
logic level driven onto its output pins by the corresponding out­
put pin of the master processor. Comparator circuitry checks 
whether that level matches the value that it (the checker) would 
have emitted, had it been configured as a master. As long as 
each device operates properly, all such signals should continue 
to be equal. 

If a mismatch is ever detected, then, at least one of the devices 
must have malfunctioned at some previous time. The checker­
mode CPU asserts its IERR# output pin and halts. External logic 
may be designed to freeze system operation when IERR# is 
asserted, thus preventing the completion of any memory or I/O 
cycle that might otherwise corrupt system data. 

FRC operation makes possible a slightly more elegant scheme 
that supports not just fault detection but fault tolerance. In this 
scheme, known as Quad Redundancy Checking, two more iden­
tical Pentium CPUs, also configured as an FRC pair, act as a 
"hot backup" to the first. As long as neither pair detects an 
error, the first pair drives its outputs onto the system bus. If the 
first pair detects a hardware failure, system logic disables its 
system-level bus drivers and immediately enables those of the 
second pair. Operation can thus proceed smoothly, despite a 
hardware failure. 

On the other hand, if the second CPU pair detects an internal 
hardware failure, system hardware would presumably deacti­
vate the hot backup and notify the system user to perform a 
graceful shutdown and contact a maintenance engineer. 

Note that activation of the FRC capability is completely 
optional. Motherboards can even be designed that include one 
CPU configured as a master but provide just an empty socket 
for the checker. Such a board would, by default, be fully func­
tional. Merely inserting a second, identical, CPU into the empty 
socket would immediately enable FRC verification. 

Note, though, that for FRC operation to work, the two CPUs 
must be absolutely identical in every respect. Even the most 
subtle difference in microcode could cause the CPUs to break 
out of lockstep execution. Thus, it is necessary for OEMs to be 
able to verify the exact product, microcode version, and mask 
set used to generate each device; this is Intel's justification (at 
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least, its public justification) of providing the CPUID instruc­
tion that returns family, product, and stepping information. 

(It's interesting to note that FRC operation was not actually 
invented for Pentium. This capability first appeared on the 
iAPX432 micromainframe-the super-sophisticated CPU whose 
schedule slippages prompted the creation of the original 8086. 
More recently, FRC capabilities have appeared on several mem­
bers of the Intel i960 embedded-processor family.) 

Vital Statistics The 0.8µ Pentium design is offered in 60- and 66-MHz versions. 
Intel claims the device yields well at 66 MHz. On the other 
hand, the performance difference between the two speed grades 
is (at best) only 10%, hardly enough to incite customers to move 
from one to the other. The existence of an only-slightly-slower 
option suggests that a significant number of chips don't quite 
work at the full target frequency. Even at 60 MHz, though, 
Pentium nearly doubles the performance of Intel's top-of-the­
line i486DX2 processor on recompiled code. 

The 5-V 0.8µ Pentium is a hot, hot chip indeed. Typical power is 
quoted at 13 watts at 66 MHz, with a maximum power dissipa­
tion of 16 watts. This is a major jump from the first 486, which 
used less than 4 watts. , Even the i486DX2, which Intel ships 
with its own 0.35-inch heat sink, peaks at 6 watts. 

The chips are shipped without a heat sink, giving system ven­
dors a choice. With a heat sink similar to the i486DX2's, the sys­
tem must provide a gale-force airflow of 650 ft/min to cool the 
CPU in ambient temperatures up to 40° C. With a 0.65-inch 
heat sink, the airflow can be reduced to a merely stormy 300 
ft/min. 

Designers of large systems are used to such power levels, and 
Pentium dissipates considerably less heat than the PA7100 or 
Alpha chips, both of which exceed 20 watts. Since PC fans typi­
cally provide only 50-100 ft3/min of airflow, however, PC design­
ers must rethink the thermal engineering of their system 
designs to allow for such a high-powered chip. 
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12.2 The Intel 0.6µ Pentium "P54C" 

© 1994 MicroDesign Resources 

In March of 1994 Intel introduced a second member of the 
Pentium family code-named the "P54C." This product is based 
on the Pentium core design but built using a 0.6-micron, 3.3-V 
BiCMOS process. (Intel also calls this part simply "Pentium," 
but it designated the "0.6µ Pentium" hereafter in this report.) 
The part can operate at core frequencies up to 100 MHz, 50% 
faster than the 0.8µ design. The new process also significantly 
decreases the power dissipation and manufacturing cost rela­
tive to the 0.8µ design. Table 12-14 summarizes the features of 
the 0.6µ device. 

Product Name Intel 0.6µ Pentium "P54C" 

Introduction Date March 1994 

Device Integration Level 
Same as 0.Sµ Pentium 

plus advanced priority interrupt control logic 

CPU Architecture Level Standard Pentium IU and FPU instruction set 

Core Technology Superscalar dual 4S6-like pipelines 

Pinout Standard Extended Pentium pinout 

Data Bus Width 64 data bits plus S parity bits 

Physical Addressability 
4 gigabytes 

(Address pins A31 .. A3 plus BE7# .. BEO#) 

Data-Transfer Modes Four x eight-byte burst-mode transfers 

I-cache: SK-byte split-line 2-way associative 

Cache Support 
D-cache: SK-byte 2-way associative 
with S-way interleaved access and 

write-through or copy-back operation 

Floating-Point Support On-chip pipelined high-speed FPU 

Operating Voltage 3.15 V to 3.45 V 

Frequency Options 75-, 90-, or 100-MHz core frequency 

Clocking Regime Core frequency = 1.5x or 2x Clkin 

Maximum Power Dissipation 10.1 W@ 3.3 V and 100 MHz (worst case) 

Intel System Management Mode support 

Power-Control Features 
Clock disabled to unused logic dynamically 

Stop-Clock and Auto-Halt modes 
1/0 instructions may be trapped and restarted 

Process Technology 0.6µ BiCMOS, four-layer-metal 

Transistor Count 3.3 million transistors 

Die Size 13.3x112.3 mm (163 mm2) 

Package Options 296-pin ceramic PGA package 

Functional redundancy system support 

Other Features 
JTAG boundary-scan logic, 

On-chip parity and integrity-checking logic 
On-chip APIC controller for glueless dual processing 

Table 12-14. Intel 0.6-micron Pentium "P54C" feature summary. 
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Overview When Intel first began leaking information about the Pentium 
processor, it looked almost too good to be true. Indeed it was. 
Upon introduction, system designers discovered the 0.8µ 
Pentium devices were expensive to build, difficult to design 
with, used nearly three times as much power as a 486, and yet 
had a clock speed no faster than a 486DX2. Any of these prob­
lems could have prevented Pentium from ever becoming a vol­
ume desktop CPU. 

Fortunately, Intel has found that a new IC process resolves 
these issues. The 3.3-V, 0.6µ Pentium "P54C" design is every­
thing the 0.8µ Pentium was supposed to be: a 100-MHz proces~ 
sor with reasonable power dissipation and moderate 
manufacturing cost. It includes a few minor enhancements: a 
variable clock multiplier circuit, power management, and an 
interrupt controller intended to facilitate multiprocessor system 
designs. 

The new chip is not socket-compatible with the 0.8µ Pentium, 
both because of its 3.3-V-only operation and various pinout 
enhancements. With over 100-SPECint92 performance, the 0.6µ 
Pentium is a potent weapon against PowerPC and other RISC 
processors. The cost reductions also will allow Intel to cut the 
price of Pentium and eventually move it into the PC 
mainstream. 

This chip is one of the first products to use Intel's new 0.6-
micron fabrication process, now on line at Fab D2 in Santa 
Clara, Calif., and at Fab 10 in Leixlip, Ireland. Intel had also 
planed to begin 0.6-micron production at Fab 11 in Albuquer­
que, New Mexico by the end of 1994. These fabs, which use 200-
mm wafers instead of 150-mm ones, will greatly increase Intel's 
manufacturing capacity and remedy its current inability to 
meet demand for its processor chips. 

The benefits of moving Pentium to the new process are clear. 
The new process shrinks the drawn transistor size from 
0.8 micron to 0.6 micron, reducing circuit area by more than 
30%. A fourth layer of metal, which is used to route power and 
clocks while the other three metal layers carry signals, reduces 
area by another 10%. The BiCMOS process incorporates both 
CMOS and bipolar transistors, which can be combined to form 
BiNMOS drivers that reduce the transmission delays of heavily 
loaded signals. 

Although these features reduce die area and improve perfor­
mance, they also increase wafer cost by about 30% over a three-
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Figure 12-20. 0.8µ and 0.6µ Pentium die size comparison. 

metal CMOS process with a similar transistor size. Taking into 
account the smaller geometries and larger wafer size, total 
wafer cost for the new process is more than twice that of Intel's 
0.8-micron BiCMOS process. Given Intel's high production vol­
ume, the company is willing to trade reductions in die area 
against increases in wafer cost. 

Intel is continuing to invest heavily in more advanced fabrica­
tion methods and plans to accelerate its IC process development 
cycle from three years to two. The company is building still 
another new factory in Albuquerque that will use a 0.4-micron 
process that is reportedly CMOS only (not BiCMOS). Intel 
expects that this new process will be in production by the end of 
1995 and will be used for both the Pentium and "P6" micropro­
cessor families. 

The 0.8µ Pentium has a die size of 294 mm2. (See Chapter 15 
for estimates of device manufacturing costs.) Figure 12-20 
shows that the 0.6µ Pentium die measures just 163 mm2, a 
reduction of 45%. More important, the estimated cost of build­
ing Pentium is reduced by more than half. This cost will drop by 
another 25% or so as the new process matures. 

The new design will also help Intel greatly increase the number 
of Pentium processors it can produce. Whereas the 0.8µ 
Pentium design was thought to yield four to six good die per 
wafer, according to MicroDesign Resources estimates, the 0.6µ 
Pentium should yield more than 30 die per wafer. (Unconfirmed 
rumors have suggested that the very earliest test wafers from 
Intel's new Ireland plant produced as many as 40 die per wafer 
at 100 MHz, and that later wafers yielded up to 60 working die!) 
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Three factors create this sixfold improvement. Proportionately 
more of a smaller die will fit in a given wafer area, and the 0.6-
micron factories use 200-mm wafers with 80% more area than 
the 150-mm wafers used in older fabs. Moreover, smaller die are 
less likely to contain defects, so a higher percentage of the total 
die manufactured are generally good. The increases in yield are 
somewhat offset by higher wafer processing costs, but the net 
effect is still much improved. 

The 0.6µ Pentium takes several steps to address the power con­
sumption issue. Cutting the supply voltage to 3.3 V reduces the 
power dissipation by 50% at a given core frequency. Maximum 
power dissipation for the 0.6µ Pentium is just 10 W (worst case) 
at 100 MHz compared to 16W for the 5-V Pentium at 66 MHz. 

To further reduce power, the new design automatically stops the 
clock, on a cycle-by-cycle basis, to the caches or to the floating­
point unit when those circuits are not being used, reducing 
power with no effect on performance. Intel claims these features 
reduce the average power dissipation to less than 4 W in a 
typical application. 

The 0.6µ Pentium also includes the full SL Enhanced feature 
set used in Intel's current 486 processors. These features 
include system management mode, the ability to stop and 
quickly restart the processor clock, and an automatic power­
shutdown mode. While the 0.8µ Pentium also supported SMM, 
the "stop clock" and "auto halt" features are new to the 0.6µ 
Pentium. 

These power-reduction features make the 0.6µ Pentium proces­
sor far more suitable than the 0.8µ Pentium for use in notebook 
systems, since battery life depends on typical power consump­
tion. System designers must still allow for worst-case current 
and cooling capacities, but in a notebook system an active 
power-management system might be able to monitor the tem­
perature of the CPU and slow the clock ifthe chip is getting too 
hot. Pentium notebook systems should begin rolling out by Fall 
'94 Comdex and become widespread in 1995. 

Bus Interface The 0.6µ Pentium uses a 296-pin PGA, 23 pins larger than the 
0.8µ Pentium package. Three of the new pins are used for the 
APIC, and most of the rest are defined as no-connects to allow 
for "future functional enhancements." Because of the new pack­
age and the 3.3-V I/O, it is impossible to simply drop the P54 
processor into an existing Pentium motherboard; in fact, 
upgrading to 0.6µ Pentium will require a significant redesign. 
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64-bit Pentium bus @ 50-66 MHz 

Figure 12-21. 0.6µ Pentium multiprocessing system architecture. 

The 0.6µ Pentium supports only 3.3-V I/O signals, forcing sys­
tem designers to use low-voltage cache memory and chip sets. 
Intel has released a 3.3-V version of its 82430 chip set with 5-V 
level translators for new designs, and expects that similar chip 
sets will be available from Opti, VLSI, and others by the end of 
1994. By forcing a move to 3.3 V, Intel is preparing system ven­
dors to support future Pentium chips and Pentium upgrades, all 
of which will use 3.3-V I/O. 

While the 0.6µ Pentium core is functionally nearly identical to 
the 0.8µ Pentium design, Intel has taken the opportunity to 
make a few functional improvements. In addition to the new SL 
Enhanced features, the design now incorporates Intel's 
advanced priority interrupt controller, or APIC, making the new 
chip suitable for a glueless dual-processor configuration in 
which two CPUs share the same cache (see Figure 12-21). 

Since this dual-processor configuration shares a single bus and 
L2 cache, it would not deliver the same performance boost as a 
traditional MP design with separate L2 caches for each CPU. 
Intel estimates the gain to range from 30% to 70%, depending 
on the application. This design would be much less expensive 
than a traditional multiprocessor configuration, however, since 
the only expense of adding the second processor to a system 
would be the cost of the CPU chip itself. 

Intel could, of course, have left off the APIC and assumed that it 
would be in the system logic. Chip-set vendors balked at the 
added cost of the APIC, however, and any chip sets that include 
the logic to support dual processors will be more expensive than 
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Interrupt Control 
Logic 

standard uniprocessor chip sets. Intel believes that this cost dif­
ferential, in the highly competitive PC market, would have led 
to a dearth of MP-capable systems. By including the APIC, 
which uses less than 5% of the die area, on the CPU, system 
vendors can offer dual-processor capability for the cost of a sec­
ond CPU socket, seeding the market with lots of these systems. 

Of course, to take advantage of the second .processor at all, a 
multiprocessor operating system is required. And unless an 
application is multithreaded, the second CPU is active only 
when two or more tasks are running. Given that neither DOS 
nor Windows (including the future Chicago version) can handle 
multiple processors, Intel expects that the dual-processor 
Pentium will be used primarily for high-end desktops or servers 
running UNIX or Windows NT. 

In these high-end markets, the dual-processor mode can be used 
as an upgrade strategy for the 0.6µ Pentium. For the majority of 
users, however, Intel will provide a traditional upgrade chip 
that usurps control of the system from the original CPU. The 
company will not discuss any specifics about this upgrade part 
but expects it to be available in 1996. Thus, it is possible that 
the upgrade will take advantage of the P6 processor core. 

The advanced priority interrupt controller (APIC) architecture 
included in the 0.6µ Pentium first appeared in late 1992 in the 
form of the 82489DX. The APIC architecture replaces the old 
8259A interrupt controller that was originally designed for the 
8080, modified for the 8085, and inherited by all PCs since then. 
With a more flexible priority scheme and faster response time, 
the APIC has some benefit for uniprocessor systems, but its 
major advantage is in supporting multiprocessor systems, 
which is not possible with the simple 8259. 

The APIC is physically divided between the processors and the 
system logic. The "I/O APIC," typically part of the system logic, 
accepts system interrupts much like the 8259. Unlike the older 
part, however, the I/O APIC can transfer pending interrupt 
requests to other processors, each of which must have its own 
local APIC module. The various APIC modules are connected 
via a private interrupt bus, allowing interrupts to be communi­
cated without disrupting the normal system bus. 

The 82489DX has not been widely used. Most vendors with mul­
tiprocessor x86 systems had already defined their own MP 
interrupt protocol and saw no reason to change, although a few 
have adopted the APIC. Desktop systems have not incorporated 
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the 82489DX due to its cost, and system-logic vendors have seen 
no reason to incorporate a complete APIC (both I/O and local 
modules) into their chip sets. 

The 0.6µ Pentium integrates the local APIC module and com­
municates to the I/O APIC and other 0.6µ Pentium processors 
using a three-wire bus. Although the 0.6µ Pentium implementa­
tion is register-compatible with the 82489DX, the three-wire 
bus is not compatible with the 82489DX's five-wire protocol. 
Intel now includes the I/O APIC logic in its support chip sets 
and is licensing the design to other system-logic vendors. The 
I/O APIC is relatively small, and Intel expects most vendors to 
include it in their basic chip sets. 

For compatibility with software that does not include APIC 
code, the 0.6µ Pentium can disable its on-chip APIC and use an 
external 8259-type controller. Today, few software vendors sup­
port the APIC, although a special HAL for Windows NT is avail­
able. By increasing the installed base of APIC hardware, Intel 
hopes to spur other MP operating systems to support it. 

The other new feature of the 0.6µ Pentium design is a phase­
locked loop (PLL) that lets the CPU run at l.5x or 2x the system 
bus frequency. This keeps the system bus between 50 and 
66 MHz while the CPU runs as fast as 100 MHz. Although the 
2x ratio allows for a 100/50-MHz system, this configuratioil. 
would perform comparably to a 90/60-MHz design, so vendors 
may try for a 100/66-MHz arrangement to maximize perfor­
mance. The 0.6µ Pentium clock multiplier is pin-selectable; 
there is a single 100-MHz version of the chip that supports 
either bus frequency. 

The 0.6µ Pentium design is offered in 90- and 100-MHz ver­
sions. Power dissipation at 3.3 V and 100 MHz is 4 W typical, or 
10.1 W worst-case. 
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12.3 Futures 
At the ISSCC conference held in February of 1994, Intel dis­
played a 150-MHz Pentium processor; this same system was 
later demonstrated continuously for several hours in a suite 
upstairs. This particular chip was no doubt hand-picked from 
the production line and operated with a special power supply 
and cooling unit, but Intel hinted that the 150-MHz Pentium 
may eventually become a product. On the other hand, Intel also 
presented a 100-MHz 486 at the 1991 ISSCC but three years 
and a new turn of the manufacturing technology were needed 
before it was able to ship such a part. Once Intel has progressed 
to a 0.4-micron process, faster Pentia will be possible-and 
therefore inevitable. 

The Intel "P24T" One of the most eagerly awaited but not yet announced prod­
ucts in the history of the microprocessor industry is a product 
code-named the "P24T." This device is supposed to serve as an 
end-user upgrade for i486DX2-based systems. While the prod­
uct itself has not been announced or completed, its pinout has 
been defined since mid-1992, and many system vendors have 
been cranking out and selling PCs with empty upgrade sockets 
in anticipation of the device since 4Q92. 

In the mean time, P24 T plans have undergone some major 
changes; only the pinout standard has remained unchanged. 
Current expectations are that the device will be derived from 
the 3.3-V 0.6µ Pentium core, with a core frequency 2.5x the bus 
clock, twice the on-chip cache, a 32-bit data bus interface, and a 
pinout that's a superset of that of standard 486 Over Drive pro­
cessor. 

Unfortunately, the motherboards that await these chips were 
designed for a 5-V part-so the P24 T is now expected also to 
incorporate an on-module heat-sink, voltage regulator, and fan. 

12.4 Commentary 
Pentium was a long time coming. The first public mention of the 
device promised a 1H92 introduction, with "volume system 
shipments by the end of 1992." The introduction schedule later 
slipped to the end of 1992, then to spring of 1993. A month 
before the expected May 1993 unveiling, Intel revealed that cer­
tain key issues, including the price and performance of 
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Pentium-based systems, would not be discussed until May. 
Shortly thereafter, an e-mail message began circulating 
through the Internet, purporting to identify (in the best David 
Letterman fashion) the "Top Ten Reasons Why Pentium Was 
Late." This list appears in Table 12-15. 

ll. Reason 

1 o: Quality control complained about the rattling noises the chip 
makes whenever it's reset. 

9: Intel hoped to outfox AMO developers this time by waiting for 
them to release their "Pentium" first. 

8: Intel's still trying to figure out how to mount a three-foot high 
cooling tower on a two-inch square package. 

7: Marketing's prediction that all of IBM's top executives would be 
killed by space aliens, followed by IBM engineering's insistence 
on a return to an Intel strategy, did not appear to pan out. 

6: The sales force needs to be retrained to sell a processor that 
doesn't end in "86". 

5: As a result of poor documentation practices, nobody can 
remember what the function of the WOOF* pin is. 

4: Military insisted at the last minute on 8080-compatibility mode. 

3: Employees complained about being harassed by engineers who 
offered to demonstrate "Probe Mode". 

2: All those millions of dollars in processor research and develop­
ment were cutting into the CEO's Christmas bonus. 

1: Intel needed to hire more lawyers. 

Table 12-15. "Top Ten Reasons" why Intel delayed announcing Pentium. 

Despite the vast manufacturing cost reduction of the 0.6µ 
Pentium, Intel says that it will continue to build the 0.8µ 5-V 
Pentium device for the foreseeable future. Because of the exten­
sive redesign required for the new version, many vendors will 
continue to ship systems using 60- and 66-MHz Pentium chips 
for some time. The lower frequencies also provide additional 
performance points for Pentium systems, although the 100-
MHz DX4 overlaps the 60-MHz Pentium on some applications. 

Continuing the 5-V line also maximizes the number of Pentium 
chips that Intel can produce. By the end of 1994 Intel expected 
to have three factories building the 0.6µ Pentium design along 
with the two currently making the 0.8µ version. Given the 
amount of fab capacity coming on line, the company may find 
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itself obligated to build a large number of chips simply to defray 
the costs of building the new fabs. 

Thus, Intel is promoting Pentium chips aggressively, cutting 
prices on the 0.8-micron versions even though they are more 
expensive to build than the higher-speed chips. These price cuts 
make room for the higher-speed parts. 

These price cuts will reduce the margins on the 0.8µ Pentium 
parts belQw the high margins of Intel's other processors, but the 
company will still make a significant profit on them. Further­
more, by increasing the penetration of Pentium in the PC mar­
ket, Intel devalues the product offerings of its 486-based 
competitors. 

To build further momentum for Pentium, Intel must convince 
PC makers to move beyond the 5-V, 33-MHz system bus that 
they are comfortable with. Because of the difficulty of designing 
with the 60-MHz system bus, many companies buy complete 
Pentium motherboards directly from Intel. By some accounts, 
Intel is the largest vendor of Pentium motherboards in the 
world. Unless Intel plans to continue growing its motherboard 
business, which upsets those vendors that actually have the 
resources to design their own products, it must provide simple 
design kits and chip sets that can handle the faster Pentium 
processors. 

At first glance, Pentium may appear to be not as aggressive in 
its issue strategy as some of the latest RISCs. It is limited to 
two instructions per clock, while SuperSPARC and IBM's 
RS/6000 can issue three instructions under optimal circum­
stances. Upcoming versions of the Power2 family will be able to 
issue up to six instructions per clock. Pentium cannot issue 
integer and floating-point operations in the same cycle, as can 
all superscalar RISCs. 

Still, the Pentium family appears to have found ways to over­
come many of the x86 architectural handicaps. The small regis­
ter set, for example, means that there are more memory 
references, but the dual-access data cache helps minimize the 
performance impact. The stack-oriented floating-point register 
file creates an accumulator bottleneck,· but the parallel execu­
tion of the exchange instruction reduces its effect. In this sense, 
Pentium appears to support the contention that the x86's archi­
tectural handicaps can be overcome with some implementation 
creativity. 

The Complete x86 



© 1994 MicroOesign Resources 

Chapter 12 The Intel Pentium Family 393 

But in doing so Pentium shows the extent to which its CISC 
architecture increases its design complexity. For example, RISC 
processors have not had to go to the complexity of dual-access 
data caches to reach comparable performance levels. This also 
illustrates how the x86's architectural limitations affect many 
aspects of the design; it is not as simple as designing a nice, 
clean RISC processor with a small "compatibility unit" on the 
side, as some proponents have described Pentium. While 
Pentium achieved the same performance as the R4000, it did so 
a year later, and required three times as many transistors and 
with a more complex process technology. 

The richer semantic content of x86 instructions, however, 
means that two instructions often do the same work that would 
require three or more instructions in a RISC architecture. For 
example, the memory-to-register instructions in the x86 archi­
tecture eliminate the need for separate load and store instruc­
tions. This also makes it less important to issue floating-point 
and integer instructions together, since many of the integer 
instructions in floating-point programs are loads and stores'. 
Address-calculation instructions are also sometimes eliminated 
by the x86's richer addressing modes. 

While any x86 program will benefit from Pentium's perfor­
mance features, the full performance potential will be realized 
only for programs that are structured to take maximum advan­
tage of Pentium's capabilities. Instruction sequences must be 
carefully selected to use the instructions that can be dual-issued 
and scheduled to fill all available execution slots. 

With respect to its FPU, Pentium will bring a new level of per­
formance to the PC market. It will not, however, outperform its 
Windows NT competitors because of the weaknesses of its 
floating-point architecture and because the R4000 and Alpha 
processors will be operating at much higher raw clock speeds. 

Unfortunately, this same high-speed FPU has cost Intel dearly. 
In November of 1994 it was discovered that the high-speed algo­
rithm used to cut FPU divide times in half was not quite always 
100.000% accurate. See Appendix: E or details on the Pentium 
FPUbug. 

In some ways-the elimination ofRDY#, simpler burst determi­
nation, and no bus sizing-Pentium has a simpler bus than the 
486. The addition of new features, however, such as pipelining, 
cache snooping, and forced burst support, means that system 
hardware will need considerably more sophisticated bus con-



394 Part IV Pentium-Class Processors 

trollers, especially if second-level caches are used in multipro­
cessor systems. As with earlier x86 generations, chip-set 
vendors will likely spare system makers the headache of 
designing bus-control state machines and interface logic. 

Other than N exGen, no vendor has delivered, or even formally 
announced, a Pentium-class product. AMD's K5 and Cyrix's Ml 
aren't likely to begin volume shipments until mid- to late-1995. 
The first real Pentium competition may emerge from NexGen, 
which has been sampling its 586 processor since early 1994. 
Because of its small size and fabless status, it will take time for 
N exGen to build enough market presence to make much of a 
dent in the Pentium market. 

Thus, Intel can still wield the 0.6µ Pentium largely unopposed 
in the high-end market, leaving its competitors to fight over the 
low-margin bottom end. Intel will not abandon the low end; 
profits from its :flagship products will subsidize heavy discount­
ing ofi486s and other low-end chips. 

The market is moving much faster than in the past, however, 
and Intel's monopoly will not last as long as its four years of 486 
dominance; Cyrix plans to bring its "Ml" product to market by 
mid 1995 and has IBM's fab on its side. illtimately, Intel will 
have to rely on aggressive pricing to maintain its market share, 
but it has the R&D and manufacturing skills to succeed in this 
competition. 

Competition with RISC Pentium will allow Intel to protect its enormous and highly 
profitable market share from competing RISC and x86-
compatible vendors. Intel should be able to manage the price of 
its chips so that Pentium systems remain competitive against 
low-end workstations. Initially, Intel need only maintain parity 
in price/performance, as the overwhelming x86 software base 
will work to its advantage, but Windows NT may begin to level 
the playing field if it gains in popularity. 

For commercial applications, such as database and file servers, 
the performance advantage of the RISC chips over Pentium is 
smaller, since these applications rely mainly on integer perfor­
mance. These large servers often use multiple processors, which 
can further negate the absolute performance advantage of 
RISC. For these designs, the price/performance of the processor 
is most important. 

On the desktop, simply matching Pentium will not make up for 
the overwhelming software. advantage of the x86, leaving the 
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RISC chips with an uphill battle. DEC and MIPS will try to 
offer superior performance at the same price; MIPS also has the 
advantage of two very low cost chips (the R4200 and Orion) 
available. HP may use the 7100LC's multimedia acceleration as 
a differentiator. IBM/Motorola's PowerPC 601 has a much 
smaller die size and a correspondingly lower cost than Pentium. 

Intel has shown that it will not relinquish its performance lead­
ership willingly. Given the ability of Power PC to deliver similar 
performance at a lower CPU price, Apple and other system ven­
dors are attempting to translate this advantage into a system­
level price/performance advantage, but the jury is still out on 
whether their customers will care. Until PowerPC can improve 
its position, it will not be a serious threat to Intel's sales. And in 
the meantime, the new x86 chips should allow Intel to continue 
its dominance of the x86 market while generating its tradi­
tional enormous profits. 

Recently, workstations have been replacing PCs on the desktop 
of some professionals, such as engineering managers and finan­
cial analysts, who use a mixture of commercial and technical 
applications. This market segment, potentially much larger 
than the pure technical segment, may prove to be fruitful 
ground for Pentium "workstations" that offer near-RISC perfor­
mance plus full compatibility with over 50,000 x86 applications. 

Pentium is a significant microprocessor milestone. It imple­
ments sophisticated , caching, multiprocessor support, and 
branch prediction. It is also the first superscalar CISC micro­
processor and the first high-end microprocessor to implement a 
system management mode. The Pentium core will be around for 
years as Intel attempts to exploit its lead by offering variations 
with varied cache sizes, bus widths, and bus speeds. As for 
Pentium's technological position in the marketplace, some 
RISCs will be faster or cheaper or both, but with x86 compati­
bility, multiprocessor support, and significant performance 
gains over the 486, Pentium will satisfy most users' needs. 
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12.5 For More Information ... 
Additional information on Pentium may be found in the follow­
ing publications: 

Vendor Publications 1: Intel Corporation Advances Pentium Processor Technology 
to Notebook Computers Press Kit. Intel Corporation, 
10/10/94. 

2: Intel Pentium Processor (610/75) Performance Brief for 
Mobile Applications Release 1.0. Intel Corporation, 9/94. 

3: Microprocessors Data Book Volume Ill: Pentium Proces­
sors. Intel Corporation, 1994, order #241732-001. 

4: Pentium Processor Performance Brief. Intel Corporation, 
1993, order #241557-001. (Brochure listing Intel perfor­
mance results for assorted applications.) 

5: Pentium Processor User's Manual Volume 1: Pentium Pro­
cessor Data Book. Intel Corporation, 1994, order #241428-
002. 

6: Pentium Processor User's Manual Volume 2: 82496 Cache 
Controller and 82491 Cache SRAM Data Book. Intel Cor­
poration, 1994, order #241429-002. 

7: Pentium Processor User's Manual Volume 3: Architecture 
and Programming Manual. Intel Corporation, 1993, order 
#241430-001. 

Microprocessor 8: Intel Announces MESI Second-Level Cache*. Mark 
Thorson, MPR vol. 5 no. 12, 6/26/91, pg. 8. (Feature article.) Report Articles 

9: P5 Details Surfacing. MPR vol. 5 no. 18, 10/2/91, pg. 4. 
(Most Significant Bits item.) 

10: P5 Rumor Update. MPR vol. 5 no. 22, 12/4/91, pg. 5. (Most 
Significant Bits item.) 

11: First Silicon on Intel's P5. MPR vol. 6 no. 7, 5/27/92, pg. 4. 
(Most Significant Bits item.) 

12: P5 Not to be Called the 586?. MPR vol. 6 no. 9, 7/8/92, pg. 5. 
(Most Significant Bits item.) 

13: Intel Demos P5, Sets 1Q93 Intro Date. MPR vol. 6 no. 10, 
7 /29/92, pg. 4. (Most Significant Bits item.) 

14: Intel Begins Gradual P5 Unveiling*. Michael Slater, MPR 
vol. 6 no. 12, 9/16/92, pg. 1. (Cover story.) 
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15: P5 Christened "Pentium". MPR vol. 6 no. 14, 10/28/92, pg. 
4. (Most Significant Bits item.) 

16: Intel Describes P5 Internal Architecture*. Linley Gwennap, 
MPR vol. 6 no. 14, 10/28/92, pg. 25. (Feature article.) 

17: Pentium Falls Short of P5's Promises*. Michael Slater, 
MPR vol. 6 no. 15, 11/18/92, pg. 3. (Editorial.) 

18: Intel Announces New Interrupt Controller. MPR vol. 6 no. 
15, 11/18/92, pg. 5. (Most Significant Bits item.) 

19: Erratum-P5 Not to Provide 36-Bit Addressing. MPR vol. 6 
no. 16, 12/9/92, pg. 4. (Most Significant Bits item.) 

20: Intel Demonstrates Pentium Systems. MPR vol. 6 no. 16, 
12/9/92, pg. 4. (Most Significant Bits item.) 
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13 NexGen 
Microprocessors 

The first non-Intel Pentium-class microprocessor emerged from 
a source that some thought was unlikely: perennial startup 
NexGen, which labored for eight years to create its first prod~ 
uct, the N x586 microprocessor. 

13.1 The NexGen Nx586 
Microprocessor 
The NexGen Nx586 is a high-performance fifth-generation pro­
cessor that uses a number of new implementation techniques to 
deliver Pentium-class performance. The device was announced 
in 1Q94 and began shipping in mid-year. Table 13-1 summa­
rizes the features and capabilities of the Nx586 device. 

The Nx586 is partitioned differently than a conventional 486 or 
Pentium device. Whereas Pentium folds a complete x86 integer 
processor, floating-point unit, and 16 kilobytes of combined 
instruction/data cache onto one chip, NexGen chose instead to 
relegate the FPU to a separate chip, thereby freeing sufficient 
die area to double the cache size and include on-chip control 
logic for a second-level cache. 

The optional external FPU for the N x586 was officially 
announced in 1Q94 with the designation Nx587, in keeping 
with the business model and nomenclature of the 386/387. In 
3Q94 the Nx587 was "de-announced." Omitting the FPU from 
the CPU proper lowers the cost of entry-level systems. Since 
most programs make little (if any) use of floating-point math, 
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Product Name NexGen Nx586 

Introduction Date March 1994 

Prognosis Emerging from a protracted gestation 

Device Integration Level Superpipelined 32-bit IEU, PMMU, 
separate 16KB instruction and data caches, 

on-chip control logic for an external L2 cache 
(Pin-compatible module with onboard FPU planned) 

CPU Architecture Level 486 integer instruction set with NexGen SMM 
(Future versions will support 486 FPU instructions) 

Core Technology NexGen-designed high-performance core 

Pinout Custom 

Data Bus Width 64 bits (D63 .. DO) 

Physical Addressability 4GB (Address A31 .. A3) 

Data-Transfer Modes Information not available 

Cache Support 16K bytes each I- and D-cache 
4-way set associative 

Write-through operation only 
L2 cache controller supports 256KB or 1 MB of 

SRAM for unified l/D cache with copy-back protocol 

Floating-Point Support Currently none; replacement part that includes a 
high-speed FPU coprocessor planned for 1 H95 

Operating Voltage 4 V (tolerance not available) 

Frequency Options 70-, 75-, 84-, or 93-MHz core operation 

Clocking Regime Information not available 

Active Power Dissipation 15 W @ 4.0 V and 93 MHz 

Power-Control Features Static core design, NexGen SMM extensions 

Process Technology 0.5-micron 5-layer-metal CMOS 

Die Size 14.1 x 14.1 mm (200 mm2) 

Transistor Count Integer processor: 3.5 million 
(Future FPU: approx. 700,000 transistors) 

Package Options 463-pin interstitial PGA or multichip module 

Table 13-1 . NexGen Nx586 CPU feature summary. 

these FPU-less systems will be adequate for most users. It also 
no doubt simplified the design process somewhat; or at least 
deferred for an extra year the tedious task of trying to get all 
the FPU algorithms to be perfect. 

Core Design The Nx586 contains an integer processor, a PMMU, separate 
8-Kilobyte instruction and data caches, and a second-level (L2) 
cache controller. The integer processor in turn contains four 
largely independent execution units: two integer units, an 
address unit, and, in time, the optional floating-point unit (see 
Figure 13-1). 

On every clock cycle decode logic can crack a single x86 instruc­
tion and translates it into one or more internal instructions, 
which are later executed by the various execution units. These 
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Figure 13-1. NexGen Nx586 microarchitecture. 

instructions can be executed speculatively and out of order to 
increase the potential for parallelism. 

Instructions sent to the execution units are predecoded to sim­
plify processing within each execution unit. These instructions 
are represented internally by a word approximately 100 bits 
wide. (These wide-word instructions are never stored in mem­
ory or transferred to other chips, so their large size does not 
cause significant problems.) 

N exGen uses the label "RISC86" to describe the internal format 
of these internal instruction word, since (according to N exGen) 
they correspond to the types of operations performed by a con­
ventional RISC processor. Conventional RISC architectures, 
however, must typically pack an operation code, three operand 
fields, and possibly a few bits of constant into a single 32-bit 
memory word. It would be just as appropriate (but perhaps 
somewhat less trendy) to refer to these words as "microcode.") 

Many x86 instructions convert directly to a single RISC86 
instruction. All register-to-register ALU operations, for exam­
ple, have RISC86 counterparts. Because RISC86 uses a load­
store model, however, many x86 instructions that access mem­
ory require two or three RISC86 instructions. For example, the 
x86 instruction: 
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ADD mem,CX 

translates into three RISC86 instructions: 

LOAD 
ADD 
STORE 

R2,Rl 
R2,R3 
Rl,R2 

where the physical register numbers are ,assigned by the 
decoder to map the x86 registers appropriately. 

Iterative x86 string instructions translate into an indefinitely 
long sequence of internal instructions. The decoder issues 
RISC86 instructions as fast as possible; when the core detects 
the termination condition, remaining iterations are invalidated. 

The Nx586 goes to great lengths to maintain this rate of one 
instruction per cycle, regardless of data dependencies, cache 
misses, branches, resource conflicts, and other events that 
cause glitches in most other processors. 

To further exploit the parallelism of the RISC86 instructions, a 
14-entry queue precedes each of the function units. If RISC86 
instructions cannot immediately execute due to dependencies or 
resource conflicts, they simply wait in the queues; other instruc­
tions in the queues continue to execute in other function units. 

The queues prevent the instruction decoder from stalling when 
a function unit is busy, as it can simply issue RISC86 instruc­
tions into the queues. If the instruction at the front of a queue 
cannot be executed for any reason, however, that function unit 
stalls. This problem will completely tie up one unit while the 
others continue. The dual integer units provide some redun­
dancy; if one stalls, the other can continue processing (non 
dependent) integer operations. 

The Nx586 allows up to 14 RISC86 instructions to be pending at 
any one time; N exGen says that there are often 8 or more 
instructions in process, and that it is not unusual to reach the 
limit of 14. One effect of the queues is that instructions can be 
executed out of order, though they are always issued and retired 
in order. The CPU tags each instruction with a sequence num­
ber. The tags help ensure that instructions with dependencies 
are executed in the proper order. The use of register renaming 
reduces the number of dependencies, increasing parallelism in 
the instruction stream. 
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Like most microprocessors with multiple pipelines, the Nx586 
execution units are not symmetrical. The primary unit can han­
dle all RISC86 integer operations, including multiply and 
divide, while the second integer unit performs only simple 
(single-cycle) operations. The decoder has a load-balancing algo­
rithm to allocate instructions that could be sent to either inte­
ger unit. 

RISC86 load and store instructions are routed to the address 
unit, which calculates the target address and performs transla­
tion and validation according to the x86 standard. Since there is 
a single address unit, only one RISC86 load or store instruction 
can be executed on each cycle. The chip contains a 32-entry uni­
fied TLB for virtual address translation. 

The Nx586 uses an instruction prefetch buffer to solve the prob­
lems of variable length and alignment inherent in x86 code. 
Unlike Pentium's cache, which contains special logic to fetch up 
to 31 consecutive unaligned bytes, the Nx586 instruction cache 
delivers instructions in groups of 8 aligned bytes. The prefetch 
buffer holds up to three groups of 24 bytes each, prefetching 
along the sequential path and two predicted paths. On each 
cycle, the Nx586 decoder can fetch up to 8 unaligned bytes from 
the prefetch buffer. It can also fetch directly from the cache but 
is restricted to aligned accesses of 8 bytes. 

One of the bottlenecks of the x86 architecture is that it defines 
only eight general-purpose registers. The Nx586 uses register 
renaming to ameliorate this bottleneck, and implements 22 
physical registers. At any given time eight of these are mapped 
onto the eight logical registers of the x86 architecture. This 
technique, called register renaming, can circumvent register 
conflicts ~common in x86 programs. Register renaming also used 
in the Cyrix "Ml," AMD "K5," and Intel "P6." 

Proper handling of exceptions can be complex in an out-of-order 
machine. The Nx586 always retires instructions in order, even 
if their results were generated out of order. Exceptions are han­
dled when the excepting instruction is retired; the results of all 
successive (unretired) instructions are nullified. Register 
renaming simplifies this process. Values in the physical regis­
ters are not overwritten until the instruction that generated 
them is retired; intermediate values are kept in other physical 
registers. Nullifying instructions is simply a matter of updating 
the register mapping. 
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Although out-of-order execution does not require additional 
overhead for the general-purpose registers, the Nx586 must 
keep multiple copies of special registers, such as the flags and 
segment registers, to correctly handle exceptions. 

Memory writes are queued in an eight-entry write-reservation 
station and are not executed until the write instruction is 
retired, ensuring that the cache/memory system always sees in­
order, nonspeculative writes. Reads can take data directly from 
the reservation station, bypassing the first- and second-level 
caches. 

Is it Superscalar Yet? The unusual design of the Nx586 core makes the part difficult 
to categorize. Because one x86 instruction can turn into two or 
more RISC86 instructions, the decoder can issue multiple 
RISC86 instructions per cycle, one to each function unit. The 
function units are designed to work in parallel, at times execut­
ing multiple RISC86 instructions in a single cycle. 

NexGen describes the Nx586 design as "superscalar," pointing 
to the fact that all four execution units may sometimes be exe­
cuting different RISC86/microcode operations. A more conven­
tional definition of the word "superscalar," however, relates to a 
processor's ability to fetch, decode, issue, execute, and retire 
more than one instruction during every clock cycle. At the x86 
macroinstruction level, the N x586 can actually decode and 
issue, at most, one x86 instruction per cycle, so the part falls 
short of this definition. 

From the standpoint of x86 instructions, then, the Nx586 may 
best be described as a scalar processor with a very deep pipeline 
(superpipelined, if you will), and FIFO "slip-joints" between the 
stages. In NexGen's defense, the Nx586 design does appear to· 
be able to sustain execution rates very close to one new x86 
macroinstruction nearly every cycle (one IPC)-approximately 
the same as a dual-pipeline superscalar Pentium device. 

Cache Logic The Nx586 contains 16 Kilobytes each of instruction and data 
cache, twice the collective size of Pentium's combined cache. 
Each of NexGen's caches are four-way set-associative, further 
increasing the hit rate compared with Pentium's two-way 
caches. Each is physically indexed and tagged. 

Two cache accesses can occur during each cycle. Because the 
Nx586 has only one address unit, the second cache access is 
used for snooping or for moving data to and from the L2 cache 
or the system bus. Many processors block the cache when these 
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events occur, stalling CPU accesses, but the Nx586 can handle 
them without slowing instruction execution. 

The built-in L2 cache controller connects to an external L2 
cache constructed of standard asynchronous SRAMs. Only two 
configurations are supported: 256Kbytes or lMbyte, both using 
eight x8 SRAMs. The L2 cache is unified (instructions and data) 
and, like the Ll caches, is four-way set-associative. The control­
ler allows two cycles to access the external cache, requiring 
15-ns SRAMs at 70 or 75 MHz, and 12-ns SRAMs at 84 and 
93 MHz. 

The tags are stored in the same chips as the cache data, reduc­
ing the amount of memory available for data by 6%. A cache 
access requires two cycles to read the tags, then two cycles to 
read each quad word of data (4-2-2-2 access timing pattern). 
Reading the tags in series with the data simplifies the imple­
mentation of a set-associative cache, since the correct set is 
determined before the data is read; otherwise, the chip would 
have to support a 256-bit SRAM interface to read all four sets at 
once. 

NexGen's set-associative design should have a higher hit rate 
than a direct-mapped cache of the same size for a Pentium chip. 
Another advantage of the N exGen design is that it can maintain 
the same access pattern at higher frequencies because the cache 
bus is clocked at a different speed than the system bus. 

The on-chip caches use a write-through protocol, taking advan­
tage of the direct path to the L2 cache. The external cache uses 
a write-back design to reduce traffic on the system bus. Writes 
are sent to both the data and instruction caches to support self­
modifying code. 

According to NexGen a 93-MHz Nx586 should perform about as 
well as a 100-MHz Pentium with a 66-MHz system bus. The 
Pentium device would likely transfer a new word of data only 
every other bus cycle, equivalent to every third CPU cycle, 
whereas the Nx586 can perform cache transfers every to the 
CPU clock. Even so, the N exGen part in this example would 
require 12-nsec SRAMs, whereas the Pentium could get by with 
15-nsec parts. 

Execution Timing It's difficult to pin down exactly how long it takes the Nx586 to 
execute an instruction. The decoder can issue nearly all instruc­
tions in a single cycle, but execution may be delayed, depending 
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(a) ADD R1 ,R2 

(b) LOAD R2,[R3] ti~! 
ADD R1,R2 EX EX EX 

(d) BR target 
<target> 

(e) COMP,= R1 ,R2 
BR target 

<target> 

Figure 13-2. NexGen Nx586 execution pipeline timing. 

on interactions in the RISC86 core. Even basic pipeline concepts 
are difficult to apply to this design. 

Figure 13-2 shows the execution timing of several types of 
instructions. The first few pipeline stages are the same for most 
instructions. During the first stage, an instruction is fetched 
from either the instruction prefetch buffer or the instruction 
cache. This stage will stall for two cycles if the prefetch buffer is 
empty and the requested instruction stretches across an eight­
byte boundary, but this situation occurs infrequently. 

Once the x86 instruction is fetched, it takes two cycles to decode 
and translate it into a RISC86 instruction sequence. A third 
cycle allows these instructions to transit to the function units. 
This is mainly a vestige ofNexGen's original eight-chip design. 

Here things start to get sticky. The simplest case is a register­
to-register integer calculation (see line a of Figure 13-2). 
Assuming that the queues are empty, it can be executed in a 
single cycle, and retired in two cycles. The scoreboard and the 
register map are updated on the final cycle. 

Memory-to-register calculations are translated into two RISC86 
instructions (see Figure 13-2 line b): 

LOAD 
ADD 

R2,R3 
Rl,R2 
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The LOAD is sent to the address unit, while the ADD goes to 
one of the integer units. Again assuming that the queues are 
empty, the LOAD begins processing immediately, but the ADD 
stalls until the LOAD completes. This stall ties up one integer 
unit, but the other integer unit (and the FPU) could process 
subsequent instructions during that period. The LOAD itself 
takes three cycles: two to generate, verify, and translate the 
address, and one to access the data cache. 

In practice, however, several RISC86 instructions usually are 
queued at any given time. In this situation, one or more delay 
cycles may be inserted into the execution of a particular RISC86 
instruction (see Figure 13-2 line c). Because the core can exe­
cute multiple instructions per cycle, these delays usually are 
not reflected in the apparent execution of the x86 instruction 
stream. 

Branch Prediction When the Nx586 encounters a branch, it predicts the outcome 
and begins to execute subsequent instructions. This is called 
speculative execution, since these instructions may be incorrect 
ifthe branch condition is mispredicted. The Nx586 can specula­
tively execute beyond two predicted branches; in most cases, the 
first branch condition will be resolved by the time a third 
branch is encountered. 

© 1994 MicroDesign Resources 

To reduce taken-branch penalties, N exGen has implemented a 
96-entry branch prediction cache (BPC). The company has not 
released details on the structure of the Nx586 BPC. However, 
N exGen has received a patent (number 5,230,068) that 
describes a BPC that contains the first 24 instruction bytes at 
each target address, along with the target address itself. This 
design is similar to the branch target cache in AMD's 29000 but 
is different from Pentium's, which contains only target 
addresses. 

The BPC described in the patent is indexed by the address of 
the branch instruction, so it could be checked during the IF 
stage. Twenty-four instruction bytes would be enough to bridge 
the gap until the instruction cache begins responding, even for 
most misses to the L2 cache. 

Line d of Figure 13-2 shows a branch predicted to be taken. By 
the end of the D 1 phase, the target address has been calculated 
from the instruction. This address is then used to start an 
instruction fetch by assuming that the target is on the same vir­
tual page as the previous address. The virtual target address is 
translated by the address unit in parallel with the fetch, and 
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the fetch is restarted if the translation indicates that the target 
is on a different page. 

In the meantime, it takes four cycles to transmit the address to 
the instruction cache and' begin receiving data. This seems 
absurdly long for an on-chip access, but most of these cycles are 
a legacy from the old multichip design; an extra cycle is also 
required to update the scoreboard. In total, there are five cycles 
during which sequential x86 instructions could have been 
decoded and issued and many more RISC86 instructions could 
have been executed; these instructions must all be invalidated. 

Line e of Figure 13-2 shows the pipeline timing of a conditional 
branch instruction, divided into a compare instruction followed 
by a branch. As the branch itself is handled by the BPC as 
described above, the compare is dispatched to one of the integer 
units for evaluation. If the queues are empty, as in the figure, 
five cycles are lost ifthe result of the compare indicates that the 
branch was mispredicted. If the queues are not empty, 19 or 
more cycles can be lost before the misprediction is detected. 
These penalties give the Nx586 the appearance of a very deep 
pipeline. 

The Nx586 uses the same two-bit Smith and Lee algorithm 
used by Pentium to predict branches. According to the patent, 
each BPC entry contains two prediction bits. If a branch misses 
the BPC, an additional 2,048-entry, two-bit-wide branch history 
table is checked, increasing the prediction accuracy over 
Pentium's 256-entry branch target buffer. 

Although these two structures will correctly predict most condi­
tional branches, they are less effective for RET instructions. 
Returns are hard to handle because the target address can 
change on each iteration. The Nx586 includes a return address 
stack, NexGen claims, that handles up to eight subroutine calls. 
The combination of these three structures should push the pre­
diction success rate above 90% on most code, compensating for 
the significant penalties that can occur when the Nx586 mispre­
dicts a branch. 

Floating-Point Unit An upcoming version of the Nx586 will includes an FPU chip to 
handle all floating-point operations. The FPU will receive 
instructions from the decoder at the same time and in much the 
same way as the other three function units. The FPU should 
execute double-precision adds and multiplies in just two cycles, 
one fewer than Pentium; Table 13-2 shows the latencies for var­
ious math operations. 
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Intel Pentium 
NexGen Nx586 

with FPU 

latency 3 2 
FPAdd (DP) 

throughput 1 2 

latency 3 2 
FP Multiply (DP) 

throughput 2 2 

latency 39 40 
FP Divide (DP) 

throughput 39 40 

Table 13-2. NexGen FPU instruction execution times. 

Current plans are for the existing integer processor to be com­
bined with an FPU die within a pin-compatible multichip mod­
ule to be introduced in 1H95. End users will be able to upgrade 
existing systems for support floating-point operations by remov­
ing the original integer processor from its socket and inserting a 
two-chip module. One disadvantage to this approach is that 
expanding an Nx586 system to include an FPU requires remov­
ing the CPU from its socket and discarding it (or perhaps 
returning it to a vendor for credit). 

Even though N exGen's plans now call for combining the two die 
onto a single multichip module, the module still includes a hun­
dred or so "no connect" pins that previously been reserved for 
the FPU interface. As a result, the integer-only device and the 
upcoming multichip module each require a 463-pin PGA that 
likely costs twice as much as a Pentium 296-pin PGA. 

N exGen did not implement Pentium's parallel FXCH feature 
and thus chose not to pipeline the FPU, since most code 
requires an FXCH between each math operation. Pentium's 
ability to issue an FXCH along with a math operation may bal­
ance out the performance advantage of the faster adds and 
multiplies. 

System Interface N exGen chose an unusual partitioning of the system-bus design 
as well. Instead of a standard 486 or Pentium bus, the Nx586 
connects to the system via its own proprietary 64-bit NexBus. 
NexGen currently offers a single product which connects to the 
main-memory, ISA, and VL-buses. An external 82C206 is 
required for standard system logic such as interrupts and tim­
ers. The company is developing a second device that provides a 
PCI interface and integrates the 82C206 functions. 
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A second dedicated 64-bit bus connects to an external SRAM 
cache. At the chip level, a third dedicated 64-bit bus connects 
the device to the external FPU, as shown in Figure 13-3. 
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256Kor1M 

32-bit VL-Bus 30-33 MHz 

Figure 13-3. NexGen Nx586 system partitioning. 

The dedicated cache bus eliminates bus conflicts with memory 
and I/O traffic and, in future versions, will allow the cache bus 
to run at the CPU frequency while the system bus stays at a 
more reasonable speed. 

All caches and the write buffer maintain coherency with other 
data in the system, using a MESI cache-coherency protocol. 
(Chapter 12 contains an introduction to the MESI standard.) 
This protocol allows other caches (typically other processors) to 
coexist in the system. The Nx586 snoops all transactions on the 
NexBus; if a read snoop hits in any of its caches, it aborts the 
bus transaction and writes the dirty data back to main memory. 
Because of the double-speed Ll caches, most snoop transactions 
are transparent to the processor. 

Performance NexGen says the Nx586 can deliver about 7% more perfor­
mance than Pentium on integer code at the same clock fre­
quency, so a 93-MHz Nx586 is purportedly comparable in 
throughput to a 100-MHz Pentium. At this writing, NexGen has 
not released SPEC benchmark ratings for its parts. 

The N exGen processor should have somewhat better cache per­
formance than Pentium due to its larger on-chip caches and set­
associative L2 cache, compensating for the extra penalty cycle 
on L2 accesses. The N exBus interface adds overhead to memory 
accesses, however, so Pentium may hold the edge on programs 
with inherently high cache-miss rates. In the absence of inde­
pendent benchmark data, it appears that the two chips could 
well offer similar performance on many applications. 
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NexGen hopes to further extend the Nx586 family with a future 
"686" design intended to deliver two to four times the perfor­
mance of the Nx586. Although the company has not discussed 
details of this future product, the Nx586 architecture could be 
extended with a second decode unit and additional function 
units. 

Vital Statistics The Nx586 is currently manufactured for NexGen by IBM in its 
five-layer-metal 0.5-micron CMOS process. The device mea­
sures 14.1 x 14.1 mm (200 mm2), halfway between Intel's 
0.8-micron and 0.6-micron Pentia. Yet another redesign will 
(NexGen hopes) shrink the layout to an area smaller than the 
0.6-micron Pentium, but even if the two products had similar 
die areas, the Nx586's 0.5-micron process technology would 
likely make the Nx586 more expensive to build. The Nx586 also 
uses a more costly package. 

13.2 Commentary 

© 1994 MicroDesign Resources 

NexGen originally planned to build high-performance multipro­
cessor systems but abandoned this effort to focus on completing 
and marketing its processor chip set. Without shipping a prod­
uct, the company has raised $90 million from a long list of back­
ers including ASCII Corp., Compaq, Olivetti, and noted venture 
capital firm Kleiner, Perkins, Caufield, and Byers. 

N exGen and its investors should be congratulated for persever­
ing on the long road to shipment of its first product and for 
delivering that product at a competitive price/performance 
point (see Table 13-3). The company's initial goal, however, had 
been to deliver x86 performance two or more times greater than 
Intel parts. These goals no doubt faded with time; even by 
NexGen's evaluation, its fastest 93-MHz parts are currently no 
faster than the 100-MHz Pentia that Intel has been shipping in 
volume for many months. 

(A N exGen spokesman claims that some of the press reports 
cited in Table 13-3 were erroneous to begin with. "So what if 
'press reports' said the company planned something that didn't 
happen." he countered. "'Press reports' also claim aliens abduct 
humans!") 

To establish itself in the market N exGen must meet certain cri­
teria. Like all new x86 vendors, the company must first demon­
strate uncompromising compatibility with x86 software. One 
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Date Event or Announcement 

1986 NexGen founded. 

1988 Company begins development of superscalar multichip x86 processors for 
use in systems intended to reach the market in 1989. 
Nick Tredennick, company cofounder and contributor to this Report, resigns. 

4/89 NexGen reveals plans to build 386-compatible processor for internal use only, 
with no plans to sell chips to other system vendors. NexGen design to use 
seven custom chips plus standard SAAM cache. Costs likely to exceed 486-
based systems; company to depend on higher performance than Intel-based 
systems. Design delays postpone shipments to 1990. 

3/90 Compaq invests in NexGen. NexGen promises to deliver double the perfor-
mance of a 486. NexGen says it has always planned to work with system part-
ners. Early investor Olivetti, which helped with system-level des1gn and had 
planned to market a chip-set based system, adopts 486 due to NexGen's 
scheduling delays. 

10/90 Thampy Thomas, company president, reveals a few details of its 386/486 
architecture multichip processor at Microprocessor Forum. He claims the last 
chip is already in fab, so company soon expects to know how well its years of 
effort-and tens of millions of dollars-have paid off. 

1/91 Atiq Raza appointed CEO. 

10/91 8-chip design in 1.2µ CMOS validates RISC86 microarchitecture. 

3/92 Design work begins on a three-chip implementation to use 0.5µ technology. 

4/92 Three-chip design repartitioned to require just two chips. 

5/92 NexGen exhausts initial capital and receives $1.75 million bridge loan from 
Kleiner Perkins, ASCII Corp., and Olivetti. Seeks to raise additional $15-$30 
million in private-placement offering. 
System shipments planned for second half of 1992, to be priced from $7,000. 
Prototype successfully tested for compatibility by an independent testing lab, 
VeriTest. Runs various DOS and protected-mode Windows 3.0 applications. 
While the company will initially focus on selling complete systems based on 
the 8-chip set, the 3-chip set will be sold to other system vendors. 
NexGen expects the initial 8-chip set to run at 33 MHz and deliver 
25 SPECmarks, twice that of a 486 at the same clock rate. Three-chip version 
expected to deliver 60 SPECmarks at 66 MHz. 

8/92 Press reports say NexGen planning to market two-chip design in Japan 
through a joint venture with investor ASCII Corp. The company closes a new 
round of financing from private investors. Total investment in the company is 
rumored to approach $50 million. 

10/92 Eight-chip system implementation efforts discontinued. 

10/93 Taiwan sources report samples of NexGen's 586 microprocessor have been 
delivered to computer makers there. NexGen declines comment. NexGen has, 
to date, spent five years and $60 million developing its x86-compatible proces-
sor. Design is said to be bug-free. 

3/94 NexGen delivers samples of Nx586 chips built by IBM in five-layer-metal 0.5µ 
CMOS process. The Nx586 is predicted to ship in 2094 with the Nx587 FPU 
version scheduled to ship by 2095. 

6/94 IBM contracts to build Nx586 and FPU chips on 0.5µ tab line. 

8/94 System repartitioned to combine IEU and FPU chips into a single multichip 
module. Nx587 discontinued as a separate product. New product-numbering 
scheme introduced in which parts are given a numeric suffix 7% higher than 
actual maximum rated frequency, to indicate expected system performance 
levels compared to Pentium. Chip redesign initiated to further reduce die size. 

Table 13-3. NexGen announcement chronology. 
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advantage of the product's long development cycle is that the 
company has spent literally years testing its design with a wide 
variety of applications; it claims that the current version is fully 
compatible, but only time will tell. Cyrix and IBM have shown 
that independently designed new chips can be compatible with 
Intel's, priming the market for other competitors. 

NexGen must also demonstrate an ability to deliver an ade­
quate supply of parts. As Intel floods the market with tens of 
millions of Pentium chips per year, system vendors' unit 
demands will increase, raising the bar for N exGen. 

Finally, the startup must weather the inevitable legal chal­
lenges from Intel. Since NexGen uses IBM as a fab, it can 
deploy the same patent-laundering defense that Cyrix has used. 
But even if N exGen were unable to hide behind IBM's patent 
portfolio, the company says it could still sell the Nx586 because 
its design and microcode were developed independently and do 
not (NexGen says) violate any Intel patents. Maybe so; the com;.. 
pany's reluctance to discuss the Nx586's address-translation 
mechanism indicates some nervousness over the notorious '338 
patent and 9ther memory-management issues. 

At this writing, the issues of compatibility and the availability 
of the PCI interface must still .be resolved. Even then, N exGen 
must maintain a price/performance advantage over Intel. The 
lack of an on-chip FPU and the higher manufacturing cost of 
NexGen's chip will put it at a disadvahtage if Intel continues to 
cut Pentium prices aggressively. If Intel falters, however, 
NexGen will be first in line to fill the gap. 

13.3 For More Information ... 
Additional technical information on NexGen product plans may 
be found in the following publications: 

Vendor Publications 1: NexGen Nx586 Family Enters Volume Production With 
PlOO, P90, PBO, and P75 Processors Press Kit. NexGen, 
9/19/94. 

Microprocessor 2: NexGen Prepares to Launch Systems. MPR vol. 2 no. 7, 
7 /88, pg. 2. (Most Significant Bits item.) Report Articles 
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3: NexGen Aims to Beat 486 Performance*. MPR vol. 3 no. 4, 
4/89, pg. 6. (Feature article.) 
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4: Compaq Investment in NexGen Revealed. MPR vol. 4 no. 5, 
3/21/90, pg. 5. (Most Significant Bits item.) 

5: It Doesn't Have to be RISC to be Good. Thampy Thomas, 
MPR vol. 4 no. 11, 6/20/90, pg. 3. (Viewpoint.) 

6: NexGen Presents Superscalar 386 Approach*. MPR vol. 4 
no. 20; 1117 /90, pg. 6. (Feature article.) 

7: NexGen Seeking New Funding. MPR vol. 6 no. 7, 5/27/92, 
pg. 4. (Most Significant Bits item.) 

8: NexGen Developing Two-Chip P5 Competitor. MPR vol. 6 
no. 11, 8/19/92, pg. 5. (Most Significant Bits item.) 

9: NexGen Quietly Samples 586, At Last. MPR vol. 7 no. 14, 
10/25/93, pg. 4. 

10: PC Market Centers on Growing 486 Family. Michael Slater, 
MPR vol. 8 no. 1, 1/24/94, pg. 1. (Cover story.) 

11: NexGen Enters Market with 66-MHz Nx586. Linley Gwen­
nap, MPR vol. 8 no. 4, 3/28/94, pg. 12. (Feature article.) 

12: NexGen, IBM Finally Come to Terms. MPR vol. 8 no. 8, 
6/20/94, pg. 5. (Most Significant Bits item.) 

13: NexGen Pushes 586 to 93 MHz. MPR vol. 8 no. 13, 10/3/94, 
pg. 4. (Most Significant Bits item.) 

Other Periodicals 14: 80x86 Wars. Tom Halfhill, Byte, vol. 19 no. 6, 6/94, pg. 7 4. 
(Cover Story about Intel and its strongest x86 and RISC 
competition.) 

(*Note: Items marked with an asterisk are available in Under­
standing x86 Microprocessors,· a collection of article reprints 
from Microprocessor Report.) 
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