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HIGH DENSITY DISK DRIVE TECHNQLCGY s

Rotating storage devices have traditicnally occupied é niche to
themselves by providing low cost storage of large amounts of cata.
Slow access timgs always characterize this area of storage. This '
is in contrast to the core and semicoﬁductor memories which feature
fast access but at high cost. With disk or drum memories, largé
amm_m;cs of data can be made readily available to the computer as
"on line" storage.

Dwing the past twenty years of disk drive development, the

cost per stored bit has gone down considerably while the amount of
stored iﬁformation per machine has greatly increased. The earliest
disk drives used 24 inch fixed disk aﬁays with hydraulic accessing
mechanisms. These were usually for large size éomputsrs. Their
physical size usually precluded their use with small office
computers.

With the invention of the removable 14 inch disk and disk assemblies,
a new market was opened up providing disk drives to the small
computer user. These disk packs could be removed and stored at will.
Programs were written to call for a certain pack or packs to be
insta.].ied to complete the job at hand. The concept of a resident
computer program further increased the use of disk files.

The capac:.ty of disk files increased with each new technology step.
In order to perﬁxit these technélogy steps, improvments needed to be
made to the disk surface fiﬁish, the magnetic coafing materials,
the air bearing or air lubricated head construction, the read/write
head pos.itioning mechanism and associated electronics, inéluding
the logic.::""family, used to control each machine function and many

.
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HIGH DENSITY DISK DRIVE TECHIQLOGY ~ s
Introduction fotating storage devices have traditicnally occupied a niche to

themselves by previding low cost storage of large amcunts of data.
Slow access timgs always characterize this area of storage. This 4
is in contrast to the core and semicor;duct;r memories which feature
fast access but at high cost. With disk or drum memories, large
‘amounts of data can be made readily available to the comuter a_s
"on line" storage.

History " During the past twenty years of disk drive developm;tgt, tfze
cost per stored bit has gore down considerably while the amount of
stored information per machine has greatly increased. The earliest
disk drives used 24 inch fixed disk arrays with hydraulic accessing
mechanisms. These were usually for large size écuputers. Their
physical size usually precluded their use with small'of:‘ice.
computers.
With the invention of the removable 1% mc:x disk and disk assermblies,
a new market was opened up providing disk drives to the small
computer user. These disk packs could be removed and stored at will.
Programs were written to call for a certain pack or packs to be
installed to complete the job at hand. The concept of a resident
computer program further increased the use of disk files.
The capacity of disk files increased with each new technology step.
In order to permit these technology steps, improvments needed to be
made to the disk surface finish, the magnetic coaﬁing materials,
the air bearing or air lubricated head censtruction, the read/write
head pos.itioniag mechanism and associated electronics, including

the logic family, used to control each machine function and many

.
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other areas. Each new improvement required finer tolerancing

of most parts associated with the disk drive mechanisms.

Higher storage densities are usually achiewved by iﬁcrea.sing thé
radial track density and the circumferential bit density.

Increasing the track density has been a problem largely ccntrcl‘lc‘ad
by the tolerance buiid up of the mechanical parts associated

with the disk d.rivé spindle béaring system and the access mechanism.
With the invention and successful iiuplementation of a track
following servo system, further increases in track density were
possible until the tolerance build up associated with pack inter-
change forced the designers back to the concept of fixed disk
storage again. By now, the amount of storage per disk driﬁ and
the present requiremenf to have all data on line to the computer

at all times has reduced the need for pack interchange thus making
possible still further increases in track demnsity. Track densities
have been increased from about 20 tracks §er centimeter to a présen‘.:
value of 1).8793 tracks per centimeter. Developments presently underway
in track following techniques involve the individual addressed

head with staggered servo data and read-write data. This may
eliminate these last barriers and permit removable packs on very
high density machines. -
Circumferential bit density increases usually require reductions in
magnetic head to disk surface spacings. These changes have not come
easily as the finisf; or flatness of the disk surface must be
improved with each decrease. The magnetic oxide coating materials

must change along with the size and shape of each magnetic oxide



particle, On early disk drives the air bearing foz":;;ad between

;e magnetic head and the disk surface was controlled by forcing
compressed air between the two surfaces. An inventive application
of air lubrication principles provided the present self lubricated
head air bearing. Typical spacings started out at around 12 micrens.
Today the head to disk spacing is around a half micren. The gé.p
between the magnetic pole pieces of the head have alsb been reduced
to permit closer bit spacing. Values presently used are arownd

1l micron. The materials used to make the head pole pieces have
changed from permalloy to férrites because of the increased
frequencies involved in record and read back functioms.

Requirements for increased logic speed have brought their own

family of improvements. These ranée from the vacuum tube of valve, )
through .transistors to the present specialized integrated circuits.
Typical data speeds have gone from 1 bit per 100 microsecon;'ls to a
present 1 bit in one tenth of a microsecond. Storage capacities

have changed from cne million bytes per machine to over 300 millionm.

These rapid improvements and increases in §apacity will continue

for at least another decade. There are designs on the drawing

boards of several manufacturers that will permit a four to eight

fold increase in capacity within the next two years with no real

end in sight. For each limiting factor new technolcgies have been
invented. For examplé , @ track densities inc'easé, the width of

a track decreases. .A_'I'he head materials presently t;sed have a grain

size eéual to the tz;ack width of the next generation disk drives.

Already ‘many firms are working on. thin film heads. These heads }

are made by depositing thin films of magnetic metals or alloys to



dimensions far smaller tham the grain size of th.evbest ferriztas.
The disk coating materiab, which presently consist <f tix
particles of ferric oxide bonded in an epoxy resin layer of about
one micron thickness; will be replaced with thin films vacuum
deposited on the disk at thicknesses épproaching 50 thousandths:of
a micron or 5 X 10”° meters. |
Tremendous improvements hg.ve been made in the codes used to transmit
the data. Error detection and error correction codes permit accuratz -
data even with disk defects encompassing more than a whole byte of
data in a record. Concepts have now been developed which permit a
disk surface defect to be skipped during the write process. Iurther
improvements in addressing will permit many such defects to be
€ transparent to the user.
- ‘Competition The extension of disk drives as low cost, high demsity storage

devicers is expected to continue for ‘many years to come. Magnetic

recording requires low energy per bit to write and takes a short

time to write. There is a lower limit to the time needed to write

a bit. It is controlled by the domain switching time of the disk

coating material. For ferric oxide films this is about S50 nano-

seconds or about half the presenf bit spacing time. Transmission

speed is therefore limited to 20 million bits per second. The

actual density of the recording for both track density and

circumferential density is limited only by the magnetic domain

size. This limit wiJ\.l not be reached for many years.

Competing techndlégies are electron beam, holographic, semi-

conductor RAM, charge coupled devices, and bubble memecries. Of

these, holographic and thermal electron beam memories are slow

wr.'iters-. Certain dyes lpermit‘ write, read and rewrite capability

l-4,



for fmlographic memories but most are read only device.s. The

same limitation to read only after an initial write is true of

thermal electron beam memories. Their usefulness is limited

. to large library storage such as legal cases or court histories

where the data does not need to change over many years. Bubble

memories, charge coupled devices, semiccnductor-electron eam .

and semiconductor MOS and bipolar RAM will compete' and rerlace

core memories or fixed head per track machines within the next
few years but they cannot replace the large capacity disk drive
without a more than tenfold decrease in cost and a more than

doubling of the world's semicanductor capacity. Such is not .

likely within ten years.

Future I suppose this is the hardest part to sunma.rize.. Since there is
easily an eight to tenfold increase in capacity presently - )
available within the current technology, one migﬁt suppose further
technological changes might produce another decade increase in
capacity. The amount of data available in a single disk drive
could well become 30 thousand million bytes by 1990. Thru put is
limited to 20 million bits per second or 2.5 million bytes per
second because of the magnetic domain switching time limitation.
This may well equal the best channel acceptance times of the next
generation of computers. Byte size may be increased which will
reduce the cycle time per byte. Interleaved by byte records can
double circumferential density without increasing channel speeds.
Staging devices may be employed‘ to bu.ffe:; the disk data and the
channel. |

Presently a storage control unit is required for a group of drives.

[.5.



Conclusions

This storage control unit has its own microprocessof'ccnstructed
of discrete logic blocks. It is controlled by a resident
microprogran that‘pérforms all the housekeeping functicns for a
large number of drives. Future drives may each have their own
microprocessor. Each drive may then be tailored to a specific
storage function -y means of its own micrcorogram. Many tasks\‘
presently performed by the ccntrollier or even the main computer
can now be delegated to an integrated drive. Processing of data
for storage is an easy task for such a drive. Processing the
data prior to transmittal to the main computer is an easy step,
particularly if we have individualized disk drives that are
tailored by a particular microprogram. Combinations of disk drive
and mass tape systéms are currently available. Their future
ussge may well place a company or govermment in real time control
of its résources or records.

Disk drives offer large, non volitile data storage that is
accessible in miliseconds. It has an advéntage of not requiring
periodic replacement such as tapes. Destruction of data due to
catastrophic malfunctions such as head crashes have been
minimized by the use of low mass, light load magnetic heads in
sealed environments.

Data storage and retrieval has made possible the present growth
in computer technology. As the storage capacity of a computer
installation is increased so is its capacity to handle complex
programs. Presently there are a few programs developed or being
developed that require very large data bases. These are mainly
in the éield of simulation, modeling, and patterﬂ analysis. As

these fields progress in their complexity and capability larger

/6.



data storage devices will be required. The technology presently

e —

available.can orovide storage capacities that cnallenge our
ébility to manage them. Considerable work is needed in daza
management and programming to provide the type of environment |
needed to handle large data base systems for tomorrows research,
and develorment. As our data base expands, so do the risis =
the freedom of individuals caught wp in such a netweork of daza

storage. Responsible governments will, therefore, need to

guard against such encroachments.
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Summary

High Density Disk Dfive Tecﬁnology

The deﬁlopmnt of the digital computer has required a

parallel development of storage devices. Of the many available
technologies for dafa storage, magnetic disk drives lend them-
selves to the best solution by providing low cost, easily
accessible, non volitile storage. The history of their develcp-
ment extends over 20 years first with the drum memories and then
disk memories. During this period storage capacities have
increased over a nundredfold while costs have tumbled making
todays cost per bit the lowest in history. The paper presents
some of the his<ory of the development of the disk drive by
outlining the major improvements in technology that have tzken
pla_;_e. A comparison is provided that compares the various other
technologies used for data storage and lists some of their
advantages and disadvantages. |

The trend towards larger data based systems and the storage
devices needed to handle the storage requirements of the future
is discussed. Some concepts of future usage couple the now
popular micro processor with the disk drive which can provide

a compact intelligent storage device. This pewer is only hinted
at in the drive and controller combination which is §resently

in use. The controlier portion can be expanded to process much
of the data before it is passed on to the computer instead of just

doing housekeeping and sequencing.
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RECORDING ELECTRONICS

THE HEAD STRUCTURE

The magnetic head is a modified torroid of magnetically permeable
material. It is provided with an air gap and a suitably dimensioned window
around which a coil is wound. The shape may vary with intended use but

every attempt is made to keep the structure magnetically efficient.

The terminology is illustrated in Fig. 1.1. The core has some thickness
and width. The width defines the track width recorded on some media. The
throat height is the thickness of the core at the air gap, and the length

of the gap is referred to as the gap length.

The coil is usually referred to by the number of turns and whether it is

centertapped or not.

The ring structure is the one most used in the literature, particularly
in writing the equations describing its "action or interaction. No attempt
will be made here to go into this aspect, but it is well described in the

literature, Hoagland and Karlquist being the earliest authors.

For our purposes we will be satisfied by looking at the field lines
and their behavior, as affected by the various mechanical dimensions. The
magnetic fields produced by current in the windings is mostly developed -
across the higher reluctance of the air gap. The field lines leave the
higher permeability core surface normal to that surface and seek the

opposite side, terminating normal to that surface.

2.1
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THE HEAD STRUCTURE )

The . field intensity is greatest within the gap and diminishes with
increasing distance following the inverse square law. As can be seen in
Fig. 1.2, the field expands out from the gap. It is this portion of the
field that is used for writing, the remainder is wasted. Obviously, the
closer to the gap the media is kept, the more efficient the Write process.
This separation then becomés a fundamental parameter in the recording and

reproduction process.

In hard disc drives it is referred to as flying height and in tape drives
as separation. In tape applications where the tape is expected to be kept
in contact, any separation of the head and media is deterimental. In disc
drives it is deliberate and is part of the design. This is necessary in

order to minimize head-media wear expected at the higher velocities used. ‘l:)

Other structures that have been used to date include those shown in
Fig. 1.3. The windings may be either around the core itself or around the
back bar. This structure has been implemented in ferrite in the IBM 2314,
and 3330 machines. There are two back gaps that are shorter and 1}rger
in area than the main gap. Here the reluctance is minimized to fncrease
efficiency. The CI structure was used in all the earlier disc machines
from the IBM Ramac 350 to the 2311. The pole pieces were made of laminated’
Permalloy in order to reduce both core and hysteresis losses. Notice the
poor back gap contact in Fig. 1.4. This was due to the slight angle neces-
sary to produce the front gap using lapped parts. This head structure was
later abandoned due to the poor frequency response of the thick laminations

of the Permalloy. Ferrite afforded improved permeability at higher frequencies

2.3
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THE HEAD STRUCTURE

and was therefore used extensively for the next twenty years until grain size

became comparable to trackwidths.

IBM announced the Winchester head in its 3340 product in-1974. Its
structure permitted lower flying heights with less mass and therefore a lower
loading force with less energy content on contact. Its structure is shown.
in Fig. 1.5. A small C structure is bonded to the face to provide the,gap
and the coil winding window. The two outside rails, A, B, constitute the air
bearing surface, replacing the large ceramic or barium titanate sliders used
in the earlier high mass heads. The center rail carries the head C core and
is machined to the width of the track. There are variations of this slider
form using only two rails that carry two head C cores or two thin film heads.
Sometimes this structure has a machined cavity that produces a low pressure
area. This low pressure area is balanced against the high pressure area
under the rails to make a self loading slider that does not require an
external 1oéd force. The earliest heads required an air supply to establish
the air bearing required to maintain head-disc separation. The development
of a self lubricated slider removed the requirement fér a pressurized air
supply. These heads were loaded onto a spinning disc through a cam arrange-
ment with a load of 350 grams. The heads required removal before the disc
was stopped. With the introduction of the Winchester head, the head load and
mass were low enough to permit contact start and stop, thus permitting a
sealed environment. A comparison of the two types of air bearing is shown in

Fig. 1.6. The dimensions are exaggerated in order to show the principle.

2.5
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THE HEAD STRUCTURE |

The next head type used is the thin film head, so named because it is
manufactured using thin film techniques. Here the various parts of a head
are deposited as films of magnetically permeable materials such as Permalloy,
conductors such as copper or aluminum, and various insulators. The precision
of photomasking techniques permit precise trackwidth control to dimensions
down to the sub micron level. The structure of the thin film head is shown
in Fig. 1.7 A and B. The éctual shape of the various etched deposits varies

with design.

The return to a Permalloy core structure is permitted because the core
losses are greatly reduced. The very thin films permissible by the technique

reduce these losses significantly.

In tape drives the core material remained Permalloy for a long time.

This was due to the relatively low tape velocity compared to discs. Recently
they have moved to ferrite to improve frequency response and head wear. Their
structure is not unlike that previously given, except that multiple heads are
sandwiched together to provide the required number of parallel tracks simul-
taneously used. The tape is held in contact by the use of pressure pads and
guides. Some heads have two cores per track: One specifically for writing
which has a wide trackwidth and a wide gap 1ength§ The second head follows the
the Write head in tape direction and is constructed with a narrower trackwidth
and a narrower gap length. This is done to reduce off track positioning errors

and to improve the Read frequency response.

Disc heads must, of necessity, be a compromise in gap length, as they are

used for both reading and writing. Fig. 1.9 shows why only one head is used.

2.7
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RECORDING ELECTRONICS

DISC/TAPE STRUCTURE

Magnetic tapes have long been manufactured using a backing material
usually of plastic, but earlier tapes used paper. Today Mylar is extensivély
used, as it stretches or deforms less. The magnetic material is gamma ferric
oxide imbedded in a binder and coated onto the surface of the backing uni-
formly. Calendaring, a Memorex invention, was later used to reduce the surface

roughness and hence head wear.

Discs are made from an aluminum alloy blank stamped from sheet stock of
high purity. The blank is then polished such that its flatness is controlled
within microinches. A mirror finish to within a light bdnd is the result.

This disc is coated with a slurry of gamma ferric oxide and a suitable binder.

Down through the years this coating has become thinner and thinner, going
from about 1 mil to 35u" in twenty years. Changes in formulation have occurred
to improve coating hardness, uniformity, coercivity, particle size, particle

dispersion, and adhesion.

Gamma ferric oxide has been used extensively due to its fairly square
hysteresis curve. This curve relates the B and H fields as functions of the
intensity (see Fig. 2.1). It is noted that the permeability of the oxide
changes both from field intensity and from past history. What makes the
particle so useful is the ease of saturation and the retained B field, Br.
This is the chacteristic that permits recording. In saturation recording

the coating is saturated first in one direction and then in the other as a

3.1
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DISC/TAPE STRUCTURE

function of the data to be recorded. The spacing between flux reversals
determines linear data density. The linear distance is divided into cells

to which is assigned a bit of known value, thus on play-back (read) each bit
is reproduced in its correct cell and the data is recovered. A typical disc
or tape magnetization pattern is illustrated in Fig. 2.2. The cross section
is taken longitudinally along the track. The location of the N,-N juxtaposi-
tion or S,-S juxtaposition'is referred to as a transition, the center line
being the exact location of the transition. Since this is the moment at which
a moving head sees a maximum time rate of change in flux, a voltage is
developed in the coils surrounding the core as the core gathers the flux, due
to its higher permeability than tﬁe surrounding air. This simplistic explana-
tion will suffice for here. More precise development of the theory fs'given

(: L in the Titerature.

The surface of discs is polished to the desired flatness in order to
minimize the head-disc spacing variations. Any variation in flatness is seen
by the head as an up and down motion as the disc rotates, which excites the
mass-spring mechanics of the head, causing further head-disc separation and
possible contact on the negative excursion. Contact has been a problem with
the high load, high mass head, as the disc is damaged extensively due to the
energy of contact. Particles are removed which further contaminates the
air stream under the head, which causes further disturbances and further contact.
The final effect is called a crash. Crashes have essentially been eliminated
with the Winchester style slider. Some disc manufacturers deliberately add

alumina particles to the coating slurry in order to force a contacting head

3.3
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DISC/TAPE STRUCTURE |

to rebound from the hard particle. A problem with the alumina is that it is
non-magnetic and therefore represents a magnetic discontinuity which is read
by the head as a noise voltage. Size control is required in order to keep
the top of the particle below the expected position of the head. Contact of
the Winchester head is deliberate during start-stop operations. The disc .
coating is given a thin coating of a fluorocarbon in order to improve it§

wearability without causing stiction. -

The coating thickness influences the spacing between transitions. Hence
as the data density has increased, so the coating thickness has reduced. This
effect is easily seen when one considers that the field required for satura-
tion must emanate from the head gap which reduces as the inverse §quare'of
the distance from the gap. The further the field must penetrate, the larger
the initial field; therefore the wider the field lines. If point D on Fig. 2.3
is 300 Oe or saturation value, then the particle at A is not saturated. But
if Abis 300 Qe, then D is much higher and its influence extends to E and F,
thus widening the field or reducing the obtainable density. The height of
the head is above the media amd has the same effect of reducing the potential

transition density.



RECORDING ELECTRONICS

In order to write a transition, current must be passed through the coils

PUBLICATION INTENDED. ALL RIGHTS RESERVED.

HEAD CIRCUIT

of the head windings first in one direction and then in the other in time

with the imaginary cells assigned to each bit recorded on the moving disc or

tape. To see the effects of such current reversal, we need to develop an

equivalent circuit for the head. We expect it to include resistance due to

the conductivity of the wire used. It must have inductance due to the turns

and the core structure materials.

wiring :apacitance.' See Fig. 3.1.

as illustrated in Fig. 3.2A.

we would also expect interwinding and

This then becomes a simple RLC circuit,

The equations for a step current in LaPlace

form concern the voltage developed across the head windings as well as the

current through the head windings.

V(s) Eég

_I_g;s_)_

[}

L(s)

This can be rewritten as (3-4) which is the standard form:

Ls)

Z
h(s)

S + 2CWn

SC(S2+2kWpS + Wp?)

)

(3:1)

(3-2)

(3:3)

(3-4)

4.1
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HEAD CIRCUIT

The current through the head winding which produces the flux is simply the
voltage divided by the R and L of the head. This is not exactly true, since
the interwinding capacitance plays a role in the true current, but it is

sufficiently accurate for our purposes.

1

Lopead = Y5) . ks g5 (LS*R) (3+5)
, el RHLS s (c%‘ #LS +R) (LS +R)

I S A

= _"(s) S (3-6)
S -C-1§+LS+R
I 1

= _“(s) LC (3-7)
s s2+R5+ o )

which, when written in the standard form, becomes Eg.(3.8):

W 2 '
Hs) n ) (3-8)
S S%+ ZCWnS + an /

As we examine these equations we see the terms 2zWp and Wp? are identical for

both the voltage and the current. The R value is small, being typically only
a few ohms for low winding heads. The damping factor,z, calculated from the
algebrgic equation

(3-9)

R

2LW,
d

[t P~

= chn or ¢ =

an
would be small, indicating that both the voltage and current will be exponen-
tially damped sinusoid instead of a modified square wave, as we would wish. In

order to do this, we must add a resistance either in series or in parallel.

4.2
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HEAD CIRCUIT

In summary, the field strength seen by the media depends on the current
value, the ratio of reluctances, the flying height or spacing, and the coating
thickness. The design of the head must therefore accommodate all these when
attempting to maximise the lineal transition density. Also the head inductance
increases with the square of the turns, whereas the output voltage only increases
as a direct function of turns. Trying to compromise output and rise time becomes

difficult because of the inductance.

4.6
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HEAD CIRCUIT

Figure 3.7 shows the positional relationship of a particle of oxide as it
travels within the gap and the field strength it sees at each position.
Clearly current curve 1 takes the particle from -M to +M within the distance
of the gap travel; whereas, with current curve 2 the particle is well outside
the gap before +M level is reached at the trailing edge. This indicates that
the particle will not be saturated and will therefore retain old information.
The saturation is not quite‘this bad as the write current is usually greater thén )
required for saturation. Similarly a particle at the gap center at the start

of the transaction remains saturated at -M as the field when crossing the

trailing edge is nearly zero.

Magnetically the head circuit can be described by a reluctance diagram.
(Fig. 3.8). In the construction of the head these reluctances must be con- ﬁZ)
sidered. The core leg and back gap reluctances total must be small compared

to the front or working gap.

When writing the front gap should be wide in order to assure complete
saturation during current rise time. Its reluctance will therefore be greatest
as desired. However, in its construction the core area is considerably reduced
at the throat in order to maximize the external field as shown in cross section
in Fig. 3.9. The reluctance which is a function of cross section will be
increased, hence the field strength in the area is increased thereby creating
the possibility of pole tip saturation. Pole tip saturation effectively widens

the gap as that portion saturated has a uof 1 like air.

4.5
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the rise time with minimum ringing. The actual overshoot is about 3-5% which

is acceptable. When the current is measured using a current probe, the ideal
waveform is not seen. To see why, we must relook at the equivalent circuit. Fic 3.2
We see a capacitor and a resistor on both sides of the current probe. The

equation can be modified and does reflect the true waveform.

: 2 2 2

I R, 2 S + 27 WpnS + W W,1

IProbe(s) = 's(—p -np> = Fnp Jf Zpd
(S) S R}z SZ + 2C1NmS + wn12 wnpz

Where Rp, wnp, and»t;p are the parallel equivalents and the terms

with the subscrift 1 are those on the head side of the probe.

For reading the damping must be adjusted for a z= 0.7. The reason fpr this

is that for current We are talking about a time domain response and for reading \

e -

we are talking about frequency domain response. See Fijbres 3.3 and 3.4.

Refering to the current's time domain response and the hysterisis curves
for the media as shown in Figures 3.6 and 3.5 respectively, we can see the
magnetic effect of ringing of the write current. The overshoot A, causes
the media to be pushed further into saturation while the undershoot B, brings
the media back out of saturation. This is undesirable.

Since the write cufrent cannot change instantaneously, there is a period
of time during which the media sees less than a saturating field. If the rise
time of the write current is short compared to the time a media particle travels
from one edge of the head gap to the other, then that particle is assured of
leaving the infTueqce of the gap saturated in the new direction. From this
we can see that the trailing edge of the head gap exerts the final influence

on the media. \

4.4
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The equation becomes (from Fig. 3.2B):

1
R(CS LS
- (3.10)
vo= I sy = ) R+ G |
s s R(3)
ES; + LS
R+ ro
which reduces to Equation 3.11:
I
Vo, = 8) (3.11)
(s) 2 S 1 :
CS *+gt 4+ )
when written in the standard form it becomes Equation 3.12:
4 P :“"l"
Vi) = 1ts) M ©
= T oSt e 2gs + W) vt jle (3.12)
S .. vEc
2 e
Similarly we develop the current equations as before:
OV o I |
Igy= sl = Z(s) . , (3.13)
LS LCS(S™ + 2chy + W)
= I W
(s) “n_ (3.14)

S(S™ + 2gHyS + W")

We need both equations 3.12 and 3.14 as they describe the voltage swing across
the head during a a write and the current wave form. With R properly chosen to
make z = 1.0 for no overshoot we obtain the case of.no ringing in either

voltage or current. Practice shows that a . of .95 is best as it improves

for Lvy/J/wq

" 4.3
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RECORDING ELECTRONICS

HEAD PERFORMANCE

In inductive heads which are the only ones considered so far, the read
back performance of the head is directly releated to the ye]ocity of the
recorded transition, the number of turns on the core, and the efficiency of
the flux gathering paths. The instantaneous read back voltage is then pro-
portional to KN %%. The flux resulting from a transition is complex having
field lines changing in slope from some positive value to some negative value
or visa versa over some distance. The work of Karlquist and Hoagland's studies
have provided the basis for these interactions with considerable work done

by others following. It is not the purpose here to detail the derivations,

but we will use their results.

KARLQUIST
Hx (x,y) = ?137 [tan -1 (gjzy;x/) + tan-! (9_@_);_1)1 (4.1)
-1 (a/2+ %) + ¢
Hy (x,y) =27rg 1n ((:/2 - i)zfy)g (4.2)

These two equations show that there is both a horizontal x component
as well as a y component of flux. Where g is the gap length, x and y are the

component vectors.

Most authors have neglected the y component for simplification by assuming
a thin media; however, there are features of the read back pulse that can only

be predicted by using the y tomponent.

5.1
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The idealized thin media pulse is given by:

-~ 11 - 1 - . .
e (x) = K)/’h x(x - X) Hx(x)dx = (M x*Hx) X where * is the convolution.

-

There are several other derivations that should be looked at besides the
arctangent equations. Others have used the Gausian, Lorentzian and modifie&
Lorentzian versions. We will use the results of their work here, but will
not go into the magnetics nor derive the equations. Our purposes will be
filled as we understand the effect of the various parameters of the head on

the read back and writing process.

As expected the center of the transition is the point of the maximum
time rate of change of the recorded flux; therefore, the read back voltage
will be a maximum trailing off on either side. We will use the Gausianior 7ﬁj)
bell shaped curve for understanding as shown in Figure 4./. We refer to this h
pulse as an isolated pulse. Hoagland and others have shown that linear super-
position holds for this pulse. Therefore as we record positive and negative
transftions alternately on the disc the resulting waveform will be a train
of positive and negative pulses of the general shape shown in Figure 4.1.
As these pulses are crowded together we can use superposition in order to

predict the resulting waveform or interaction.

In Figure 4.2A the peaks of the two pulses do not interface, but there is
interference between them. The resultant waveform remains nearly the same in
peak-to-peak amplitude, but does not return to the base}1ine bet&éen them;_ In
Figure 4.2B the spacing is closer. Here the pulses interact strongly, influencing
both amplitude and peak position. Note the reduction in amplitude of the resultant
peaks and also the shift in position of the peaks compared to the original.

Since a train of data is time dependent as to its value in a data stream, this

shift becomes significant. We refer to the shift as bit shift or peak shift
5.2
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and it results strictly from pulse interaction.

If we were to test the peak amplitude of the read back waveform as a
function of transition spacing or transition density, then we get what is

called a transition or bit density curve. This is shown in Figure 4.3.

Each head and disc combination has its own curve depending on their
many parameters. Bit shift or transition shift can also be similarly plotted
on the same graph coordinates. The extension of the amplitude curve relates
to the wavelength of the transition spacing and the gap length. If the gap
field includes two transitions the net flux is zero, hence' a maximum at B
in Figure 4.3. The head disc parameters are gap length, throat height, flying
height or spacing, media coating thickness, media coercitivity and remenance,
and head core reluctance. Amplitude is affected by throat height, head
spacing, coating thickness and remenance particularly in the flat or non-
interacting portion of the curve. The point at which the roll off occurs is

affected by gap length, flying height, coating thickness and media coercitivity.

From the above it can be seen that some parameters:- affect both amplitude
and roll off. Generally speaking, if we want to increase transition density
we need to fly closer, use thinner media of higher coercive force and use a
narrow gap head. A1l this shows up in the equations for Pwgg or the } voltage

pulse width of the isolated pulse as shown back in Figure 4.1.

There is an equation that has been derived to express the Pwgg in terms

of distance.

5.3
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PWsg = Af g’+ 4 (d+a+3)(d+a) (4.3)
Where g = gap length

d = head media separation

§ = media thickness

a = transition length

The transition length has been expressed as 'a' for NjZ, ferrite heads.

as= S _Br -1

T( He Kd ) (4.4)

No mention is made of the field spreading effects of finife rise time

nor of the core reluctance and perme tivity. Kd is an empificai number equal to
0.75 for particulate media and about 0.9 for thin metal films. The equation
does not hold too well for MnZn ferrite heads. A possible explanation is that ,:)
N1Zn heads usually have a magnetic dead layer therefore flying height is '
incorrect as is possibly the gap length. If it were perfectly annealed, the
equation for 'a' might be in error due to Kd not counting the effect of finite

rise time.

If we observed an isolated pulse on an oscilloscope, we would see a slight
asymmetry and a trailing undershoot. Going back to the earlier Karlguist
equation, we can see that there is predicted a y component. It is this y

component that causes the asymmetry as illustrated in Figure 4.4,

This distortion must be considered When predicting bit shift and amplitude
using superposition. It is presently done by entering points on the curve into a
computer and having the computer do the work to generate the transition density
curve. A general density curve can be drawn relating amplitude to Transition
Spacing/PW50.

5.4
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SATURATION CURVE

If the amplitude of the read back signal were plotted as a function
of the write current amplitude or given transition density, we get a new
curve called a saturation curve. As the value of current is increased, we
would expect the read back amplitude to increase as it would in a linear.
system. However, as we approach saturation in the media the amplitude levels
off and remains steady for-increasing amplitude. If the media is thick, the
saturation curve rolls off instead of remaining flat with increasing current.

To understand why this is so, consider Hoagland's terminology of near
field and far field. The near field is defined as the field within one gap
length from the gap center as shown as point A in Figure 4.5. Point B is in

what is called the far field.

It can be shown that for a head disc interface where the combination of
flying height and coating thickness is equal to or less than the gap length
the saturation curve remains essentially flat for increasing current provided
the pole tip is not saturated. If the furthest particle of the media
is further away from the gap than one gap length thean the total effect is to
broaden the transition width which reduces the amplitude the same as if the
PW50 were increased which is exactly what happens. This was explained in

Figure 2.3. The resultant saturation curve looks like that of Figure 4.6.

As exbected from the transition density curve earlier discussed, the
amplitude for higher transition densities is reduced -by superposition.
A saturation curve may be drawn for each density; therefore a typical
saturation curve is a multiple curve showing at least the minimum ard maximum

density curves for the prepared recording system. Note that as in Figure 4.7

5.5
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the current of saturation for each density is different indicating that
saturation is also a function of transition density. The usual transition
density curve can be taken at a single current value or it can be plottaed
using the minimum saturation current level for each transition density. To
optimize a system it is profitable to choose the current value that best °
overwrites old information. It should also be noted that if the recording
involves the far field, the‘slope of roll off increases with increasing
density. This is shown in Figure 4.8. This ro]1.off can be expected from
the field spreading effect of the particle in the far field vs. the recorded
wavelength. The correct write current must always be chosen to the right of

the maximum for the lowest density to be recorded.

Since we noted that the so called saturation peaks occur at lower write
current values for increasing transition density, we might expect the ability
of writing higher transitions to erase a lower transition signal previously
recorded to be diminished. Such is the case and results in a new curve called
the write over curve. It is usually drawn on the same graph as the saturation
curve, Figure 4.9. The curve data is taken by first writing the lower density
signal and measuring its amplitude. This amplitude is called 0.db and becomes
the reference. The higher density is then written over the lower density using
the same value of write current. The residual low density signal amplitude is
measured. This is done by using a high Q filter turned to the low density
"~ frequency in both cases. The high density signal is thus eliminated from the
measurement. The ratio is taken as a -db Tevel and is plotted on the graph.
The resulting curve then indicates the degree of erasure and the quality of
the recorded signal. As could be expected, any degradation of a signal affects

the ability to read a transition and then assign it to its correct time slot.

5.6
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A second valuable measurement is the ratio of the amplitudes of the
of the highest to lowest densities recorded. This is usually expressed as a
percent. The lower the percentage the further the two points are apart on
the bit density curve, or if the two points are a fixed density ratio apart
then it indicates the points are further to the right on the bit density .
curve. This is particularly true if the recording involves the far field.

Figure 4.10 illustrates this effect.

In the near field case, the ratio of F2/F1 is about 0.8, whereas the
far field ratio is .4/.75 or .53. Back to the near field case, to get the

same .53 ratio the transition density separation is F1 to F3.

Because of the write over requirements the write current must be kept
high, but if the far field effect are involved, both the amplitude and
resolution, hence bit shift, suffer. A compromise must then be made between
the two. It is then obvious that far field recording is undesirable. Write
over values above -26 db are unacceptable. Usually we require at least -30 db
to keep from degrading the amplitude and resolution or bit shift. The current
value is always to the right of the saturation point regardless of the write

over value. This is necessary to ensure erasure of old information.

The last important measurement is the signal to noise ratio. Noise
consists of five general components. First is the electronic noise assoicated
with the amplifier first stage, the amplifier input current noise times the
head impedance plus the amplifier voltage noise referred to the input. These
two add as the square root of the sum of the squares. Barkhausennoise in the
head core is also similarly added. The second noise is the media noise

associated with the particle size, particle distribution and dispersion.

5.7



PUBLICATION. INTENDED. ALL RIGHTS RESERVED.

HEAD PERFORMANCE

For particulate media this noise is considerable particularly as the track
width diminishes. This noise increases as an inverse power function of track
width. The third major noise source is the write over noise already discussed.
The fourth noise is side fringing noise as read by the head from the adjacent
track. The fifth noise source.is the minor bit noise. These and electronic
noise will be considered in a later chapter. The media noise will be worse
for particulate media and best for thin film media such as metal films. This
can be seen by considering the pakticles as separate magnets, each surrounded
by a non-magnetic binder. Thus each particle contributes to the overall field,
but as the view of the head decreases either in gap length or in track width,

then the individual fields dominate which thus modulate the head signal.

If we record a single frequency signal (single density) and we Qefe to | B
read it back noiselessly the resultant spectrum would be a single line equal to i :)
the bandwidth of the measuring equipment. As we allow noise to enter the system
the spectrum broadens into the typical bell shaped distribution for white noise,
or if colored, as by media noise, a different shape. We could plot the peaks
of all pulses in the presence of this noise and we would get a similar curve.

Since we are most interested in these peaks as they represent the true position
of the reproduced bit, we need to concern ourselves with the amount and sources
of the noise. Similarly, as we move further to the right on the bit density
curve, we must add the time shift caused by pulse superposition or interaction
when we write bits of at least two different spacings randomly. The result is
three curves or more each centered on the predicted peak shift d’ for the
indicated bit spacing and each containing the probability of peak position due
to noise. This is illustrated in Figures 4.11 a, b, and ¢c. The work was
first described by D. E. Katz an& is the subject of a paper by him and
Or. Campbell published later.

5.8
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The ordinate may be changed to that of the time deviation from the
expected time position of a recorded transition in a data stream. When
this is done, Figure 4.11C becomes a blot of the probability of a transition
being detected as a function of_the expected transition of a noiseless non,
interacting system. If the time window allowed for each transition to be
assigned to its correct time slot in a data stream were to be drawn on the
curves of Figure 4.11C, we would notice that a portion of the transitions on
either side of 'w would be misplaced or be in error. We will discuss this
further at a later time as there are many other effects that contribute to

the number of transitions detected outside of its assigned window.

SIDE FRINGING

As mentioned earlier a significant noise source is side fringing. This
signal has two components. Consider the head gap. It is three dimensional.
So far we have only considered the field directly under the head core but the
field emanates from the side of the gap just as much as below it. The field
intensity limits for saturation are just as far as the depth of recording
and worse as the field of non saturation extends even further. The head
can read this field every bit as well as that under the head. Also it is as
if the media were infinitely thick (to the side). Thus we would expect the
field to behave as if it were a thick media or "far field" recording. This
results in low density signals to be read at a higher amplitude than high
density signals. Now we measure write over as a ratio of two low density
amplitudes before and after a high density overwrite. It can be easily seen
that the write over value is degraded by the side fringing signal since non
saturated information is available to influence thé head. The side fringing

signal pick up is greater for low density signals. If two tracks were

5.9
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immediately adjacent, the adjacent track recorded with a low density signal
and the true track recorded with a high density signal then when reading
the true track the read back signal would contain the low density signal

as read to the side. If we were to plot the value of the fringing signal
as a function of the Tow density frequency, we would observe an increasiqg
fringing pickup with decreasing low density or decreasing frequency. All
this means that the signal. to noise ratio is further degraded from both on
track low density signals previously recorded as well as adjacent track low

density signals Figure 4.13 and 4.14.

MINOR BIT

Another noise source is the effect of the edges of the core away from

the gap. These also represent a discontinuity in permeability and thus will

appear as a partial gap. The gap length being infinity. On closer inspection,

infinity is not correct as some field lines prefer to travel around the core

and exit the side of the core thus generating a voltage in the coils.

This is illustrated in Figure 4.15 A, B. The resultant pulse is very
broad and of low amplitude but contains significant energy. An experiment
can be set up in which a Tow density signal is recorded and read back as
isolated pulses. The amplitude and position of both the isolated pulse and
the minor pulse are plotted as a function of the low density bit spacing.
At a certain spacing which coincides with an exact multiple of bit spacings
equal to the core length the isolated pulse is dramatically affected by the
minor bit as it adds, Figure 4.16, or subtracts its energy to the isolated

pulse height by the few percent amplitude of the minor bit, but such is not

5.10
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the case. Amplitude increases of ~100% have been observed indicating that
energy is involved, Figure 4.16. The reason this is not observed more often
is that normal recording is of higher density which masks some of the effect.
As this noise does affect the recording performance the head is modified to

reduce the pick up.

Head manufactures usually degrade the leading and trailing core edges
either by increasing the flying height at these edges or by machining the
edges so that it is not parallel to the recorded transition or by crumbling
the corner so that it does not present a uniform edge equal to the track
width. This phenomenon is only a reading phenomena. The write field
strength at the trailing core edge is not sufficient to move the media. remenant

field, Br, enough to influence the read back process.

This can best be seen when recording on a disc on the inner diameters
where the pole edges‘B'are not over the track A made by the regular gap.
Then moving the head to have the gap over the B track. No evidence is seen
of the signal recorded while writing'A‘even when using a spectrum analyzer
as the measuring device. The thin film heads have significantly shorter
core pieces, therefore the minor bit is substantial. It shows itself as an
undershoot on both sides of the isolated pulse. A second effect in disc
recording is an amplitude modulation as a function of radius for constant
frequency record. These two effects are shown in Figures 4.17 and 4.18
respectively.

5.11
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The number of undulations being determined by the ratio of the pole

16 418
A\Similarly, we would

expect a modulation if we wrote varying bit density signals on a constant

F
thickness and the diameter change from ID to the 0D.

track as shown in Figure 4.19 which is the standard density curve. At very
low densities the transition spacing exceeds the pole tip length, therefore,

no modulation occurs. The above assumes equal pole tip lengths.

The isolated pulse shape is the same for all Tow density signals below
the pole tip length. When the transition spacing nears the pole tip length,
the shape of the isolated pulse changes until it affects the amplitude.

Thereafter the density curve is modulated for all higher density signals.

During this chapter we have focé%d on three fundamental curves that
describe the performance of the heads and discs together. We can. summarize
by drawing several curves that relate the various mechanical dimensions of

the head and disc. The unlabeled dimensions are considered unchanging.

The five mechanical parameters that affect head-media performance
significantly are the head gap length, head spacing, head coil turns,
media thickness and media coercitivity. The actual shapes of the above
curves are only to show trends not actual ratios. Of these curves the head
gap length, head spacing and media coercitivity control the transition
density performance as long as the signal to noise ratio remains the same.
Generally we can say that as head gap length decreases, as long as the
combination of flying height and media thickness is kept within the near

field definition, transition density can increase.

5.12
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OFF _TRACK CONSIDERATIONS

Both tape and disc machines exhibit problems with registration of the
written track and the reading head. In tape machines this occurs in two

areas. First the skew of the head centerline from the centerline passing -

thru the center of all parallel transitions. The angle produces two problems.

The angle produces a cosine error in the track width which Towers the signal
amplitude and a cosine function that broadens the transition as seen by

the head gap thus lowering the amplitude and effectively increasing the Pw50
which reduces frequency response. The other is tape registration which is a

problem relating to the guides and the slitting process of the tape itself.

In disc drives part comes in the form of disc runout which is similar
to the tape guide-slit edge problem wherein the disc does not always rotate
around the same point. This is due to bearing problems. Earlier disc drives
have a cantilever bearing system which accentuates the problem. Also pack
mounting repeatability is a problem. These together cause the disc line
of rotation to precess which moves the track from its expected position as
a cosine error. With a disc stack of more than one disc this makes the

error subject to vertical location.

Another area of concern is the carriage and ways. These are the movfng
parts that hold the head arms and allows movement into and out of the pack,
a radial change in position. Any tilt of this assembly either due to machining
or due to debris on the bearing surfaces will again cause a cosine error
which worsens the further the head position is from the bearing surface.
The manufacturing repeatability of the head arm and its alignment introduce
either direct off track position error due to misalignment or cosine and

cosine error from gap skew as previously discussed. The latter group of
5.13
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errors have been eliminated in the fixed pack concept which was introduced
in 1974 by IBM in the 3340 machine wherein the heads, carriage and way are
included with the spindle in a separate package or module. The remaining

tolerances remain until they can be reduced by changing the location of ?he

bearings to either side of the spindle and carriage.

Early disc drives used a detent arrangement to locate the position of each
track. These tolerances were enormous compared to the track spacings.
For example in the 2314 the track spacing is 10 mills. A total of 3 mills
was allowed for all the above tolerances, or 30% of the track width. Later
machines achieved bettgr registration by utilizing a closed loop positioning
servo to locate each track. Here a single head, the servo head, is made to ,
follow a pre-recorded track containing positioning information. This cut the 'Z:)
carriage tiTt error to about half and similarly the precession errors. Added

though is the ability of the servo system to follow the track.

The total savings were positive thus permitting a present 960 tracks per
inch or about 1.04 mill track spacing for the Memorex 3652 machine. Any
mispositioning of a head in relationship to its recorded track results in
increased noise in the form of adjacent track signals during read. A misplaced
written track similarly creates problems for both the track of interest as
well as the adjacent track and finally a reduction in signal amplitude due
to the mispositioning. As can be seen the closer together the tracks, the
less movement can be accepted before the signal is degraded. Typical ratios

of head width to track separation remain fairly consistent for all machines

5.14
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dt around 70% which is just the same as for the old detent machines of the
1960's. The difference being that some tolerances have been reduced

permitting an increase in track density up to the next limitation.

An example of the signal degradation due to mispositioning is il]ustrpted

in Figure 4.33. The signal read will be A, the intertrack gap is B and the

adjacent track signal is C. Fringing is also a factor.

Sig T(on track amplitude) + F,

+ F, + T (surface noise)

T(on track amplitude) )

A
T1
L
Noise T2

SKE

[ d
At the ID the gaps are separated by 2 l(_?') (BPIE[ bits
At the OD the gaps are separated by %gijPI) (g%ﬂ'bits

If the gaps are symetrical around the radial line, then # at 0D the length

R(1 - cos « ) = Ro(1 - cos (sin  ( gﬁﬁ)))

b

-1 d/2
At ID the length of b = R(1 - cos ) = R ( l-cos (sin (R, )))

-1_d/2 -y d/2
the difference is R,(1 - cos R ) - Ri(l - cos ' RT

This could be compensated for by the servo track spacing as far as track

centerline is concerned as well as the intertrack spacing.

The skew will be twice the difference between aand B if we align the gaps

to the radial line at the 0.D. I.D. =2 (a-8).

5.15
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However, if we align the gaps to the radial line at some mid position
then we would get + (a=g) for both the I.D. and the 0.D. The true alignment

point would be at the radius where 8=0.5° sec Fig. 3.35.

Now the difference between o and g is large and normal sKew misalignment
is usually keptto within %30 or +0.5° to minimize amplitude loss. This then

restricts the total travel of the head. For example:

R = 6.5 D = 0.02" _
_1/0.02
o = sin __3__) = .08814736"
6.5"
.01 .01 ) .
R, = sin 1.08814736 - .01899061 - -9265" radius
if ‘g' =.1" Ry =6.5" R =4.0" o =.44074106°, g = .71621585°

Ab .120 mills. This says that A & dis 2(B - @) = (.275475%)2
This is close to the

bo = 6.5(1 - cos(sin-*g9§>) = 1.4234 x 107 spec for + 0.50 skew.
-1:08 0
b, = 4.0(1 - cos(sin 4)) = 3.125 x 10

1

This says that there is no positioning reason for not having two heads, one for

write and one for read with a radial head movement.

The problem is the isolation required.

' -3
VW = 7.Vgp Vo = 1.0x 10 V@ -30db S/N
) .001
Vwn = (37 622777)
= 3.162 X 10°°V
]

for 18588 db isolation for a noise contribution of -30 db.
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.00000768

.01
6.5(1 - cos(sin™’ “%))

.01
4.0(1 - cos(sin™’ ~4)

(=2
[}

O
[}

.00000312

"

Ab .000,004,56 or 4.56 u" .

that is for a gap spacing of 10 mills

Try gap spacing of .10"

| . -1 .05
bo = 6.5(1 -cos (sin =) = (.00002959)6.5 = .00019234
-1 .05 .:>
by = 4.0(1 - cos (sin ~5)) = (.00007313)4 = .00031251

Ab .120 mills
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" R/W BLOCK DIAGRAM

Figure 5.1 is a general block diagram that may be used to define the
circuits required. A1l R/M channels have this form. Its complexity may be
increased depending on the sophistication of the recorded signal or it may be
decreased for very simple sjgna]s. As most disc drives have multiple heads, it
is obvious that some means be provided to isolate the individual heads from
each other while allowing one head to function. This is the function of the
block marked Matrix. It is fed from an address register that contains the
head number selected. . For reasons to be discussed later, these two blocks
may be repeated. The blocks marked Read and Write perform these basic services.
A means must be provided to select either. That is the function of fhé blocks
marked Read Select or Write Select. Part of the write chain includes the
Write Pre Driver, the Trigger and any encoding functions. The Read Chain
includes the Linear Amplifier and Filter, the Detector, and a decoding or
declocking scheme. Some subfunctions include Address Mark Detection and
synchronization. A necessary set of functions include the Safety Circuits.
These are provided in order to protect the recorded data either from simulta-
neous commands or from failed components or circuits. These circuits do not
respond to legitimate though unintended commands. Tape drives generally perform
these functions multipﬁy in groups of 5, 7, or more depnding on the machine
type. It is the prupose of the remainder of this book to address each of these
blocks in turn. We will discuss the various interactions and requirements
particularly those related to the head-disc interface.

WRITE CIRCUITS
The write circuit used depends on the head winding structure whether it

is single-ended to reference, single ended floating differential or centertapped
6.1
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differential. The circuit also depends on the time between transitions.

In the single ended version the write current required for saturation is
alternately reversed in the windings producing the alternating flux
reversals required for writing. This can be accomplished by the circuit of.
Figure 5.2A. Here the complimentary emitter follower drives is driven by a
square wave that is carried above and below ground. The current flow is
then determmined by the vo]tﬁge level out of the driver and the value of
resistance in series. With large input voltage swings the value of the
series resistor can be made large which minimizes the L/R time constant and
thus reduces the time of the recorded transition. Power dissipation is large
both in the Driver transistors, the input driving circuit and the series

resistor.

The current is determined from EQ 5.1 and 5.2

Vint - Vbe!

. _ (5.1)
e I, R +Rh +Ls
. Vin- - Vbe2
— 5.2
DC I- R+ Rhrls (5.2)

If the circuit is balanced to ground then these two currents are equal
except for the slight differences in Vbe and the input voltage swings. The
circuit is worse cased by considering input swing variations, the Vbe variations
and the two resistors variations, one a fixed and the other the winding

resistance.

6.2
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Power dissipation for the transistors is simply calculated, again

worse case conditions must be assumed.

(Vsupply max - Vsig min, + Vbe max(l/,,‘ v = Vbe nA/z) ERS 3

T R min + Rh min

¢
It will be noted that the current is a function of time; therefore, the
actual transistor power dissipation is less than EQ 5.3 would indicate during
the time of the transition. Also the true maximum may not occur at Vsig min
but at some other value. At the time after switching,the current thru the
inductor cannot reverse instantaneously, therefore, the transistor power
dissipation is increased in the same transistor until the current falls off
to zero on its way to the opposite maximum. The base voltage changes to the
opposite polarity but the current remains the same. The power peak is given

by EQ 5.4.

TPeak = (Vsupply max - (-Vsig min) + Vbe max) I Max (EQ 5.4),

where I max is the current determined by equation 5.1 (or 5.2).

This transient power dissipation must be considered, particularly when
secondary breakdown can occur. The choice of transistor then not on]y
depends on the voltage and c;rrent, but unfortunately both at the same time.

Figure 5.3 shows the relationships.

6.3



' PUBLICATION INTENDED. ALL RIGHTS RESERVED

R/W BLOCK DIAGRAM

The head circuit cannot really neglect the capacitance; therefore, the
actual head current is determined by EQ 5.4zfor a step function, using the

circuit of Figure 5.28B.

1
(LS + Rh) CS
1 -~
. _ V sig (s) \ .LS + Rh .+ CS / (5.4),
h L 1
(LS + Rh) TS
S R+ T [(LS + Rh)
LS + Rh +

This breaks down to a third order step:
V sig (s) (LC s+ R, CS + ') (5.5).
2 2 2 2 2
S[RLICS + (RRALC + L2)S2+ (RL+ RL + RZRC+ RL)S + RR + Rh—}

A1l this slows down the rise time/widens the transition width/which in turn

widens the PWS50.

Another circuit that could be used is shown in Figure 5.4. Herethe
write currenﬁuis determined by the series combination of R, the head circuit,

and the saturation resistance of the transistor.

V - Vsat

h( (EQ 5.6)
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The transient behavior is the Séme as EQ 5.5 only V sig is replaced

by +V.

It should be noted that the rise time is affected by the storage time
of the transistor. If the storage time is very small compared to the
transition time then it might be a useful circuit. Note that the transistor

current is nearly double being

L. V-Vsat . V- vVsat (EQ 5.7)
X R+ Rh- . R

The power dissipation in the resistors are very nearly constant. The
voltage breakdown requirements for the transistor include the voltage developed
across the head at turn off time due to the inductance. This can be ﬁearly
the-same as +V meaning the transistor will see 2V during the transient. i:)
Also the voltage goes negative indicating that the transistors require a

commutating decode to prevent breakdown (shown dotted).

The damping of the head for a zeta of .95 can be accomplished by the
collector resistors or by the addition of a third resistor in parallel with

the head.

Tolerances on the Resistor, the Vsat, the supply, and the head winding
resistance determine the range of write current expected in a manufacturing

run.

A third circuit is shown in Figure 5.6. Here the transistor storage

time is eliminated, but the current source must supply nearly twice the head

6.5
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current as is also required in Figure 5.4. The commutating diodes are
eliminated by making +V equal to twice that required which leaves a bias of
+V on the collectors. This accommodates the negative V swing of the head
without saturating the transistor. A penalty is that the transistor power -

dissipation is high. The average Pw being for the transistor,

Pw avre = (+V - Is%r + Vbe - Vb)Ig (EQ 5.8)

The time domain transient equation is the same as equation 5.9 and 5.10

1
I(s) T
(EQ 5.9)
In = g2+ RES + I
T(s) Wn2 (£Q 5.10)

S(S2+ 2zWnS + Wn®)

The transistor voltage breakdown requirement is 1.5 V due to the voltage
rise resulting from inductive current. Again the damping is achieved via

2R or a third resistor in parallel with the head. It will be noted that the
current thru a resistor at switching time goes from I/2 to 3%I during the
transient and back to I/2 again for one half of the cycle. On the second
half cycle it goes from +I/2 to -I/2 and then back thru zero to + I/2 again.
The degree of achieying these excursions is controlled by both zeta and the

head capacitance.
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The peak power dissipation for the resistor is threfore approximately

| 31 :
PRpeak < () (v) (EQ 5.11)

occurring at time A on Figure 5.7,

A fourth circuit and its variations can be used which reduces the power
dissipation by requiring a current source of only I instead of the 2! as used
in the previous two circuits. The basic circuit is that of a current controlled
bridge. In this circuit the current pafh is controlled by a pair of emitter
followers in the upper half of the bridge. The base voltage swing Vbl - Vb2
must be large. The negative going portion must be greater than the voltage

developed across the head during switching. fis 54

The average power dissipation of the upper transistors is half the DC value 1:)

if the signal on Vbl - Vb2 exceed the transient head voltage.

_ (V- by, + Vbe) I
PT(rors) © 2 (EQ 5.12)

The head current equation is the same as in EQ 5.10. If the input Vbl
and Vb2 is less than the transient voltage then current must flow thru T1 or
T2 during a portion of the transient; therefore, the power dissipation is
'increased by that current flowing times the V-Vb difference.

(EQ 5.13)

Pr, = (V= (-Vb1) + Vbe) I,

Where It is that portion of Ij supplied thru the transistor.
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The modification of the head current is due to a portion of I source
being supplied thru the non off upper bridge transistors. One disadvantage
of this bridge circuit is the circuits that are required to drive the bridge.
These circuits also have power dissipation particularly the circuits driving
the upper half of the bridge due to the large swings required, and if fast

speed is required, low impedance, high current.

There are several circuits that may be used. Note the phasing required.
Because of the various propagation delays and turn on - turn off times, the
bridge may exhibit current spiking where both éZ?:Z#@ﬁéns may be on momentarily
at the same time providing a path directly from +v to the current source.
Fortunately, the current source prevents the larger currents that occur in

saturated bridges.

With these drivers the current sources determine the swing available.
The tolerance of the various resistors and the tolerances on the current source
must ensure adequate swings on Vbl and Vb2 to maintain an unaltered current
waveform. Care should also be exercised to minimize this margin as the power
dissipation of the bridge depends on these voltages and the current. If too
large a margin is provided, A in Figure 5.9, then the Tower half of the bridge
has a higher than necessary dissipation. If~not enough margin is provided,
then the bridge saturates and rise time is degraded. Further if the swing on
Vbl - Vb2 is small then the upper half of the bridge experiences a higher
dissipation. Normally, the upper half of the bridge only sees the difference
+V and Vbl or Vb2.times the current source value. By using the circuit of

Figure 5.11B this is minimized. One nice thing about the combination of

6.8
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Figure 5.8 and 5.11B is that it is easily integrated. Integrated circuits

cannot tolerate PNP switches at either high currents or high speeds, therefore,
thgyare avoided. This last combination is very effective for two terminal

thin film heads where the voltage transient is below the base - emitter é;;;?
voltage. Those heads that have large voltage transients must necessarily

use a different circuit such as Figure 5.6. The head field for all two terminal
heads is proportional to NI. The read back voltage is also proportional to N

N do/dt.

Theré is another class of head circuit that is very popular for reasons

to be discussed later under multiple heads. These heads feature a centertap.

The circuits used to drive this head are necessarily different. One

They are therefore a three terminal device as Figure 5.12.

principle is immediately obvious and that is that the write current flow is
into either terminal A or terminal C and out terminal B depending on the
direction of the writing flux desired. The head inductance is preportional

to Nz; therefore, the number of head turns required for the same N I as previ-
ously discussed needs to be double, therefore the inductance is multiplied by
four. One advantage is that the read back voltage is twice the previous value.
Bandwidth restrictions force the use of a total of N turns therefore the
readback voltage is the same bat the write current is double to keep the

same NI.

The head circuit can be either the full differential, or it can be

half where the inductance is equal to La.c/2 (EQ 5.14) as can be seen by

6.9
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La-g + Mg (EQ 5.15) where Mg_c 1s the mutual inductance of the section
B - C reflected into A - B. The capacitance for the half equivalent is twice
the value of the differential capacitance. The damping resistor is half.

A11 this is shown in Figure 5.13 A and B.

L Total =Llpa.¢c = Lpg*Mg_c *lgc*Mag (EQ 5.16)

Either circuit will yield the correct results when used in equation 5.10.
The circuits that are used are discussed below.

The first circuit is the saturated switch version as shown in Figure 5.14A

and B. In Figure 5.14A the DC current is established from EQ 5.17.

V - Vsat -

hpe R (EQ 5.17)

R+ 5

Worse case values can be assigned that give the range of currents over
production runs. Note that the current I is only passing thru half of the
head windings when calculating the current for the field required. This

circuit is only useful where the storage time is acceptable.

The damping resistor Rp is not affected by the series current determining

resistor R in contrast to that of the two terminal head circuits of Figure 5.4.

The voltage excursions on the collector are the same due to twice the
current. No commutating diodes are required as the voltage on the collectors

never go below ground.
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R/W BLOCK DIAGRAM

For this circuit, though, the collector - emitter voltage breakdown

must be greater than twice the +V supply.

The circuit of Figure 5.14B is different. It also suffers from storage
time in the switching transistors, but the voltage waveform is different even

though the DC value is identical to EQ 5.17.

It will be noticed that the collector voltage goes below ground, while
the second one goes to ground. This requires commutating diodes, also a second
look at the equivalent circuit. The ;ommutating diode places both ends of
the head at near ground forcing a head equivalent circuit of just a series Rh
and the inductance Ly for the duration of the conduction of the diodes.  The
time for rise during this period is essentially LA-C/Rh which can be very long.
When the transient voltage reduces as the change in current drops, then the
circuit reverts to the standard parallel RLC of Figure 5.13A or B. Obviously

this is not a desirable circuit.

The most popular circuit is shown in Figure 5.16. Here the full speed
can be achieved but at the cost of transistor power dissipation. The voltage
V is chosen to keep the negative transient voltage at the collectors above the
input Vin +. The damping resistor is chosen to satisfy EQ 5.17 for a zeta of

0.95.
1

I =0.95 = 2WRC (EQ 5.17)

The waveforms are shown in Figure 5.17. Notice the collector voltage relationship
to the base voltage marked as 'margin' also the peak voltage to the Vw level

that must be within the Veeo breakdown voltage, (collector to emitter).
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PUBLICATION INTENDED. ALL RIGHTS RESERVED.
R/W BLOCK DIAGRAM
For a P maximum we use EQ 5.18.

P =
W = (Vcc MAX - Vb, Min, + Vbe MAX) I source MAX  (EQ 5.18)

We may d%vide power by two only if the switching signal has no dc componeﬁt.

If the DC averége of the input waveform is not zero, then some other factor
must be used. Its value will lie between 1 and 2 depending on the asymmetry.
Another consideration is the length of time one transistor is conducting. This
is due to the thermallag of the transistor structure. For slow waveforms

the power dissipation must be considered as the full value even if there is no
dc component of the input signal. Localized heating of the junction may exceed

the allowable junction temperature.

The junction temperature for'aII circuits can be calculated using the

transistor thermal resistivity value published for that device.
T3 = (Rye + Rea)(PC/W)(Pw Max)(Watts) + Tp Max  (EQ 5.19)

Where Rjc is the thermal resistance in °C/Watt from junction to case,
RCA is the themal resistance in °C/watt from case to ambient air
PwMax is the power dissipation in watts, and Tp is the ambient maximum

temperature in Oc.

For best reliability the junction temperature, T3 should not exceed
100°C even though a device may be rated to 125°C or even 150°C. The temperature
rise is the first half of the equation. It may be modifieé by adding a heat

sink which alters the parameter Rca. Nothing can be done for RJC though.
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R/W BLOCK DIAGRAM

Air flow also enters into Rcp value and is usually published as a family of
curves. For writing circuits the power dissipation is fairly high in

comparison to standard circuits particularly as large currents are required
in high inductance circuits. The requirement to keep the collectors out of

saturation forces higher collector voltages.

®

- ) (EQ 5.20)

ISoOrce( P+ .

In
BASE DRIVE

A further consideration is the base drive. The impedance of the base
driving circuit needs to be kept low in order to reduce the Miller effect ‘
feedback. If the input impedance is high the head voltage transient will be ii)
capacitively céﬁpled to the'base circuit possibly forcing the transistor Back
out of conduction and the opposite transistor back into conduction. Figure 5.18
illustrates this effect where the dotted line represents the feedback thru
Miller capacitance. The transistorpg also requires consideration when
designing the base driver circuits. It also affects the current thru the head
and the current source. Al1 the circuits previously mentioned that are driven
from current sources will have these limitations. Those that are saturated
switches will have only the Miller effect to contend with. Equations 5.21 and

5.22 describe these effects.

te ,
I, = Isource - @ = Ir.um(‘ - u-,s> (EQ 5.21)
Vbase = vin - /VhTransient ) o4 (EQ 5.22)
1 .
— + Rin \5
cs
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TIME DOMAIN SOLUTION

The time domain solution for the head voltage and the head current as

described in EQ 3.11 and EQ 3.14 are given in EQ 5.23 and 5.24 respectively.

-1 1 2 '
_ f T I(s) L Wn IL Wn _-CWnt T2
v = = —_— . - 2 .
l (S) (SZ+ chns + wn2) ‘,1 - cZ S1n( 1 c Wn9 (EQ 5.23)

-1 -1 I(s) Wn2?
I =
j\ (s) l S(S% + 2zWnS + Wn2)

1 _ dint v1-¢

-1
= i -zt - - .
1)1 fMT=E=Eie sin(Wn /1 -z%t - tan <) (EQ 5.24)

It may be noticed that most write diiver circuits bases are driven differentially.
This type of input is forgiving of any slight unsymmetry in the input waveform

as long as the unsymmetry is repeated on each input. This is illustrated in
Figure 5.19 where the crossovers are not occurring at the centerline due to

slope unsymmetry. Such unsymmefry may be caused by variations in rise and fall
times. A typical switching input swing requirement for differential unsaturated
switches is about 1.0V. This value guarantees total cut off of the opposite
transistor. We assume that 0.4 volts Vbe are required to bring a transistor

into a slightly conductive condition and by 0.7 to 1.0 volts the transistor

is completely on. When using transistors with larger Vbe sat voltages, they need

to be provided larger input swings in order to correctly switch them.
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WRITE VOLTAGE CONSIDERATIONS

Since the write voltage transient forces the collector voltage to be
high to accommodate the swing, we might profitably look at what we can do
to limit the total swing. Restating EQ 5.23 again, we can ignore the time

varying terms and just look at the magnitude portion as shown in EQ 5.25. .

IL Wn

) Y —
Y1 - g2

h (EQ 5.25)

by substituting KN* = L and ignoring the damping term in the denominator

as 1 is a constant for all write system = 0.95, we get:

Lo e M s

{xNeC i3
Now we see that NI is proportioha] to the flux required to saturate the media.
For a given head - media interface, NI is a constant. If we change the flying
height and/or the gap length in order to reduce the current then we can reduce
the transient voltage, but just reducing I forces N to be increased to keep
the same saturating flux which accomplishes nothing. The only other alternative
is to either improve the head efficiency by reducing the throat height provided
we can do so without saturating the core pole tip or increasing the capacitance?
This latter will lower Wn which increases the rise time which may be excessively

detrimental.

WRITE PULSE SHAPING

One way to improve the rise time in a head that requires a large number of
turns, such that the Wn is lower than desired, is to pulse the current source

in time with each switching edge. The effect is to force the head current to

6.15
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WRITE PULSE SHAPING

rise towards the higher value and then just before the required current value
is reached to drop the current source value to its normal value. A penalty
for doing this is that there is a voltage across the head capacitance remaining
that needs to be removed before the head current can settle to its final vaﬁue.
The width of the pulse will require careful control in order to orchestrate

the desired result. A circuit for doing this is shown in Figure 5.20, along

with the waveforms in Figure 5.21.

As can be seen the voltage transient is very large. The rise is fast
during the pulse then it reverts to a negative slope until the transient is

over. The equation takes the form of two parts where the

Im_ _ Ip Zh  3)

Vi = (EQ 5.27)
Sp-B Spc

notation is for two step functions at differing times and Im = I + Ip (EQ 5.28).

8. PRE DRIVER CIRCUITS

The circuits used to drive the Write Drivers can range all the way from a
direct connection to the Flip-Flop to a intermediate amplifier or switch that

is used to establish the bias levels required and/or the: base current requirements.

For the saturated versions the driving circuit need only provide the base
current required and a voltage output swing capable of turning the driver
transistors on and off. Standard T2L logic blocks are usually sufficient.

If higher base current is required an open collector output device can be used

efficiently. An example of both is shown in Figures 5.22 A, B, and C.
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B. PRE DRIVER CIRCUITS

For the non saturating switches either a T2L, ECL or a voltage translating
switch can be used. If TZL logic blocks are to be used, care must be taken to
minimize the Miller feedback transients during the up level by maintaining low
impedances or by using pull up resistors as required in the saturated version.
ECL Togic has the advantage of low impedance and a voltage swing sufficieﬁt to

switch the driver transistors.

If the write drivers are PNP and the head is tied to a negative voltage,
then the type requires no base translation as shown in Figure 5.22C but may
be connected directly if sufficient base drive is supplied. If the head
centertap is grounded, then the bases of the write drivers need to be driven
from a potential sufficient to keep the driver transistors out of saturation.
This function is best performed by a current switch unless the storage time of

saturated switches and their voltage swing can be tolerated.

With the current switch Pre Driver both the impedance and the voltage
swing requirements can be designed in. Figure 5.24 shows an NPN driver with
a PNP Pre Driver. The -V ref is chosen to keep the Write Driver collectors
(3,4) out of saturation during the head transient. The bases of the Pre
Driver can be driven directly from either T?2L or ECL logic blocks. This
kind of circuit lends itself to large separations between the Pre Driver
and the Write Driver wherein the impedance can be that of an interconnecting
cable for termination purposes. The current in the Pre Driver needs to be
large enough to produce the Write Driver base drive voltage swing required.
When this circuit is worse cased both the Write Driver turn on and turn off
requirements must be met but also the Miller feedback from the head transient

must be allowed for. Lastly, the Write Driver base breakdown voltage Vber

6.17
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B. PRE DRIVER CIRCUITS

must not be exceeded. These equations are complicated by the base current

requirements of the Write Driver. A set of equations follows.

-~

: e . ‘
A Vpw.D. Isource 1 S . Isource, —
WD min Bimin*') source, B oin+| Rmin  (EQ 5.29)
A Vpy.p* Isource 1 ! I
. . - —— ]- Isource | (EQ 5.30)
max max * B,max 1 max z B max+ | mex )

PTszax = ISovME' CVI“F"‘”—AVA uo:at M \/be mAx) B:."”. \/be
+ “'ﬁ (EO? A 3‘)
ﬂ + 1 Z max

mAY

D

AvbwD“max /< Vber (EQ 5-32)

.

If more than one Write Driver is desired to be connected to a common Pre Driver,
then due consideration needs to be paid to capacitance as associated with the

RC of the Pre Driver load. One problem when driving long cables between the

Pre Driver and the Write Driver is that both ends must be terminated in the
characteristic impedance of the cable in order to absorb the transients associated
with both the Pre Driver output and the Miller feedback of the Write Drive.

This will ensure quiet operation with no reflections. A network can be

designed to drive multiple cables with their characteristic impedance at both

ends. A circuit for doing this is shown in Figure 5.25
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B. PRE DRIVER CIRCUITS

Symmetry shows that half the impedance of a twinaxial cable or the

impedance of a coaxial cable must be used for Zo‘

;e R g, AR (EQ 5.33)
0
2 R, + R, + %f

The voltage swing at the bases of the Write Driver will be a function of the
two current sources as before (EQ 5.29, -30) but now R needs to be modified
to include the effects of the network. This is best illustrated by considering

Figure 5.26 when only one Write Driver is activated and the second is idle.

R

3

Vo = Isource, Re + 2 + R R, (EQ 5.34)
1+B8yR, + Ry + 2R

7

R

3
Vil
AV, = A\ 2 > (EQ 5.35)
A R, + R, ¢ R

:

This is the base3 to baseu vottage with no base current effects from the

Write Driver.
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C. CURRENT SOURCES

The current sources considered are those used to generate the write
current. Several design requirements must be met. First the current source
must be stable with temperature and supply voltages. Second the manufacturing
tolerances must be minimized. Two circuits are considered here. The first.is
the zener controlled emitter degenerative circuit of Figure 5.27. This i§

shown as a negative current source.

For this circuit to function correctly the voltage on the collector of
Q1 must always be more positive than its base. This prevents saturation.
When the collector is connected to the Write Driver this means that the most
positive base of the Write Driver must be at least two Vbe drops above the
base of Q1. Notice that the Diode D1 is added to compensate for the Vbe of
Ql over temperature. This is only true if the diode characteristics of both
Q1 and D1 are the same and the currents are the same. Doing this is rather
wasteful so a compromise is made allowing a degree of temperature compensation.
The zener D2 is chosen for a sharp knee or at least a fairly flat zener potential
around the maximum and minimum currents expected thru R1. If the diode drop

Vp1 is the same as the Vbe at the operating current then the current source

is essentially:

(EQ 5.36)

vz /" 4 )
Rz Bl+’

Since this is fairly ideal we need to consider the whole circuit. The circuit

includes the T'L interface and Q2.
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C. CURRENT SOURCES

First we will saturate Q2 for a maximum of 25 ma. This will ensure that the

zener will be operating well past its knee.

25.m > ) +Vmin - Vbe,max - Vsat, _ Vbe ,max (EQ 5.37)
B, b, R ;max R, min

With Q2 saturated we can proceed to the input of Ql.

I (+Vmin - (-V min) - Vo Max - Y Max‘ﬂéeu,-lq [ (EQ 5.38)
z . . N U T
min R , Max 8, Min

The voltage at the base of Q' will be, realtive to the minus supply, as follows

if we ignore the fact that the first term Vzm.n is contrary to Vzmax used to
calculate Iz pin as given in EQ 5.3%.
Vb1 N vzm1'n * R min(zz min) * VDI+ RDlmin(Iz)min (EQ 5.39)
Therefore the current source will be:
I - Vb in = Vbeipa, 8 min = I (EQ 5.40)
source R i+8 - @,
min 2max *P1 min

If this current source were to feed the Write Driver of Figure 5.16, then the
actual head current would be reduced by the base current drawn by the Write

Driver as indicated in EQ 5.20.
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C. CURRENT SOURCES

The maximum write current can be found as follows:

+V - (V) -V eV v '
Iz - max max D,min z min M?Z£-IQ / (EQ 5.41)
max lein I\ B; max
vblmax = vzmax * Rzmax (Iz max) + vDlmax * Rolmax (Iz max) <?a 5'4Z')
I - Vbipay = Vbeipay B, max > <Ea 5-93)
SOUrCemax R,min 1+8, max
The manufacturing tolerance (more than worse case) is then:
Al = I -1 .
source source max source min. (EQ 5.44)

It should be noted that several factors can be controlled by choosing both
the zener voltage large compared to Vbe; and Vp1 and using a temperature
compensated zener with 1% or better resistors for R,. Also closer tolerances

on the zener voltage Vz and the zener impedance Rz.

Going back to the saturation curves of Figure 4.8, we can see reasons for
a small delta I source when we are forced to use thick media where the
saturation curve rolls off. If we are using media where the saturation
curve is flat above saturation then we can use cheaper wider tolerance parts

for the current source.

. -6.22
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C. CURRENT SOQURCES

We can go thru a similar procedure if we choose a positive current

source.

The second type of current source is the current mirror. This circuit-
finds favor if the whole is to be integrated on single chip. The circuit.of
Figure 5.28 is a simple Wilson current mirror. The requirements for stable
current are the value of R; and the matching of Ri, Rz, Qi and Q2. Often the
current thru Q1 is multiplied by the junction area ratios of Q1 and Qs with
due consideration for the periphery of the emitters. The function of Q2 is

to supply base current to Q1 and Qs bases at the cost of the error Ib2 .

I I
I = TError = (D1t ba) - (EQ 5.45)
B2

Current multiplication can also be achieved by varying the relative value
of R, and R,. Since the resistors in integrated circuits typically have a
tolerance of 25%, this means that some other resistor type must be used for

R; or it can be laser trimmed as one manufacturer has done.

Power dissipation for both types need to be calculated to ensure the
junction temperature is not exceeded nor the devise forced into second breakdown.
The output voltage is simply the conducting base voltage of the write driver

less one Vpe or V. max.

Is Vbe min
= B(Vc max - Ve n‘n‘n)Is max ¥ ————
B+ Bk

mAg

(EQ 5.46)

pSOUl"CE
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D. DATA

In most recording applications the Write Data is received on multiple
lines which must be converted to serial form before writing on the media. This
is easily handled by a parallel to serial converter under the control of the
write clock. The output of the shift register, or serial data is then chanéed
to pulses if the data is true, or no pulses if the data is false. These
operations are shown in Figure 5.29 which includes a means of providing
alternations of the input lTines to the Write Pre Driver if used and/or the
Write Driver. The alternations in input level provide the current switching

which in turn provides the flux changes of the recording.

The function of the 'and' block A can be modified to suit the code used
for recording by the use of an encoder. These circuits will be coveréd later
when we discuss codes. There is one other function that can be included in the
Block A and that has to do with Pre Compensation. Consider for a moment the
transition density curve Figure 4.3 and the interaction between transitions
that cause the reduction in amplitude and pulse shift. When writing a data
pattern there is not a constant density but discreet changes in density depending
on the data content and the code used. The plot for bit shift or pulse shift
included in the density curve was achieved by measuring the peak spacing between
two adjacent transitions separated by long areas of no transitions. This type
pattern can also occur in a data stream for some codes. If we were to write
the transition in such a way that a pulse that is shifted early in time compared
to its true position could be compensated for by writing the transition late.
Similarly a pulse that is shifted late can be corrected by writing it early.
Thus when this signal is read back the pulses are very nearly back to their

true position. This is know as Pre Compensation. When a head - media choice
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D. DATA

is made for a particular machine design, compromises can be made that can increase
the density beyond that safety obtainable by using Pre Compensation. Generally
speaking for the FM codes Pre Compensation is advisable below a resolution of
0.7 and definitely required below 0.6. The subject of codes is discussed later.
The circuits chosen to implement Pre Compensation must consider any paral1§1
delays in the logic paths as any unsymmetry there will write bit shift. This

can best be achieved by using logic gates from the same clip for all parallel
functions. As we begin the design we need to determine the number of discreet
shifts required: These depend on the code used and the transition density
chosen. For example, one code might exhibit two levels of bit shift, * 5 and

t 9ns. These are sufficiently far apart that it would be expedient to design

a system that implemented the shifts. A truth table then needs to be génerated
that describes the pattern and the expected shifts. We will leave this function
to the chapter on codes as the implementation of the code is done simultaneously.

This will suffice for the present.

We have now completed the blocks used for writing with a single head. There
were many blocks described for each function. How they are put together and
which block is chosen depends on the power supply, biasing, bit timing vs.
circuit delays such as saturated transistors, intended cost goal, and the

head - media interface magnetically and electronically.
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READ CIRCUITS

Referring to the block diagram Figure 5.1, locate the Read Pre Amplifier.
This particular block determines the basic signal to noise ratio of the
machine. It also provides the functions of signal amplificatiqn and impedance
change. When reading a head signal which is the result of the %% of the
recorded transitions the windings of the head are connected to the Pre Amplifier.
The amplifier also has some input capacitance and some input resistance, Zin.
Since we are concerned with.a maximum voltage at the Pre Amplifier input for
voltage amplifiers, the conéept of impedance matching is incorrect. We must,
however, properly damp the RLC network as previously discussed such that we
have a zeta of 0.7 for a maximally flat bandpass. Now R and C of the head
adds appropriately to the Zin and Cin of the amplifier and must be included

in the calculations.

Single ended amplifiers, which most engineers are fami]iaf with, have poor
common mode rejection meaning that for any ground shift voltage, power supply
voltage noise, or magnetic and electric field noise coupled into the signal
leads the amplifier will treat them as if they were signal. This is
disastrous for high speed magnetic recording. For this reason all wide
bandwidth read amplifiers use the differential connection as illustrated in
Figure 6.1. Differential amplifiers have excellent common mode signal rejection

and common mode power supply noise rejection.

The differential éonnection itself needs some basic understanding. Head
signals are usually referred to in volts, peak to peak, Differential. This
means that the voltage across the two inputs or outputs is measured between
the two inputs or outputs as a Peak to Peak value. An oscilloscope is the
usual measuring instrument. The usual oscilloscope set up is A - B for the

two inputs.
7.1
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READ CIRCUITS

If we measured 2 mV PP differential signal between points A and B, we
would then expect to measure 1.0 mV PP between point A and ground also from
point B and ground. This is referred to as 1.0 mV PP single ended. (S.E.)
The term "differential" means the difference in voltage between terminals .
A and B. In Figure 6.2A we can see that the voltage difference between
terminal A and B at point C is #o.va - (-0.5mv) = +1.0mv (EQ 6.1).
Similarly, at point D we measure -0.5mV - (+0.5mV)=-1.0mvV  (EQ 6.2).

The resultant waveform would be a voltage with an amplitude of
1.0mV - (-1.0mV = 2.0mVpp differential (EQ 6.3). We could look at the

following relationships.

2mV PP diff = lmV PP SE = 0.5mVpp o (EQ 6.4)

where S.E. is single ended, and B.P. is base to peaﬁ.

We could add to the complexity and say that this signal is 0.707mV RMS
Differential or we could say it is 0.3535mV RMS single ended.

With the above background we can now talk about the amplifier itself.
The parameters we are most concerned with are high gain, wide bandwidth,‘]gw
noise, lTow output impedance, and high input impedance with a differential

connection and high common mode signal and power supply rejection.

The input signals are typically in the low millivolt to microvolt range.
This immediately requires'that‘the amplifier noise referred to the input
must be considerably lower than these levels. For example, we require an

amplifier that has a Signal to Noise ratio of +30 db, meaning

)
20 Tog N = 30 db (EQ 6.5)
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For an expected 1.0 mVPP signal, S, we need to first convert this to

.3535 mV RMS differential. The noise limit can then be calculated from

20 N N v (£Q 6.6)
No= 3RS gy 47 micro volts RMS Diff. (EQ 6.7)
31.622

If the amplifier gain were 100 then we would expect to measure 1.117 mV RMS of
noise at the amplifier output. The amplifier input impedance and the source
impedance play a dominant role. There are two sources of noise to consider,
first the voltage and shot noise, meaning with the inputs shorted together we
would measure an output noise equal to this internal noise voltage source times
the amplifier gain. The second noise source is a noise current. To develope a
voltage we simply multiply thisInoise times the input circuit impedance. In our
case this is an RLC circuit; therefore, we would éxpect it to vary with
frequency. There is a third noise source called %’ noise, but as this is below
a few cycles and most magnetic recording occurs at much higher frequencies, we

can effectively ignore this noise.

If the head were purely resistive then we could add the two noise sources

as the root mean square:
K 1/Vn”+ InR* = K(éffective noise> (EQ 6.8)
where K is the gain of the amplifier and R is the resistive head.

§ - N 7.3
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This becomes complicated as we use the true head. impedance. The noise is
no longer white noise, but is coloured by the reactive head Figure 6.4. Generally
we connect the headand measure the noise as a total noise instead of trying to

separate the various types of noise.

We may choose a commercially available Pre Amplifier or we may design our
own. The Fairchild ua733 is one that has desirable characteristics. Flexible
gain, reasonable input impedance, fairly low output impedance, very good
Common Mode Rejection Ratio and about 121V of noise measured in 10MHZ bandwidth.
The amplifier bandwidth is around 70.MHZ. A variation of the 1ia733 design is
the Signetics SE592. The basic difference is in the use of a pair of current
sources instead of a single source supplying the first stage. The basic
connection is a common emitter differential pair driving a common emitter
second stage with shunt feedback. The output stage is common collector.

These two commercial devices will suffice as long as the head signal is

several mV minimum, and the head impedance is low. When lower level heaq
signals are involved, then a better amplifier is needed. There is anothér
connection that might be better and that is the cascode stage. Here the

input impedance is about the same, but Miller feedback is considerably reduced.
The shunt feedback connection does reduce the Miller feedback from that of

a straight gain stage using a common emitter circuit. Compare these circuits

in Figure 6.5 thru 6.7.

The Tow noise is achieved by the use of transistors that have very low
base resistance rib. A selection can be made based onryib, breakdown voltage

and Ft' If desired, the amplifier could be designed and integrated as
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an IC using the design rules for the pertinent parameters.

We will design several Pre Amplifiers here in order to show the method,

considerations and procedures.

The basic amplifier will be done first; see Figure 6.8. Simply, the
input impedance differentially is equal to 2(Fe + Rm) BCE (EQ 6.9).
There are other considerations involving the collector, but we will ignore

R
those. The output impedance differently is 2(—L- + Tez + Rm) (EQ 6.10)

2 R R
The gain differentially is _t or LR
2(re; + Rm,) Te, + Rm, (EQ 6.11)

where Te is the emitter resistance, Rm is the bonding resistance internal to

the transistor.

These simple equations suffice as they will give us the true value within
a few percent. If we have chosen a transistor with sufficient Ft, then the

bandwidth will be determined by the Miller effect and any stray capacitance.

The Miller effect is worse if the input source resistance is large and

less if it is Tow. v ‘ faom Fté 6.9
X‘R&&_ Vi iR e
= Vip =+ 1 - (EQ 6.12)
n _/ﬁ§'+ff§ SR

- 1w L
K ( ~# zt)(w )Y\‘ {0 6.13)

Te + Rm [\ Ry% Rs 3L

f¢ ~ {\“';.ﬁ' ! ,"
CS '
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substituting and rearranging we get:

A =

m5 A o) S L )
%ﬁ- - ‘;Rtfﬁs‘;--‘ =) (KLL - r (EQ 6.14)
in ;(/f’g/+;\B;nUR£+ B§/+ t]g\)/l- R/( (KL_F(’:NA £ }LfC L/ .

If we allow Rs -~ 0 then we have the case of zero input resistance which is

close to the case of -being driven by an emitter follower. -

~ 1 - Ke gy
\:‘T’ '~~»‘.;_,\;\\.A:. BL (ES') . L . ! i -
7 (EQ 6.15)
(fe + Rm)(Ry + CS) + Ry

ARs » o

1
If the frequency is raised so that ,Egl = R_ in magnitude, then the equation

reduces to:
: Rl. 2 Ve B : RL//\‘% / ' ZL(RL(-( ‘L)"

\/ \

which indicates that the true -3db point for the zero Rs case is slightly

Tower than where \xcl = R..

The whole object is fo show that as long as we use the circuit of Figure 6.8,
we will not get good bandwidth even if we drive the inputs with emitter followers

in order to reduce Rs (Figure 6.10).

Notice also that the bandwidth reduces quickly if RL is large. This may
be acceptable, though, so we will finish the design. The current source and

the dynamic range needs to be considered next. The power supply +V can be
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determined from the current source

Vo, = 4y . Jsourcef( i?__é___) (EQ 6.17)
In order to get sufficient reverse bias on the collector junction, we can refer
to the transistor plots of -constant bandwidth as a function of Vcp and Ig.
Choosing the VCg for the best bandwidth, we only need to assure ourselves that
the negative output signal swing which is the input signal times the gain cannot

saturate the collector junction.

s

‘ . . B I I / ' . _\v

VIN’Q{.“ + V]ﬂ max PP SE << (Isource) _""“1 ¥ g RL -(-[/‘} -A(/t +1/f‘f9;/' (EQ 6.18)
o :
7and”\ Nip = Npe << (Iggupce) (T4

/‘{ '/".';,_,:_‘:' .\ ~

) RL (EQ 6.19)

If these three equations are satisfied in the worse case, we have established
the +V level. For example, using the parameters below determine the values

required using the circuit of Figure 6.10.

B =70 Min
Fi @ 2.ma = 400 MHZ
Cob = 5.PF
Vin max = 10.MVpr pigc
F sig max = 5.MHZ
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First we will design for_a bandwidth of at least 50 MHZ so that we have
control of the phase over a manufacturing run.

With an emitter follower input we can assure that Miller effect is small
therefore the roll off is approximately when {Xc] = R . Notice that we have
several capacitors in para]]el,cob of the amplifier, Cob of the emmiter follower
and some Cpe of the emitter follower plus stray capacitance. '

C¢ =2Cop * Cpe Cst =10 + 3 + 5 = 18.pf (EQ 6.20)
assume 20pf
1 1 2
Xc = = v 1.59x10° @ (EQ 6.21).
2nfC (2m) (5x107) (2x107!

Therefore Re cannot be greater than 150 Q
At a current of 2.0 ma per transistor we need a current source of 4.0 ma.

The gain of the 2nd stage is approximately

R
L 150 £ §.22
A, = re+Rm =26 + 5 = 8.333
2ma

The V swing across the R is

Vingp 1omv
) = A, = 8.333 = 41.665 mv pp se (EQ 6.23)
RL 2 ¢ 2
PP
The max DC capability of the output V swing is
(Is)(RL) = (4.ma)(150 ) = 600.mv pp se (EQ 6.24)

which is well above the 41.665~V expected.
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We need about 5 volts reverse bias on thge collector junction as the Vcc

needs to be greater than

v

v “Vy -V

cc . 5V (EQ 6.25)

RL
Vcc -(-0.75V) - (2.0ma)(150Q) = 5.V
Vee > + 4.55V

to allow for worse case conditons let us choose 6.0V for Vcc.
The output quiescent voltage is then (nominal)
ch - Vbc3 = 6.0v - (2.0ma)(1505) - 0.75v = 4.95v (EQ 6.26)

If we choose the negative supply as -6.0v then the current sourcg if a

resistog should be (nominal)

2v
;. - [2%e - g.ovl . [15v - 6.0v] _ L. 125K0 (£Q 6.27)

21c 4.0 ma

Similarly we can calculate the input emitter follower resistor for a

2.0ma current as (nominal)

[vbe - 6.0v] = l0.75 - 6.0l = 5 gaskq (EQ 6.28)
R. = 2.0ma 2.0ma

The output emitter follower can only be calculated if we know the impedance
we will be driving. Let us assume we will drive a 300a Toad. Our output swing
is 41.66 mvpp. This requires that we be able to pull down the emitter voltage

such that it can follow.
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Vo pp 41.66 mvpp
R 3000

e}

= 0.1388 ma required. (EQ 6.29)
AL T o
/Con’ ] 5/'{ = [1/’."/ N ’ '-,\;~/ v

. cqq s . g e e N
Output capacitance will increase this value. - /" oAy /§j77/{a' j/x/‘j‘,

- ‘/- S -
We can provide this current easily with our 2.0 ma sources Loc /7

. Vo - (-6V) 4.9v + 6.0v

6 2.0 ma = 2.0 ma 5.45K, nominal (EQ 6.30)

The true gain is not the 8.33 of EQ 6.22, but is modified by the two emitter

followers.

The gain is approximately

Re Re
R | .
i (8.333) — i (EQ 6.31)
‘rc1+ R2 fe; + _.°+ R,
(5.45K) (0.5K)
2.625K | 545K + 0.5K -
= (5.333)
%, 5 e 26, (5.45€)(0.5)
2 2 " 5.45K + 0.5K
(.995)(8.333)(.972) = 8.059

¢EQ 6.32)

The above was done to show the attenuation of the other stages and in practice

you will measure very close to this.
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Let us look at the effect of the current source resistor. If there is a
1.0 Vo]tpp noise signal on the input, then we would expect the output

quiescent voltage to vary.

It would be

r

LV (1500) = 0.1333 volts (EQ 6.33)

Av = Al
¢ & 1.125Kk2

Depending on the balance of the circuit we would expect some of this change

to appear in the output as a differential signal.‘ Assume the balance was 2%

off then the output would contain 2% (0;1333v) or 2.666 mV noise.

If our minimum input signal were 1.0 mV then the output would be
8.059
(8.059)(1.0 mv) = 8.059 mv with a 2.666 mv noise for a SIN of 3 666 - 3-02:1 (EQ 6.34)

which is disastrous.

Well, what can be done? There are several. One is to provide the best
balance in both transistor parameters and resistor values, and second to make
Ry a current source. Now the current will not vary with noise and the current

balance is optimized. A current source is shown in Figure 6.12.

The current source is calculated as follows::

!VJ Ry - Vbe ‘_(I. < \’(k?l\:l’ w
' /

R +R 1+&

[ = 2 TR, Koz (EQ 6.35)
S
RI
e ffiéi:> - Ve
,‘.’ (AL f/k_‘ K)
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Notice the placement of the capacitor C. This is positioned in order
to reduce noise across R, which determines the actual current. It value
is high enough so that the lowest frequency component of noise is sufficiently

attenuated.

The second current source type is shown in Figure 6.12B. It is basically

a Wilson source.

Now we have got a very good idea of what the nominal case should be.
We have no idea of what will happen worse case. Let us pursue this as it is a
very important consideration. Worse case is always figured to use the various

parameters in the direction that emphasizes the calculation in the direction

N

desired. C)

The minimum value of stage current (non current source version) is obtained

by modifying EQ 6.27. (use 5% values)

. f-z'vhgﬂgx - Vominl _ - (2)(0.80v) - (-5.7v)/

min ~ R max 1181 @ (EQ 6.36)
= 3.471 ma instead of our desired 4.ma
This includes the temperature effects on Vbe.
Similarly, we can calculate the maximum current
I i [-2 Ve Min - V_ max | ) l-(2)(0.7v) - (-6.34v),
max R1 min 1068 @
= 4,588 ma (EQ 6.37)

7.12



PUBLICATION INTENDED. ALL RIGHTS RESFRVED.

READ CIRCUITS

The output voltage variations are complex. We will take the straight

forward case first.

-
I [8 , \ I ... R
v ) =y . _ ¢ Max ‘imax _ _3max i L max — Vbe max
0 min cc min ( 2 \'1+8 max T +g,mn 3
= 5.70v — 4.588 ma 300 _ _S§ max 1570 ~ 0.8v (EQ 6.38)
2 1 + 300 1+ 300 ﬂ

Notice that I, max really depends on V min, therefore, the current is not the
true maximum at all but less. We can best calculate a usable value by assuming
a straight 2 ma for Iaand ignoring the fact that it is worse than worse case,

but this is acceptable.

5.70V - (2.286 ma - .006 ma)157% - 0.8V (EQ 6.39)
4.460 V

Vo min

Similarly we can obtain V, max

I . B . . \ 1 .
v Y || smin} (B2 min | Zsmin ) )
0 max cc max ( 2 1+ 82 m'in// 1"’33 max RL min - vi3 min
-
3.471 ma 70 2.0 ma q

= 6.30v - 2 1+70]° 1+ 70 143% - 0.70v

= 6.30v - (1.711 ma - .028)143 - 0.70v

= 5.36v (EN 6.40)

There is a 0.9v difference between the two worse cases meaning that in

manufacturing we will see this spread.
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In actuality it is worse than this because we cannot buy discreet transistors

with Vbe's so well matched. Let us look at the Ic current again.

For this we need to refer to the Vbe vs. Ic curves as well as the

spread between devices. This spread can be as great as a tenth of a volt at

these currents. The unbalance then becomes,

0.1lv

26

Ima
2

Al = 4.41 ma (EQ 6.41)

B

This means that one transistor is drawing almost all the current and the second

is nearly cut off - drawing only ‘§5

4.588 - 4.41 = 0.178 ma

The amplifier is useless to us if but]t out of discreet transistors. Now do
you see the advantage of doing a worse case analysis. We can modify the circuit
to force current balance by employing two current sources of half the value and
adding a capacitor of a suitable value between the emitter as shown in

Figure 6.13. Now balance is restored, but at the cost of a zero and Pole in

the gain equation (6.42) for low frequencies.

R
re + Rm + L
¢ cs

>
]

R, G5 (EQ 6.42)

C(l’e"‘ Rm)S'l'l
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et
The gain curves #s shown in Figure 6.14.

Usually for a low voltage low current stage we do not need to worry about
the power dissipation of the transistors, but we will calculate those values

anyway. This combination cannot occur but it will assure us that we are safe.

Pwmax = (Ic max) Vee max

(4.588 ma\ (sz max -

\
_[[ 4.588 na (82 max I |
2 } 1+ BzmaX} Ve max/P8max 2 Alfszma 1+ 1‘3“ : R

min
4.588,,,3\_ 300 || 6.5y + 1.6v - |{%-588na| | 300) _ 2ma
2 || —z ||\301] 301 143

(2.286 x 107°)(6.3 + 1.6 - 3.26 x 107') = 17.314 mW (EQ 6.44)

For a transistor that has a derating factor of 1.7 mw/°c this amounts to a

17.314 mw

= 10.18° C rise (EQ 6.45)
1.7 mw/oc

The two worst resistors are R, and R,. These are respectively

- : . 2
(I max) (Vg max) = (-2 V"g—m’" =Vomaxl) . 22,48 me (EQ 6.46)
1. min .

and

- (Vo max * Ve max)?

(Is max)(vR maX) .
Rs min

2
(5.36V + 6.3V)%  _ ¢ se m (EQ 6.47)
5.177K
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This comp]etes‘the design except for the noise. This circuit is quite noisy
for several reasons; First the effective noise voltage source resistance rip is
twice due to the emitter follower input rj; used to increase the bandwidth and
the regular gain transistor input source resistance r;,. Second, the gain.is
only 8.03 which is not enough to ensure qﬁequate Signal to Noise ratio into the
following stages. Third, the common mode power supply rejection and common mode
input signal rejection is very poor. A1l this adds up to a poor choice. Some
degree of immunity can be achieved by using transistors that have lower Cob and
using current sources and an emitter capaciéor. These 3 changes improve the
design and permit higher gain; The capacitor could be eliminated if the circuit

weve integrated where Vbe matching is typically better than 5.mv.

")
A much better circuit is the cascode amplifier. We will discuss this C

next. It is easily integrated.

Transistors 5 and 6 are the current scources. The current is fixed by
R, and R; with R;. Transistors 3 and 4 is the first stage. Its emitter
feedback is thru C and its load is ro of transistors 1 and 2. ‘Then transistors
1 and 2 provide the gain where their load is Rs and Rs. The output stage is

transistor’and 8.

The advantage of this circuit is that tie gain of the first stage is one,
therefore, Miller capacitance is only 2(Cob). This devise can be made large
in order to ensure rip is small therefore low noise. Bandwidth is determined
by Ry and Cob of transistors 1 or 2 and these can be made small in order to

reduce Cob.

Let us proceed as we did before and start with the value of R5 and Rs .

From 2N918 transistor data, 2.16
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T2 Cob = 1.9,; @5.v

Fe 1.2 GHZ

| T - (EQ 6.48)
. x - .
2 Fiy(Coby + Cobs + Cs)

x = 1 1

50.MHZ(27)(1.9 + 1.9 + 3)pf i (5x107)(2m)(6.8x1071?) = 4.68x10%Q

use 450 Ry nominal.

R e -
Gain A, = ——-E7;- - 25450 = 25 nominal (EQ 6.49)
e + m '_____ :
1 h ma +5Q
26 |
r
GainA, = =t . 2%+5 49 (EQ 6.50)
Te, + RM2 .2.2.5. +5

Therefore the total gain is (25)(1) for the same bandwidth.

Next we will calculate the current sources for 2.0 ma each using our f6V
power supplies letting Rz and Rs;= 500Q each.
Vs R3 '2g2ma) ‘Rz R, v
R+ Ry B+ 1 Rp+Ry -~ 'be-

= : EQ 6.51)
R, 2.0 ma (EQ

SO0 . (390) ) - o

2x10~3

3 - 6.622x10"° - 0.75
2x10~3

= 1.12KQ
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Notice the effect of the R, Rynetwork as a result of base current; it
reduces the effective base voltage. This is why we used 500Q each. If we
chose a value to save current then the loss could be substantial in the worse

case analysis.

The output voltagq,qubecomes an interesting function of all the series
)

bases and the output base.

<
[}

. Vee = RulIg)(1 = (3=1) - Vpo_
B+ 1

6V - 450(2.0ma)(1 - T%T - 0.75v = 4.362 Volts (EQ 6.52)
The value of R,_afor the same 2 ma of current simply is,

R v, + V. 4.36 + 6.0v
7 = e —————— = —————————
2.ma 2.0ma

5.18K% (EQ 6.53)

And lastly, the value of Rs should be such that the variations in base current

of Tx ,and , do not disfurb the voltage.

Choose 14 of 6 ma then

v -2, 6.0v - 1.6v 7
Re = -cc - d T~ . 7330 (EQ 6.54)
6.ma 6.ma

Now we could look at the bandwidth of the first stage collector. Since
A, = 1 the C effective is =
(1 + A)Cob = (1 + 1)Cob = 2 Cob

2(5p¢) = 10.pf (EQ 6.55)

B = —1 = l - 1.226H

. 76
2m RC zv‘{zﬁ (mpf)
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or not worth bothering about except for the effect on the imput impedance Zs.
For a 5 MHZ signal into our head circuit, we get the following due to the

differential connection.

If we choose a typical head with Ly = 10 uh, Cp = 10.p¢ and Cob = Sy,

we can calculate R.

1 , 1

_ ! -
TR = z'an .. R= C2IW,  and W, = \f_l.'_c?
1
Wn = Y(107°H)(1.5x107%¥F) = 8.165 x 107 rad (EQ 6.56)
R = S = 577.%Q |
(1.5x10"1)(2)(.707)(8.165x107) (EQ 6.57) 'Ei5

At 5.0 MHZ this then becomes an attenuator o of the input circuit.

(R)(-iXc) (577)(-32.122K)
@ = R-3Xc =  B77 - jo.122K =0.644 /i5.48° (EQ 6.58)
L R-jke 577 - j 2.122K
where X = ! = 2.122Kq

2m(5 MHZ)(Ch + 2 Cob)

L

2m (5 MHZ)(100 h) = 3.14x10%Q

This value of attenuation is better than the case where Miller effect
is large which in turn both lowers the resistor value to keep { the same, but

also increases the capacitance which worsens the attenuation. '
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We could complete the design by doing a worse case analysis for gain, V,,
Power dissipation, and dynamic range, but we have already done that. The use
of the cascode stage only adds a slight complication yet permits a low noise

design.

The amplifier noise contribution can be calculated from the following
equation:

' 1 ) 1 1
Vn? gigs = 2 [(m Bw)(ryp, + Z gm) *+ 4 Zgg 1B, (B + Bz(F))] (EQ 6.59)

where K is Boltzman's constant, T is the temperature in °Ke1v1n, Bw is the
Bandwifth of interest, r,, is the base resista?ce (base thermal noise),

gm = ¥e 1is the collector transconductance (Zgm is the collector shot noise),
Zs is the Head impedance, g is the charge on the electron, I. the coi]éctor
current, E% the Base current shot noise, and E%I?U the collector current
noise. The function of frequency is that obtained from the usual noise -

frequency curves. If the amplifier bandwidth is much higher than the frequency

of interest, we can use the value of 82 unmodified. We will address this again.

Lastly, we should consider the two commercially available amplifiers.
In using these amplifiers great care should be exercised in adhering to the
specifications. For example, to rely on the typical specifications is to
invite trouble during a manufacturing run. As is done in worse case analysis
we use the parameter.in the direction that accentuates the result. When using
the na733C, the gain at the 400 setting can be anywhere between 250 and 600.
To calculate the worse case for a minimum input signal wé would use the gain
of 250 and when doing the maximum input case we use the maximum gain of 600.

Now we know what our true output variations will be. These then should be
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considered against S/N ratios for the low gain low input case and against the
linearity specifications for the high gain high input case. Assume our minimum
input signal is 0.5 mVpp diff, and our maximum signal is 5.5 mvpp diff. The

S/N ratio is calculated from the input noise data. But the manual only gives

a typical value. We could guess that this value might vary ¥ 6db and use-fhat in

our equations.

First we must cé‘\vert the 0.5 mVpp diff to RMS diff by dividing by 2V2 N
to give -767 x10~%V RMS diff

the S/N = 1767 X107 1o 4igf = 7365 (EQ 6.60)

in db it is 20 log 7-5¢S =/7.3¢¢db (EQ 6.61) (\)

This value is very low, therefore, another devise is indicated that has
a lTower noise or a narrower bandwidth of interest. Similarly for the linearity

case.

(Vsig pax) (A max) = (5.5 mV)(600) = 3.3 Vo gifs, (EQ 6.62)

This value exceeds the minimum output voltage swing into a differential load of
2.KQ by 0.3V. Again the devise is not suitable. Now these two examples were
only given to emphasize the parameters of interest that we should concern
ourselves with. As Tong as we use these parts within their specifications

we are assured of good performance.

What is the value of input signal that guarantees 30db S/N at 10 MH Bandwidth?

Vin_. = (2)(antilog 30 (1.2x10'5V)(2)(\/—2-) = 2:146 mVyp qiff (EQ 6.63,
ming, 20 PP

7 .21
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If we restricted our Bandwidth of interest to 5 MHZ then we could we

signals the'V2 Tlower or 517 mVpp.

. 1
Bw given  ~ Viomz = 0707 = (EQ 6.64)

Another parameter that requires attention is the offset. At the 400 gain
setting,the maximum output offset is 1.5 V which must be subtracted from the
dynamic range as published as output voltage swing. Going back to our example,
what is the maximum input signal that we can accept and still use the devise at

this gain.

Vo, min - ]
Viny, max = (S0 Min - Yoffset max) . (3:OVpe = 1.5 - 5 s0myy, (EQ 6.65)
A max 600 ’

From what we have discussed then for a 30 db S/N we need 244 mVpp min
to input, from the maximum input we are limited to only 2.50 mV or

Teo CLOSE for the restrictions we have placed on the circuit.

Lets Took at this again for a gain of 100. Again the noise of EQ 6.63

holds. The Vin pp max needs to be calculated at the new gain using EQ 6.65.

3.0 Vpp - 1.5V _
110

Vin pp max = 13.¢ mVp,

(EQ 6.66)
which is much more sensible. Now we have at our disposal a dynamic range of

2:'l¢4 mV to (3-¢ mV that is guaranteed to meet our specifications.

When .using the SE 592 there is some improvement in the specification
for offset. This is due to the dual current sources used in the input stage.
This can be taken advantage of to increase the input dynamic range from

the last example to:
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. _[3.0-0.75]. ,
V1npp max —_—IEE———_ 20.45 mvppd1ff (EQ 6.67)

We will need this feature in a later chapter when we are dealing with

considerable qffsets at the input.

Some improvement in the output swing at lower than 2K output loads can
be achieved on both devices by providing more pulldown current at the output
emitter followers. This must only be done within the 1imitations of the
output emitter followers current handling capability, the alteration of the
quiescent operating point due to the increased base current requirement and
the power dissipation increase. This output pulldown current can be supplied

either from a pair of resistors connected to the negative supply pin or

These two devices then when used within their specifications can perform

from a pair of current sources.

quite well as preamplifiers.

One added feature of the SE 592 is in its use of external feedback

e1ementsbthat can perform network filter functions.

A second requirement for the pre amplifier function is to interface
with the following functions. If the pre amplifier, Read, and following
amplifiers are very close then the emitter followers provided in all the
examples given so far will suffice to isolate the collector load from

any following capacitance which is its purpose.

In most cases however the pre amplifier is mounted close to the head and
any head moving mechanism such as actuators, linear motors, etc. In these

cases the output emitter follower is not adequate to drive any intervening

cable. 5 23
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For example, if we expect a 3.0 V less offset pp differential signal

maximum, and we want to drive this into a 92Q or 50Q coaxial cable pair, each
cable must carry a 1.5Vpp SE less offset/2 signal. At 92Q Z, terminated at
one end we need a current drive capability of over # 8 ma. For best lineqrﬁty
an emitter follower should have over 10.ma current load. This can be provided
by a second emitter follower capacitively coupled to the cable. A transistor
should be chosen to handle the voltage, current and power dissipation. The
function can also be provided by a common emitter amplifier with the collector
loads equal to the cable impedance. Both circuits are shown in Figure 6.17A

and B.

In Figure 6.17A we need to provide a 929 coaxial cable with a maximum

of 1.5V pp SE signal. (Use 5% tolerances) (EQ 6.68)
¥udc min =~ Vbe max + IV-lmin 2.0V - 0.80V+ 6.7V
RE max = 1.5 Vop SE max = 1.5Vv = 402 Q max
- Z,min 87.4~

to allow some margin for linearity we need about 10% less or about 360.2 max.
The value of C needs to be large enough to handle the lowest frequency FL of

interest without attenuation

1
C. .
min (27 (10) (F)(Z,) (EQ 6.69)
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The maximum power dissipation in the transistor is

P N | YR, 1y . £ max
W max B max| " bepax + Ve max - Vin min| (I:) |7 g max (EQ 6.70)
and I _ _Vin min - Vi, max + ‘V'4max (EQ 6.71)

RE min

substituting we get -

p - ( _1_\ 2.0V - 0.8V + 6.3V | | 300
W max 1+ 300) 0.80V + 6.3V - 2.0V 3240 1 + 300

117.7 mW (EQ 6.72)

with a T018 can transistor with 1.7 mW/°% thermal trané@nductance

. we would get a 117.7 mv

= 0 . - -
_—T777527v5 69.2° C rise at the junction. (EQ 6.73)

The second circuit, Figure 6.17B is designed as follows:

The single current source required needs to supply, (this includes 10% margin

for linearity).

v, 1.5V
I . = 1,1 |—RPPMEAX) _f==1}79 = 18.8 ma min EQ 6.74
smin (ZO Qm-in 87.4 11 (Q )

If this current source were a resistor to + 6v and Vin were +3.0 Vpax then

that resistor would be

V+ min - Vin max + Vpe max 5.7v - 3.0v + 0.8v
Remax = 18.8 ma = 18.8 ma

186.1 Q (EQ 6.75)

The true resistor will be 5% less or 176.8 Q
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We had best use a current source and we would get better results for

CMR performance.

We next need to calculate the resistor R,. If we design for a gain for

the stage of lNOM then
Rm+re+ R, =2 R, =920- oma - 50 =870 (EQ 6.76)

Notice that we could ignore ro + Rm as they are small compared to Rg. If we

did we would only be off a few percent.

The same stage could be designed with two current sources of half value

with a single resistor of 2 R, between them and still get the same DC and AC

results. But if the current were supplied by resistors, then the gain equation

is modified and the CMRR would be considerably degraded.

We next need to verify that the transistors will not be saturated. If
we had a 3.0V min input DC and a 1.5V max AC pp signa]SE then the base will
be

DCin 5 v - 5 2.25V min (EQ 6.77)

The collector swing is the maximum current times the Z 6 max or

(20.0 ma)(96.6Q ) = 1.93V (EQ 6.78)

this leaves us 2.25V - 1.93V = 0.32V of margin worse case.
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If we were to use the ﬁa.733 or SE 592 the Vinp. would range from 2.4
to 3.4 volts so some restrictions would need to be placed on the maximum

output V swing to avoid collector saturation worse case.

If we used 509 coax cable 'all the currents would need to be increased'

Allo 1F wE INTOIND  TERAUNATIVG THE  CAZE RA7r Gorwm I~  THE Curtonrr

accordingly.
il NELY (oRREcTiON . [f;& &b 6178 R, fmw)

AN EAIN  RES RS
A better cable is a twinaxial cable. It consists of a shielded

twisted pair with good control of Z,. The impedance is listed as ohms

differential. For our 92Q coax case, they could be replaced with a 184Q

twinax cable with all the equations for current et remaining the same as 184Q

differential equals 92Q single ended. Normal twisted pair is around 125Q

requiring increased driving currents for the same signal swing. The-Zb of

the calculations is % the Z, of twinax cable. (#e biga- 3;> '

We will leave this exercise up to the student to worse case the design.
The main benefit of twinaxial cable is its inherent balance. This is required
for phase balance as well as amplitude balance which maintains the Common

Mode Rejection of the system while reducing noise pick up.

6.27
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A separate series of preamplifiers are used in the tape drive industry.
None are presently used in the disc drive industry, although some thought has
been given to their use. The preamplifiers considered are the common base type.
This type can be made true differential.by driving the centertap with a single
current source or by capacitive coupling and a pair of current sources. fhe

interposition of the diode matrix forces this type of coupling due to the large

offset voltages.

Figure 6.18 A thru C show variations of the same basic type. The gain of
these stages is not much different from the gain equations previously given.

We will develop this equation.

XRp is the total number of series diodes that would be used if a matrix
were required. It is for this reason that this type of Preamplifier is not ‘S?;
used in the disc drive industry. Also the noise contribution of each diode
should be taken into account. The gain is a function of the head impedance.
Whereas the attenuation of the head circuit was previously considered, it now

shows up in the total gain of the amplifier.

Deriving the gain equation as EQ 6.79, we can see the total effect. We
will not include a damping resistor as we do not need it because the amplifier

load is high (2ré). From Figure 6.19 we get:

!
' ‘C"; K'r
i =k Vg (EQ 6.79)
® A Ry
R, (Ls+ = )
E_lg + Ry whoe Br = 2%R+ 3
(EQ 6.80,
- \47@) - \496)
(™~ - 2 + R - . L S + "
() R+ LCS™ +LS 4 R,LC<'S + &,C LC

7.1a
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which becomeilin the standard form:

( Vige) - . (EQ 6.81)
e R (§*+2luns +un”)
How Vo@= 2R, Comgy X (EQ 6.82)
. V. 2 £, ™ %
.. A(s) = __—0-6_)— = N e L‘/")
Viye) KT(S +2 ] - (EQ 6.83)
where ﬂr el 2X Rp + 2le = 2 (X KI + /2)
We could cancel out the two's then to get
fo o = (£Q 6.84)
- ; - EQ 6.84
A(,) - (ka HEXS"# 2 JwS + “"'-)

which would be the single ended gain which is the same as the differential gain.

. _ 1
Since 2{W, = Rl we can see the effect of the series diodes and the
input resistance 2rg of the amplifier on the gain. The gain is inversely

proportional to the matrix diodes added.

If we were to damp the circuit for a zeta of .707 for maximally flat
current input and/or gain as a function of frequency we would need

| {

R S L (E