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PREFACE

This manual tells how to define, generate, and operate the IBM X.25 NCP
Packet Switching Interface program product. The publication is directed
to system analysts and system programmers who prepare the X.25 NGCP
Packet Switching Interface for use in conjunction with Advanced
Communications Function for Network Control Program (ACF/NCP).

An easel binder is available for this manual. This binder may be
purchased through your IBM representative (form number SR30-0327).

Note: 1In this publication, generic terms are used for brevity.

Network control program (or NCP) refers to ACF/NCP. Access method
refers to the access method being used, when there is no need to
distinguish between TCAM and VTAM. Where necessary, the text refers to
VTAM -- meaning ACF/VTAM or VTAM -- and TCAM -- meaning ACF/TCAM or
TCAM.

PREREQUISITE MANUALS

Before using this manual, you should review the information in the
publications:

. X.25 NCP Packet Switching Interface for IBM 3705 General Information
(GC30-3189)

. The X.25 Interface for Attaching IBM SNA Nodes to Packet-Switched
Data Networks--General Information (GA27-3345)

To use this publication you need a basic understanding of data
communications and related access methods. You should also have a
general knowledge of the .the IBM 3705 Communications Controllers, as
described in:

d Introduction to the IBM 3704 and 3705 Communications Controllers
(GA27-3057)

. IBM 3704 and 3705 Communications Controllers Principles of operation
(GA27-3004)

. ACF/VTAM Planning and Installation Reference (SC27-0610)

L ACF/TCAM Installation (SC30-3132 and SC30-3153)
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COREQUISITE MANUAL

This manual should be used in conjunction with Advanced Communications
Function for Network Control Program and System Support Programs for the
IBM 3705: Installation (order number SC30-3142 for Release 2, order
number SC30-3154 for Release 3, order number SC30-3167 for Release 3.1).

IF ANYTHING GOES WRONG...

To aid you in problem determination, you will want to have on hand a
copy of:

. X.25 NCP Packet Switching Interface: Diagnosis Guide (SC30-3164).

. X.25 NCP Packet Switching Interface: Diagnosis Reference
(LY30-3054).

OTHER USEFUL MANUALS

An understanding of IBM's Systems Network Architecture (SNA) will assist
you in your understanding of the operation of X.25 and the X.25 NCP
Packet Switching Interface. The following manuals will aid you in this
understanding.

. SNA Concepts and Products (GC30-3072)

* SNA Sessions Between Logical Units (GC20-1868)

. SNA Technical Overview (GC30-3073)

. ACF/NCP/VS Program Reference Summary Release 2.1 (LY30-3043)

* - ACF/NCP/VS Program Reference Summary Release 3 (LY30-3058)

d ACF/NCP for the IBM 3705 Reference Summary and Data Areas Version 2
(LY30-3062)
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SUMMARY OF AMENDMENTS

This second addition includes the new functions of Release 3.1 of the
X.25 NCP Packet Switching Interface. Boundary Network Node Qualified
Logical Link Control (BNN QLLC) offers a new method of communication
between SNA hosts and SNA peripheral nodes. BNN QLLC is an extension of
Logical Link Control level 3. The COMMIT/DECOMMIT function manages
buffers.

Chapter 3 has been rewritten to include two sections. The first section
contains all the steps for generating the X.25 NCP Packet Switching
Interface under the 0S/VS operating system. The second sections
contains the corresponding instructions for the VSE operation system.

Other minor changes, corrections, and clarifications appear throughout
this edition.

A change to the text or to an illustration is indicated by a vertical
line to the left of the change.

Summary of Amendments xiii
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CHAPTER 1. INSTALLATION AND OPERATION OVERVIEW

INTRODUCTION

This chapter gives information with which the system programmer should
be familiar before installing the X.25 NCP Packet Switching Interface.

The publication X.25 NCP Packet Switching Interface General Information
(order number GC30-3189) explains the X.25 NCP Packet Switching
Interface program product as well as Packet-Switched Data Networks
(PSDNs). You will find this manual useful as you install X.25 NCP
Packet Switching Interface.

CONCEPTS

For definitions of terms, refer to the Glossary at the rear of this
publication.

The remainder of this manual assumes the reader is familiar with the
concepts and procedures needed to install an IBM program product such as
IBM's ACF/NCP. This knowledge will help you perform the tasks necessary
to install and operate the X.25 NCP Packet Switching Interface.

Purpose of X.25 NCP Packet Switching Interface

The X.25 NCP Packet Switching Interface is an interface that allows
users of IBM's Systems Network Architecture (SNA) to use packet-switched
data network services in conjunction with their SNA networks. It causes
the PSDN to appear to the NCP and its associated host or hosts as a
series of one or more switched or nonswitched SDLC links.

Location of X.25 NCP Packet Switching Interface

The X.25 NCP Packet Switching Interface is located in the NCP of a
communication controller. To install the X.25 NCP Packet Switching
Interface, X.25 NCP Packet Switching Interface operands are specified,
the program is assembled, the generated output is included in the NCP

input for the NCP generation, and then the NCP is assembled and
link-edited.

USING THIS BOOK

The remainder of this book is organized to help you perform certain
tasks. The information is grouped as follows:
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Network Definition

Chapter 2 tells how to code X.25 NCP Packet Switching Interface
generation macros to define your network.! With this information, you
can determine the macros and operands that are needed to perform this
network definition.

X.25 NCP Packet Switching Interface Generation

Chapter 3 describes how to generate the X.25 NCP Packet Switching
Interface, take the results from this generation, and begin an NCP

generation. This chapter covers from library installation to NCP system
generation.

Access Method Considerations

Chapter 4 describes the changes you must make to NCP and access method
(VTAM and TCAM) macros. It also contains information on naming
conventions.

Application Programming Information

Chapter 5 contains information for the application programmer. SNA
considerations are described. Also, there is a detailed discussion of
GATE and DATE interfaces that assist the application programmer in
writing his application programs. The application programmer writing
the Communication and Transmission Control Program (CTCP) will also find
required information here.

Operating and Typical Exchanges

Chapter 6 describes how to activate the X.25 NCP Packet Switching
Interface and presents some typical command exchanges. Also covered

The term network has at least two meanings. A public network is a
network established and operated by common carriers or
telecommunication administrations for the specific purpose of
providing circuit-switched, packet-switched, and lease-circuit
services to the public. ‘A user application network is a
configuration of data processing products, such as processors,
controllers, and terminals, established and operated by users for
the purpose of data processing of information exchange, which may
use transport services offered by common carriers or
telecommunication administrations.

Unless otherwise indicated, network as used in this publication,
refers to a user application network.
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briefly are operator recovery considerations. More detailed recovery

information is contained in the X.25 NCP Packet Switching Interface
Diagnosis Guide (SC30-3164).

Sample Programs

Chapter 7 contains a sample program for the X.25 NCP Packet Switching
Interface. Included with this sample are comments that explain the

purpose of the code. The system programmer can use this sample to
create his own program for system generation.

Macro Instructions

Using the detailed layouts and descriptions of X.25 NCP Packet Switching
Interface macros in in Chapter 8, the system programmer can perform the
network definition and generation described earlier. These macro
instructions are listed alphabetically for quick reference.
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CHAPTER 2. DEFINING YOUR NETWORK TO THE X.25 NCP PACKET SWITCHING
INTERFACE

This chapter tells how to code the X.25 NCP Packet Switching Interface
generation macros so that they will reflect your network configuration.
In this chapter, the task of defining an interface between the X.25 NCP
Packet Switching Interface program product and a packet-switched data
network consists of a series of subtasks. Among these subtasks are:

Defining input for the SSP Generation Facility
Defining the type of PSDN
Defining physical circuits
Defining virtual circuits

The discussion of each subtask tells what options you have in performing
that subtask and what macros and operands you must code to perform it.

Use the information in this chapter to determine the macros and operands
you will need to define your network configuration. When you begin to
code the macros, go to Chapter 8, which presents the X.25 NCP Packet
Switching Interface macros in alphabetic sequence. After you have
finished coding the macros, go to Chapter 3, which tells you how to
perform an X.25 NCP Packet Switching Interface generation using these
macros.

Figure 2-1 presents an X.25 NCP Packet Switching Interface generation
deck divided into three sections.
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General Parameters:
X25BUILD
X25NET

Table Definition:
X25VCCPT
X25VCCPT

X250UFT
X250UFT

Physical and Virtual Circuit Definition:
X25MCH
X25LCG
X25LINE
X25PU
X25LU

X25VC
X25END

L i s e i S — —— — — — ——o— ke Srm—— — — — — — — —— — S— ke et c—— — a— ]

Figure 2-1. Sections of an X.25 NCP Packet Switching Interface
Generation Deck

In the remainder of this chapter, these sections are related to the
subtasks listed above. This figure is repeated in each section below to
show where the macros involved in each subtask are located in the X.25
NCP Packet Switching Interface generation deck.

DEFINING INPUT FOR THE SSP GENERATION FACILITY

Chapter 3 tells how the X.25 NCP Packet Switching Interface is generated
using the ACF/NCP generation procedure. At the time the NCP is .
generated, certain information must be provided to the assembler in the
host processor with respect to desired JCL, the names of output
libraries, the number and location of certain control blocks, and other
such generation-time information. When coding an NCP, you supply such
information via the BUILD and GENEND macros.
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The X.25 NCP Packet Switching Interface requires similar generation-time
information. You specify such information by means of the X25BUILD and
X25END macros. Figure 2-2 shows where these macros are located in an
X.25 NCP Packet Switching Interface generation deck.

General Parameters:
X25BUILD
X25NET

Table Definition:
X25VCCPT
X25VCCPT

X250UFT
X250UFT

Physical and Virtual Circuit Definition:
X25MCH
X25LCG
X25LINE
X25PU
X25LU

XZéVC
X25END
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Figure 2-2. Macros for Specifying SSP Generation and Network-Wide
Parameters

Most of the operands of the X25BUILD and X25END macros are identical to
operands of the ACF/NCP BUILD and GENEND macros.

DEFINING THE TYPE OF PACKET-SWITCHED DATA NETWORK

Use the X25NET macro to specify parameters that apply to the
packet-switched data network with which the X.25 NCP Packet Switching
Interface is to interface. Figure 2-2 shows where you should put the
X25NET macro in a generation deck.

Specify the type of network you are intérfacing to with the NETTYPE and

DM operands of the X25NET macro, and with the LCNO operand of the X25MCH
macro. The X.25 NCP Packet Switching Interface performs different types
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of processing depending upon the type of network you specify. See the
X25NET and X25MCH macro descriptions in Chapter 8 for additional details
on: , ‘

¢ the NETTYPE operand, which specifies the format of Clear and Reset
packets

* the DM operand, which specifies whether the LAPB protocol uses the
X.25 level 2 DM command

i the LONO operand, which specifies whether logical channel number O
of logical channel group 0 is to be used as a virtual circuit

DEFINING PHYSICAL AND VIRTUAL CIRCUITS
Define physical and virtual circuits as a group. Place the macros
defining permanent and switched virtual circuits (and associated
resources) immediately after the macro defining the physical circuit
used by the virtual circuits.

Circuit Definition Overview

You must define the following entities to the X.25 NCP Packet Switching

Interface:

. physical circuits

N logical channels

¢ virtual circuits

. virtual circuit connection parameters
L]

optional user facilities associated with virtual circuits

A physical circuit is a hardware connection between two devices. The
physical circuits defined to the X.25 NCP Packet Switching Interface are
those between the communications controller containing the X.25 NCP
Packet Switching Interface (a DTE in the X.25 network) and the DCE that
serves as the DTE's port into the network.

Associated with each physical circuit are one or more virtual circuits.
Whereas a physical circuit links the DTE containing the X.25 NCP Packet
Switching Interface to the X.25 network, virtual circuits link the DTE
containing the X.25 NCP Packet Switching Interface to another DTE
located elsewhere in the network. The other DTE might be an SNA
peripheral node, a non-SNA processor or terminal compatible with X.25,
or an SNA subarea node which contains an X.25 NCP Packet Switching
Interface. :

Unlike the physical link between an X.25 NCP Packet Switching Interface
DTE and the network, a virtual circuit linking an X.25 NCP Packet
Switching Interface DTE to another DTE is a logical (rather than a
physical) connection. The network determines what physical components
support the virtual circuit; the DTEs communicating over the circuit
know only the type of DTE at the other end, and the protocols to be used
in communicating with that type of DTE.
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A virtual circuit may be permanent (existing whenever the X.25 NCP
Packet Switching Interface is active) or it may be switched (set up when
needed and taken down when no longer needed, via an exchange of X.25
commands between the DTEs that will use the circuit and the DCEs that
serve as ports into the X.25 network).?

A logical channel represents the path that data travels between its
origin DTE and the network, or between the network and its destination
DTE. Many logical channels may be assigned to the same physical
circuit. When it sends a packet to the DCE, a DTE places a logical
channel identifier in the header of the packet. The X.25 network uses
this logical channel identifier to route the packet through the network
to its destination DTE. Therefore, a logical channel identifier is the
means used by an X.25 network to associate a packet with a virtual
circuit.

The logical channel identifier consists of three digits. The first of
these is called the logical channel group number, while the last two are
together called the logical channel number.

If you are defining a permanent virtual circuit between the X.25 NCP
Packet Switching Interface and an SNA subarea node or peripheral node,
you must define to the X.25 NCP Packet Switching Interface the PU and
any LUs associated with that node.

Figure 2-3 highlights the macros used to define circuits and associated

resources and shows where you should put these macros in a generation
deck.

1 In the CCITT X.25 Interface document, a switched virtual circuit is

called a virtual call facility or virtual call.
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Figure 2-3. Macros Involved in Defining Circuits

]

Defining Physical Circuits

Use the MCHCNT operand of the X25BUILD macro to specify the number of
physical circuits that a particular X.25 NCP Packet Switching Interface
can have. Define the characteristics of each physical circuit with an
X25MCH macro.

The X25MCH macro has two kinds of operands; those that relate to the
characteristics of the physical circuit, and those that relate to the
virtual circuits associated with the physical circuit.

The following are examples of parameters specified via X25MCH operands
that characterize the physical circuit:

¢ type of communications controller scanner to which the physical
circuit is attached
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. link station addresses for the link representing the physical
circuit

* number of retries to be performed in the event of a line error

. line speed for the physical circuit
Among the parameters specified via X25MCH that characterize the virtual
circuits associated with the physical circuit are:

* highest logical channel number to be used for each logical channel
group

* types of virtual circuits to be associated with this physical
circuit

* whether the GATE or DATE facility is to be used for virtual circuits
associated with this physical circuit

Defining Logical Channels

When a virtual circuit has been established, the X,25 network and X.25
NCP Packet Switching Interface use a logical channel group number and
logical channel number to uniquely identify the virtual circuit;
together these two numbers make up the logical channel identifier for
that virtual circuit.

Packets being sent between the X.25 NCP Packet Switching Interface and
the X.25 network contain the logical channel identifier for the
appropriate virtual circuit in their packet headers. A virtual circuit
between two DTEs may be known to the DTEs by different logical channel
identifiers; the X.25 network transforms the logical channel identifiers
in packet headers as necessary so that each of the DTEs will see the
logical channel identifier it associates with the virtual circuit when
processing packets received over that circuit.

The following macros and operands are used to define logical channels to
the X.25 NCP Packet Switching Interface:

X25MCH LCGDEF=
X25LCG LCGN=
X25VC LCN=

X25LINE LCN=

S|

The LCGDEF operand of the X25MCH macro specifies the number of logical
channel groups associated with the physical circuit being defined by the
macro.
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Under each X25MCH macro, code one or more X25LCG macros to define the
logical channel groups associated with the physical circuit.

Under each X25LCG macro, code X25VC and X25LINE macros defining the
virtual circuits that are members of the logical channel group defined
by the X25LCG macro. Use the LCN operand of the X25LINE and X25VC
macros to assign a logical channel number to each virtual circuit.
Arrange the X25LINE and X25VC macros in ascending order of logical
channel numbers.

Defining Virtual Circuits

You must define each virtual circuit in your network to the X.25 NCP
Packet Switching Interface by coding either an X25VC or an X25LINE
macro. Use the X25VC macro to define switched virtual circuits, as well
as permanent virtual circuits associated with non-SNA DTEs. : Use the
X25LINE macro to define permanent virtual circuits associated with SNA
resources.

In addition to X25VC and X25LINE, use the following macros to define
virtual circuits.

The X25MCH macro has several 6perands that specify parameters associated
with virtual circuits using the physical circuit defined by X25MCH:

* LCGDEF specifies which logical channel groups andllogical channel
numbers are to be used

* FRMLGTH specifies maximum frame length for all virtual circuits
using the physical circuit

i PKTMODL specifies the modulus value to be used by the packet
protocol for all virtual circuits using the physical circuit

® LLCLIST specifies the types of switched virtual circuit to be
associated with this physical circuit

® GATE specifies whether the GATE or DATE facility is to be used

®* PAD specifies whether the PAD facility is to be used

® DBIT specifies whether the delivery confirmation bit is to be used
to confirm whether packets sent to a non-SNA DTE have reached their
destination

The X25PU and X25LU macros are used to define SNA resources associated

with virtual circuits defined by X25LINE macros. The X25VCCPT and

X250UFT macros are used to define tables associated with virtual
circuits. These macros are also discussed below.
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Defining Permanent Virtual Circuits

Define permanent virtual circuits with the X25VC or X25LINE macro.

Use X25VC to define permanent virtual circuits to non-SNA DTEs. You may
also use X25VC to define permanent virtual circuits to SNA terminals if
they are of node type 1 and LU type 1 (such as the IBM 3767
Communication Terminal). The X25VC macro produces an NCP PU macro for a
type 1 node and an NCP LU macro for a type 1 LU, and assigns specific
values to the operands.

Use the X25LINE macro to define permanent virtual circuits to SNA
peripheral nodes and subarea nodes. If you are defining a subarea node,
code a single X25PU macro after the X25LINE macro to define the PU in
the subarea node at the other end of the virtual circuit. If you are
defining a peripheral node:

. code a single X25PU macro after the X25LINE macro to define the PU
in the peripheral node

° code one X25LU macro for each LU that can have a session with a host
LU over the permanent virtual circuit

Arrange your X25LINE macros in ascending order of logical channel
numbers within the same logical channel group, as shown in the sample
program in Chapter 7. For each permanent virtual circuit you must
specify an entry in the virtual circuit connection parameter table,
which is described later in this chapter. Use the VCCINDX operand of
the X25VC or X25LINE macro for this purpose.

Defining Switched Virtual Circuits

Use the X25VC macro to define switched virtual circuits.

Arrange your X25VC macros in ascending order of logical channel numbers
within the same logical channel group, as illustrated in the sample
program in Chapter 7.

For a switched virtual circuit capable of making outgoing calls, you
must code certain parameters in the DIALNO operand of the VTAM PATH
macro or TCAM TERMINAL macro associated with the virtual circuit. See
the description of these macros in Chapter 4 for details.

In addition, you must specify entries in the virtual circuit connection
parameter table and the optional user facility table to be used for the
virtual circuit. Use the VCCINDX and OUFINDX operands of the X25VC or

X25LINE macro for this purpose.

Defining X.25 NCP Packet Switching Interface Virtual Circuit Types

This section describes various types of X.25 NCP Packet Switching
Interface virtual circuits and tells how to define them.
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The X.25 NCP Packet Switching Interface supports several types of
virtual circuits, classified with respect to the type of DTE at the
remote end of the circuit:

virtual circuits to non-SNA DTEs are type 0 virtual circuits
virtual circuits to SNA peripheral nodes are type 2 or type 3
virtual circuits o
virtual circuits to SNA subarea nodes are type 3 virtual circuits

- virtual circuits to DTEs using GATE support are type 4 virtual
circuits

®* virtual circuits to DTEs using transparent or 1ntegrated PAD support

are type 5 virtual circuits

GATE support is an extension of the support prdvided to tYpe 0 or type 5
virtual circuits that affects the way in which data is routed between
the host and the X,25 NCP Packet Switching Interface, as explalned
below. v

Virtual circuits of types 0, 2, 3 and 5 may use the X.25'NCPFPécket
Switching Interface DATE extension.

Virtual circuit types 0 and 2 are supported by Release 1 of the X.25 NCP
Packet Switching Interface. Virtual circuit types 4 and 5 and the DATE
extension are supported by Release 2 of the X.25 NCP Packet Switching
Interface. Virtual circuit type 3 for subarea nodes is supported by
Release 3 of the X.,25 NCP Packet Switching Interface. Virtual circuit
type 3 for peripheral nodes is supported by Release 3.1 of the X.25 NCP
Packet Switching Interface.

DEFINING TYPE 0 VIRTUAL CIRCUITS: As shown in Figure 2-4 for type 0
virtual circuits the host access method communicates with the X.25 NCP
Packet Switching Interface over an SSCP-PU session between the SSCP
located in the access method (called SSCP-A in Figure 2-4) and a PU
located in the NCP and associated with the virtual circuit (called PU B
in Figure 2-4) (This PU is defined by an NCP PU macro generated as the
result of your coding an X25VC macro). Code within the X.25 NCP Packet
Switching Interface known as the Protocol Converter for Non-SNA
Equipment (PCNE) converts outgoing SNA commands to X.25 packets and
incoming X.25 packets to SNA commands for virtual circuit setup and
take-down.
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Type 0 Virtual Circuit and Associated SNA Resource

After the virtual circuit is established, data flows between the host
application program and the X.25 NCP Packet Switching Interface over an
LU-LU session between the LU associated with the host application
program (LU A) and an LU associated with the virtual circuit (LU B).
(The virtual circuit LU is defined by an NCP LU macro generated as the
result of your coding an X25VC macro). The PCNE converts outgoing SNA
PIUs into X.25 data packets and sends them to the remote DTE. It
converts incoming X.25 data packets into SNA PIUs and sends them to the
application program over the LU-LU session. Each data packet consists
of a three-byte X.25 packet header plus an RU.
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For type 0 virtual circuits, use the X25VC macro to define the circuit;
this macro generates NCP macros defining the type 1 PU and LU associated
with the circuit.

DEFINING TYPE 2 VIRTUAL CIRCUITS: As shown in Figure 2-5, two types of
SNA sessions are associated with a type 2 virtual circuit. One of these
is an SSCP-PU session between an SSCP in the host access method (SSCP A)
and a PU in the peripheral node at the remote end of the virtual circuit
(PU B). The other is between an LU in the host (LU A) and an LU in the
peripheral node (LU B). You define the PU in the peripheral node to the
X.25 NCP Packet Switching Interface via an X25VC or X25PU macro; you
define the LU via an X25VC or X25LU macro.
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Figure 2-5. Type 2 Virtual Circuit and Associated SNA Resources

For permanent type 2 virtual circuits, use an X25LINE macro to define
the virtual circuit, an X25PU macro to define the PU associated with the
peripheral node, and X25LU macros to define LUs associated with the
peripheral node. For switched type 2 virtual circuits, use an X25VC
macro to define the virtual circuit and associated SNA resources.

A switched virtual circuit is defined to the access method as a switched
SDLC link. When the PU in the NCP containing the X.25 NCP Packet
Switching Interface receives an SNA command dealing with the status of
this link (such as Connect Out or Abandon Connection), the PU passes the
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command to the X.25 NCP Packet Switching Interface, which converts it
into the appropriate X.25 command for the virtual circuit. (For
example, the SNA Connect Out command is converted into a Call Request
packet, while the SNA Abandon Connection command is converted into a
Clear Request packet).

When the virtual circuit is active, code within the X.25 NCP Packet
Switching Interface called the physical services header code (PSHC)
intercepts and processes PIUs and SDLC commands flowing between the host
and the peripheral node over sessions assigned to the virtual circuit.
The PSHC places PIUs going out to the peripheral node in an X.25 packet,
and removes PIUs coming in from the peripheral node from the packets in
which they are contained, before sending them on to the host.

The PSHC converts outgoing SDLC commands into X.25 packets, and converts
incoming X.25 packets from the peripheral node into SDLC commands.

When placing outgoing PIUs in packets, the PSHC adds a three-byte or
four-byte packet header followed by a two-byte logical link control
(LLC) header to the front of the PIU or command. When converting
outgoing SDLC commands, the PSHC builds a five- or six-byte packet
containing a three- or four-byte packet header followed by two byte LLC
containing the converted SDLC command. The two-byte LLC header carries
SNA-related information to the Network Interface Adapter (NIA) attaching
the remote peripheral node to the network. This information consists of
link-level commands for the link between the NIA and the peripheral
node. For incoming packets, the PSHC removes the packet header and LLC
header before transferring the PIUs to the host SSCP or LU (or in the
case of SDLC commands to the appropriate link station in the NCP).

The packet sizes at the X.25 NCP Packet Switching Interface/PSDN
interface and the NIA/PSDN interface must be the same.

DEFINING TYPE 3 VIRTUAL CIRCUITS TO SNA PERIPHERAL NODE: As shown in
Figure 2-6 and Figure 2-7, two types of SNA sessions are associated with
a type 3 virtual circuit to SNA peripheral node. One of these is an
SSCP-PU session between an SSCP in the host access method (SSCP A) and a
PU peripheral node at the remote end of the virtual circuit (PU B). The
other is a session between an LU in the host (LU A) and an LU in the
peripheral node (LU B). You define the PU in the peripheral node to the
X.25 NCP Packet Switching Interface via an X25VC or X25PU macro; you
define the LU via an X25VC or X25LU macro.
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SNA Resources with Integrated QLLC (Release 3.1 only)
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Figure 2-7. Type 3 Virtual Circuit to Peripheral Node and Associated
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For permanent type 3 virtual circuit to SNA peripheral node, use an
X25LINE macro to define the virtual circuit, an X25PU macro to define
the PU associated with the peripheral node, and X25LU macros to define
LUs associated with the peripheral node. For switched type 3 virtual
circuits to SNA peripheral node, use an X25VC macro to define the
virtual circuit and associated resources.

A switched virtual circuit is defined to the access method as a switched
SDLC link. When the PU in the NCP containing the X.25 NCP Packet
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Switching Interface receives an SNA command dealing with the status of
this link (such as Connect Out or Abandon Connection), the PU passes the
command to the X.25 NCP Packet Switching Interface, which converts it
into the appropriate X.25 command for the virtual circuit.

When the virtual circuit is active, code within the X.25 NCP Packet
Switching Interface called Boundary Network Node Qualified Logical Link
Control (BNN QLLC) intercepts and processes PIUs flowing between the
host and the peripheral node over sessions assigned to the virtual
circuit. The BNN QLLC places PIUs going to the peripheral node in an
X.25 packet. The BNN QLLC removes PIUs coming in from the peripheral
node from the packets in which they are contained, and sends them to the
host.

When placing outgoing PIUs in packets, the BNN QLLC adds a 3-byte or
4-byte packet header to the front of the PIU. Unlike the PSHC, the BNN
QLLC does not add a 2-byte LLC header to the packet.

The BNN QLLC also intercepts and converts outgoing SDLC commands
originating at the link station associated with the local end of the
physical circuit and destined for the link station associated with the
remote end of the virtual circuit in the adjacent NCP. Rather than
encoding the SDLC information in a 2-byte LLC header as the PSHC does,
the BNN QLLC turns on the "Qualified" or Q bit in the packet header.
When the BNN QLLC in the adjacent NCP receives a packet with the Q bit
on in its header, it directs the SDLC command to the appropriate link
station in its NCP. It does not send the SDLC command to another ncde.

The BNN QLLC removes incoming PIUs from their packets before sending
them to the host.

For the SNA peripheral node, the BNN QLLC is provided in one of two
ways:

. either by an integrated protocol converter in the SNA peripheral
node itself, as shown on Figure 2-6,

° or by an HDLC-PAD that converts qualified packets to SDLC control
commands and non-qualified data packets to SDLC information frames
as shown on Figure 2-7.

DEFINING TYPE 3 VIRTUAL CIRCUITS TO SNA SUBAREA NODE: As shown in
Figure 2-8, two types of SNA sessions are associated with a type 3
virtual circuit to SNA subarea node. One of these is an SSCP-SSCP
session between the SSCP in the local host node (SSCP A) and an SSCP in
a host node reached via the virtual circuit (SSCP B). The other is an
LU-LU session between an LU in a local host node or peripheral node (LU
A) and an LU in a host node or peripheral node at the other end of the
virtual circuit (LU B).

There is no migration path facility over an INN (Intermediate Network

Node) link between two adjacent communication controllers when this link
goes through an X.25 PSDN.
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Figure 2-8. Type 3 Virtual Circuit to Subarea Node and Associated SNA
Resources

A type 3 virtual circuit to SNA subarea node must be permanent. You
should define it to the X.25 NCP Packet Switching Interface with an
X25LINE macro. You define the PU in the adjacent NCP at the other end
of the virtual circuit via an X25PU macro. Remote SSCPs and LUs reached
via the virtual circuit are not defined to the X.25 NCP Packet Switching
Interface; instead they are defined to the local access method.

When the virtual circuit is active, code within the X.25 NCP Packet
Switching Interface called Intermediate Network Node Qualified Logical
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Link Control (INN QLLC) intercepts and processes PIUs flowing between
the host and the adjacent NCP over sessions assigned to this virtual
circuit. The INN QLLC places PIUs going to the adjacent NCP in an X.25
packet, and sends them to the adjacent NCP. The INN QLLC removes PIUs
coming in from the adjacent NCP from the packet in which they are
contained, and sends them to the host.

When placing outgoing PIUs in packets, the INN QLLC adds a 3-byte or
4-byte packet header to the front of the PIU. Unlike the PSHC, the INN
QLLC does not add a 2-byte LLC header to the packet.

In addition to processing outgoing PIUs, the INN QLLC also intercepts
and converts outgoing SDLC commands originating at the link station
associated with the local end of the physical circuit and destined for
the link station associated with the remote end of the virtual circuit
in the adjacent NCP. Rather than encoding the SDLC information in a
2-byte LLC header as the PSHC does, the INN QLLC turns on the
"Qualified" or Q bit in the packet header. When the INN QLLC in the
adjacent NCP receives a packet with the Q bit on in its header, it
directs the SDLC command to the appropriate link station in its NCP.
The INN QLLC does not send the SDLC command to another node.

The INN QLLC removes incoming PIUs from their packets before sending
them to the host.

DEFINING TYPE 4 VIRTUAL CIRCUITS: Like type O virtual circuits, type 4
virtual circuits are used to communicate with non-SNA X.25 DTEs. They
use the PCNE code in the X.25 NCP Packet Switching Interface to convert
between SNA PIUs and X.25 packets. However, with type 4 virtual
circuits, a special application program in the host, called the
Communication and Transmission Control Program (CTCP) assumes control of
the X.25 DTE/DCE interface protocols. The CTCP, rather than X.25 NCP
Packet Switching Interface code, controls the setup and take-down for
the virtual circuit by exchanging commands with code within the X.25 NCP
Packet Switching Interface called General Access to X.25 Transport
Extension (GATE). Commands are contained in the first byte of each RU
exchanged between the CTCP and the GATE code in the X.25 NCP Packet
Switching Interface. All data flowing on sessions associated with the
type 4 virtual circuit are sent to or received from the CTCP.

In addition to converting outgoing PIUs into packets and incoming
packets into PIUs (as PCNE does for type 0 virtual circuits) the GATE
code in X.25 NCP Packet Switching Interface interprets and acts upon the
one-byte command code in the first byte of RUs received from the CTCP.
When converting packets into PIUs, the GATE code adds the appropriate
one-byte command code to the RU before sending the PIU to the CTCP. The
CTCP interprets and acts upon the code when it receives the RU.

As is illustrated in Figure 2-9, the CTCP communicates with the X.25 NCP
Packet Switching Interface over two LU-LU sessions; one between the LU
associated with the CTCP (LU A) and the LU associated with the physical
circuit to which the type 4 virtual circuit is assigned (PC LU) and one
between the LU associated with the CTCP and the LU associated with the
type 4 virtual circuit (LU B). In addition, the host access method
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communicates with the X.25 NCP Packet Switching Interface over an
SSCP-PU session with the SNA type 1 PU (PU B) associated with the type 4
virtual circuit.

You define the LU for the physical circuit with which the type 4 virtual
circuit is associated via the X25MCH macro. You define the PU and LU
associated with the type 4 virtual circuit via an X25VC macro.

The CTCP sends PIUs containing commands for virtual circuit setup and
takedown over the LU-LU session between the CTCP LU and the LU
associated with the physical circuit. GATE converts these commands into
appropriate X.25 packets and sends them to the DCE. As part of virtual
circuit setup and takedown, SNA PIUs also flow on the SSCP-PU session
between the SSCP in the host and the PU associated with the virtual
circuit.

2-20 X.25 NCP Packet Switching Interface Installation and Operation



Host Processor

| il
: Application Program
om e e -
| CTCP R
I e el
| VTAM or TCAM
— :_ SSCP-A _:
______ [-----
o | > LU LU Sessions
SSCP-PU Session Communications
Controller |
r=-=-=-=-=*=-====- l
1 1
: NCP :
------------- 4 )
<}———— PC LU defined by X25MCH macro
PU B defined by | -2° NiSi IECLU)
X28VC macro  ———>(PU § [Co B <3F—— LU B defined by X25VC macro
|<t+———t—— X.25 Link

<+ Type 4 Virtual Circuit defined by

X25VC macro
PSDN j
_J ~ == = Physical Circuit

.............. = Virtual Circuit

kt———— X.25 Link
s L----ﬂ
i I
' Non-SNA !
| X256 DTE |
e e - - - -

Figure 2-9. Type 4 Virtual Circuit and Associated Resources

Once the virtual circuit has been established, data flows between the
CTCP in the host and the X.25 NCP Packet Switching Interface over an
LU-LU session between the LU associated with the CTCP and the LU
associated with the virtual circuit. Like the PCNE, the GATE code
converts outgoing SNA PIUs into X.25 data packets and sends them to the
remote DTE, and converts incoming X.25 data packets into SNA PIUs and
sends them to the CTCP over the appropriate LU-LU session.
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X.25 NCP Packet Switching Interface processing for type 4 virtual
circuits differs from that for type 0 virtual circuits in two major
ways:

1. With type 4 virtual circuits, the CTCP in the host controls virtual
circuit setup and takedown, whereas with type 0 virtual circuits a
virtual circuit manager within the X.25 NCP Packet Switching
Interface controls these functions;

2. With type 4 virtual circuits, data always flows between the CTCP and
a remote DTE, whereas with type 0 virtual circuits data may flow
between any application program in the host and the remote DTE.

DEFINING TYPE 5 VIRTUAL CIRCUITS: As shown in Figure 2-10, X.25 NCP
Packet Switching Interface support for type 5 virtual circuits is an
extension of the support provided for type 0 virtual circuits. In both
cases, the X.25 NCP Packet Switching Interface looks like an SNA type 1
PU and LU to the host application program, and looks like an X.25 DTE to
the DTE at the other end of the virtual circuit. In both cases, the
X.25 NCP Packet Switching Interface converts outgoing SNA PIUs into X.25
packets and converts incoming X.25 packets into SNA PIUs. The SNA
sessions associated with type 5 virtual circuits and the way in which
these circuits are brought up and taken down are identical to the
sessions and bring-up mechanism associated with type 0 virtual circuits.

To define a type 5 virtual circuit and associated resources, use the
same X.25 NCP Packet Switching Interface macros you would use for a type
0 virtual circuit. Define PAD support as described below.

Type 5 virtual circuits differ from type O virtual circuits in that
whereas type 0 virtual circuits link the X.25 NCP Packet Switching
Interface DTE with a remote X.25 DTE, type 5 virtual circuits link the
X.25 NCP Packet Switching Interface DTE with a remote packet assembly
and disassembly (PAD) facility.

The PAD facility may be provided by the packet-switched data network or
it may be provided by the user. The purpose of the PAD in either case
is to allow a non-SNA non-X.25 DTE to communicate over the X.25 network
by converting between the DTE's communications protocol and the standard
X.25 protocol.
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Figure 2-10. Type 5 Virtual Circuit Using Integrated PAD Support

The X.25 NCP Packet Switching Interface provides two types of PAD
support for type 5 virtual circuits. The first of these (shown in
Figure 2-10) called integrated PAD support, is located within the X.25
NCP Packet Switching Interface, and supports a PAD provided by the
packet-switched data network. The integrated PAD support provided by
X.25 NCP Packet Switching Interface conforms to a subset of CCITT
Recommendation X.29 for communications with TTY 33/35 and other
start-stop DTEs that conform to CCITT Recommendation X.28. Integrated
PAD support is completely transparent to the host application program
that is communicating with the start-stop terminal via the type 5
virtual circuit.

The other type of PAD support provided by the X.25 NCP Packet Switching
Interface is called transparent PAD support. Transparent PAD support
allows a user application program in the host to control a remote PAD
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that is associated with a non-SNA DTE. This suppbrt is provided for
users of PAD facilities that do not conform to CCITT Recommendations
X.28 and X.29 (for example, binary synchronous terminals).

The application program communicates with the X.25 NCP Packet Switching
Interface via commands located in the first byte of each outgoing PIU,
in a manner similar to that described above for type 4 virtual circuits.
The X.25 NCP Packet Switching Interface converts between PIUs containing
commands and X.25 packets in the same way that it does for type 4
virtual circuits. Note, however, that whereas for type 4 virtual
circuits these commands control virtual circuit setup and takedown, in
the case of type 5 virtual circuits the commands control the remote PAD
itself. Virtual circuit setup and takedown is controlled by the virtual
circuit manager of the X.25 NCP Packet Switching Interface, in the same
way as for type 0 virtual circuits.

With a type 5 virtual circuit, packets containing commands to or
responses from the PAD are distinguished from data packets to or from
the terminal itself by means of the Qualified data bit (Q bit) in the
packet header. When this bit is on, the packet contains a command for
the PAD or a response to such a command; when this bit is off, the
packet contains data being sent to or from the remote terminal. The Q
bit is turned on for outgoing packets if the X.25 NCP Packet Switching
Interface PAD code (for integrated PAD support) or the command from the
host application program (for transparent PAD support) indicates that it
should be.

You specify the type of PAD support you want (integrated or transparent)
via the PAD operand of the X25MCH macro. For both types of PAD support,
you may specify conversion of the data stream between ASCII and EBCDIC
via the TRAN operand of X25MCH.

DEFINING VIRTUAL CIRCUITS USING DATE SUPPORT: The X.25 NCP Packet
Switching Interface provides support called Dedicated Access to X.25
Transport Extension (DATE) as an extension to the support provided for
virtual circuit types 0, 2, 3 and 5. (For virtual circuit type 5 only
transparent PAD support is provided.) This support is illustrated in
Figure 2-11.
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Figure 2-11. The Date Extension to Virtual Circuit Support

With DATE support, virtual circuits are set up and taken down by means
of commands passed between a CTCP in the host and the X.25 NCP Packet
Switching Interface in a manner identical to that described above for
type 4 virtual circuits. However, once the virtual circuit is active,
another protocol is used to control data flow on the circuit. This
other protocol may be one of those described above for virtual circuit
types 0, 2, 3 and 5.

DATE support is an extension of these four virtual circuit types. It
differs from the support described above for these virtual circuit types
in that the support described above depends upon the virtual circuit
manager in the X.25 NCP Packet Switching Interface to control the setup
and takedown of virtual circuits; when DATE is used the CTCP in the host
controls virtual circuit setup and takedown.
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When the virtual circuit is active, one of the protocols described above
for virtual circuit types 0, 2, 3, and 5 is selected and used to control
data flow on the virtual circuit. The way in which the protocol is
selected is described in the next section of this chapter. When the
virtual circuit is active, there is no command byte in PIUs flowing
between the host access method and the X.25 NCP Packet Switching
Interface (except in the case of type 5 virtual circuits).

In Figure 2-11, commands for setting up and. taking down a virtual
circuit are passed between the LU associated with the CTCP (CTLU) and
the LU associated with the physical circuit (PCLU) in the X.25 NCP
Packet Switching Interface. Once the virtual circuit is established,
the protocol associated with the virtual circuit is used to control the
flow of data between LU A in the application program and the remote SNA
node or non-SNA X.25 DTE.

The DATE extension to virtual circuit types 0, 2, 3 and 5 is similar to
the support described above for virtual circuit type 4 in that both use
commands flowing from the CTCP in the host to control virtual circuit
setup and takedown. The DATE extension differs from that described
above for virtual circuit type 4 in that with DATE, once the virtual
circuit is active, the circuit uses one of the protocols described above
for virtual circuit types 0, 2, 3 and 5 and data goes to or comes from
some host application program other than the CTCP. With virtual circuit
type 4 support, once the virtual circuit is active data continues to
flow to and from the CTCP in the host and command codes continue to be
used by the CTCP to control data flow.

The DATE extension support is set up by coding GATE=DEDICAT in the
X25MCH macro. All the switched virtual circuits belonging to this
physical circuit must be defined with CALL=IN in the X25VC or X25LINE
macros. /

A type &4 virtual circuit cannot coexist on the same physical circuit
with a virtual circuit using the DATE extension. A type 5 virtual
circuit using integrated PAD support may not use the DATE extension.

Specifying the Type of Virtual Circuit to the X.25 NCP Packet Switching Interface

The way in which you define the type of virtual circuit to the X.25 NCP
Packet Switching Interface depends upon whether the virtual circuit is
permanent or switched.

For permanent virtual circuits, you specify the type of virtual circuit
via the LLC operand of the X25VC or X25LINE macro. In addition, if the
permanent virtual circuit is to be a type 4 virtual circuit, specify
GATE=GENERAL in the X25MCH macro. Bear in mind that type 3 virtual
circuits must be permanent; they cannot be switched.

There are several ways of specifying the type of virtual circuit for
switched virtual circuits.
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If the virtual circuit is to be established by a call-out from the X.25
NCP Packet Switching Interface to the remote DTE, you have the following
options:

For type 0, type 2, type 3, and type 5 virtual circuits not using
the DATE extension, you specify the type of virtual circuit via the
DIALNO operand of the VTAM PATH macro or TCAM TERMINAL macro for the
PU associated with the virtual circuit (in the case of a type 0 or 5
virtual circuit) or with the remote peripheral node (in the case of
a type 2 or type 3 virtual circuit). See Chapter 4 for details.

For type 4 virtual circuits, you specify the virtual circuit type by
sending the X.25 NCP Packet Switching Interface Call command from

the CTCP to the X.25 NCP Packet Switching Interface. (Remember, you
must code GATE=GENERAL on the X25MCH macro to get a type 4 circuit).

For type 0, type 2, type 3, and type 5 virtual circuits using the
DATE extension, you specify the type of virtual circuit in the Call
command sent from the CTCP to the X.25 NCP Packet Switching
Interface. (Remember, you must code GATE=DEDICAT on the X25MCH
macro to get the DATE extension. Remember also that you cannot use
integrated PAD support with the DATE extension).

If the virtual connection is to be established by a call-in from the
remote DTE, you have the following options:

For type 0, type 2, type 3, type 4, and type 5 virtual circuits not
using the DATE extension, you can specify the type of virtual
circuit in the first byte of the call user data field of the
Incoming Call packet.

For type 0, type 2, type 3, type 4, and type 5 virtual circuits not
using the DATE extension, you can specify the type of virtual
circuit in the subaddress field of the Incoming Call packet. In
order to do so, you must code GATE=GENERAL, SUBADDR=YES, and the
LLCO, LLC2, LLC3, LLC4, and LLC5 operands on the X25MCH macro.

For type 0, type 2, type 3, and type 5 virtual circuits using the
DATE extension, you specify the type of virtual circuit in the Call
Confirm command sent from the CTCP to the LU associated with the
physical circuit in response to the Incoming Call packet.

(Remember, you must code GATE=DEDICAT on the X25MCH macro to get the
DATE extension. Remember also that you may not use integrated PAD
support for a virtual circuit using the DATE extension.)

Defining Tables Associated with Virtual Circuits

Chapter 2.

In addition to defining virtual circuits, you must define various

parameters associated with virtual circuits. There are two classes of

such parameters:

virtual circuit connection parameters
optional user facilities
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The first set of parameters applies to all virtual circuits; it
includes:

* maximum packet length for packets to be sent or received over the
virtual circuit

* value for the transmit/receive window used by the packet protocol
for this virtual circuit

® NCP slowdown parameters that apply to this virtual circuit

The second set of parameters applies to facilities and data that are to
be copied into the Call Request packet when the X.25 NCP Packet
Switching Interface makes an outgoing call in order to establish a
switched virtual circuit. Among these parameters are:

optional user facilities
® data to be copied into the call user data field of the Call Request
packet

You specify these two types of parameters to the X.25 NCP Packet
Switching Interface by defining tables containing this data. To create
a virtual circuit connection parameter table, you need one X25VCCPT
macro for each desired entry in the table. You point to the desired
entry for a particular virtual circuit via the VCCINDX operand of the
X25VC or X25LINE macro defining the virtual circuit.

The entry used on a particular virtual circuit must contain the packet
length and window size supported by the network on this virtual circuit.

To create an optional user facilities table, you code an X250UFT macro
for each entry in the table. You point to the desired entry for a
particular switched virtual circuit via the OUFINDX operand of the X25VC
or X25LINE macro defining the virtual circuit.

For outgoing calls on switched virtual circuits, the values specified
via the VCCINDX and OUFINDX operands of the X25VC or X25LINE macro may
be overridden by values in the DIALNO operand of the VTAM PATH macro or
TCAM TERMINAL macro used to specify the switched circuit to the access
method. See the descriptions of these macros in Chapter 4 for details.

Figure 2-12 shows where to place the X25VCCPT and X250UFT macros in an
X.25 NCP Packet Switching Interface generation deck.
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General Parameters:
X25BUILD
X25NET

Table Definition:

X25VCCPT  INDEX=1
X25VCCPT  INDEX=2
X250UFT INDEX=1
X250UFT INDEX=2

Physical and Virtual Circuit Definition:
X25MCH
X25LCG
X25LINE OUFINDX=1, VCCINDX=2
X25PU
X25LU

X25VC OUFINDX=2, VCCINDX=1
X25END

e e e e . — — — — — —— e — . o — — — —— — e, s e S . . e e
e e e e e —— e e e e  —— — —— — — — — e . e e e s

Figure 2-12. Macros Involved in Defining Tables

ARRANGING X.25 NCP PACKET SWITCHING INTERFACE NETWORK DEFINITION
MACROS IN A SOURCE PROGRAM

Figure 2-13 shows you how to arrange your network definition macros in a
source program. Chapter 3 shows how to generate an X.25 NCP Packet
Switching Interface using this source program as input.
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General Parameters:
X25BUILD Code one macro per NPSI
X25NET Code one macro per network

Table Definition:

X25VCCPT Repeat for each entry in table
X25VCCPT
X250UFT Repeat for each entry in table
X250UFT

Physical and Virtual Circuit Definition:
X25MCH Repeat for each physical circuit
X25LCG Repeat for each LCG
X25LINE Repeat for each PVC
X25PU Repeat for each PU
X25LU Repeat for each LU

X25VC Repeat for each SVC
X25END One per NPSI

.._.._._...._..____.._...__._.__.__._._._..__._..__.._...___......_._........_...._.,
e

Figure 2-13. Arranging Network Definition Macros

In Figure 2-13, the X25NET macro, the table definition macros, and all
of the physical and virtual circuit definition macros except X25END may
be repeated within the same assembly deck if you want to define
attachments to several networks within the same assembly deck.

SPECIFYING A HOST-TO-HOST CONNECTION THROUGH THE PCNE

In addition to using a type 3 virtual circuit to SNA subarea node, an
application program can converse with another program in another host
node via a type 0 virtual circuit between the PCNE components of two
X.25 NCP Packet Switching Interface programs in different communications
controllers. This section tells how to define such a virtual circuit,
while Chapter 5 contains a section on how to use it.

Consider the configuration illustrated in Figure 2-14. The two NCP

nodes are connected to the X.25 network via physical circuits.
Associated with each physical circuit are one type O permanent virtual

2-30 X.25 NCP Packet Switching Interface Installation and Operation



circuit and two type 0 switched virtual circuits. Data is to be
transferred between the APPL 1 application program in Host 1 and the
APPL 2 application program in Host 2.

HOST#1 3705#1 3705#2 HOST#2

<} PVC —> X.25 <}— PVC —>

APPL 1 PCNE |- sve 10> < sve -] PCNE APPL 2
NETWORK
<3 SVC 2> <t+Ssve >

Figure 2-14. Sample Configuration for PCNE-PCNE Connection

Connection via a Switched Type 0 Virtual Circuit

Chapter 2.

The configuration shows two distinct SNA domains:
® SNA domain 1 consisting of Host 1 and 3705 1.
* SNA domain 2 consisting of Host 2 and 3705 2.

The only relationship between the two SNA domains is made by the remote
identification number specified in the Call Request and Incoming Call
packets. This identification number is used by the called SNA domain to
identify the corresponding PU and LU in its own domain.

In the VTAM environment, the "remote identification number" is one
greater than the "SSCP identification number" of the calling SNA domain;
therefore, you have to choose the values of the "IDNUM=" parameter of
the NCP PU macro in both domains carefully. You should code your macros
as illustrated in Figure 2-15.

In Figure 2-15, the first digit in PUxx, PATHxx, and LUxx indicates the

SNA domain. The second digit in PUxx, PATHxx, and LUxx indicates the LU
number.
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| SNA Domain 1

SNA Domain 2

T |

| |

I I

| |

PU11 PU e | PU21 PU ... |

IDBLK= 003 I IDBLK= 003 |

IDNUM= 00001 | IDNUM= 00001 |

I I

I I

PATH11 PATH ... | PATH21  PATH .. |
DIAINO= ...00001 | DIALNO= ...00001

I I

| I

il LU | Lu21 LU |

| I

| 1

] |

I |

PU12 PU . | PU22 PU . |

| IDBLK= 003 I IDBLK= 003 [

| IDNUM= 00002 | IDNUM= 00002 I

I I

I |

12 LU | LU22 LU |

| I

| l |

| | |

I | |

PU13 PU ... | PU23 PU .. |

IDBLK= 003 | IDBLK= 003 |

IDNUM= 00003 | IDNUM= 00003 |

I I

[ |

PATH13 PATH ... | PATH23  PATH .. |

DIALINO= ...00003 | DIALNO= ...00003 |

| I

| I

LU13 LU | LU23 LU |

| |

I I

| I

PU14 PU ... | PU24 PU e |

IDBLK= 003 | IDBIK= 003 |

| IDNUM= 00004 [ IDNUM= 00004 |

[ I

I I

| Luis LU | LU24 LU I

| |

The first digit in PUxx, PATHxx, and LUxx indicates the SNA domain.
The second digit in PUxx, PATHxx, and LUxx indicates the LU number.

Figure

2-15. VTAM Macro Operands for PCNE-PCNE Connection
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You have to define a number of LUs equal to twice the number of switched
virtual circuits. The odd-numbered LUs are used for the outgoing calls.
The even-numbered LUs are used for the incoming calls. No PATH macro
instruction is defined in such an entry.

For example, a connection from APPL1 to APPL2 will use:

d Either LU11 connected to LU22, or

. LU13 connected to LU24.

Note: The first digit, which indicates the SNA domain, can be
suppressed, because the two SNA domains are completely distinct. It was
specified for explanation purposes only.

Connection Through Permanent Virtual Circuits

The above discussion of connection to switched virtual circuits applies
in general to permanent virtual circuits as well.
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CHAPTER 3. GENERATING THE X.25 NCP PACKET SWITCHING INTERFACE

GENERATING THE X.25 NCP PACKET SWITCHING INTERFACE UNDER 0S/VS

Installing the X.25 NCP Packet Switching Interface can be thought of as
an extra step in an otherwise typical NCP installation. For a full
explanation of the NCP installation procedure, see the ACF/NCP and SSP
Installation and Resource Definition Manual.

To begin, after you have installed your basic NCP library with the
standard ACF/NCP and SSP package, install X.25 NCP Packet Switching
Interface using SMP.

Refer to the instructions given in the "Program Directory For Use" of
the X.25 NCP Packet Switching Interface in order to select the correct
files on the tape.

Installing 0S/VS X.25 NCP Packet Switching Interface Libraries

Restore from the X.25 NCP Packet Switching Interface tape, the following
libraries:

. SYS1.GEN3705X:

| SYS1.GEN3705X is used for X.25 stage 1. It should be concatenated
| to the NCP SYS1.GEN3705.

JOB CARD MODIFICATION: You can supply your own JOB card for X.25
Stage 2 by replacing the JOBXCARD library member of the
SYS1.GEN3705X library. An example of JCL you could use to make this
I replacement is:

//S1 EXEC PGM=IEBUPDTE,PARM=NEW
//SYSPRINT DD SYSOUT=A

| //SYSUT1 DD DSN=SYS1.GEN3705X,DISP=SHR
l //SYSUT2 DD DSN=SYS1.GEN3705X,DISP=SHR
//SYSIN DD DATA,DLM=ZZ

./ ADD NAME=JOBXCARD,LIST=ALL
//&JOBNAMC JOB (xxX,yyy),

// progname,MSGLEVEL=(1,1),CLASS=A

| 77
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Generating under 0S/VS

The JOB name (variable &JOBNAMC) is prepared by the generation
processor. You can code a user name instead. However, if you do
and then code JOBCARD=MULTI in the X25BUILD macro, all the X.25 NCP
Packet Switching Interface's stage 2 jobs will have the same name.
To prevent this, add &SNDA to the name, for example:

//USER&SNDA JOB (xxx,yyy),

The jobnames will be USER1, USER2, USER3. &SNDA is incremented by 1
for each job. ’

SYS1.MAC3705X:

The SYS1.MAC3705X library contains X.25 NCP Packet Switching
Interface macros to assemble, during the first assembly of the NCP's

- stage-2, the code produced by X.25 Stage 1. It must be defined as

one of the MACLIB suboperands of the NCP BUILD macro.
SYS1.0BJ3705X:

The SYS1.0BJ3705X library contains the X.25 NCP Packet Switching
Interface load modules and corresponds to the library specified by
the "QUALIFY=" and "USERLIB=" operands of the NCP BUILD macro.

When several programs use the Customization Facility (for example
the X.25 NCP Packet Switching Interface and Network Terminal
option), the object modules of the different programs have to be in
the file corresponding to the USERLIB operand of the NCP BUILD macro
instruction.

If you want to use different files for the object modules, you have
to modify the link-edit job by concatenating these files in the ULIB
DD statement.

Defining 0S/VS Working Libraries For NCP Generation

The following working libraries are required for stage 2 of the NCP
generation:

A library defined in the first MACLIB suboperand of the NCP BUILD
macro. Optionally, it can be the same as the SYS1.MAC3705X
described above, but this is not recommended. This library will
contain the result of the X.25 generation and will be used as input
for stage 2 of the NCP generation.

The library defined in the OBJLIB operand of the NCP BUILD macro,
which contains the output from all assemblies during stage 2 of the
NCP generation procedure.

The library defined in the LOADLIB operand of the NCP BUILD macro,
which contains the NCP load module and resource resolution table
module.
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Generating under OS/VS

After you install the libraries from the X.25 NCP Packet Switching
Interface tape, as explained in the Program Directory that is shipped
with the tape, and define the preceding working libraries, proceed as
follows.

Describing X.25 NCP Packet Switching Interface Network

Using the X.25 NCP Packet Switching Interface macros described in
Chapter 8, define your attachment to the X.25 packet switched data
network. These macros produce the input required for the X.25 NCP Packet
Switching Interface part of the NCP generation. In particular, they
prepare descriptions of the X.25 NCP Packet Switching Interface control
blocks to be assembled in the first assembly of NCP stage 2, together
with the NCP control blocks.

Generating the X.25 NCP Packet Switching Interface Input for NCP Generation

The X.25 NCP Packet Switching Interface generation under 0S/VS is run in
two steps:

X.25 NCP Packet Switching Interface Stage 1:

X.25 NCP Packet Switching Interface stage 1 is an assembly step and
produces code and job control language for the X.25 stage 2 (see box 1
in Figure 3-1). The 0S/VS Assembler must be used as follows:
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Generating under OS/VS
//STEP1 EXEC PGM=IF0X00,PARM=DECK

//SYSLIB DD DSN=SYS1.GEN3705X,DISP=SHR | X.25 MACROS
-/ DD DSN=SYS1.GEN3705,DISP=SHR ACF/SSP MACROS

//SYSIN DD *
[COPY XGENEND IF THERE IS OTHER USER CODE THAN X25 IN NCP]

X25BUILD

(X.25 Network definition)

[GENEND INSERT OPERANDS FOR OTHER USER CODE THAN X25]
X25END

END

/*

At least a 1536K partition is required. You may require more, depending
on your 0S/VS configuration.

Note: You can also use the IBM Assembler H.

//STEP1 EXEC PGM=IEV90,

//SYSLIB DD DSN=SYS1.GEN3705X,DISP=SHR X.25 MACROS
. // DD DSN=SYS1.GEN3705,DISP=SHR ACF/SSP MACROS

X.25 NCP Packet Switching Interface Stage 2:

X.25 NCP Packet Switching Interface Stage 2 uses the IEBUPDATE 0S/VS
utility (box 2 in Figure 3-1) to convert the X.25 Stage 1 output into
nine members in the user library defined in the MACLIB operand of the
X25BUILD macro. This user library must also be defined in the first or
only suboperand of the MACLIB operand of the NCP BUILD macro.

The nine members in the user library described above are the input for
the X.25 NCP Packet Switching Interface part of the NCP generation.

1. The member named by the SRCLO operand of the X25BUILD macro, which
contains the X.25 control blocks.

2. The member named by the SRCHI operand of the X25BUILD macro, which
contains the X.25 tables. These two members are copied by the first
assembly of the NCP stage 2 to create the X.25 NCP Packet Switching
Interface blocks in two CSECTs:

®  $SRCLO, which contains the UACBs.

3-4 X.25 NCP Packet Switching Interface Installation and Operation



| Inserting X.

Generating under OS/VS

®*  §$SRCHI, which contains all other X.25 NCP Packet Switching
Interface blocks and tables.

3. The member named by the INCL2LO operand of the X25END macro, which
contains the INCLUDE card for the pre-assembled X.25 NCP Packet
Switching Interface module located in low core (below 64K).

4. The member named by the INCL2HI operand of the X25END macro, which
contains the INCLUDE cards for the pre-assembled X.25 NCP Packet
Switching Interface modules located in high core.

5. The member named by the INCINIT operand of the X25END macro, which
contains the INCLUDE card for the pre-assembled X.25 NCP Packet
Switching Interface module used during initialization.

6. The member named by the ORDL2LO operand of the X25END macro, which
contains the ORDER card for the pre-assembled X.25 NCP Packet
Switching Interface CSECT located in low core (below 64K).

7. The member named by the ORDL2HI operand of the X25END macro, which
contains the ORDER cards for the pre-assembled X.25 NCP Packet
Switching Interface CSECTs located in high core.

8. The member named by the ORDINIT operand of the X25END macro, which
contains the ORDER card for the pre-assembled X.25 NCP Packet
Switching Interface CSECT used during initializationm.

9. The member named by the NCPSTG1l operand of the X25END macro, which
contains the NCP stage 1 macros for the X.25 NCP Packet Switching
Interface attachment: GROUP, LINE, SERVICE, PU, LU and GENEND
macros. You must insert these macros in your NCP stage 1 input
deck.

25 NCP Packet Switching Interface Generation Qutput in NCP

Get the source code contained in the last library member prepared by
X.25 NCP Packet Switching Interface generation and insert it in your NCP
deck as if you were defining SDLC lines. You can modify this code to
fit your special requirement as far as the operands required by the
access method are concerned. You must not modify the sequence of the NCP
macros provided by X.25 NCP Packet Switching Interface.
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Generating under 0S/VS

Generating NCP under 0S/VS

The NCP generation under 0S/VS is run in 2 steps:

NCP Stage 1:

Stage 1 of the NCP is an assembly (box 3 in Figure 3-1 ). It is done
with the NCP library and with the IBM 3705 assembler.

Use the JCL described in Chapter 4 of the ACF/NCP Installation manual,
that is: ‘

//STEP1 EXEC PGM=CWAX00
//SYSLIB DD DSN=SYS1.GEN3705,DISP=SHR

//SYSIN DD *
BUILD

(Definition of resources other than X.25 ones)
(Source code punched in the library member of the MACLIB

defined in the NCPSTG1 operand of the X25END macro)
END

NCP Stage 2:

Then perform stage 2 of the NCP's assembly (see box 4 in Figure 3-1 ),
and the final link-edit (see box 5 in Figure 3-1 ).
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Generating under VSE

| GENERATING THE X.25 NCP PACKET SWITCHING INTERFACE UNDER VSE

Installing the X.25 NCP Packet Switching Interface can be thought of as
an extra step in an otherwise typical NCP installation. For a full
explanation of the NCP installation procedure, see.the ACF/NCP and SSP
Installation and Resource Definition Manual.

After you have installed your basic NCP libraries with the standard
ACF/NCP and SSP package, install X.25 NCP Packet Switching Interface
using MSHP.

Refer to the instructions given in the "Program Directory For Use" that
is provided with the tape.

Installing VSE X.25 NCP Packet Switching Interface Libraries

Restore from the X.25 NCP Packet Switching Interface tape, the following
libraries:

* The source library (F sublibrary) for the X.25 Stage 1 run and for
the NCP stage 2 assembly run.

* The relocatable library containing the X.25 NCP Packet Switching
Interface object modules.

These libraries are the same as the libraries used by ACF/NCP.

Describing X.25 NCP Packet Switching Interface Network

Using the X.25 NCP Packet Switching Interface macros described in
Chapter 8, define your attachment to the X.25 packet switching data
network. These macros produce the input required for the X.25 NCP Packet
Switching Interface part of the NCP generation. In particular, they
prepare descriptions of the X.25 NCP Packet Switching Interface control
blocks to be assembled in the NCP stage 2, together with the NCP control
blocks.

Generating the X.25 NCP Packet Switching Interface Input for NCP Generation

The X.25 NCP Packet Switching Interface generation under VSE is run in
two steps:

X.25 NCP Packet Switching Interface Stage 1:

X.25 NCP Packet Switching Interface stage 1 is an assembly step and
produces code and job control language for the X.25 stage 2 (see box 1
in Figure 3-2). The VSE Assembler must be used as follows:
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// OPTION DECK,NOEDECK, SUBLIB=DF
// EXEC ASSEMBLY
[COPY XGENEND IF THERE IS OTHER USER CODE THAN X25 IN NCP]

X25BUILD

(X.25 Network definition)

[GENEND INSERT OPERANDS FOR OTHER USER CODE THAN X25]
X25END

END

/&

At least a 1224K partition is required. You may require more, depending
on your VSE configuration.

X.25 NCP Packet Switching Interface Stage 2:

The X.25 NCP Packet Switching Interface stage 1 output is placed by the
X.25 NCP Packet Switching Interface stage 2 in the source and
relocatable libraries. X.25 NCP Packet Switching Interface stage 2 uses
the MAINT VSE utility (box 2 in Figure 3-2) to convert X.25 stage 1
output into six members of the libraries named above, to be the input
for the X.25 NCP Packet Switching Interface part of the NCP generation.

1. The member named by the SRCLO operand of the X25BUILD macro, which
contains the X.25 control blocks.

2. The member named by the SRCHI operand of the X25BUILD macro, which
contains the X.25 tables. These two members are copied by the NCP
stage 2 to create the X.25 NCP Packet Switching Interface blocks in
two CSECTs:

o $SRCLO, which contains the UACBs.

. $SRCHI, which contains all other X.25 NCP Packet Switching
Interface blocks and tables.

3. The member named by the INCL2LO operand of the X25END macro, which
contains the INCLUDE card for the pre-assembled X.25 NCP Packet
Switching Interface module located in low core (below 64K). This
member is stored in the relocatable library.

4. The member named by the INCL2HI operand of the X25END macro, which
contains the INCLUDE cards for the pre-assembled X.25 NCP Packet
Switching Interface modules located in high core. This member is
stored in the relocatable library.
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5. The member named by the INCINIT operand of the X25END macro, which
contains the INCLUDE card for the pre-assembled X.25 NCP Packet
Switching Interface module used during initialization. This member
is stored in the relocatable library.

6. The member named by the NCPSTG1 operand of the X25END macro, which
contains the NCP stage 1 macros for the X.25 NCP Packet Switching
Interface attachment: GROUP, LINE, SERVICE, PU, LU and GENEND
macros. This member is stored in the source A sublibrary. You must
insert these macros in your NCP stage 1 input deck.

Inserting X.25 NCP Packet Switching Interface Generation Output in NCP

Get the source code contained in the last library member prepared by
X.25 NCP Packet Switching Interface generation in the source A
sublibrary. Insert the code in your NCP deck as if you were defining
SDLC lines. You can modify this code to fit your special requirement as
far as the operands required by the access method are concerned. You
must not modify the sequence of the NCP macros provided by X.25 NCP
Packet Switching Interface. : ‘

Generating NCP under VSE

OVERVIEW: The control program with X.25 NCP Packet Switching Interface
generation under DOS/VSE is . a five-stage process. The procedure creates
a load module that is run in the 3705 according to your particular
configuration needs.

The installation of X.25 NCP Packet Switching Interface requires the
code to be aligned on 2K boundaries. This alignment is done in NCP
stages 3 and 4. X.25 NCP Packet Switching Interface program product
provides the 'IFQALIGN' macro to make the process of the NCP stages 3
and 4 easier. You must code this macro without any operands just before
the END statement in the NCP Stage 1 input deck.

STEPS: The NCP generation under VSE is run in five steps:

NCP Stage 1:

Stage 1 of the NCP is an assembly (box 3 in Figure 3-2 ). It is done
with the NCP library and with the IBM 3705 assembler (IFZASM). The
output file can be placed on cards, tape, or a direct-access device.

Use the JCL described in Chapter 4 of the ACF/NCP and SSP Installation
and Resource Definition manual, that is:
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// OPTION DECK
// EXEC IFZASM
BUILD
(Definition of resources other than X.25 ones)
(Source code punched in the library member of the A sublibrary
defined in the NCPSTG1l operand of the X25END macro)
GENEND PROVIDED BY X25NPSI GENERATION
IFQALIGN
END
/ *

NCP Stage 2:

The Stage 2 assembles the control tables and those program modules that
require conditional assembly (see box 4 in Figure 3-2 ). It then
punches Job Control and Link Edit control statements.

NCP Stage 3:

The Stage 3 catalogs the tables and modules assembled in stage 2 and
link edits them into a temporary load module. It then punches Job
Control statements for stage &.

During the execution of this job, there is the following Job Control
statement:

// PAUSE ENTER // OPTION SYSPARM='XXXX' (HEXADECIMAL)
The requested hexadecimal value represents the module length indicated
under HICORE of the preceding linkedit. If this value is '134C8', for

example, you will enter:

// OPTION SYSPARM='134CS8'
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NCP Stage 4:

The stage 4 catalogs a module for alignment (next 2K boundary) and link
edits a new temporary load module. It then punches Job Control
statements for stage 5. During the execution of this job, the following
Job Control statement is encountered:

// PAUSE ENTER // OPTION SYSPARM='XXXX' (HEXADECIMAL)

The requested hexadecimal value represents the module length indicated
under HICORE of the preceding linkedit. If this value is '144C4', for
example, you will enter:

// OPTION SYSPARM='144C4'

NCP Stage 5:

The stage 5 catalogs another alignment module (next 2K boundary) and
link edits the final load module of your generation. This module is
placed on the Core Image Library. From there, the CSERV utility must be
used to move it to a user-defined file, which is used to load the
communications controller.

The control statements would be similar to:

// JOB MOVE
// PAUSE
// DLBL IJSYSPCH, 'PHASENAME',99/365
// EXTENT SYSPCH,SYSWK1,... (DEFINE DISK AREA FOR LOAD MODULE)
// ASSIGN SYSPCH,CUU
LIBDEF CL,FROM=NCP715C (CIL)
// EXEC CSERV
PUNCH PHASENAME (NAME OF LOAD MODULE)
/ %
CLOSE SYSPCH,UA
/&

Note: Operator intervention is required during the stages of program
generation. Diagnostic messages produced at the end of each stage
indicate any errors that may have occurred. In case of errors, no job
stream or partial job stream is produced. The source statements must be
corrected, and the stage must be re-executed. If no errors occur the
operator initiates the next stage using the output of the previous stage
as input. The NCP generation must be entirely free of errors.

Each stage (1 To 5) of the network control program can be reassembled if

necessary, until the output listing shows no errors found at the end of
each job.
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CHAPTER 4. SPECIFYING NCP AND ACCESS METHOD MACROS TO ACCOMMODATE
THE X.25 NCP PACKET SWITCHING INTERFACE

SPECIFYING ACF/NCP MACROS

Resource Naming Conventions

The SNA resource names can be allocated by the X.25 NCP Packet Switching
Interface system generation, or by the user through the X25LINE, X25PU,
and X25LU macro instructions.

All resource names built by X.25 NCP Packet Switching Interface stage 1
begin with the letter X. Do not use this letter for resources other

than X.25 resources.

More precisely,
XA... For
XB... For
XL... For
XP... For
XS... For
XX... for
XU... For
X25... For

the

the
the
the
the
the
the
the
all

The names allocated
Switching Interface
are built as follows:

prefixes used for the block names are:

UACBs of the VCs (VUA)

VCBs

LKBs (LINE macro)

PUs (PU macro)

SLUBs of the VCs

AXBs of the VCs (Release 3 only)
LUs (LU macro)

other blocks

to the SNA resources by the X.25 NCP Packet
stage 1 (when they are not allocated by the user)

1. For the physical circuit:

XLxxx for the label of the LINE macro
XPxxx for the label of the PU macro
XUxxx for the label of the LU macro

Where xxx is the line set address of the transmit leg.

2. For the virtual circuit:

XLxxxlcn for the label of the LINE macro
XPxxxlcn for the label of the PU macro
XUxxxlcn for the label of the LU macro
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Where xxx is the line set address of the transmit leég of the related
physical circuit, and lcn the logical channel number of the current
virtual circuit in hexadecimal.

Note: You should use the generated names because they will
simplify the identification of the X.25 resources in the host.

X.25 NCP Packet Switching Interface uses macros to describe its
control blocks during the first NCP stage 2 assembly. All these
macros are prefixed with BAK2. As a consequence, no other user can
utilize this prefix for the same purpose.

All the entry points within the X.25 NCP Packet Switching Interface
code in the load module begin with the prefix BAL. Therefore, no
other user can utilize these three letters for the same purpose.

BUILD Macro Instruction

1 T
Name Operation | Operands
|
T
| BUILD | eeennt.
| | |
| | [,MACLIB=dsname] (0S only)
| |
| | | [,QUALIFY={NONE }] (0S only)
| | {symbol}
| l {sys1 }
| l |
| | [,USERLIB=] (0S only)
l l
| I | eeennt.
| | I

The first suboperand of the MACLIB operand must be the same as specified
in the X25BUILD macro. The QUALIFY operand should be the same as
specified in X25BUILD. The USERLIB operand is used to define
SYS1.0BJ3705X which contains the X.25 load modules but it does not have
a counterpart in the X25BUILD macro.

LUDRPOOL Macro Instruction

If there are switched virtual circuits defined in the system generationm,
this macro instruction must be included when the access method is
ACF/VTAM, release 2 or higher.
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NCP MACRO INSTRUCTIONS PREPARED BY THE X.25 NCP PACKET SWITCHING

INTERFACE

The following macro instructions are prepared by the X.25 NCP Packet
Switching Interface during the system generation process.

GROUP Macro Instruction

A new operand has been added to this macro instruction to identify the
user and the entry of the Block Dump Table used to format the user's
blocks. This operand is prepared by X.25 NCP Packet Switching Interface
stage 1 with the appropriate value and should be used as is.

USERID=(User Identification,Entry Label)

User Identification

Entry Label

LINE Macro

Specifies the user's identification, and consists of from 1 to 7
alphanumeric characters. For IBM users, using the product number is
recommended. For this X.25 NCP Packet Switching Interface, the
identification used is 5668981. This identification is used by the
system generation as a character constant to identify all the GCBs
pertaining to the user.

Specifies the label of the Block Dump Table used by the modified
formatted dump to edit and format the user's blocks. For X.25 NCP
Packet Switching Interface, the following names are used:

BALMBDT Block Dump Table for physical circuits
BALPBDT Block Dump Table for permanent virtual circuits
BALSBDT Block Dump Table for switched virtual circuits

Note: This operand temporarily causes a warning message to be issued
when VTAM loads the 3705 for the first time.
Instruction

All the operands are correctly prepared by X.25 NCP Packet Switching
Interface stage 1.

PU Macro Instructions

The SRT operand is not supported by X.25 NCP Packet Switching Interface.
Default values for SRT are fixed and equal to 32768 for counters
contained in two bytes and 256 for counters contained in one byte. See
the Diagnosis Guide for the format of these counters within the RECMS.
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PU Macro Instruction Associated with a Physical Circuit

r I
| Name | Operation | Operands
[name] PU | ADDR=01,
| MAXDATA=261,
| ANS=....,
! PUTYPE=1

NAME: Assigned by X.25 NCP Packet Switching Interface generation or
taken from PUNAME operand of the X25MCH macro.

ADDR=01: Specifies the hexadecimal representation of the eight-bit
address of the physical unit represented by this PU Macro. It must be
coded O01.

MAXDATA=261: Specifies the maximum length of a PIU sent to a type 1 PU.

PUTYPE=1: Specifies the type of physical unit constituting the SDLC
station represented by this PU macro instruction. It must be coded 1.

ANS=....: copied from the X25MCH macro

PU Macro Instruction Associated with a Permanent Virtual Circuit

When a PVC is defined by an X25VC macro, the PU prepared will be:
* For type 0, 4, or 5 virtual circuits
name PU PUTYPE=1,ADDR=01,MAXDATA=261,VPACING=(2,1) ,PACING=(1,1)
When these values do not fit your requirements you must use the
X25LINE, X25PU, and X25LU macros to define one virtual circuit at a
time instead of using the X25VC. The PUTYPE, ADDR, and PACING
operands must be coded as above:
PUTYPE=1, ADDR=01, PACING=(1,1)

® For type 2 or 3 virtual circuits

Use the X25PU macro instruction.

PU Macro Instruction Associated with a Switched Virtual Circuit

When an SVC is defined by an X25VC macro, the PU prepared will be the
following:

name PU PUTYPE=(1,2) ,MAXLU=3
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LU Macro Instructions

LU Macro Instruction Associated with a Physical Circuit

Z
o
3
)

Operation | Operands

LOCADDR=0
[, ISTATUS=INACTIVE] |

-———

|
[symbol] | LU

|

i

LOCADDR=0: Specifies the local address of the logical unit in decimal
notation, and without leading zeros. It is coded 0.

ISTATUS=INACTIVE: Specifies to VTAM that this LU should not be
activated after IPL in case GATE=NO has been coded in the X25MCH macro.

LU Macro Instruction Associated with a Permanent Virtual Circuit

4 For type 0, 4, or 5 virtual circuits

One LU macro is prepared per VC when you have coded the X25VC macro.
This LU is:

name LU LOCADDR=0
Only one LU can be defined for type 0, 4, or 5 virtual circuits.

® For type 2 virtual circuits; and type 3 virtual circuits to SNA
peripheral node:

Use the X25LU macro instruction.

LU Macro Associated with a Switched Virtual Circuit

This LU must be defined in the switched major node of the host access
method.

SPECIFYING ACF/VTAM MACROS

VTAM macros are not changed to define a configuration using an X.25
network. However, some rules have to be followed when coding the
parameters required to define a major SNA switched node.
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PU Macro Instruction

ADDR=

The "ADDR=" operand must be coded even though it has no meaning for
the X.25 NCP Packet Switching Interface env1ronment Any value
below 255 is valid.

MAXDATA=

For the PU associated with a type 2 or BNN type 3 virtual circuit,
the "MAXDATA=" operand must contain the characteristics of the PU.

For the PU associated with a type 0, 4, or 5 virtual circuit, you
must code the "MAXDATA=" operand with a value greater than or equal
to the maximum size of the RUs sent by the application to the
pseudo-LUs in the 3705.

PUTYPE=

For a type 2 or type 3 virtual circuit the PUTYPE- operand is
coded as in NCP. :

For a type 0, 4, or 5 virtual circuit, code PUTYPE=1.
IDBLK=

For the PU associated with a type 2 or BNN type 3 virtual circuit,
the "IDBLK=" operand is as coded in NCP.

For the PU associated with a type 0, 4, or 5 virtual circuit, this
operand must be coded 003.

IDNUM=

For the PU associated with a type 2 or BNN type 3 virtual circuit,
the "IDNUM=" operand is coded as in NCP.

For the PU associated with a type O virtual circuit, you should
remember that the '"remote identification number" generated in the
Call Request packet (CUD field bytes 1 to 5), and therefore received
in an Incoming Call packet, by the remote DTE is equal to:

— Either the "IDNUM=" operand (SSCP identification number) plus
one, if this SSCP identification number (ZZZZZ field) is
specified in the "DIALNO=" operand of the PATH macro instruction
(with VTAM or TCAM).

— Or to the "Default Identification Number", if the ZZZZZ field is
not specified in the "DIALNO=" operand of the PATH macro
instruction (with TCAM only).

The default identification numbers are generated for each SVC at
initialization time. They are generated in the order in which
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the SVCs appear in the RVT -- that is, in the order in which the
SVCs appear in the generation deck. The default identification
number is a value beginning at 2 with an increment of 2.

In the Chapter 7 generation sample, the following values are
assigned for the default identification number:

For XL036109 : The default identification number = X'0002'
XL036108 : " " " " = X'0004'
XL036107 : " " " " =X'0006"
XL036106 : " " " " =X'0008"'
XL036105 : " " " " = X"000A'
XL036104 : " " " " = Xx'000C'
XL036103 : " " " " = X'000E'
XL036102 : " " " " =Xx'0010'
XL036101 : " " " " =Xx'0012'
XL034009 : " " " " =X'0014"
XL034008 : " " " " =X'0016"'
etc.

The default identification number value is stored in the
VCBXIDDF halfword (displacement of 2).

The IDNUM sent in the Request Contact, when it is built from the
default identification number, is five digits long and has the
following format: XXYYY

Where:

— XX is the IDNUMH operand value of the X25BUILD macro
(default=X'00").

— YYY are the rightmost three digits of the default
identification number. See the note that follows to see
where this case applies.

Note: The IDNUM, set in the Request Contact sent to the host
after XID exchange, is defined in a PU macro of the switched
subarea as follows:
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Virtual Circuit Type

Outgoing Call

Incoming Call

Type 0 Virtual Circuit
Without DATE or with
GATE and SUBADDR=NO

zzzzz field of DIALNO

CUD field (*)
5 half-digits
starting byte 1

Type 0 Virtual Circuit| zzzzz field of DIALNO Default ID
with GATE and

SUBADDRESS

Type 0 or 5 Virtual Default ID Default ID

Circuit with DATE

Type 2 Virtual Circuit

Remote SNA-DTE ID

Remote SNA-DTE ID

Type 3 BNN Virtual
Circuit
|

Remote SNA-DTE ID

Remote SNA-DTE ID

T
Type 4 Virtual Circuit

Default ID

Default ID

L
!
|
|
L

Type 5 Virtual Circuit]

Without DATE |
|

zzzzz field of DIALNO

—_ e ]

Default ID

Figure

(*) CUD is the Call User Data field of the Incoming Call Packet.

PATH Macro Instruction

4-1. IDNUM Set in Request Contact

®*  You must code the "DIALNO=" operand of the PATH macro as follows:

DIALNO=NNN. .. .N[*MMM. .. .M]LXXYY*ZZZZZ

DIALNO is used to establish a connection by an outgoing call for VC

Type 0, 2, 3, or 5 without DATE.

The maximum length of the "DIALNO=" parameter is 32 characters,
including asterisks.

[*MMM...M] is an optional field that is required only when the
calling DTE's network address must be specified.

— NNN..

Is the called DTE's network address.

N

The number of N characters
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is such that: 1 £ number < 15.
— MMM...M

Is the calling DTE's network address. If this field is
specified, the number of M characters is such that: 1 < number
< 15.

- L

Specifies (in one byte) the level of LLC that is to be used by
the current connection.

1=0 VC type 0 (Connection with X.25 non-SNA
equipment not supporting interrupt
packets, or with the X.25
ECHO service).

=2 VC type 2 (Connection with an SNA terminal
via a 5973-L02).

=3 VC type 3 (Connection with an SNA terminal
with BNN QLLC protocol)

1L=5 VC Type 5 (Integrated PAD or transparent PAD)

=8 VC Type 5

=9 VC Type 5

The corresponding CUD field of the Call Request packet will be

L=0: X'CO' followed by either
- 5 last digits of dial number, if present
or
- default ID value
and followed by the concatenated USRFILD and USRFIL2
values operand of the corresponding OUFT entry
(see YY below)

L=2: X'C2' followed by the concatenated USRFILD and
USRFIL2 values of the corresponding OUFT entry
(see YY below)

=3: X'C3010000' followed by the concatenated USRFILD
and USRFIL2 values of the corresponding OUFT
entry (see YY below)

=5: X'01000000"'

=8: X'81000000'
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L=9: X'41000000'

- XX
Is the two-byte VCCPT index whose value ranges from 00 to 19.

XX=00 means that the packet procedure will work using the values
defined in the entry of the VCCPT specified in the "VCCINDX="
operand of the X25VC macro instruction.

XX=xx means that the packet procedure will work using the values
defined in the "xx" entry of the VCCPT. This entry must have
been defined during X.25 NCP Packet Switching Interface
generation.

- Yy
Is the two-byte OUFT index whose value ranges from 00 to 19.

YY=00 means that the Call Request packet is built with the
facility field and the user data specified in the "OUFINDX="
operand of the X25VC macro instruction.

YY=yy means that the Call Request packet is built with the
facility field and the user data defined in the yy entry of the
OUFT. This entry must have been defined during X.25 NCP Packet
Switching Interface generation.

- ZZZZZ

Is the five-byte ID number of the PU ("IDNUM=" keyword). Each Z
has a value from O to 9 in decimal notation. This field
(including the asterisk) is required and valid only when virtual
circuit/0) or ‘5 type is specified.

Examples

— Assuming that the called DTE's network address is 175000233 and
the default VCCPT and OUFT entries are used, for a typical type
2 virtual circuit, code:

DIALNO=17500023320000
—  Assuming that the called DTE's network address is 175000235, the

VCCPT and OUFT entries 1 are used, the virtual circuit type is
QQ} and the ID number of the PU is 66666, code:
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DIALNO‘l75000231JOLDI“66666

— Assuming that the calling DTE's network address is necessary and
is equal to 4444, the called DTE's network address is 333, entry
.19 of the VCCPT is used, the OUFT default entry is used, the
virtual circuit type is 0, and the ID number of the PU is 66666
code:

Note: The format of the corresponding Call Request packet
would be (assuming that, in the OUFT default entry, a 4800 bps
throughput class in transmission and a 2400 bps throughput class
in reception are defined):
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< 1 byte >

{ !
{ Gen. Format Identifier : |
{ Logical Channel Group Number
{ 0 0 0o 1
{

CALL REQ {

Packet { Logical Channel Number

Header {
{f
{ | Packet Type Identifier
¢ 0o 0 0 0 1T 0 1 1

Calling DTE Address Length| Called DTE Address Length
o 1 0 o0 | o o 1 1

Called DTE Address
0 0 1 1 0 0] 1 1

Calling DTE Address

0 0 1 1 0 1 0 0

0 1 0 0 0 1 0 0

0 1 0 0 | 0 0 0 0
I

T
- Facility Length

o o0 ] o o o 0 1 0

|

Facility Code
0 0 0 0 0 0 1 0

Facility Parameter
1 0 0 0 1 0 0 1

Call User Data Field
1 1 0 0 0 0 0 0

Remote IDNUM= SSCP IDNUM + 1 |
or default IDNUM |

0 1 1 0 0 1 1 0
0 1 1 0 0 1 1 0

!
| 0 1 1 1 | 0o o0 o0 o0
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The Called and Calling DTE addresses are concatenated by filling
one digit per half-byte. If the total number of digits is odd,
then the concatenated addresses are padded on the right with a

zero. There is no padding between the called DTE address and
the calling DTE address.

*  The "REDIAL=" operand of the PATH macro is no longer significant.
Even if you specify REDIAL=n, no dialing retry will be performed by
the X.25 NCP Packet Switching Interface before returning a dialing
error to VTAM.

LU Macro Instruction

For a type O virtual circuit, you must code the "PACING=" operand
PACING=(1,1). This is the default value. TFor a type 0 virtual circuit,
the "LOCADDR=" operand must be coded 0.

SPECIFYING ACF/TCAM MACROS

Do not change TCAM macros used to define a message control program when

specifying a configuration using a PSDN. However, some rules have to be
followed when coding these macros.

INTRO Macro Instruction

You must use this macro carefully with respect to TCAM buffers. A long
inbound RU message may be split into many PIU segments to be adapted to
the characteristics of the network. TCAM accumulates the PIU segments
before delivering the complete RU to the application. This means that

many TCAM buffers may be used at certain times to accommodate inbound
messages.

TERMINAL (TERM=LINE) Macro Instruction

The "CALL=" operand specifies whether stations, the host, or both can
initialize calls via the virtual circuits represented by the TERMINAL

(TERM=LINE) macro instruction. This operand allows reserving a switched
virtual circuit for a one-way call.

In order to perform a call, the X.25 network chooses the first virtual
circuit available with the lowest logical channel number. Therefore, in
order to minimize the possibilities of call collisions, the TERMINAL
(TERM=LINE) macro instructions associated with the highest virtual line
addresses should be used for outgoing calls (CALL=OUT or CALL=INOUT).

TERMINAL (TERM=PUNT) Macro Instruction

Code the "DIALNO=" operand as follows:
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DIALNO=X'FnFnFn...Fn[FCFmFmFm. . .Fm]F1FxFxFyFy[FCFzFzFzFzFz]'

Coding differences between VTAM and TCAM are:

[ ]

The maximum length of the "DIALNO=" operand in TCAM is twenty dial
digits for 'F.' configurations only.

DIALNO=DIRECT is not valid.

In TCAM, the equivalent of * is the 'FC' configuration. This is why
hexadecimal notation is used when a delimiter configuration is
needed. When you do not need to specify the MMM.M and ZZZZZ fields,
you may use the decimal dial digit notation.

In TCAM, the ZZZZZ field is optional. TCAM can be generated so as
not to be concerned with the XID specified in the Request Contact
command resulting from an outgoing call. This is why the ZZZZZ
field is between parentheses.

Otherwise, for a detailed description, refer to the previous
discussion of the VTAM PATH Macro Instruction in the preceding
"ACF/VTAM Considerations" section of this manual.

As far as the ZZZZZ field is concerned, you must remember that an
SNA station identification is made up of four bytes:

X'BBBZZ22Z'

where X'BBB' represents the identification block, and X'ZZZzZ'
represents the identification number.

Code the "DISCNT=" operand YES for the switched virtual PUs. It
specifies that TCAM is to end the SSCP-PU session when all the
PLU-SLU sessions are terminated. "YES" means TCAM will wait for a
"REQUEST DISCONTACT" from the PU.

The "MAXDATA=" operand specifies the maximum length (in bytes) of a
data segment for an SNA-switched PU.

— For a type 2 or 3 virtual circuit, this operand must reflect the
PU's characteristics.

— For a type 0, 4 or 5 virtual circuit, this operand must be coded
with a value equal to at least the maximum size of the RUs sent
by the application to the pseudo-LUs in the 3705.

INVLIST Macro Instruction

The‘"ORDER=" operand specifies the invitation list entries for the line.

If TCAM has to perform an ID verification for NCP-attached stations, you
have to remember that:
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* TFor a type 2 or 3 virtual circuit, the identification block is coded
in a standard manner. For a type O, 4, or 5 virtual circuit, this
operand must be coded 003.

¢ For a type 2 or 3 virtual circuit, the identification number is
coded in a standard manner.

¢ For type 0, 4, and 5 virtual circuits, remember that the remote
identification number is generated in the Call Request packet and
therefore received in an Incoming Call packet. It is equal to:

— zzzzz plus one, if this field is specified in the "DIALNO="
operand

— The default identification number, if the 'FzFzFzFzFz' field is
not specified in the "DIALNO=" operand. Refer to the discussion
of the VTAM PU macro instruction for more details concerning the
default identification number.

Note: The IDNUM, set in the Request Contact sent to the host after XID
exchange, is set to the following value:

| I |

|
Virtual Circuit Type | Outgoing Call

I

| Type 0 Virtual Circuit| zzzzz field of DIALNO
Without DATE or with (if present) or

Incoming Call

CUD field (note 1)
5 half-digits

l
GATE and SUBADDR=NO | Any (note 2) starting byte 1
|
T
Type 0 Virtual Circuit| zzzzz field of DIALNO Default ID
with GATE and (if present) or
SUBADDR=YES Any (note 2)
Type 0 or 5 Virtual Default ID

Default ID
Circuit with DATE

Type 2 Virtual Circuit| Remote SNA-DTE ID Remote SNA-DTE ID
Type 3 BNN Virtual Remote SNA-DTE ID Remote SNA-DTE ID
Type 4 Virtual Circuit| Default ID Default ID
Type 5 Virtual Circuit| zzzzz field of DIALNO Default ID

Without DATE (if present) or

Any (note 2)

—
NN NS S——— S EU—— U N N————

|

|

]

i

|

|

i

1
t]
|

1

l
Circuit |
i
t]
1

1
t|
|

|

1

[ e e s, S e

Note 1: CUD is the Call User Data field of the Incoming Call Packet
Note 2: Any means that the value is meaningless and not used by TCAM
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CHAPTER 5. WRITING HOST APPLICATION PROGRAMS THAT USE THE X.25 NCP
PACKET SWITCHING INTERFACE

This chapter contains information for application programmers who are
"designing host-resident application programs to communicate with remote
DTEs over an X.25 network. Included are considerations for:

¢ Communicating with non-SNA DTEs via the X.25 NCP Packet Switching
Interface Protocol Converter for Non-SNA Equipment (PCNE)

® Writing a communication and transmission control program (CTCP) to
communicate with the X.25 NCP Packet Switching Interface General
Access to X.25 Transport Extension (GATE) interface

® Writing a CTCP to communicate with the X.25 NCP Packet Switching
Interface Dedicated Access to X.25 Transport Extension (DATE)
support '

. Writing an application program to communicate with an 1ntegrated or
transparent PAD facility

This chapter does not contain considerations for writing an application
program to communicate with LUs in SNA host or peripheral nodes via an
LU-LU session over an X.25 network. With the X.25 NCP Packet Switching
Interface there are no special considerations for such LU-LU sessions,
other than the normal SNA considerations for such sessions.

When communicating with a non-SNA DTE, you will always use facilities
provided by LU simulator code which is located within the PCNE portion
of the X.25 NCP Packet Switching Interface. The LU simulator allows a
primary LU associated with your application program in the host to
communicate with a non-SNA DTE by making the non-SNA DTE appear to the
host LU as if it were an SNA secondary LU engaged in a type 1 LU-LU
session. (An example of a type 1 LU is the IBM 3767 Communication
Terminal.)

When you use the PCNE interface, the GATE interface, or the PAD
interface, your application program communicates with the LU simulator.
(If you use the DATE extension to one of the above interfaces, your
application program also communicates with the LU simulator.)

The next section gives general considerations for communicating with the
LU simulator, and tells how the simulator handles SNA RUs sent to it by
your application program.

The other sections of this chapter discuss specific considerations for
using the various interfaces provided by the X.25 NCP Packet Switching
Interface to allow your application program to communicate with non-SNA
DTEs. The material in the section on the LU simulator applies to each
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of the interfaces discussed below. (The DATE extension does not use the
LU simulator, but DATE must be used in conjunction with another
interface, which may use the LU simulator.)

COMMUNICATING WITH THE LU SIMULATOR IN THE X.25 NCP PACKET SWITCHING
INTERFACE

The LU simulator in the X.25 NCP Packet Switching Interface simulates a
secondary LU engaged in a type 1 LU-LU session. This LU works in
half-duplex mode (contention or flip-flop). Since there is only one
such secondary LU per virtual circuit, only one LU-LU session at a time
is allowed on a virtual circuit to a non-SNA DTE.

You need to understand the SNA functions and concepts involved in a type
1 LU-LU session in order to make use of the following material. For
basic conceptual information on SNA, see the publication SNA Concepts
and Products (GC30-3072). For a detailed technical discussion of type 1
LU-LU sessions, see the publication SNA Sessions between Logical Units
(GC20-1868).

Figure 2-4 in Chapter 2 shows a type 0 virtual circuit to a non-SNA X.25
DTE. The X.25 NCP Packet Switching Interface makes the virtual circuit
appear to be an SDLC link to the access method. Associated with the
virtual circuit are three SNA sessions:

® An SSCP-PU session between the SSCP and a PU located within the X.25
NCP Packet Switching Interface and associated with the virtual
circuit

¢ An SSCP-LU session between the SSCP and an LU located within the
X.25 NCP Packet Switching Interface and associated with the virtual
circuit

. An LU-LU session between an LU associated with a host application
program and the LU associated with the virtual circuit

Both the PU and the LU in the X.25 NCP Packet Switching Interface are
defined via macros provided by the system programmer when he codes the
X.25 NCP Packet Switching Interface (see Chapter 2 for details).

The SSCP-PU session allows the SSCP to control the status of the virtual
circuit by sending SNA commands to the PU, which are processed by the
NCP and by the X.25 NCP Packet Switching Interface. The SSCP-LU and
LU-LU sessions allow the SSCP and application program to send PIUs to
and receive PIUs from the LU in the X.25 NCP Packet Switching Interface
which is associated with the virtual circuit. PIUs sent to the LU by
the SSCP are processed by the LU itself, while PIUs sent by the host
application program are converted by the LU simulator into X.25 packets
and sent to the remote non-SNA DTE. 1In a similar fashion, the LU
simulator converts packets sent by the remote DTE into PIUs and sends
them to the application program. This conversion function is performed
for virtual circuits using PCNE, GATE, or PAD support.

If it uses the PCNE interface, your application program should behave as
if it were communicating with an IBM 3767 terminal over a type 1 LU-LU
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session, rather than with a remote non-SNA DTE. GATE and DATE support
give the application program the additional capability of controlling
the setup and takedown of the virtual circuit. PAD support allows your
program to communicate with a non-SNA non-X.25 DTE via a remote PAD that
converts between the X.25 protocol and that used by the remote terminal.
The next section tells how the LU simulator handles various classes of
SNA RUs and describes various limitations on the LU simulator support.

Activating and Deactivating an LU-LU Session with a Virtual Circuit LU

Chapter 5.

As in SNA LU-LU session, an LU-LU session between a host LU and the LU
associated with a virtual circuit may be activated and deactivated at
the request of the host access method, or at the request of the remote
terminal. For example, the session may be established as the result of
an ACF/VTAM V NET operator command specifying the virtual-circuit LU as
the target resource. (See Chapter 6 for the command sequence that would
cause activation in this case.) Or the session might be established as
a result of the application program using an OPNDST macro specifying
OPTCD=ACQUIRE.

Alternatively, the LU-LU session may be activated via a logon message
issued by the secondary LU.

To activate an LU-LU session, the secondary LU sends the SSCP an SNA
Initiate Self request over the SSCP-LU session between the two. This
request may be formatted or unformatted; if unformatted it is a
character string entered by the terminal operator that is converted to
SNA format by a component of the host access method called Unformatted
System Services (USS). An unformatted Initiate Self request is also
known as a logon message.

Non-SNA DTEs use this unformatted Initiate Self request to trigger
activation of an SNA LU-LU session between the application-program LU in
the host and the LU associated with the virtual circuit. Until the
LU-LU session is activated, the X.25 NCP Packet Switching Interface
treats any data packet received from the remote DTE as a logon message.
After converting this message from packet format to PIU format, the X.25
NCP Packet Switching Interface sends it to the SSCP over the SSCP-LU
session associated with the virtual circuit LU. The access method
converts the unformatted information (which may span several packets)
into a formatted SNA Initiate Self request which triggers session
activation.

The format of the logon message entered at the DTE must be identical
with that specified to the access-method's Unformatted System Services

(USS) component. Both access methods offer defaults, as follows:

d For ACF/VTAM the default format is
LOGON APPLID(name) LOGMODE (name) DATA(userdata)

. For ACF/TCAM, two default formats are supplied:
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1. INITS luname,modename
2. LOGON luname,modename

To trigger deactivation of the LU-LU session, the remote DTE may send
the application program a special message having an agreed-upon format;
the application program may then request session deactivation by issuing
an appropriate operator command or, in the case of ACF/TCAM, the device
message handler can cause session termination by issuing an IEDHALT
macro.

How the LU Simulator Handles SNA Request/Response Units

The LU simulator converts protocols only between the X.25 packet header
(or some X.25 control/interrupt packets) and the transmission/request
header of the SNA PIUs. Data contained in SNA function management data
(FMD) request/response units or in data packets is not processed by the
LU simulator and is transferred end-to-end without any conversion.

Protocol conversion is performed with the following restrictions on X.25
and SNA protocols:

* There is only one PU/LU pair associated with a virtual circuit. As
a result, there is only one LU-LU session per virtual circuit.

* Either the SNA half-duplex contention or half-duplex flip-flop mode
is supported; the full-duplex mode is not supported.

® QOutgoing SNA RUs (from the host) are converted into independent sets
of X.25 packets whatever the setting of the chaining bits.

®* An incoming set of packets, linked by the "more data" bit, is sent
to the host as one RU within a single segment, with the chaining
bits set to indicate "only in chain".

* The data part of SNA function management data (FMD) RUs flowing on
the LU-LU session is not processed by the LU simulator; that is, the
application program must recognize the data format of the X.25
equipment with which it communicates. The LU simulator performs
protocol conversion, but does not perform data stream mapping.

¢ With the exception of PAD support (described below), only the EBCDIC
character code is supported.

¢ When calling a host over a type 0 switched virtual circuit, a
non-SNA DTE must insert the following in the Call User Data field of
the Call Request packet: X'CO', followed by the five digits (two
and one half bytes) of either

~  The "IDNUM=" parameter contained in the PU of the macro
describing this remote DTE to ACF/VTAM, or
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~ The identification number contained in the INVLIST macro
instruction describing the remote DTE to ACF/TCAM.

Remember that an SNA station identification is made up of four bytes:
X'BBBNNNNN', where X'BBB' represents the identification block and
X'NNNNN' represents the identification number.

| LU Simulator Actions for Session Control RUs

Chapter 5.

The LU simulator accepts the following session control RUs when they are
issued by the host SSCP or LU:

Activate Logical Unit
Bind Session

Start Data Traffic
Clear

Unbind Session
Deactivate Logical Unit

e o o o o o

LU Services returns the appropriate response for each request.

Upon receipt of the Activate Logical Unit command, the LU simulator
returns a positive response to the SSCP, indicating that the SSCP-LU
session between the host SSCP and the LU associated with the virtual
circuit is active. The LU simulator does not check the type of
activation (ERP or COLD).

When a Bind Session command is received from a host LU, the LU simulator
checks the bind parameters against the value listed in Figure 5-1. If
valid, the LU simulator sends a positive response to the host LU,
indicating that the LU-LU session is active. Otherwise, the LU
simulator rejects the Bind Session command.

The LU simulator does not check the type of activation.

Upon receipt of a Start Data Traffic command, the LU simulator is
eligible to receive data, and returns a positive response to the host
LU.

Upon receipt of a Clear command, the LU simulator clears all local
pending conditions and returns a positive response to the host.

Upon receipt of an Unbind Session command, the LU simulator returns a
positive response to the host LU, indicating that the LU-LU session is
deactivated.

Upon receipt of a Deactivate Logical Unit command from the SSCP, the LU
simulator returns a positive response to the SSCP, indicating that the
SSCP-LU session is deactivated.
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—
BYTES BITS VALUE MEANING
|
0 0-7 X'31' | BIND code
1 0-3 B'0000' | BIND format = 0
4-7 B'0001"' | BIND type =1
2 0-7 X'03' FM profile = 3
3 0-7 X'03' | TS profile = 3
DEFINITION OF PRIMARY PROTOCOL:
4 0 B'1' Multiple request chains
1 B'0' Mandatory value
2-3 B'o1' Exception response |
B'10' | Definite response I
B'11' Exception and definite response |
4-5 --- Not used I
| 6 B'0’ | Compression not used |
7 B'1l' | Primary may send EB |
B'0' Primary will not send EB |
|
i
| DEFINITION OF SECONDARY PROTOCOL: |
5 | o B'1' Multiple request chains (the SLU I
always sends OIC RU to the host) |
1 B'0' Mandatory value ]
2-3 B'01' | Exception response |
B'10' | Definite response |
| B'11' | Exception and definite response i
4=5 | --- | Not used |
6 | B'O' | Compression not used |
7 | B'1' | Secondary will send EB |
l B'0' ! Secondary will not send EB |
|
1 1 |
| | COMMON PROTOCOL: |
6 0 --- | Not used |
1 B'0' | FM header not used |
2 B'1' | Bracket used |
| B'0' | Bracket not used |
3 | B"1' | Bracket termination rule 1 |
4 B'0' | EBCDIC |
5-6-7l -—- } Not used }
| | COMMON PROTOCOL: 1
7 | 0o-1 | B'O1' | HDX Contention |
| | B'10' | HDX Flip-Flop l
| 2 | B'O' | Primary LU recovery responsibility |
| 3 | B'0' | First speaker is secondary |
| ! 4-7 ! --- l Not used !

Figure 5-1. The Bind Parameter List
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LU Simulator Actions for Data Flow Control RUs

The LU simulator component of the X.25 NCP Packet Switching Interface
accepts the following data flow control RUs when they are issued by the
host:

Cancel
Signal
Bid
Chase
Shutdown

e o ¢ o o

When a Cancel command is received from the host LU, the LU simulator
returns a positive response and takes no other action. Because the
chaining concept is local to the LU simulator, the host application
program needs a higher level end-to-end protocol to cancel a chain of
RUs being sent to a remote non-SNA DTE. The LU simulator never sends a
Cancel command to the host LU.

When it receives a Signal command from the host LU, the LU simulator
returns a positive response and takes no further action. Unless
integrated PAD support is being used on the virtual circuit, the
secondary LU never generates the Signal command. (For a description of
Signal command generation by integrated PAD support, see the section
below titled "Using the Integrated PAD Interface".)

The LU simulator accepts the Bid command if the HDX bracket status
permits processing an RU request from the host with "Begin Bracket". 1In
this case, the "Begin Bracket Pending" status is entered, and all data
packets received from the network are held in buffers until the "Begin
Bracket" RU is received. For more details, refer to the discussion of
bracket management below.

When a Chase command is received from the host LU, the LU simulator
sends a positive response to the host LU and takes no further action.

After receiving a Shutdown request from the host LU, the LU simulator
sends a Shutdown Complete request to the host LU as soon as the bracket
status changes to "between brackets" and all incoming data packets are
discarded.

Note: If the LU simulator can close the brackets, Shutdown Complete is
sent after reception of the first packet without the "more data" bit.

LU Services Actions for Function Management Data RUs

Chapter 5.

Figure 5-2 shows the incoming and outgoing flow for FMD RUs, and shows
the conversion of bit settings between RH bits and packet header bits.
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LU Simulator Actions for Outgoing Data Flow

The LU simulator does not support segmenting of outgoing SNA PIUs from
the host. For this reason, the MAXDATA operand of the ACF/VTAM PU macro
instruction, and of the ACF/TCAM TERMINAL macro instruction for switched
virtual-circuit PUs, must be coded with a value higher than the maximum
RU size sent by the application. The NCP PU macro for permanent virtual
circuits also must be coded with a value higher than the maximum RU size
sent by the application.

Each outgoing RU is sent as an independent set of packets. In each set,
all packets except the last have the "more data" bit on in their packet
headers. The last packet has its "more data" bit off. The LU simulator
adapts the data length to the characteristics of the connection in such
a manner that all the packets with the "more data" bit on contain a
number of data bytes equal to the maximum packet length acceptable by
the DTE interface (as specified via the MAXPKTL of the X25VCCPT macro.

Chaining of PIUs is supported for compatibility purposes only; the X.25
NCP Packet Switching Interface does not attempt to map the SNA chaining
concept to an equivalent X.25 concept.

The outgoing response protocol is defined in the BIND parameters by byte
4, bits 2-3 (see Figure 5-1). Because the LU simulator works with a
pacing equal to 1, the LU simulator sends a response (isolated pacing
response, positive response or negative response) to each RU received
from the host. If requested in the RH, the response is sent as soon as
the first packet built from the RU is scheduled on the outgoing queue.

When received in the host, an isolated pacing response and definite
response mean only that the beginning of the RU is scheduled on the
outgoing queue. They do not mean that it has been correctly sent. An
exception response means that the RU cannot be sent and has been
discarded.
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BNN PCNE X.25

1. RU (0IC)
>
+RSP (pace) MDB
< >
MDB
>
MDB
>
2. RU (FIC)
>
IPR MDB
< - >
MDB
RU (LIC) >
>
+RSP (pace) MDB
< >
MDB
>
3. MDB (held in buffers)
<
MDB (held in buffers)
<
RU (0IC, OIS, EXR) MDB
< - <
4. RU (0IC)
>
+RSP (pace) MDB
< - >
) MDB
>
MDB (held in buffers)
<
MDB
>
RU (0IC, OIS, EXR) MDB
< <
MDB

(MORE)

Figure 5-2 (Part 1 of 2). Function Management Data Flow
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BNN PCNE X.25

(CONTINUED)
5. RU (FIC)
>
IPR MDB }
< >}
RU (MIC) L } (FIC)
> MDB }
; >}
IPR \ MDB
< > (MIC)
RU (LIC)
> MDB (held in buffers)
<
MDB
> (MIC)
MDB (held in buffers)
<
MDB
>  (MIC)
+RSP (pace) : MDB
< >}
RU (0OIC, OIS, EXR) MDB }
< >}
MDB } (LIC)
>}
L }
MDB }
>}

Figure 5-2 (Part 2 of 2). Function Management Data Flow

LU Simulator Actions for Incoming Data Flow

When a set of incoming packets has the "more data" bit on in all
packet-headers except for the last, the set is sent to the host as an
only-in-chain (OIC) and single-segment RU. All data packets received
from the remote DTE during the transmission of a chain of data from the
host are held in buffers until the LU simulator can deliver this data to
the host (that is, until the LU simulator processes the last-in-chain
(LIC) RU).

Since each RU sent to the host is sent as only-in-chain, the LU
simulator sets the response bits in the RH of each request base? upon
the value of the bind parameters (byte 5, bits 2-3) for the
secondary-to-primary protocol. The LU simulator concerns itself with
the response coming from the host (whether it is positive or negative)
only when the request RU specifies a Definite Response. Otherwise, in

(R
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Exception Response mode, the LU simulator internal status changes
directly to standby as soon as the request RU is sent to the host. Use
of the Exception Response mode for the secondary protocol facilitates
incoming traffic flow, since in this case the LU simulator does not have
to wait for a response from the host for each PIU.

Session-Level Pacing and Virtual-Route Pacing

For session-level pacing, the LU simulator supports only send pacing,
and sends a pacing response each time a request is received with the
pacing bit on in its RH. For an LU associated with a virtual circuit,
both the primary send pacing-group size and secondary receive pacing
group size must be one.

Virtual-route pacing is independent of the X.25 NCP Packet Switching
Interface. Virtual-route pacing parameters should be chosen based upon
the type of the host application and the buffers available in the NCP.

Though the pacing information placed by the LU simulator in a response
does not cause the release of the buffers containing the corresponding
RU request, session-level pacing and virtual-route pacing allow
regulating the data flow between the host and the NCP. When determining
pacing parameters, you should take into account the X.25 packet window
processing. In fact, an RU request from the host entering the NCP is
processed by the LU simulator only when the packet window is open --
that is, when the previous RUs in the window have been sent to the
network.

Flow Direction Control

In half-duplex contention mode, contention is resolved at the X.25 NCP
Packet Switching Interface level by the LU simulator, which uses
outgoing and incoming data queueing.

In half-duplex flip-flop mode, the LU simulator changes its internal
status when it receives a data packet from the network with the
"more-data" bit turned off. Receipt of a data packet from the network
with the "more-data" bit turned off causes the LU simulator to send a
request RU to the host with the 'change direction" bit turned on.

Code Selection

Chapter 5.

The LU simulator does not check the data contained in the data packets;
however, the data contained in the logon message must be coded exactly

as it is defined in the access method (VTAM/TCAM) USS conversion table

in order for the SSCP to establish a successful LU-LU session between a
primary LU located in the host and the secondary LU associated with the
virtual circuit.
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Sequencing
Because the LU simulator supports the FID3 TH only, the sequence numbers
are managed by the boundary network node function of the NCP.

Bracket Management
Figure 5-3 shows bracket management for a secondary LU associated with a
virtual circuit, and shows how bracket states are mapped into

packet-header bit settings. When brackets are used for a session, the
PCNE is always the first speaker.

Bracket Protocol when the LU Simulator Cannot Send an End Bracket (EB)

When the LU simulator is in the between brackets (BETB) state, the first
data packet with the "more data" bit turned off in its header received
from the remote DTE (see Figure 5-3) causes the bracket state manager to
enter the in bracket (INB) state, and causes an FMD RU with the "begin
bracket" bit turned on in its RH to be sent to the host. The LU
simulator remains in the in bracket state until it receives an RU with
the "end bracket" bit turned on in its RH from the host.

If the LU simulator is in the between brackets state and receives a Bid
command from the host, a positive response is sent to the host and the
LU simulator enters the begin bracket pending (BBP) state, and awaits
receipt of an RU with the "begin bracket" bit on in its RH from the host
LU. While it is waiting for this RU, the LU simulator holds any data
packets received from the remote DTE at the other end of the virtual
circuit in buffers. The LU simulator enters the in bracket state when
the first RU with the "begin bracket" bit set on in its RH is received
from the host. The LU simulator leaves the in bracket state when it

" receives an RU with the "end bracket" bit set on from the host LU.

If while in the between brackets state the LU simulator receives from
the host an FMD RU with the "begin bracket" bit set on in its RH, the
LU simulator sends one or more data packets to the remote DTE and enters
the in bracket state.

If the LU simulator receives a Bid command while in the in bracket
state, it returns an error response to the host LU.

If the LU simulator is in the in bracket state and receives an FMD RU

with the "begin bracket" bit set on, it returns an error response to the
host and remains in the in bracket state.
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Figure 5-3 (Part 1 of 2). Bracket Protocol When the LU simulator Cannot Send an End
Bracket (EB)
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Figure 5-3 (Part 2 of 2). Bracket Protocol When the LU simulator Cannot Send an End
Bracket (EB)

Bracket Protocol when the LU Simulator Can Send an End Bracket (EB)

If the LU simulator is in the between bracket state and receives a set
of data packets with the "more data" bit set on in all headers except
the last, it sends one FMD RU with "begin bracket" and "end bracket"
bits set on in its header (see Figure 5-4). The LU simulator remains in
the between bracket state.

If the PCNE is in the in bracket state and receives a set of data
packets with the "more data" bit set on in all headers except the last,
it sends the host one FMD RU with the "end bracket" bit set on. The LU
simulator then enters the between brackets state.
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Delivery Confirmation

Certain packet-switched data networks offer an end-to-end delivery
confirmation service that allcows you to ensure that outgoing data
reaches its destination DTE. This service depends on the delivery
confirmation bit (D-bit) in the packet header. When the delivery
confirmation bit is on in an outgoing data packet, the network sends
back an RR packet with the D-bit on to indicate that the packet has been
successfully delivered to the destination DTE.

The LU simulator performs this service only for type O virtual circuits.
If delivery confirmation is specified for a virtual circuit to a non-SNA
DTE and the LU simulator receives an FMD RU from a host LU with an RH
specifying that a definite response is required, the X.25 NCP Packet
Switching Interface converts this RU into a data packet with the D-bit
set on in its packet header. Upon receipt of a corresponding RR packet,
indicating that the outgoing packet has been successfully received at
the remote DTE, the LU simulator formats a definite response to the
original RU and sends it to the host LU.

If delivery confirmation is specified and the bind parameters allow RUs

requesting definite responses to flow from the secondary to the primary
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LU, the LU simulator examines each incoming data packet from the remote
DTE to determine if the D-bit is on. If it is on, the LU simulator
requests a definite response in the RH of the PIU containing the data
received in the packet with the D bit on. When the host LU returns a
definite response to this PIU, the LU simulator sends a corresponding RR
packet with the D-bit turned on to the remote DTE.

Note: The end-to-end delivery confirmation is only supported in the
case of half-duplex end-to-end data flow.

USING THE PCNE INTERFACE

All of the data in the section on the LU simulator is applicable when
you are using the PCNE interface to non-SNA DTEs. '

The LU simulator does a little more than the 3767 LU. The LU simulator
provides data queuing for the incoming and outgoing flows. Therefore,
the incoming and outgoing data flows can be asynchronous, that is, both
end users can transmit data independently from each other. Imn this
manual this support is sometimes called full-duplex end-to-end data
flow. However, the host application program exchanges data with the LU
simulator, via the 3767 LU protocol only, using half-duplex contention
or flip-flop mode.

When working in half-duplex contention mode, no contention occurs
because of the data queuing: the LU simulator sends/receives data
to/from the host at the first opportunity.

When working in half-duplex flip-flop mode, the LU simulator must wait
until it is in the correct state before sending/receiving data to/from
the host. This is accomplished via the change direction (CD) bit in the
SNA request header. Therefore, the host application program must sent
this 'CD' bit at the end of any outgoing (from the host to network) data
stream, to allow the LU simulator to send to the host any pending data
from the network. At any time, the host application program can take
control back by means of the 'SIGNAL' mechanism. The LU simulator never
sends a 'SIGNAL' on a type 0 virtual circuit. :

Note: The end-to-end delivery confirmation bit is only supported in
the case of half-duplex end-to-end data flow, that is, the incoming and
outgoing data flows need to be correlated.

To use the full-duplex end-to-end data flow capability of the X.25
physical link (that is, of the LAPB protocol) and acheive maximum
efficiency, use:

1. Half-duplex contention mode

2. Exception response mode

3. 'ONLY IN CHAIN' PIU's for both primary and secondary data flows
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The following two sections explain the use of the PCNE interface in
conjunction with an X.25 network's echo service, and in the connection
of two X.25 NCP Packet Switching Interface program products via a
PCNE-to-PCNE connection.

PCNE-to-PCNE Considerations

In addition to using a type 3 virtual circuit, an application program
may converse with another program in another host node via a type 0
virtual circuit between the PCNE components of two X.25 NCP Packet
Switching Interface programs in different communication controllers.

Assume that an application program named APPL]1 wishes to communicate
with an application program in another host named APPL2 over a switched
virtual circuit, and that APPL1 initializes session setup. Figure 5-5
shows this situation.
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Figure 5-5. Session Setup and Takedown Interaction between Two PCNEs
APPL1 executes an ACF/VTAM OPNDST macro specifying OPTCD=ACQUIRE which
causes the establishment of the required sessions:
. In SNA domain 1 the following sessions must be established:

—  SSCPl-virtual circuit physical unit

—  SSCP1l-virtual circuit logical unit

—  APPL1 logical unit-virtual circuit logical unit

. In SNA domain 2 the following sessions must be established:

—  SSCP2-virtual circuit physical unit
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—  SS8CP2-virtual circuit logical unit
See Figure 5-5 for details.

To request the establishment of the APPL2-LU session in SNA domain 2,
the APPL1 application must send a logon message as data. In SNA domain
2, this logon message can be forwarded to SSCP2 only if the SSCP2-LU
session is already established. For this reason, the PCNE retains any
data packet preceding the Activate Logical Unit command.

A logon message is a PIU sent by a secondary LU during the SSCP-LU
session to request an LU-LU session with the primary LU. It takes place
between the Activate Logical Unit and the Bind Session command.
Therefore, any data packets received from a remote DTE after
transmission to the host of a positive response to the Activate Logical
Unit command and before reception of a Bind Session command are
considered by the PCNE to be a logon message, and the PCNE delivers this
message to the host over the SSCP-LU session.

Upon receipt of the logon message, SSCP2 schedules the logon exit
routine of APPL2 which issues an ACF/VTAM OPNDST macro specifying
OPTCD=ACCEPT. Thus, the LU-LU session is established between the APPL2
LU and the LU associated with APPL2's end of the virtual circuit.
Receipt of the Start Data Traffic command allows the PCNE in domain 2 to
forward data packets coming from the network to APPL2 and no longer to
SSCP2. Thus, APPLl1 must wait for a "Logon Acknowledgment" sent by the
APPL2 logon exit routine before sending data to APPL2. You may have to
use a timer in APPL1 to cover the cases of non-response to a logon
message. ‘

Before performing an ACF/VTAM CLSDST macro to end an APPL1 to APPL2
connection, an application program must send as data logoff information
requesting the application in the other domain to end its APPL-LU
session.

In general, the above discussion of connection to switched virtual
circuits also applies to permanent virtual circuits. However, unlike an
application working with a switched virtual circuit, a called
application program working with a permanent virtual circuit does not
necessarily need a logon message. It can be in a state in which it can
receive data from the other side's application program directly. In
fact, an application program may issue an ACF/VTAM OPNDST macro
specifying OPTCD=ACQUIRE, causing the establishment of the APPL-LU
session without any effect on the X.25 network.

Note: Chapter 4 tells how to define the IDs in the switched subarea.

Network Echo Service Considerations

Certain packet-switched data networks provide an echo facility for test
purposes. A packet sent to this facility is returned to the originator.

Chapter 5. Writing Host Application Programs that Use the X.25 NCP Packet Switching
Interface 5-19



The X.25 NCP Packet Switching Interface allows communications with the
echo service of the network, if any. The X.25 NCP Packet Switching
Interface treats the echo service as an X.25 non-SNA DTE using the PCNE
interface. The PCNE allows these communications by simulating an SNA
secondary LU associated with a type 1 PU. Communications with the echo
service are allowed only through switched virtual circuits. Thus, the
PU associated with the virtual circuit used for communication must be
defined as switched to the access method.

When a virtual circuit has been established to the echo service of the
network using network specifications, an application program can be used
to perform the echo test.

If available, the echo test facility can be used as an aid in debugging
an application program.

USING THE GATE INTERFACE

The General Access to X.25 Transport Extension (GATE) interface in the
X.25 NCP Packet Switching Interface is an extension of the PCNE
(Protocol Converter for Non-SNA Equipment).

The connection and disconnection to a virtual circuit and the exchange
of commands and data is performed through the GATE function. GATE is
the interface in the X.25 NCP Packet Switching Interface with the
Communication and Transmission Control Program (CTCP).

This topic presents application-program considerations for using GATE.
For information on specifying the GATE facility for particular virtual
circuits, see Chapter 2.

Overview of the GATE Interface

To use the GATE interface, you provide a CTCP to control the setup and
takedown of virtual circuits and to process all data flowing between the
host and a remote DTE over virtual circuits it establishes. The GATE
interface may be used to interact only with non-SNA DTEs. A virtual
circuit between a CTCP in the host and a remote non-SNA DTE is called a
type 4 virtual circuit.

The GATE interface is selected on a virtual-circuit by virtual-circuit
basis as described in Chapter 2. A particular physical circuit may have
associated with it virtual circuits communicating via the GATE
interface, the PCNE interface, the PAD interface, and the two interfaces
provided by the X.25 NCP Packet Switching Interface to SNA nodes.

When you code a CTCP that uses the GATE interface to communicate with a

remote non-SNA DTE, X.25 NCP Packet Switching Interface uses the LU
simulator to convert your data between SNA PIUs and X.25 packets.
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Network Components Involved in Using GATE

The Command

Network components involved in using GATE are shown in Figure 2-9 in
Chapter 2.

Interface Between the CTCP and the PCNE

To control the flow of data to a remote non-SNA DTE over a type &
virtual circuit, the CTCP exchanges commands with GATE code in the X.25
NCP Packet Switching Interface. These commands are designated by
one-byte command codes located in the first byte of RUs flowing on SNA
sessions between the LU associated with the CTCP and LUs associated with
the physical circuit and virtual circuit in the X.25 NCP Packet
Switching Interface. Commands are used to control virtual circuit setup
and takedown, to designate interrupt and diagnostic packets, and to
indicate that the RU contains data to be sent to an end user of the
session. The X.25 NCP Packet Switching Interface command formats are
described below.

SNA Sessions Involved with the GATE Interface

To communicate with a remote DTE over a type 4 virtual circuit using the
GATE interface, the CTCP communicates with GATE code in the X.25 NCP
Packet Switching Interface over two LU-LU sessions. The first of these
is an LU-LU session between the CTCP LU and an LU in the X.25 NCP Packet
Switching Interface associated with the physical circuit to be used in
communicating with the DTE. The CTCP uses this session to control the
setup of switched virtual circuits associated with the physical circuit.

When a virtual circuit to a remote DTE has been established via GATE,
the CTCP communicates with the remote DTE via an LU-LU session between
the CTCP LU and an LU in the X.25 NCP Packet Switching Interface
representing the type 4 virtual circuit to the remote DTE.

Session Establishment Through a Switched Virtual Circuit

Chapter 5.

In order to setup and takedown switched virtual circuits, the CTCP must
send commands to the X.25 NCP Packet Switching Interface over an LU-LU
session with the LU associated with the appropriate physical circuit.

If your CTCP is running on the ACF/VTAM application program interface,
it may open the session with the physical circuit by issuing an OPNDST
macro specifying OPTCD=ACQUIRE. GATE code in the X.25 NCP Packet
Switching Interface will find the name of the CTCP application program
in the primary-LU name field of the Bind Session command.

Because one CTCP can manage several physical circuits, the user data
field of the Bind Session command must contain the symbolic name of the
physical circuit LU as it is found in the NCP stage 1 system generation.
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This name, associated with the virtual circuit ID or reference portion
of the logon data field, enables the CTCP to identify the virtual
circuit and physical circuit over which the logon message is received.

There may be only one CTCP per physical circuit.
Once the LU-LU session between the LU associated with the CTCP and the
LU associated with the physical circuit has been established, a
connection via a switched virtual circuit between the CTCP and a remote
DTE may be established in one of two ways:

Via a Call command from the CTCP to the physical circuit LU

Via an incoming call packet containing a type 4 virtual circuit

identifier

See Chapter 2 for details.

Bind Session Format for a Physical Circuit LU

The format of the Bind Session command between the CTCP LU and the
physical circuit LU is the same as that described in Figure 5-1 with the
following additions:

Byte 26: crypto options field length

Bytes 27 through k: crypto options

Byte k+1: length of primary LU name (L1)

Bytes k+2 through m: primary LU name (CTCP name)

Byte m+1l: length of secondary LU name (L2)

Bytes m+2 through n: secondary LU name (physical circuit LU name)

With no crypto options field the layout of this section of the Bind
Session command is as follows:

|X'00'| L1 | PLU name | L2 | SLU name |
tommm- it e T e T L R
offset 26 27 28 28+ 28+L1+2
L1+1

Bind Session Format for a Virtual Circuit LU

The Bind Session Format for a virtual circuit LU is the same as that
shown in Figure 5-1.

Logon Message Format for GATE

Once a switched virtual circuit has been set up between the CTCP and a
remote DTE, the X.25 NCP Packet Switching Interface GATE function
generates a logon message to set up the LU-LU session between the LU
associated with the CTCP and the LU associated with the virtual circuit.
This logon message has the following format:

5-22 X.25 NCP Packet Switching Interface Installation and Operation



LOGON APPLID(XXXXXXXX) DATA(YYYYZZZZZZZZ)

Where:
XXXXXXX is the primary (CTCP) LU name (up to 8 characters)

YYYY is the 4-byte reference (if call-out)
or VC ID (if call-in)

222222772 is the secondary (virtual circuit) LU name, up to 8
characters and padded to the right with blanks.

Example (assuming that the CTCP application name is CTCP1
and that the physical circuit LU name is XUO038):

LOGON APPLID(CTCP1) DATA(0001XU038 )

GATE Command Formats

Chapter 5.

In this discussion, both requests and responses are called "commands".
The command code is located in byte 0 of the RU.

Command codes use conventions defined in the X.25 protocol. Bit 7 of
byte 0 (the low order bit) is on for control commands as it is in the
command byte of the control packets. Bit 7 of byte 0 is off when a data

packet is to be sent to or received from the network.

When bit 7 is off, bit 6 gives the Q bit indication. For data exchange,
byte 0 may have the following values:

X'00' data without Q bit  (CTCP LU-virtual circuit LU session)
X'02' data with Q bit (CTCP LU-virtual circuit LU session)

For control commands, the following values are used:

X'0B' Call (CTCP LU-phys. circuit LU session)
X'OF' Call Confirmation (CTCP LU-phys. circuit LU session)
X'13' Clear (CTCP LU-phys. circuit LU session)
X'17' Clear Confirmation (CTCP LU-phys. circuit LU session)
X'1B' Reset (CTCP LU-virtual circuit LU session)
X'1F' Reset Confirmation (CTCP LU-virtual circuit LU session)
X'23" Interrupt (CTCP LU-virtual circuit LU session)
X'27' Interrupt Confirmation (CTCP LU-virtual circuit LU session)
X'F1' Diagnostic (CTCP LU-phys. circuit LU session)

X'FF' Information Report Msg (CTCP LU-phys. circuit LU session)

The command code is always in byte O of an RU flowing on a GATE session.
For control commands, the other bytes of the RU also have significance
to the CTCP and the GATE code in the X.25 NCP Packet Switching
Interface. Following are the formats of these control commands. For
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RUs going from the CTCP to the X.25 NCP Packet Switching Interface, the
CTCP must format the command according to the following information.
For RUs going from the X.25 NCP Packet Switching Interface to the CTCP,
the CTCP must interpret the command according to the following
information.

The "connection identifier" referred to in the following control command
field descriptions is a two-byte field. This field appears in call
setup and takedown commands flowing on the session between the CTCP LU
and the LU associated with the physical circuit. It is used by the CTCP
and the X.25 NCP Packet Switching Interface to uniquely identify a
particular request for a virtual circuit, or connection request. Since
the field appears in all commands associated with a particular
connection request, the CTCP can use it to identify the commands that
flow in fulfilling that request. The leftmost half-byte of the
connection identifier is set to X'0' when the CTCP requests the
connection; it is set to X'F' when the remote DTE requests the
connection.

Significant bytes for each control command, after the command byte (byte
0) are as follows:

1. Call Out (CTCP to GATE on session between CTCP LU and physical
circuit LU)

e Byte 0: X'OB'

4 Bytes 1 and 2: connection identifier. The leftmost half-byte
must be X'0'; the remainder may be filled in by the CTCP with
any unique identifier
Byte 3: packet window size in hexadecimal
Bytes 4 and 5: packet size used for this virtual circuit in
hexadecimal

° Bytes 6 through n: The Call Request packet as it will be sent
through the X.25 network (without the three-byte packet header)

2. Call Confirm (GATE to CTCP on session between CTCP LU and physical
circuit LU

Byte 0: X'OF'
Bytes 1 and 2: connection identifier specified in bytes 1 and 2
of the Call Out command

e Bytes 3 and 4: the virtual circuit identifier (logical channel
group number plus logical channel number; leftmost half-byte set
to X'F')

* Bytes 5 through n: optional bytes following the packet header of
the Call Connected packet

3. Call In (GATE to CTCP on session between CTCP LU and physical
circuit LU)

* Byte 0: X'OB'

° Bytes 1 and 2: virtual circuit identifier (logical channel group
number plus logical channel number; leftmost half-byte set to
X'F')
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® Bytes 3 through n: Incoming Call packet received from the
network (without the. 3-byte packet header)

4. Call Confirm (CTCP to GATE on session between CTCP LU and physical
circuit LU)

Byte 0: X'OF'

Bytes 1 and 2: the virtual circuit identifier found in bytes 1
and 2 of the corresponding call in command from the GATE

Byte 3: virtual circuit window size

Bytes 4 and 5: packet size

Bytes 6 through n: Call Connected packet as sent to the network
without the three-byte packet header

5. Clear on Incoming Call (CTCP to GATE on session between CTCP LU and
physical circuit LU)

Byte 0: X'13'
Bytes 1 and 2: the virtual circuit identifier found in bytes 1
and 2 of the corresponding Call In command from the GATE

. Bytes 3 and 4: the cause and request diagnostic fields which are
to be inserted in the Clear Request packet

i Bytes 5 through n: optional user data to be put in the Clear
Request packet after the cause and diagnostic fields

6. Clear on Outgoing Call (GATE to CTCP over session between CTCP LU
and physical circuit LU)

Byte 0: X'13'
Bytes 1 and 2: connection identifier found in bytes 1 and 2 of
the corresponding Call Out command

i Bytes' 3 and 4: cause and diagnostic fields from the Clear
Indication packet

. Bytes 5 through n: optional user data found in the Clear
Indication packet after the cause and diagnostic fields

7. Clear Confirm after Clear Command for Incoming Call Refused (GATE to
CTCP over session between CTCP LU and physical circuit LU)

Byte 0: X'17'
Bytes 1 and 2: the virtual circuit identifier, found in bytes 1
and 2 of the corresponding Clear on Incoming Call; leftmost
half-byte set to X'F'

o Bytes 3 through n: optional data if present in the DCE Clear
Confirmation packet

8. Clear (GATE to CTCP, CTCP to GATE over session between CTCP LU and
virtual circuit LU)

* Byte 0: X'13'

° Bytes, 1 and 2: Clear cause and diagnostic fields
Bytes 3 through n: optional user data following the cause and
diagnostic fields
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10.

11.

12.

13.

14.

Reset (GATE to CTCP, CTCP to GATE over session between CTCP LU and
virtual circuit LU)

Byte 0: X'1B'

Bytes 1 and 2: Reset cause and diagnostic fields

Bytes 3 through n: optional user data follow1ng cause and
diagnostic fields

Interrupt (CTCP to GATE, GATE to CTCP over session between CTCP LU
and LU associated with virtual circuit)

* Byte 0: X'23'

i Byte 1: interrupt user data byte

. Bytes 2 through n: optional user data following the interrupt
user data byte

Interrupt Confirmation (CTCP to GATE, GATE to CTCP over session
between CTCP LU and virtual circuit LU

e Byte 0: X'27'
* Bytes 1 through n: optional user data following the packet
header

Diagnostic (GATE to CTCP over session between CTCP LU and physical
circuit LU)

Byte 0: X'F1'
. Byte 1: diagnostic code
. Bytes 2-4: optional diagnostic explanation

Error/Information Report (GATE to CTCP over session between CTCP LU
and physical circuit LU)

Byte 0: X'FF'

Bytes 1 and 2: connection identifier

Byte 3: command code for the command in error

Byte 4: error cause, as follows:

— X'30' timer elapsed on control packet sent without
receiving the response

— X'AB' error in the packet sequence numbering

Reset Because Permanent Virtual Circuit not in SNA Session (GATE to
CTCP over session between CTCP LU and physical circuit LU)

Byte 0: X'1B'

Bytes 1 and 2: connection identifier

Byte 3: cause

Byte 4: diagnostic

Bytes 5 through n: Optional user data if present in the Received
Reset Information packet

e © o o o

When control commands from the CTCP to the GATE contain optional user
data, such data will be put in the resulting control packet without any
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checking on the part of GATE. Remember that no segmenting via the "more
data" bit in the packet header is performed for control packets; hence,
all user data must fit in a single packet.

The Clear Confirm, Reset Confirm and Interrupt Confirm commands consist
of a single command byte, but if necessary they may contain optional
user data.

Representative Command Exchanges for GATE

Representative command exchanges for GATE are presented in Chapter 6.

USING THE DATE INTERFACE

The Dedicated Access to X.25 Transport Extension (DATE) interface
permits a unique host application program, in session with the LU
associated with a physical circuit, to receive and transmit all Control,
Interrupt, or Qualified Data packets exchanged with the X.25 PSDN
(Packet-Switched Data Network).

This unique host application program, called the Communication and
Transmission Control Program (CTCP), is written by the user. DATE is
the interface between the CTCP and the PSDN.

Overview of the DATE Interface

Chapter 5.

To use the DATE interface you provide a CTCP to control the setup and
takedown of virtual circuits, and to process Control, Interrupt and
Qualified Data packets. All other data packets flowing between the host
and the remote DTE or SNA node are processed by another application
program in the host. This other application program may communicate
with

a remote DTE via the PCNE or transparent PAD interface
an SNA subarea via a type 3 virtual circuit
or a peripheral node via a type 2 or type 3 virtual circuit

Thus, DATE is really an extension to another X.25 NCP Packet Switching
Interface interface. With the DATE extension, the CTCP handles call
setup and takedown, but another application program handles data packets
using another X.25 NCP Packet Switching Interface interface.

You associate the DATE extension with a particular physical circuit at
program generation time. If it is associated with a particular physical
circuit, the DATE extension manages virtual circuit setup and takedown
for all virtual circuits associated with the physical circuit. All the
switched virtual circuits must be defined with the CALL=IN operand in
the X25VC or X25LINE macros.
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Network Components Involved in Using DATE

Application

Figure 2-11 on page 2-25 shows the network components that use the DATE
interface.

Program and CTCP Interfaces in a DATE Environment

When the DATE extension is used, the application program must
communicate with two other programs:

d It must communicate with the CTCP to initiate control actions such
as virtual circuit establishment.

° It must communicate with the X.25 NCP Packet Switching Interface to
send data over the network, using the PCNE or PAD interface to a
remote non-SNA DTE and a type 2 or 3 virtual circuit to interface
with a remote SNA node.

The type of data handled by the application program (as opposed to the
CTCP) depends upon the:virtual circuit type used to handle data flow
between the application program and the remote DTE or SNA node:

¢ TFor type O virtual circuits (PCNE), the application program sends or
receives the contents of data packets only; the CTCP sends or
receives the contents of Restart, Call, Clear, Reset, Interrupt, and
Qualified packets.

* For type 2 or 3 virtual circuits (SNA), the application program
sends or receives the contents of data packets; the CTCP handles
Restart, Call, Clear, and Reset packets. For type 2 virtual
circuits, Interrupt and Qualified packets are not supported. For
type 3 virtual circuits, Interrupt packets are not supported;
Qualified packets are handled by the X.25 NCP Packet Switching
Interface itself.

* For type 5 virtual circuits (transparent PAD), the application
program sends or receives all packets except Restart, Call, and
Clear packets, which are handled by the CTCP.

To communicate with the DATE code in the X.25 NCP Packet Switching
Interface, the CTCP exchanges commands with the DATE code. These
commands are contained in RUs that flow on an SNA session between the
CTCP LU and an LU associated with the physical circuit in the X.25 NCP
Packet Switching Interface. The commands are similar to those described
above for GATE.

Once a virtual circuit is active, the application program in the host
communicates over the network via a session between the application
program LU and an LU associated with the virtual circuit (in the case of
the PCNE or PAD interface) or with an LU associated with a remote SNA
resource (in the case of virtual circuit types 2 and 3).
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Interface between the CTCP and Host Application Programs

The CTCP must communicate with the application program it controls. For
example, the CTCP must know when to issue a Call command to set up a
virtual circuit on behalf of a particular application. If the
application program is IMS and CICS, only a call-in operation is
allowed.

The application programmer should write a Programmed Operator Interface
(POI) to facilitate starting or restarting communication with the access
method and to coordinate operator, CTCP, and application-program
communication.

Interface Between the CTCP and DATE

The CTCP manages the packet level processor (PLP) states and the PLP
timers (for restart timer T20, 180 seconds is a recommended value). The
CTCP must recognize the command formats described below, and is free to
assign any control data within the given format. The CTCP does not
manage PLP counters; X.25 NCP Packet Switching Interface controls them.
X.25 NCP Packet Switching Interface also controls the packet modulo and
M bit for type 0, 2, 3, and 5 virtual circuits, and the D bit for type O
virtual circuits.

CTCP Activation and Deactivation of Virtual Circuits

General Considerations

Chapter 5.

To control the X.25 network through DATE, the CTCP must first establish
a session with the physical circuit LU. This session is a type 1 LU-LU
session. Only after the Start Data Traffic command has been exchanged
is the CTCP able to monitor the DATE function. The format of the Bind
Session command is the same as for GATE.

The CTCP must initiate setup of the physical circuit dedicated to the
DATE function by sending a Restart command (as described below). A timer
(X.25 T20) must be started by CTCP to control the packet level of the
X.25 network.

Upon receipt of the Restart command, the DATE code in the X.25 NCP
Packet Switching Interface clears all of the virtual circuits associated
with the physical circuit being restarted, and initiates the Link Setup
procedure. When Link Setup is performed correctly, DATE sends the
Restart Request packet corresponding to the command passed by the CTCP.

The response from the X.25 Network is passed on to the CTCP as a Restart
Confirmation command. The CTCP must then stop its T20 timer.
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For sequences illustrating the above operations, see Chapter 6.

Specifying an End-to-End Control Protocol for Virtual Circuits Using DATE

After the physical circuit has been activated, the CTCP/DATE/X.25
network system is ready to operate as specified by the user application.

For permanent virtual circuits (PVCs), normal operations can start.
(Except for type 5 virtual circuits, only the Reset, Interrupt, and
Qualified packets will be exchanged on the CTCP/DATE interface. The
- CTCP must pass on appropriate information from these packets to the user
application program. DATE does not act on these packets, but only
transfers them to their appropriate destinations.)

For switched virtual circuits (SVCs), the CTCP must determine whether a
user application program is ready to be called or waiting to call out.
The type of virtual circuit to be used with a given application program
must be known to the CTCP. The CTCP must pass this information to DATE
at the call exchange time. Then DATE can update the corresponding
blocks in the NCP Packet Switching Interface to allow the usual
procedure at the data level.

INCOMING CALL: When DATE receives an Incoming Call packet, it transfers
it to the CTCP as a call command with an indication of the appropriate
virtual circuit number. According to the called number, the CTCP
determines the type of virtual circuit to be set up, and according to
the X.25 network supported, the CTCP selects the packet length and
packet window size to be used. Then the CTCP passes this information to
DATE via a Call Accepted command. DATE transfers the Call Accepted
packet to the network.

When a type 0 or type 5 virtual circuit is chosen, the CTCP can also
provide an application-program name. This is interpreted by DATE as a
demand to build a logon message with this application-program name (PLU
name).

CALL OUT: When an application program requests, the CTCP sends a Call
Request command to the DATE code in the X.25 NCP Packet Switching
Interface. In this command, the CTCP passes on all the necessary
information: virtual circuit type, packet length, packet window size,
PLU name for logon (if appropriate), and a connection identifier that
will be used to associate the virtual circuit with this command.

Upon receipt of the Call Request command, the DATE code in the X.25 NCP
Packet Switching Interface selects a free virtual circuit on which to
send a Call Request packet to the X.25 network. The values received by
DATE for virtual-circuit type, packet length, and packet window size are
transmitted in the Call Request command.

Upon receipt of the Call Connected packet from the X.25 network, DATE

transfers it to the CTCP in a Call Connected command in which the CTCP
connection identifier is associated with the virtual circuit on which
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the X.25 call exchange has occurred. Thus, the CTCP is aware of the
virtual circuit number for the virtual circuit that will be established
for the application program.

At this time DATE contacts the NCP to inform the access method of the
connect-in operation performed on the port associated with the virtual
circuit. Thus, a connection is established directly between the user
application program and the corresponding DTE through the chosen virtual
circuit.

NEGOTIATION: The preceding topic describes how the CTCP and the DATE
function of the X.25 NCP Packet Switching Interface select the type of
virtual circuit for a particular application program.

The DTE may negotiate with the CTCP with respect to the values for
packet length and window size that are to apply for this virtual
circuit. DATE keeps the values initially defined by the CTCP. The CTCP
must analyze the Call Connected command to check if a negotiation has
been performed, and to clear the connection if necessary before sending
a new Call Request command containing correct negotiated values to
update DATE.

PROTOCOL FOR A TYPE O VIRTUAL CIRCUIT: When a type O virtual circuit
has been requested (X'CO' in byte 6 of the Call Request command or Call
Accepted command), the logon message can be either the first data
received by DATE from the remote DTE or a logon message built by DATE.
In the second case the CTCP gives the application-program name via the
Call Request or Call Accepted command.

The logon message is sent as data over the selected virtual circuit,
through the access method, to the application program's LU. The Logon
Exit Routine is scheduled and execution of an ACF/VTAM OPNDST macro
coded OPNDST=ACCEPT in the application program causes the SNA Bind
Session and Start Data Traffic commands to flow in order to establish
the LU-LU session associated with the selected switched virtual circuit.
The application program then works under standard PCNE protocol, except
when Control packets, Interrupt packets, or Qualified packets are
received. The DATE code transmits such packets to the CTCP for
processing.

When the Call Request command or the Call Accepted command carries an
application name (that is, byte 7 is not equal to 0), the DATE code
builds a Logon message with the following format:

LOGON APPLID(XXXXXXXX) DATA(YYYYZZZZZZZZ)

where

XXXXXXXX is the application program name given in the Call command
(up to 8 characters)

YYYY is the four-byte connection identifier

222272777 is the physical circuit LU name (up to 8 characters, padded
to the right with blanks if less than 8 characters)
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PROTOCOL FOR TYPE 2 VIRTUAL CIRCUITS: When a type 2 virtual circuit has
been requested (X'C2' in byte 6 of the Call Request or Call Accepted
commands), after the call exchange has been performed the switched
virtual circuit is available to the application program as in the case
of a permanent type 2 virtual circuit.

The CTCP must establish an interface with the user application program
to synchronize the different activities. A programmed operator
interface must be developed with the CTCP.

PROTOCOL FOR TYPE 3 VIRTUAL CIRCUIT TO SNA PERIPHERAL NODE: When a type
3 virtual circuit has been requested (X'C3' in byte 6 of the Call
Request or Call Accepted commands), after the call exchange has been
performed the switched virtual circuit is available to the application
program as in the case of a permanent type 3 virtual circuit.

PROTOCOL FOR TYPE 3 VIRTUAL CIRCUITS TO SNA SUBAREA NODE: Only
permanent virtual circuits are supported.

The actions of DATE are the same as for type O virtual circuits, except
that Interrupt packets and Qualified packets are not authorized on the
CTCP interface.

PROTOCOL FOR TYPE 5 VIRTUAL CIRCUITS: When a type 5 virtual circuit has
been selected (X'01', X'41', or X'81' in byte 6 of the Call Request or
Call Accepted command), it is treated as if it were a type 0 virtual
circuit for the Logon message processing. Following the logon, the
standard virtual-circuit type 5 processing occurs. During the session,
Reset, Interrupt, and Qualified packets are not authorized or conveyed
on the CTCP interface because these packets are under the control of the
PAD procedure.

For sequences illustrating the above operations, see Chapter 6.

Format of the Commands Exchanged between the CTCP and DATE
In this discussion, both requests and responses are called "commands".
The command code is located in byte 2 of the RU.

Command codes use conventions defined in the X.25 protocol. Bit 7 of
byte 2 (the low order bit) is on for control commands as it is in the
command byte of the control packets. Bit 7 of byte 2 is off when a
qualified data packet is to be sent to or received from the network.

When bit 7 is off, bit 6 gives the Q bit indication. For data exchange,
byte 2 may have the value X'02', indicating data with Q bit.

Control and qualified data commands are exchanged between the CTCP LU
and the LU associated with the physical circuit. With the exception of
data commands flowing on type 5 virtual circuits, data commands
exchanged between the application program LU and the LU associated with
the virtual circuit do not contain a command byte.
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For control commands, the following values are used:

X'OB' Call Request/Incoming Call
X'OF' Call Accepted/Call Connected
X'13" Clear Request/Indication
X'17' DCE/DTE Clear Confirmation
X'1B' Reset Request/Reset Indication
'X'1F' DCE/DTE Reset Confirmation
X'23' Interrupt

X'27' Interrupt Confirmation

X'F1' Diagnostic

X'00' Information Report Msg

X'FB' Restart Indication/Request
X'FF' DCE/DTE Restart Confirmation

The command code is always in byte 2 of an RU flowing on a DATE session.
For control commands, the other bytes of the RU also have significance
to the CTCP and the DATE code in the X.25 NCP Packet Switching
Interface. Following are the formats of these control commands. For
RUs going from the CTCP to the X.25 NCP Packet Switching Interface, the
CTCP must format the command according to the following information.

For RUs going from the X.25 NCP Packet Switching Interface to the CTCP,
the CTCP must interpret the command according to the following
information.

The "connection identifier" referred to in the following control command
field descriptions is a two-byte field. This field appears in call
setup and takedown commands; it is used by the CTCP and the X.25 NCP
Packet Switching Interface to uniquely identify a particular request for
a virtual circuit (connection request). Since the field appears in all
commands associated with a particular connection request, the CTCP can
use it to identify the commands that flow in fulfilling that request.
The leftmost half-byte of the connection identifier is set to X'0' when
the CTCP requests the connection; it is set to X'F' when the remote DTE
requests the connection.

Significant bytes for each control command are as follows:
1. Call Request (CTCP to DATE)

. Bytes 0 and 1: connection identifier. The leftmost half-byte

must be X'0'; the CTCP may fill in the remainder with any unique

identifier

Byte 2: X'0B'

Byte 3: packet window size in hexadecimal

Bytes 4 and 5: packet size used for this virtual circuit

Byte 6: the type of virtual circuit to be set up, as follows:
X'C0' type O virtual circuit

- X'C2' type 2 virtual circuit

- X'C3' type 3 virtual circuit to SNA peripheral node

o o o o
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— X'0l'or X'41' or X'81' type 5 virtual circuit

If a type 5 virtual circuit is specified, only transparent PAD
support may be used. A type 4 virtual circuit may not be
specified.

Byte 7: Application name length (X'00' through X'08')

Bytes 8 through n: Application name followed by Call Request
packet (without packet header)

2. Call Connected (DATE to CTCP)

Bytes 0 and 1: connection identifier (logical channel group
n?mPer plus logical channel number; leftmost half-byte set to
X'F

Byte 2: X'OF' :

Bytes 3 and 4: connection identifier given in bytes 0 and 1 of
the corresponding Call Request command

Bytes 5 through n: Call Connected packet (without the packet
header)

3. Incoming Call (DATE to CTCP)

Bytes 0 and 1: connection identifier (logical channel group
number plus logical channel number; leftmost half-byte is set to
X'F")

Byte 2: X'OB'

Bytes 3 through n: Call packet received from the network
(without the 3-byte packet header)

4. Call Accepted (CTCP to DATE)

Bytes 0 and 1: the connection identifier found in bytes 0 and 1
of the corresponding Incoming Call command from the DATE

Byte 2: X'OF'

Byte 3: virtual circuit window size

Bytes 4 and 5: packet size

Byte 6: type of virtual circuit to be set up, as follows:

- X'C0' type 0 virtual circuit

- X'C2' type 2 virtual circuit

— X'C3' type 3 virtual circuit to SNA peripheral node

— X'Ol'or X'41' or X'81' type 5 virtual circuit

If a type 5 virtual circuit is specified, only transparent PAD
support may be used. A type 4 virtual circuit may not be
specified.

Byte 7: application name length (X'00' through X'08')

Bytes 8 through n: application name followed by Call Accepted
packet (without 3-byte packet header)

5. Clear on Incoming Call (CTCP to DATE)

Bytes 0 and 1: the connection identifier found in bytes 0 and 1
of the corresponding Incoming Call command from the DATE

Byte 2: X'13'

Bytes 3 and 4: the diagnostic fields that are to be inserted in
the Clear packet
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i Bytes 5 through n: optional user data
6. Clear on Outgoing Call (DATE to CTCP)

* Bytes 0 and 1: connection identifier (logical channel group
n?m?er plus logical channel number; leftmost half-byte set to
X'F
Byte 2: X'13'

Bytes 3 and 4: connection identifier given in bytes 0 and 1 of
the corresponding Call Request command

* Bytes 5 and 6: cause and diagnosis fields from the Clear packet

. Bytes 7 through n: optional user data

7. Clear Confirm after Clear Command for Incoming Call Refused (DATE to
CTCP)

o Bytes 0 and 1: connection identifier
e  Byte 2: X'17'

8. Clear/Reset (DATE to CTCP, CTCP to GATE)

. Bytes 0 and 1: connection identifier (logical channel group
number plus virtual circuit number) provided to the CTCP in the
Call Confirm or Incoming Call command
Byte 2: X'13' for Clear, X'1B' for Reset
Bytes 3 and 4: Clear/Reset cause and diagnosis fields

. Bytes 5 though n: optional user data

9. Interrupt (CTCP to DATE, DATE to CTCP)

Bytes 0 and 1: connection identifier
Byte 2: X'23'

Byte 3: interrupt user data

Bytes 4 through n: optional user data

10. Interrupt Confirm (CTCP to DATE, DATE to CTCP)

e Bytes 0 and 1: connection identifier
. Byte 2: X'27'

11. Diagnostic (DATE to CTCP)

Bytes 0 and 1: X'0000'

Byte 2: X'F1'

Byte 3: diagnostic code

Bytes 4-n: optional diagnostic information

12. Error/information report (DATE to CTCP)

Bytes 0 and 1: connection identifier

Byte 2: X'00'

Byte 3: command code for the command in error
Byte &: error cause (see below)

e © o o
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13. Restart Request/Restart Indication

e Bytes 0 and 1: X'0000'
* Byte 2: X'FB'

¢ Byte 3: cause

® Byte 4: diagnostic

14. Restart Confirmation
Bytes 0 and 1: X'0000'
Byte 2: X'FF'

When control commands from the CTCP to the DATE contain optional user
data, such data is put in the resulting control packet without any
checking on the part of DATE. Remember that no segmenting via the "more
data" bit in the packet header is performed for control packets;
therefore all user data within control packets must fit in a single
packet. For qualified packets, user data may be spread over several
packets.

The Clear Confirm, and Reset Confirm commands consist of a single
command byte.

Representative Command Exchanges for DATE
Representative command exchanges for DATE are presented in Chapter 6.

The following chart shows the commands that are processed by the CTCP

for each virtual circuit type:

Type 0 Virtual Circuits
Call Request
Call Accepted
Clear Request
Clear Confirmation
Reset Request
Reset Confirmation
Interrupt Request
Interrupt Confirmation
Diagnostic (DCE)
"Qualified Data
Restart Request
Restart Confirmation
Information Report Msg

Type 2 Virtual Circuits
Type
Call Request
Call Accepted
Clear Request

Clear Confirmation

Reset Request

5-36 X.25 NCP Packet Switching Interface

Incoming Call

Call Connected
Clear Indication
Clear Confirmation
Reset Indication
Reset Confirmation 4PVC only
Interrupt Request

Interrupt Confirmation
Diagnostic

Qualified Data

Restart Indication

Restart Confirmation

Information Report Msg (internal,
not X.25)

’n
|SVC only
Jd
1

3 Virtual Circuits to SNA Peripheral Node

Incoming Call

Call Connected
Clear Indication
Clear Confirmation
Reset Indication
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Reset Confirmation
Diagnostic (DCE)
Restart Request
Restart Confirmation
Information Report Msg

Reset Confirmation
Diagnostic

Restart Indication
Restart Confirmation
Information Report Msg

(Other commands not supported)

Type 3 Virtual Circuits to SNA Subarea Node

Reset Request

Reset Confirmation
Diagnostic (DCE)
Restart Request
Restart Confirmation
Information Report Msg

Reset Indication

Reset Confirmation
Diagnostic

Restart Indication
Restart Confirmation
Information Report Msg

(Other commands not supported)

Type 5 Virtual Circuits
Call Request
Call Accepted
Clear Request
Clear Confirmation
Diagnostic (DCE)
Restart Request
Restart Confirmation
Information Report Msg

Incoming Call

Call Connected

Clear Indication

Clear Confirmation
Diagnostic

Restart Indication
Restart Confirmation
Information Report Msg

(Other commands directly managed by PAD)

Note:

With type O or type 5 virtual circuits, a logon message can be

generated by DATE if it is requested in a Call Request or Call Accepted
packet. If it is not requested, the first received data from the
network is sent to the host as a logon message.

INFORMATION-REPORT Messages Exchanged between DATE and the CTCP

A special format of command allows for the exchange of information
between DATE and the CTCP without involving either the access method or
the X.25 network.

This Information-Report message can be used in both directions; however,
if received by DATE, it is ignored. If sent from date to the CTCP, the
CTCP must react to the code in the message according to the following
chart:

p
-
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Cause | Sent by DATE For CTCP Must Answer With

X'01'| VC type not consistent
: with DATE

X'02'| unknown format

X'03'| VC ID not consistent
with existing ones
X'04'| no VC available

X'05 | unsuccessful XIO to
X.25 network

PC is not running
application abandons
connection

(up to CTCP)
(up to CTCP)

retry a Call Request command
(up to CTCP)

a Restart Request command
a Clear Request command

No action is taken by DATE when sending an Infbrmation-Report message.-
The receiving buffer that caused the message is released and DATE waits
for new instructions from the CTCP.

When DATE cannot determine on which virtual circuit the problem
occurred, the Information-Report message is sent with a virtual circuit
identifier of zero.

Representative Command Exchanges for DATE

See Chapter 6 for representative command exchanges for DATE.

USING THE INTEGRATED PAD INTERFACE

The integrated PAD interface is very similar to the PCNE interface
described above, as far as the application program is concerned. The
considerations for running with the LU simulator described earlier in
this chapter apply in the case of the integrated PAD interface.
Integrated PAD code within the X.25 NCP Packet Switching Interface
interacts with the remote PAD according to CCITT Recommendations X.28
and X.29. The remote PAD is generally transparent to the application
program, and the application program is not generally involved in
sending or receiving PAD messages.

An exception occurs when the host or the terminal attempts to interrupt
the data it is receiving by sending a Break or an Interrupt packet. The
host application program can cause the X.25 NCP Packet Switching
Interface to send a Break packet to the remote PAD by sending an SNA
Signal command to the LU associated with the virtual circuit.
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Upon receipt of an Interrupt packet from the PAD, the X.25 NCP Packet
Switching Interface sends a Signal command to the host LU. The host
application program must interrupt as soon as possible the transmission
of data to the remote DTE and await an inquiry from the DTE.

The DATE extension may not be used on a physical circuit associated with -
virtual circuits using integrated PAD support.

TRANSPARENT PAD INTERFACE

The transparent PAD interface is designed for application programs that
need to control the remote PAD by means of commands exchanged between
the application program and the X.25 NCP Packet Switching Interface.

For application programs using the transparent PAD interface, the
virtual circuit setup and takedown is identical to that for the type 0
virtual circuit.. However, the contents of the following types of
packets are sent from or routed to the application program over the
LU-LU session between the application program LU and the virtual circuit
LU:

Data packets
Qualified data packets
Interrupt packets
Reset packets

e e o o

Commands and information for PAD control are contained in Qualified data
packets.

As is the case with GATE, with transparent PAD a header in the first

byte of each RU exchanged between the application program LU and the

virtual circuit LU defines the type of data contained in the RU. The
first byte of each RU must contain one of the following values:

X'00' Data packet without Q bit
X'02' Data packet with Q bit
X'1B' Reset packet

X'1F' Reset confirmation

X'23"' Interrupt request

X'27' Interrupt confirmation

Qualified data packets (that is, data packets with the Q bit on) are
used to exchange information between the application program and the
remote PAD. Data packets without the Q bit on are used to exchange
information between the application program and the remote DTE.

For Reset packets, the second and third bytes of the RU contain a cause
and a diagnostic value.

For Interrupt packets, the second byte of the RU contains the interrupt
cause byte (usually set to 0). For Interrupt packets from the PAD
containing indications of reset or interrupt, it is the application
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program's responsibility to initiate the transmission of the Interrupt
Confirmation packet. When Reset packets are exchanged, the only action
of the X.25 NCP Packet Switching Interface is to set the P(R) and P(S)
counters to 0.

Depending upon a generation option, the X.25 NCP Packet Switching
Interface does or does not translate between EBCDIC and International
Alphabet No. 5.

When translation is requested, data beyond byte 1 in RUs flowing on
transparent PAD sessions is translated by the X.25 NCP Packet Switching
Interface. The X.25 NCP Packet Switching Interface does perform normal
segmenting and recombining via the "more data" indicator in packet
headers.

The RU format is as follows:

1. Data without Q bit
* Byte 0: X'00'
°

Bytes 1 through
o Bytes 1 through

=]

: Bytes 3 through n of data packet (modulo 8)
: Bytes 4 through n of data packet (modulo 128)

=]

2. Data with Q bit

Byte 0: X'02'
° Bytes 1 through
i Bytes 1 through

=}

: Bytes 3 through n of data packet (modulo 8)
: Bytes 4 through n of data packet (modulo 128)

=]

3. Reset Packet

e Byte 0: X'1B'

N Bytes 1 and 2: Cause and diagnostic fields
Bytes 3 through n: optional user data following the cause and
diagnostic fields

4. Reset Confirmation

Byte 0: X'1F'
® Bytes 1 through n: optional user data following the 3-byte
packet header

5. Interrupt
* Byte 0: X'23'
Byte 1: Interrupt user data byte
o Bytes 2 through n: optional data following the Interrupt user
data byte

6. Interrupt Confirmation

e Byte 0: X'27'
N Byte 1: optional user data following the 3-byte packet header.
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The transparent PAD support may be used on a physical circuit defined
for any mode of operation; that is, the X25MCH macro may specify
GATE=NO, GATE=GENERAL, or GATE=DEDICAT.

Chapter 6 contains sequences illustrating the setup and closedown of
type 5 virtual circuits.
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CHAPTER 6. OPERATING THE X.25 NCP PACKET SWITCHING INTERFACE

ACTIVATING AND DEACTIVATING THE PROGRAM

All the SNA resources should be activated. The LU of the MCH should be
activated only if GATE or DATE is used.

SNA resources may be activated in any order. X.25 NCP Packet Switching
Interface synchronizes the SNA activation commands with network action
and handles both in the appropriate sequence. For example, the
Contact/XID of the virtual circuits is accepted only when the connection
is established with the network.

Note that deactivating the MCH's PU involves the deactivation of all the
virtual circuits defined on this MCH.

The remainder of this chapter describes the actions performed by X.25
NCP Packet Switching Interface for operator commands.
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Physical Circuit Commands

OPERATOR  SSCP 3705 X.25 Node

VTAM: V NET,ACT,ID=linename

TCAM: F Procname,ACTIV=linename
Act Link MCH '

>  Set DTR

>
DSR on
Positive Response <
<
VTAM: V NET,ACT, ID=puname
TCAM: F Procname,ACTIV=puname
CONTACT
> .
Positive Response SABM-Frame
< + >
UA-Frame
<
CONTACTED Restart
<~ + >
Restart Confirmation
<
Activate PU MCH
>
Positive Response
<
VTAM: V NET, INACT, ID=puname
TCAM: F Procname,DEACT=puname
Deactivate PU MCH
>
Positive Response
<
DISCONTACT
>
DISC-Frame
>
UA-Frame
<

Positive Response
<

(MORE)
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(CONTINUED)

Inop Station for all active VCs
<

VTAM: V NET,INACT,ID=linename
TCAM: F Procname,DEACT=linename
Deact Link MCH

> Reset DTR
>

DSR off

Positive Response <
<

I

MCH RECOVERY: For Inoperative Station, the PU must be reactivated.
For Inoperative Link, the link and the PU must be reactivated.

If you issue a Deactivate command for the MCH's PU, all the VCs defined
on this MCH will be deactivated immediately.

A normal deactivation consists of the following:
L Deactivation of the LUs, PUs, and links of the PVCs.
L Deactivation of the LUs, PUs, and links of the SVCs.

. Deactivation of the PU and link of the MCH.
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The Permanent Virtual Circuit (PVC) - Type 2 Virtual Circuit (LLC=LLC2)

OPERATOR  SSCP 3705 X.25 Node

VTAM: V NET,ACT,ID=linename
TCAM: F Procname,ACTIV=linename
Act Link PVC

Positive Response
<
VTAM: V NET,ACT, ID=puname
TCAM: F Procname,ACTIV=puname
CONTACT

Positive Response PSCONT
< + >
PSCONT

CONTACTED
<

Activate PU Type 1 PVC
>

Positive Response
<

or Activate PU Type 2

—

Positive Response
<

VTAM: V NET,ACT,ID=luname
TCAM: F Procname,ACTIV=luname
Activate LU

Positive Response
<

VTAM: V NET,INACT,ID=puname
TCAM: F Procname,DEACT=puname
Deactivate PU PVC

Positive Response
<

DISCONTACT

PSDISC

PSDISC

(MORE)
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(CONTINUED)

Positive Response
<

VTAM: V NET,INACT,ID=linename
TCAM: F Procname,DEACT=linename
Deact Link PVC

Positive Response
<

PVC RECOVERY: For Inoperative Station, the PU and the LU must be
reactivated.

For Inoperative Link, the link, the PU, and the LU must be reactivated.

L
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The Switched Virtual Circuit (SVC) - Type 2 Virtual Circuit (LLC=LLC2)

OUTGOING CALL (FOR TCAM)

OPERATOR  SSCP

TCAM: F Procname,ACTIV=linename
Act Link SVC

3705

Positive Response
<

TCAM: F Procname,ACTIV=puname
CONNECT-0UT

Positive Response
<

+

,,‘  X.25 Node

Céll Request

Request Contact.
<

Call Connected

PSXID

PSXID (Station)

Set Control Vector—PU

>

Positive Response
<

CONTACT

>

...then same as for PVC or typical SNA switched PU/LU....

’
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INCOMING CALL (FOR VTAM)

OPERATOR  SSCP 3705 X.25 Node

VTAM: V NET,ACT, ID=luname , ANS=ON
Act Link SVC

>
Positive Response
<
Activate Connect—In
>
Positive Response
<
Incoming Call
<
Call Accepted
>
PSXID
>
PSXID (Station)
<
Request Contact
<
Set Control Vector—PU
>
Positive Response
<
CONTACT
>

' ...Then same as for PVC or typical SNA switched PU/LU....
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OPERATOR RECOVERY CONSIDERATIONS

MCH Recovery
For Inoperative Station, the PU must be reactivated. -
For Inoperative Link, the link and the PU must be reactivated.

If you issue a Deactivate command for the MCH's PU, all the VCs defined
on this MCH will be deactivated immediately.

A normal deactivation consists of the following:
. Deactivation of the LUs, PUs, and links of the SVCs.

® Deactivation of the MCH's PU and link.

PVC Recovery
For Inoperative Station, the PU and the LU must be reactivated.

For Inoperative Link, the link, the PU, and the LU must be reactivated.

OPERATION SEQUENCES
Activation and Deactivation of MCH

Activation of MCH without Date (GATE=NO, GATE=GENERAL)

The MCH should be activated to enable the data transfer on Permanent
Virtual Circuit or to enable the call establishment on Virtual Call.
The activation sequence of MCH working in LAPB without DATE is shown in
Figure 6-1 on page 6-9.
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Activation Sequence - MCH - without DATE

T — | 1 r !
| Host | | 3705 | | X.25 |
| 7 | l | | Network|
! End User | SNA AM | | ACF/NCP and X.25 NPSI | ! (PSDN) J
| | | |
f T T T i f T T ! i |
|App1|CTCP|Oper | ACF/VTAM| | | vC | MCH | | |
% . . ' i INCP_PU} T T = | |
| | | | | | |LU|PU|LINK|LU|PU|LINK| | |
[ | | | | } 1 S [ |
| | | | | I [ I || |
| | |VNET,ACT,ID=MCH LINK | | | | | | | | |
L ACTLINK (MCH LINK) | | | | DIRON [
| | | | > > > |
| | | | | | I | | | (DTE Ready) |
| | | | | | [ I [ |
| | | | +R(ACTLINK) | |1 DSR_ON |
| | | | < < < |
l | | | I | [ | | | (DCE Ready) |
| | |V NET,ACT, ID=MCH_PU | | | | |
| | | | CONTACT (MCH_PU) || (. SABM | |
I | | | >> > > |
| | | | +R(CONTACT) Pl [ . oo |
| | | | < | | | I UA | |
| | | | CONTACTED (MCH_PU) | | | < |
| | | | < < RESTART REQUEST |
| | | | | | I P > |
| | l | | | [ | | DCE RESTART |
| | | | | | | | | CONFIRMATION |
| | | | ACTPU | . I < |
| | | | > | [ |
| | i | +R(ACTPU) [ . 1| | |
| | | | < | [ |
| | | [ I I 1 I . [ |
| | Y NET,ACT, ID=MCH_LU |1 | | | |
| | | | ACTLU | I I I |
| | | | > /% MCH LU is to be */|
| | | | +R(ACTLU) 1| | /% activated for  ¥/|
| | | | < /* enabling GATE */]|
! l ! ! | | | | /* function. */!

J L ] | I | | | 1 L

Figure 6-1. MCH Activation Sequence without DATE.
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Deactivation Sequence - MCH - without DATE

Deactivation of MCH

The MCH will be deactivated to disconnect an X.25 DTE from an X.25
network. If the MCH is deactivated, all switched virtual circuits and
permanent virtual circuits on the MCH become inoperative. The orderly
deactivation sequence of MCH will become as follows:

1.

3.

Deactivation of the LUs, PUs and Links of the permanent virtual

circuits.

Deactivation of the LUs, PUs and Links of the switched virtual

circuits. -

Deactivation of the LU, PU and Link of the MCH.

The deactivation sequence of MCH is shown in Figure 6-2.

T 1 r 1 f !
Host | 3705 | | X.25 |

. F { | Network|

End User | SNA AM ACF/NCP and X.25 NPSI | (PSDN) |

| | |

T T ] T T I 1
Appl|CTCP|Oper |ACF/VTAM | | vC | MCH | |
: } + INCP_PU |—— o | |

| | | | | JLU|PUJLINK|LU|PU|LINK| | |
I I l I l +—+— —t+— f I
| | |V NET, INACT, ID=MCH_LU I 1| 1 1 | | | ]
l | | | DACTLU | (I 1 (. |
| | | | > /% GATE or DATE */|
| | | | +R(DACTLU) | 1 | | /* function will */|
| | | | < /* become inactive.¥®/|
| | |V NET, INACT, ID=MCH_PU |1 | | | | |
| I | | DACTPU | (I I I N |
Lo > !
| | l l +R (DACTPU) I 1 (. |
| | | | < l [ |
| | | | DISCONTACT (MCH_PU) | | | | DISC | |
| | | | >>— > > |
| | | | +R(DISCONTACT) | | | | UA | |
| | | | < < < I
| | | | | | L [ [ I
| | | | INOP_STATIONs for all active VCs and PVCs | |
| | | | < l 1 || I
| | |V NET,INACT,ID=MCH LINK | | | | ] | | | |
| | | | DACTLINK (MCH_LINK)l | | ] | DTR_OFF |
| | I | > > > |
| | | | | | [ | | | (DTE not-Ready)|
| | | | +R (DACTLINK) | 1 | . DSR_OFF |
| | | | < < < |
| | | | |
| | | i |

N N

I | Il 1 |

—

(DCE not-Ready)
] L

Figure 6-2. MCH Deactivation Sequence
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Call Sequence - VC - GATE=NO

Virtual Call Establishment and Clearing Procedure

Virtual Call Establishment Sequence

GATE=NO

For Call-Out: Type O Virtual Circuit

1 T !
Host | 3705 | X.25 |
T | | Network]|
End User | SNA AM ACF/NCP and X.25 NPSI ! (PSDN) !

|
T T T T T i |
App1|CTCP|Oper |ACF/VTAM | | Ve | MCH | |
] } T |NCP_PU fb—— R — | [
| | | | | | | LU| PUJLINK|LU|PU|LINK | |
| | | | | I +—+—+ —+— | |
| | | | | | . |/* Link Level of */|
| | | | | | . |/* DTE/DCE interface */|
| | | | | I |/* is active. */
| | | | | | I | I |
] | |V NET,ACT,ID=switched major node . | | |
| | |V NET,ACT,ID=VC_LINK T | | | |
| l | I | | I . I |
| | | | ACTLINK (VC_LINK) | | I I |
| | | | > P I |
| | | | +R (ACTLINK) [ I [ |
| | | | < | I |
I | | | | | | I . I |
| | |V NET,ACT, ID=VC_PU I I | | |
| | |V NET,ACT,ID=VC_LU | . I |
| | | | | | | I [ |
| OPNDST ACQUIRE,VC_LU | | (I 11| | | |
| | | | | | [ I I |
| | | | CONNOUT (VC_LINK) | CALL REQUEST | | |
| | | | >l | |
| | | |/* LLC Level O is */ /* Call User Data field */|
| | | |/* specified as a part */ /* will be X'COKKKKK', */|
| | | |/%* of DIALNO. */ /% KKKKK=zzzzz+1. */|
| | | |/* IDNUM=zzzzz is also */ | (. | | |
| | | |/* specified as a part */ | | [ |
| | | I/ /| | | |
[ | i | | b4 | | J

* of DIALNO. *
] L L

Figure 6-3 (Part 1 of 3). Call Establishment Sequence for Type 0 VC (GATE=NO,
Call-Out)
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Call Sequence - VC - GATE=NO

For Call-out: Type 2 Virtual Circuit

M ! | —
Host | 3705 | ] X.25 |

T } , ! | Network|
End User SNA AM ACF/NCP and X.25 NPSI | (PSDN) |
‘ | |
T T T T I {
AppllCTCPIOper ACF/VTAM | vC ] MCH | |
: | INCP_PU—1— —1 | |
| | | | | LU|PU|LINK|LU|PU|LINK | |
| | | | | — —t+— | |
| | | | | | | - |/* Link Level of */|
| | | | | | |1 | |/* DTE/DCE interface */|
| | | | | | 1 | |/* is active. */|
| | | | | (I | | | |
| | |V NET,ACT, ID=switched. major node | I I | A

| | |V NET,ACT,ID=VC_LINK - | | | 11 I .

| | | | | | | | I |
| | | | ACTLINK (VC_LINK) | | R | | |
| | | | I L1 | | |
| | | | +R(ACTLINK) R I | | |
| | | | < I | | | |
| | | | | | I I | | |
| | | | | | 1| [ . | | |
|OPNDST ACQUIRE, VC_LU | | 1 1 | | | | |
| | | | | | [ Ll | | |
| | | | CONNOUT (VC_PU) | | CALL REQUEST | | |
| | | | >> > >
| | | |/* LLC Level 2 is */ /* Call User Data field */|
| | | |/* specified as a part */ /* will be X'C2' followed */|
| | | |/* of DIALNO. */ /* Optional user data */
| | | | | | [ | | | |
| | | | +R (CONNOUT) I I | | |
| | | | < | | CALL CONNECTED | | |
| | | | | | | | < |
| | | | | | I | I | |
l | | | I ] | | DTE DATA (PSXID) | |
| | | | | | I > |
| ] | | | | | DCE DATA (PSXID) | |
| | | | REQCONT (VC_PU) | | < : I
| | | | < << | 1 | | |
| | | | | | | - 1 | | |
L | | i § { L4 [ R SR L j

Figure 6-4 (Part 1 of 3). Call Establishment Sequence Type 2 VC (GATE=NO, Call-Out)
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Call Sequence - VC - GATE=NO

| | LU| PU| LINK|LU|PU|LINK
A 1 |

[ [
| Host | 3705 | X.25
} T I | Network
End User | SNA AM | | ACF/NCP and X.25 NPSI (PSDN)
| | |
T T | 1 | T
App1|CTCP|Oper | ACF/VTAM | | Ve MCH
! I | lNCP PU{ 1 1 |
I
|
|
|

|
I

|

I

. 1

I l I

L | |

A |LU| | I
A | : — I I
N I e e I
| 1 I | sETev (o) | | | | | | | | |
L > b I
Il I | +R(SETCV) e I
A I R N T A U I
| | | | CONTACT (VC_PU) | | DTE DATA (PSCONT) | |
[ > > >
|| || +R(CONTACT) et I
[ T I I
A S (R T W N RN U I
| | | | CONTACTED (VC_PU) | DCE DATA (PSCONT) | |
[ < < I
T . R R N A I T I
| | | | ACTPU | | | DTE DATA (ACTPU) | |
A > >
| | | | +R(ACTPU) | | DCE DATA (+R(ACTPU)) |
(I T Y < |
[ I e el I
I 1 1 RaA(cryy | L o | L I
A >t e I
1 1| +R(RNAA) | L I
I e |
[ . e e |
N A AR e R T I I
N >t I
I 1| +R(SETCV) e e |
A T D L I
[ Lo [ W T I T P B I
| | | | ACTLU | | DTE DATA (ACTLU) | | |
| I | | > > |
| | | | +R(ACTLU) | DCE DATA (+R(ACTLU)) | |
N < |
[ N |
L L L |

A J L 1 1 1 ! | 1 ] L

Figure 6-4 (Part 2 of 3). Call Establishment Sequence Type 2 VC (GATE=NO, Call-Out)
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Call Sequence - VC - GATE=NO

| | I ! | 1
Host | 3705 | X.25 |
T I | Network|
End User | SNA AM | ACF/NCP and X.25 NPSI | (PSDN) |
| | L
T 1 1 ! T T |
Appl|CTCP|Oper |ACF/VTAM| | | vC | MCH | |
. : ' 1 [NCP_PU—1— T ] I
| | | | |LU|PU|LINK|LU|PU|LINK| |
I | I | —— L I
| | |  BIND | | DTE DATA (BIND) | |
> >
| | | +R(BIND) | | DCE DATA (+R(BIND)) |
< <
| I | I I I 1 [
| | |  sDT | | DTE DATA (SDT) |
> >
| I | +R(SDT) | | DCE DATA (+R(SDT)) |

/* OPNDST has completed. */
I | I I
SEND Data | |
| | | FMD PIU

I L I
I L I
I I I
D U

I
|
|
| DTE DATA (FMD PIU)

I | I I I
[ | |  FMD PIU |

|| I |
| DCE DATA (FMD PIU) |

RECEIVE Data | | | 1 | |
| I I I | I L I

1 | ] ] L 1 1 | 1 1 1 J

b L

I
I
I
I
I
I
I
I
I
I
| < <
I
I
I
I
I
I
I
I
I
I
|

[ ——

Figure 6-4 (Part 3 of 3). Call Establishment Sequence Type 2 VC (GATE=NO, Call-Out)
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Call Sequence - VC - GATE=NO

For Call-out: Type 3 BNN Virtual Circuit

LLC Level 3 is Call User Data field

/* i
/* specified as a part %/
/* of DIALNO. */

/¥ /
/* will be X'C3010000' %/
/* followed by optional /
I I /* /
I
C

user data

+R (CONNOUT) |1 |

ALL CONNECTED | |
<

I
I
I
I
I 1 |
I
I
|
I

DTE DATA (QXID) | |

I |
REQCONT (VC_PU) <
< << | | |

I
|
I
I I I
I I I
| | I
I I I
| DCE DATA (QXID) | |
I

I
I I 1 || |

|
I
J L L { { | [ J L

I I
| I
I I
I |
I I
I I
I |V
I |V
I I
I I
| I
I I
I |
o
OPNDST ACQUIRE,VC_LU
I I
i I
I I
I I
I I
I I
I I
| |
I I
I I
I I
I I
| I
I I
I I
I I
I I
| 1

I
i
I
I
I
[
I
|
| <
I
I
|
I
|
I
I
|
|

| 1 I ] T 1
| Host | | 3705 | | X.25 |
I | I F { | Network]|
| End User | SNA AM | | ACF/NCP and X.25 NPSI | | (PSDN) |
| | | | | [ |
f T T 1 ! | T T ! I !
IApplICTCPIOperIACF/VTAM| | | VC | MCH | | |
I I | f { INCP_PU p—1— I — I | |
| | | | |LU|PU|LINK|LU|PU|LINK]| | |
I I I I —+— —+— [ I
| | | | | |/* Link Level of */|
| | | | [ |/* DTE/DCE interface */|
I I | I 1 |/* is active. */|
| | I | I L [ I
| NET,ACT,ID=switched major node | | | |
| NET,ACT, ID=VC_LINK I 1 | || | | | |
| I | | [ . || I
| | ACTLINK (VC_LINK) || I | | | |
| I > 1 . | |
I | +R(ACTLINK) |1 [ | I I
| | < [ b | |
I | I I [ [ [ |
| I I I [ . L [ |
| | I [ I [ I
| | I . I [ |
i CONNOUT (VC_PU) || CALL REQUEST | | |
| >> > > |
| : |
| |
[ |
| |
| |
| I
| I
I [
I |
I |
| |
| |
| |
I |
L J

Figure 6-5 (Part 1 of 3). Call Establishment Sequence Type 3 BNN VC (GATE=NO,
Call-Out)
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Call Sequence - VC - GATE=NO

M 1 [ | T }
Host | 3705 | | X.25 |
. I | | Network|

End User ! SNA AM ACF/NCP and X.25 NPSI ! (PSDN) |
|
T T T T T I 1
Appl|CTCP|Oper |ACF/VTAM | | Ve | MCH | |
1 1 1 INCP_PUI | | ! { 1 ’ I l
| | | | | |LU|PU|LINK|LU|PU|LINK | |
I I I I I —— N | I

| | | I | I L I I
I I I [ SETCV (VC_PU) | | | o [ I
I | I I > | ] | Pl I I
I I I I +R(SETCV) I P | |
I I I | < I I || |
| | | | CONTACT (VC_PU) | | DTE DATA (QsM) | | |
l I I I > > > |
I I I I +R (CONTACT) o [ N I I
I | I | < | [ - I

| | | I | Ll || I |

| | | | CONTACTED (VC_PU) | DCE DATA (QUA) | | |

I I I | < < < I
I I I I | | b 1 1o I
| | | | ACTPU | | | DTE DATA (ACTPU) | |
I | | I - > > |
| | | | +R (ACTPU) | | DCE DATA (+R(ACTPU)) |
I I I | < < I
| | | | I b . I |
I I I | RNAA (VC_LU) I [ I |
I I I I ' > 01| [ I I
I | I | +R(RNAA) | Pl I [ N
I | I | < | [ I I
I | | | | I o o [ | I
| | | | SETCV (vC_Lu) | | | . | | |
| I I I > [ I I
I | | I +R(SETCV) I [ I |
I I I I < 1 1 I I
| | I I | I L L [ I
| | | | ACTLU | | DTE DATA (ACTLU) | | |
I I | I > >
| | | | +R(ACTLU) | DCE DATA (4+R(ACTLU)) | |
| I I | < < I
I I I | I I o | [ I
L \ 1 1 j | [ . L1 1 J L N

Figure 6-5 (Part 2 of 3). Call Establishment Sequence Type 3 BNN VC (GATE=NO,
Call-Out)
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Call Sequence - VC - GATE=NO

| 1 | J L { 1 1 ! 1 1 ] L

r ] f 1 r 1
| Host | | 3705 || X.25 |
f T | f -4 | Network]|
| End User | SNA AM | ACF/NCP and X.25 NPSI | (PSDN) |
L I L | |
f T T T I~ T T | 1
|Appl|CTCP|Oper | ACF/VTAM | | Ve | MCH | |
t : . ' INCP_PU—1— —— l |
| | | | | | |LU|PU|LINK|LU|PU|LINK| | |
| I | | | | f—1—1 e |
| | 1 |  BIND | | DTE DATA (BIND) | | |
I > > |
| | | | +R(BIND) | | DCE DATA (+R(BIND)) | |
| < < |
| | | | | I L1 ol I I
I | | | SDT | | DTE DATA (SDT) | [
I _ - ~., > > |
| | | | +R(SDT) | | DCE DATA (+R(SDT)) | |
I < < I
| /* OPNDST has completed. */ | b | | | | | |
I | | | | | I I I |
| SEND Data | | | I I I |
| [ | |  FMD PIU | | | DTE DATA (FMD PIU) | |
l > > |
| l l | | l I I I |
[ | | |  FMD PIU | | | DCE DATA (FMD PIU) | [
| < < ‘ |
{RECEIVE Data | | i I I | | l
L |

Figure 6-5 (Part 3 of 3). Call Establishment Sequence Type 3 BNN VC (GATE=NO,
Call-Out)
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Call Sequence - VC - GATE=NO

For Call-In: Type 0 Virtual Circuig

| CALL ACCEPTED | |

REQCONT (VC_PU)

<
/* IDNUM of XID I-field¥/
“/

"

/% image will be
/* X'kkkkk'. */
) L 11

! I I |
Host | | 3705 | X.25 |

T —] f | Network|

End User ! SNA AM ! ACF/NCP and X.25 NPSI | (PSDN) |

| |

T T i ! T T I i

| App1 |CTCP |Oper | ACF/VTAM| | | vC | MCH | |
t L ' . % INCP_PU}—|—]| —I1—I | |
] | | | | !LU[PUILINK!LUIPUILINKI | |
| I | | I 1 I |
| | | | | | | . |/* Link Level of */|
| | | | | | | |/* DTE/DCE interface */|
| | | | I . |/* is active. */|
| I | | | | [ [ O Y O R |
| | |V NET,ACT,ID=switched major node | I I | |
| | |V NET,ACT, ID=VC_LINK 1 I T I |
I | | | - I I T T R I B |
| | | | ACTLINK (VC_LINK) | | |/* During this period*/|
| | | | > | | /* Incoming Call */|
| | | | +R(ACTLINK) | | /* packet is rejected®/|
| | | | < |/* and Clear Request */|
| ] | | o | | |/* packet is sent to */|
| | | | ACTCONNIN (VC_LINK) | |/* the DCE. */|
| | | | > > || 1 | |
| | | | +R(ACTCONNIN) | | | | T | |
| | | | < B R RGO |
| | | | | | I | N O I B |
| | | | | | | [ T I I I |
| | | | | | | | INCOMING CALL | | |
| | | | I | I | < |
] | | | | | | |/* Call User Data field */|
| | | | | | | |/* will be X'CO' to specify */|
| | | | | | | |/* the LLC Level 0, and */1
| | | | | | | |/* X'kkkkk' follows to */|
| | | | | | | |/* indicate IDNUM. | */1
| | | | I | | |
| | | | | [ |
| | | | P |
I | I | |
| | | | |
| | | | |
| I | |
L | I I |

I
l
I
I
1

Figure 6-6 (Part 1 of 3). Call Establishment Sequence Type O VC (GATE=NO, Call-In)
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Call Sequence - VC - GATE=NO

I = T 1 I 1
| Host | | 3705 | X.25 |
b | | } - | Network|
! End User ! SNA AM | | ACF/NCP and X.25 NPSI ! (PSDN) !
F | | l | F I I l |
|App1|CTCP |Oper | ACF/VTAM| | | vC | MCH | |
I } } t I INCP_PU|—|—]| —|—1 I I
| | | | | | |LU|PU|LINK|LU|PU|LINK| | |
| | | | | I —— L 1 |
| | | | | | | I Y I A B |
| | | | SETCV (VC_PU) | | | I R O I B |
| | | | > ||| I N I T I
| | | | +R(SETCV) | Y T I B |
| | | | < | | |/* During this period, */|
| | | | | | |/* DCE Data packets from /|
| | | | CONTACT (VC_PU) | | |1/% X.25 network will be */|
| | | | > > |/* buffered in the X.25 */|
| | | | +R (CONTACT) | | |/* NCP Packet Switching */|
| | | | < | | |/* Interface */]
| | I | | | I I Y I IO I
| | I | CONTACTED (VC_PU) | | I T O I | |
| | | | < << | I Y I A |
| | I | | | | [ T T I B |
| | | | ACTPU | I I T T I I |
| | | | ' > | I T O I |
| | | | +R(ACTPU) . I T O I I
| | | | < I I T O I |
| | | | | I . I A O I |
| | | | RNAA (VC_LU) | I TR T I B |
| | | | S I [ T T I B |
| | | | +R(RNAA) | [ [ T T I I |
| | | | < [ I O I I |
| | | | I | | I T O I |
I I I | SETCV (VC_LU) | | | [ T I I I
| | | | > || A O I R |
| | | | +R(SETCV) | A R I I I |
| | | | < I I T A O |
| | | | | | . [ T T I |
| | | | ACTLU I . I T T I I |
| | | | > | | I R I B |
| | | | +R(ACTLU) I I I T T I |
| | | | Y |
| | | | FMD PIU (LOGON) DCE DATA (LOGON data) | |
| I | | < < |
| | | | (SSCP-LU session) |/* First DCE DATA packet is */|
|/* LOGON EXIT will */ | | | |/* mapped into SSCP-LU */|
!/* be scheduled. */ | | | |/* session as a LOGON ?ata. */!
1 1 I ] L [ L1 1 i

Figure 6-6 (Part 2 of 3). Call Establishment Sequence Type O VC (GATE=NO, Call-In)
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Call Sequence - VC - GATE=NO

T ]
Host 3705 | X.25 |

I - | Network]

End User SNA AM ACF/NCP and X.25 NPSI | | (PSDN) |

I I I | {} i

Appl |CTCP|Oper |ACF/VTAM | | vC | MCH | |
I 1 |NCP_PU}—|—]| F—|—|- | I

| | | | | |LU|PU|LINK]|LU|PU|LINK | |
I I I I I —t+— —t+— I I
| | | [ | | 1| I . [ |
| OPNDST ACCEPT,VC_LU | | 1 | |1 | | | |
| I I | BIND | . I I I
| > | | 1 I I
| | | I +R(BIND) | I . [ [ I
| < || [ . | |
| I I | | I L b [ I
| I I I SDT | [ . Pl [ I
| > | ] I I |
| | I I +R(SDT) | . . [ |
| < ' [ I I |
| /% OPNDST has completed. */ | |1 | I | | | |
| | I I I | I I (. |
| SEND Data I I | I . | [ |
| | | |  FMD PIU | | | DTE DATA | | |
| > >
| I I I | | Pl | [ |
| | | | FMD PIU | | | DCE DATA | | | |
| < < |
|RECEIVE Data | I | [ 1 | [ |
| | I | I I | b [ |
L | R I | L [ P4 ] L ]

Figure 6-6 (Part 3 of 3). Call Establishment Sequence Type 0 VC (GATE=NO, Call-In)
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Call Sequence - VC - GATE=NO

For Call-In: Type 2 Virtual Circuit

I I b o ||

1 L | ! | I | | | L

f ! f ! T 1
| Host | | 3705 | | X.25 |
| T I F - | Network]|
| End User | SNA AM | | ACF/NCP and X.25 NPSI | | (PSDN) !
I | | | . | |

r T T 1 | | T | 1 | |
|App1|CTCP|0per|ACF/VTAM| | | vC | MCH | | |
I I + I 1 INCP_PUf—1— I 1 I |
I | I I | I ILUIPUILINKILUIPUILINKI I I
I I | I I I A 1 |
I I I I I I I |/* Link Level of */|
| | | | | i 1| | /* DTE/DCE interface */|
I I I I I I I |/* is active. */|
| | |V NET,ACT,ID=switched major node O I | | |
| | IVNETACT,ID=VCLINK | | | | | || | | |
| I | I | I L1 [ T I I
I I I I I I bl [ U I T I
| | | | ACTLINK (VC_LINK) | | |/* During this period¥/|
| I | | > | /% Incoming Call */|
| I | |  +R(ACTLINK) | | |  |/* packet is rejected®/|
I I | | < | |/* and Clear Request */|
| | | | | | | | /* packet is sent to */|
| | | | ACTCONNIN (VC_LINK) | |/* the DCE. */|
I I I | > >t I
I I I I +R(ACTCONNIN) | | | (I I I
oo T S < e |
| I | I I | | I I I I
I I I | I I P Lo | |
I I I I I I | [ I I
I I I I I | I I I I
I L | I | | | INCOMING CALL | | |
I I I I I I | 1< I
| | | | | | | |/* Call User Data field */|
| I I I | I | /% will be X'C2' to speclfy */|
I I I I | I | |/* the LLC Level 2. */]
I I I I | I b I I |
I I I | | l | | CALL ACCEPTED | | |
| I I I I I [l >
I I I I | I . o I |
| I I I | I i | DTE DATA (PSXID) I I
I I I | I I | >
I | I | | | | DCE DATA (PSXID) | |
| | | |  REQCONT (VC_PU) | | < |
I I | | < < I [ I I
| I I I |
| ! | | |

Figure 6-7 (Part 1 of 3). Call Establishment Sequence Type 2 VC (GATE=NO, Call-In)
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Call Sequence - VC - GATE=NO

r -
Host

T ] I |
| | 3705 | | X.25 |
} | } | | Network]|
| End User | SNA AM ACF/NCP and X.25 NPSI | | (PSDN)
| | | L
| I | I I 1
| Appl|CTCP |Oper | ACF/VTAM | | vC | MCH |

B ' . [NCP_PU—|—| —|—| I
| | | LU|PU|LINK|LU|PU|LINK| |
l l : | | | | | | ; I
| SETCV (VC_PU) | | | o [
| > | 1 I
| +R(SETCV) | . I
| < 1 [ [

I I I [
| CONTACT (VC_PU) | | DTE DATA (PSCONT) |
| > > >
I +R(CONTACT) [ . [ . [
I < . [ [
I I I [ I [
| CONTACTED (VC_PU) | DCE DATA (PSCONT) |
< < <
I | . I I
ACTPU | | | DTE DATA (ACTPU) |
> - >
+R (ACTPU) | | DCE DATA (+R(ACTPU))
< <

I
RNAA (VC_LU)

I I [

. P I

> [ I

+R(RNAA) | I Ll [

< 1 I [

I I I [

SETCV (VC_LU) | | | I | I

> 1 I [

+R(SETCV) I L1 I

< Ll I I

| I Pl o [

ACTIU | | DTE DATA (ACTLU) | |
> >

+R (ACTLU) | DCE DATA (+R(ACTLU)) |

< <

I I L 1 I
FMD PIU (LOGON) | DCE DATA (FMD PIU(LOGON data))

—— e e . S —— —— . — — o . e e e, e s S, e e e i S e e, i S, e |
e e e e e e e e e e e s e e e e e T —— . — — — —— — T i . s e e e s i S e S e e

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
0
e
I

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
L

< <
| (SSCP-LU session) | | 1 [
/* LOGON EXIT will */ | I I I I
/% b sch$du1e?. */ ! ! ! ! I ! I I ! I

Figure 6-7 (Part 2 of 3). Call Establishment Sequence Type 2 VC (GATE=NO, Call-In)
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Call Sequence - VC - GATE=NO

T ] ] T )
| Host | 3705 | | X.25 |
} | | | | Network|
|  End User | SNA AM | ACF/NCP and X.25 NPSI | | (PSDN) |
I I 1 | | i
{ | | | | | 1 I i
| Appl |CTCP |Oper | ACF/VTAM| | | vC | MCH | | |
5 ' ' ' { INCP_PUp—|—| —|—] {1 |
| | | | | | | LU|PU|LINK|LU|PU|LINK]| | |
| | I | | } 1 S 1 |
| OPNDST ACCEPT,VC_LU | | | 1 | 11 | | |

| | | | BIND | | DTE DATA (BIND) | | |
| > > |
| | | | +R(BIND) | | DCE DATA (+R(BIND)) | |
| < < l
| | | | | | P [ [ |
| | | | SDT | | DTE DATA (SDT) | | |
| > >
| | | | +R(SDT) | | DCE DATA (4+R(SDT)) | |
| < < |
| /* OPNDST has completed. ¥/ | | 11 | | | |
l | | I | | | Ll [ |
| SEND Data | | | I I (. |
| | | | FMD PIU | | | DTE DATA (FMD PIU) | |
| > > |
| | | | | I [ [ | |
| | | | FMD PIU | | | DCE DATA (FMD PIU) | |
| < < |
|RECEIVE Data | | l I I I |
| | | | l l I 1 I |
L | i I ] L b1 L0 j L B

Figure 6-7 (Part 3 of 3). Call Establishment Sequence Type 2 VC (GATE=NO, Call-In)
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Call Sequence - VC - GATE=NO

For Call-In: Type 3 BNN Virtual Circuit

I 1 I
CALL ACCEPTED | |

I I [
DTE DATA (QXID) | |

l
I
I
I
I
I
I
I
I
I
|
|
|
I
I
I
I

I
REQCONT (VC_PU)
< < I I [
I | I L I

| L 1 1 | | | J

DCE DATA (QXID) | |

I | I 1 | ]
Host 3705 | | X.25 |

, | | Network|

End User SNA AM ACF/NCP and X.25 NPSI | | (PSDN) |

| L |

T T T 1 1 | |
AppllCTCP]Oper ACF/VTAM | . | VC | MCH | | |
I I [NCP_PU f—1— 1 I | |

| | | | | { !LUIPUlLINK]LUIPU|LINK| | |
I l I I I I | |
| | I I | I [ |/* Link Level of */]
| | | | | | | | /* DTE/DCE interface */|
| | | I | I [ |/* is active. */|
| | |V NET,ACT,ID=switched major node | R I | |
| | |V NET,ACT, ID=VC_LINK I I I I | - |
| | l | | | I [ R I |
I | l | I | I . [ T |
| | | | ACTLINK (VC_LINK) | | | /* During this period#/|
| | | | > | /* Incoming Call */|
| | | | +R (ACTLINK) | 1 |/* packet is rejected®/|
| | | | < | |/* and Clear Request ¥/|
| | | | I | R |/* packet is sent to */|
| | | |  ACTCONNIN (VC_LINK) | |/* the DCE. %/
| I | I > > e |
l | | | +R(ACTCONNIN) - | | | [ T O |
| | | | < D PPN |
I | | | I | | . I |
| l | I I I [ I I
| I | | l I I I l
l | | | | I Ll [ |
| | | | | INCOMING CALL | | |
l I | | | < |
| | | | | /* Call User Data field */|
| | | I | /* will be X'C3010000' */|
| | | | | /* to specify the LLC */|
l I l | | /* Level 3. */|
I | | | I |
| l I | l |
| | | I I I
| | l | I I
| | I I | |
| | | I | I
| | | I I
| | I | I
| | I l l
| | | | |
[ i I | j

Figure 6-8 (Part 1 of 3). Call Establishment Sequence Type 3 BNN VC (GATE=NO,
Call-In)
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Call Sequence - VC - GATE=NO

I 1 r 1 T ]
Host | | 3705 | | X.25 |

| | f | | Network|

End User | SNA AM | | ACF/NCP and X.25 NPSI ! | (PSDN) |

I I ' I I I I 1| I

| Appl |CTCP | Oper | ACF/VTAM| | | Ve | MCH | | |
I ' ' ' I |NCP_PU—|—]| —|—|— | I
| | | | | | |LU|PU|LINK|LU|PU|LINK| | |
| | | | | I e S 1| |
| I | | SETCV (VC_PU) | | | 1 [ |
| | I | > |1 | . I |
| | | | +R(SETCV) I | [ |
| | | | < | L I I
| | | | I | [ . [ |
| | | | CONTACT (VC_PU) | | DTE DATA (QSM) | | |
| | I | > > > |
| | | | +R(CONTACT) o | I I
| | | | < . . | I
| | | | | [ b I |
| | | | CONTACTED (VC_PU) | DCE DATA (QUA) | | |
| | | | < << < |
| | | | I I . [ . [ [
| | | | ACTPU | | | DTE DATA (ACTPU) | |
| | | | > >
| | | | +R (ACTPU) ] | DCE DATA (4+R(ACTPU)) |
| I | | < < |
| | I | I I i o P |
| | I | RNAA (VC_LU) | L I I
I I | | > |1 [ (. I
| I | | +R(RNAA) | | [ I I
| I | | < [ I [ |
| I | | | | | . L I I
| | | | SETCV (VC_LU) I . [ | | I
| | | | > |1 L | I
| | | | +R(SETCV) | . | I
| I | | < I | . I I
| | | | | | | I I I
| | | | ACTLU | | DTE DATA (ACTLU) | | |
| I | | > >
| | | | +R(ACTLU) | DCE DATA (+R(ACTLU)) | |
| | I | < < |
| | | | I | b I [ I
| | | |  FMD PIU (LOGON) | DCE DATA (FMD PIU(LOGON data)) |
| I | | < < |
| I | I (SSCP-LU session) | | 1 I I
| /* LOGON EXIT will */ | I . | I |
|/* be scheduled. */ | | | | [ I
| ! | | j | [ . | | ]

Figure 6-8 (Part 2 of 3). Call Establishment Sequence Type 3 BNN VC (GATE=NO,

Call-In)
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Call Sequence - VC - GATE=NO

OPNDST ACCEPT,VC.IU | | o

| r M
| Host | 3705 | X.25
F I F ‘ | Network
End User | SNA AM | ACF/NCP and X.25 NPSI | (PSDN)
I I : — | I I
Appl|CTCP|Oper | ACF/VTAM | | vC | MCH |
. L - INCP_PUf—|—| —|—| |
T [ "~ |LU|PU|LINK|LU|PU|LINK| |
l I l l ! i 1 1 1 1 ’
|
I

I | | © BIND | I DTE DATA (BIND) |
| | | +R(BIND) | T DCE DATA (+R(BIND)) I ”
< - <
I I I | I || I I
| I |  SDT | | DTE DATA (SDT) I
T DCE DATA (+R(SDT)) |‘ | i
< <

[
[ |
o
DTE DATA (FMD PIU)

/* OPNDST has completed. */ |

I I I o

SEND. Data | | |
| | | FMD PIU |

I
!
|
I

| | | | |
| | |  FMD PIU |
< <

RECEIVE Data | I I P Lo oo
I I I I | Lol Lol I

1 | | J L | I I | | 1 ]

R
| DCE DATA (FMD PIU) |

e e e S — —— — — — —— — — — — — — — —— — — —— —— — ———— —————vaa—— w——

I
I
I
|
I
I
|
I
I
I
I I | I +R(SDT) |
I
I
I
I
I
I
I
I
I
I
I
L

Figure 6-8 (Part 3 of 3). Call Establishment Sequence Type 3 BNN VC (GATE=N0,
Call-In)

6-28 X.25 NCP Packet Switching Interface Installation and Operation



Call Sequence - VC - GATE=NO
For Call-Out: Type 5 Virtual Circuit
Same as Type O Virtual Circuit in Figure 6-3 on page 6-11 except that

the first bytes of the Call User Data field will be chosen according to
the L field of the DIALNO operand (see Chapter 4) as in:

DIALNO=5 > CUD field = X'01000000'
8 > = X'81000000'
9 > = X'41000000'

For Call-In: Type 5 Virtual Circuit

Same as Type 0 Virtual Circuit in Figure 6-6 on page 6-20 except that
the Call User Data must be one of the three values:

X'01000000'
X'81000000'
X'41000000'

The IDNUM of the REQCONT is built by X.25 NCP Packet Switching Interface
for Call-Out and Call-In and is equal to the default identification
number (described in Chapter 4), whether it is used with the Integrated
PAD or the Transparent PAD.
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Call Sequence - VC - GATE=GENERAL
GATE=GENERAL

For Call-Out: Type & Virtual Circuit

I i 1
Host | 3705 | X.25 |

| } | Network|

l End User | SNA ! ACF/NCP and X.25 NPSI ! (PSDN) !
f | 1. I I I !
Appl|CTCP |Oper | ACF/VTAM | | vVC | MCH 1 | |
I | | INCP_PU—|—|—|—|—|— | |

| | | | | |LU|PU|LINK|LU|PU|LINK | |
| I | | | — | —|—|———1—1 | |
| I | | | | | |/* Link Level of */1
| | | | | | |1 | |/* DTE/DCE interface */|
| I | I I I | |/* is active. | */|
| I | I I | I . I I
| | |V NET,ACT, ID=MCH_LU [ I | | |
| I | | ACTLU | [ . [ |
| I | | > | | I |
| I | I +R (ACTLU) [ Lo [ |
| I | | < | [ |
I I I I o [ . (. |
| |OPNDST ACQUIRE,MCH LU | | . I | | | |
| I | | BIND | I [ I |
| | >/% PLU (CTCP) and */I
| | | | | | /% SLU (LU-MCH) name */|
| | | | +R(BIND) I /* carried by BIND are®/|
| | < /% stored in X.25 NCP */|
| | | | SDT | | /* Packet Switching */|
| | >/* Interface to build */|
I I | | +R(SDT) | I /* data. */1
| | < - || I I
I | | | | | [ . | I |
| | |V NET,ACT,ID=switched major node |1 | | | |
| | |V NE T,ACT,ID=VC_LINK I | | | |
| I I | I I 1| [ | I
| I I | ACTLINK (VC_LINK) | | [ P |
I | I | > 1 | L I I
I | | | +R (ACTLINK) | | P |
I I | | < [ . I I
I I | I | I I | [ |
| | | | ACTCONNIN (VC_LINK) | | | | |
| | I | > S T I |
I I I I +R(ACTCONNIN) | | | [ . [ I
I | I | < < bl P |
I I I I L I |
I | | | L P |
I I I I [ I |
I I I I 1 I |
L L | | L1 1 | | i

| |
I I
I I
I I

L

Figure 6-9 (Part 1 of 3). Call Establishment Sequence Type 4 VC (GATE=GENERAL,
Call-Out)
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Call Sequence - VC - GATE=GENERAL

| I

I I | == == —
| SEND Data (Call command) |
I |
I

r 1 | | |
Host | 3705 | X.25
| f | Network
End User | SNA AM L ACF/NCP and X.25 NPSI ! (PSDN)

| | | « | I |
Appl|CTCP|Oper | ACF/VTAM | | Ve |  MCH | |
| | INCP_PUt—|—|—|—|—|—— |
| | | |LU|PU|LINK|LU|PU|LINK |
| I
I

FMD PIU (Call command) | |

FMD PIU (Call Confirm command) |
< <
RECEIVE Data (Call Confirm command)

| | | l I
REQCONT (VC_PU) | |

<

/* IDNUM of XID I-field¥/
/* image is generated */

I
I
I
I
I
I
I
I
I
I
I
c

I
RNAA (VC_LU)

>

+R(RNAA) |
<

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
|
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
1

I

I
| I I
I I I
I I I
| I |
| | /* by the X.25 NPSI. *f |
| I I I L
| | SETCV (VC_PU) ol
I I >
I I +R(SETCV) [ I T I
I o< | | 1/* During this period, */|
l I | | |/* DCE DATA packets from */|
I | CONTACT (VC_PU) | | |/* X.25 network will be */]|
I I > > |/* buffered in the X.25 */|
| | +R(CONTACT) | | |/* NCP Packet Switching */|
| | < | | |/* Interface */|
I I I I L I I
| | CONTACTED (VC_PU) | | |
I I < < I I
I I I | L |
| |  ACTPU | |1 |
| I > | I
I | +R(ACTPU) [ I
I I < I I
I | | |
I I I |
I | I I
I I | |
| | I I
1 I I |

e e e e e s e o — — —— —— ———

| Vv
||
||
||
||
|1
| v
| v
|
|
|
| |
| |
.

[ o e e e e e e e e e i e e

| L

Figure 6-9 (Part 2 of 3). Call Establishment Sequence Type 4 VC (GATE=GENERAL,
Call-Out)
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Call Sequence - VC - GATE=GENERAL

| |
Host [ I 3705 [ X.25
| I . Network
I, E?d Us?r SNA AM | ACF/NCP and X.25 NPSI (PSDN)
| 1 .
I 1
App1|CTCP | Oper | ACF/VTAM| I | Ve MCH
I i J' I NC P_PU } | ] 1 |
| ILU!PUILINK LU|PU!LINK
I

I

I

|

I

|

I

I

| I I

| SETCV (VC_LU)
| >
I

I

I

I

I

|

I

I

I

+R(SETCV)

I I
ACTLU |

+R (ACTLU)

R SEE SN N S—" S ———— SRS, P -
— — — —— —— — — — — ’—

I
I
I
I
< I
I
I
>
I

<

* At this point, LOGON data *
which is generated by the
* X.25 NCP Packet Switching ~

FMD PIU (LOGON) /
/
/
/% Interface is sent to a
/
/

<

| (SSCP-LU session)
GON EXIT will */ |

/* L
/* be scheduled. */ |
| | I I
OPNDST ACCEPT,VC_LU |
I

I I
I I
I I
I I
l I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I |
| 0
I

I

I

| | | BIND
I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

1

ar,
-

ol

* SSCP.
* See Chapter 5.

Ly

-
NSNS

—_—V ———— —

I

I

I

I

I

I

|

i

| |  +R(BIND) | I
< I
I

I

I

I

I

I

I

I

I

I I I I
| | SDT |

| | +R(SDT) |
<

/* OPNDST has completed. */
S

END Data (Data command)
FMD PIU (Data command)

I

I

I I

| TE DATA

> >
I

I

I
I I
I I
I I
I I
I I
I I
I I
I I
| I
I I
I I
| I
D I

I I I l
FMD PIU (Data command)
< <

RECEIVE Data (Data command)
| | I |

1 | ] L

|1 L [
| DCE DATA | I

Lo
N

I 1 | | J L

1
I
I
I
]
1
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
|
I
I
I
|

e o — — — — — ——— —— — — —— S S S o St et St S So— —— — — — —— — —— — — —— — So——t—

___....
L —

Figure 6-9 (Part 3 of 3). Call Establishment Sequence Type 4 VC (GATE=GENERAL,
Call-Out)
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Call Sequence - VC - GATE=GENERAL

For Call-In: Type &4 Virtual Circuit

/
|/* DTE/DCE interface %/
/

-t

! M 1 T
Host | | 3705 | | X.25
, | I | | Network
| End User | SNA AM | | ACF/NCP and X.25 NPSI | | (PSDN)
I T T T I I T T I I
Appl|CTCP|Oper | ACF/VTAM| | | vC | MCH | |
| INCP_PUp—1— T 1 I I
| | |LU|PU|LINK|LU|PU|LINK| |
I I B — |
| | |/* Link Level of ®
I |
I I
I
U
|

T
I
I
| |/% is active. *
I
||
I

I
I
I
I
I
I
I

1 !
I I
I I
I I
I I
I |
I I
|V NET,ACT,ID=MCH_L
I I
| I
I I
I I
I I
I I
I I
I I

- | L

ACTCONNIN (VC_LINK) |
> >

+R (ACTCONNIN) |

< <
J | 1 1 ]

T

I

I

I

I

I

I

I N

| ACTLU |/* During this period¥*/
| >/%* Incoming Call */
| +R(ACTLU) ' |/* which specifies #*/
| < /% LLC Level &4 is */
| | | [ |/* rejected and Clear¥*/
| | | | | /* Request is sent to¥/
I | | [ |/* the DCE. */
I I I 1 [ O I R

| | I I I ol I O

|OPNDST ACQUIRE,MCH LU | | | I B I |

I | | BIND I I [ T O

| > e

I I |~ +R(BIND) I A I

| < /* PLU (CTCP) name */|
| | I SDT | 1| | /* carried by Bind is¥*/|
| >/* stored in X.25 NCP¥*/|
I +R(SDT) | | | |  |/* Packet Switching */|
| < /* Interface to build*/|
I | | | I |/* Logon data. */|
| V NET,ACT,ID=switched major node | ] | |

l V NET,ACT, ID=VC_LINK Lo |

| | I P (I

| ACTLINK (VC_LINK) | | ||

| > |

| +R(ACTLINK) | 1 | |

I

I

I

|

I

I

|

N

I I

I (I I

I I I I
I I [ I
I I | I
I I I I
| < I | I
I I | I
I I I I
I I [ I
I I [ I
| I | |
| | | | ol

Figure 6-10 (Part 1 of 3). Call Establishment Sequence Type 4 VC (GATE=GENERAL,
Call-In)
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Call Sequence - VC - GATE=GENERAL

|
Host | 3705 X.25
T I ‘ Network
End User | SNA AM ACF/NCP and X.25 NPSI (PSDN)
T

T T T
Appl|CTCP |Oper | ACF/VTAM| | |
T

Ve
INCP_PU }—1— ,
| LU| PU| LINK|LU | PU| LINK

T
| MCH
I
—
I

|

I

|

I

T T I
| I I
I I I
I | I I
I I I I
| I I I
I |
FMD PIU (Call command)

— — —— — e anr— ke et s cte el e —]

II
I
I
I
|

|
|
I
I
|
I
I
I
1 I
I I
I I
I I
I I
L

T ]
.
.
|
[
| INCOMING CAL
< <

RECEIVE Data (Call command)

* LLC Level 4 is *
specified by the

ot
W

the Called DTE *

\)
*
* Call User Data or *
ala
wls

NN NN

\'%
e e e e e —— . ——— — — — — — — —— — — —— —— — ——— — ——— —— — —— ——— ———— — ———— )

|
I
| | | I
| | I | I
i | | | ] sub-address. *
‘SEND Data (Call Confirm command) | | | |
FMD PIU (Call Confirm command) CALL ACCEPTED

I |
REQCONT (VC PU) | |

I
I
I
I
I
I
|
>
I
I
I
I
I
I
I
I
|
I
u

|

I

I

I

|

I

I

I

I I I [ I

I I I I I I

I I | < - I [ I I

| | |/* IDNUM of XID I-field¥*/ | I I I

| | |/* image is generated */ | I I |

| | |/* by the X.25 NPSI. */ | . |

I I I I I L O

| | |  SETCV (VC_PU) | | | I R I

I I I > 1 [ I I

| | |  +R(SETCV) Ll I

| | | < | | |/* During this period, */
| | | | | | | |/*% DCE DATA packets from */
| | | CONTACT (VC_PU) | | |/* X.25 network will be %/
| | | > > |/* buffered in the X.25 ¥/
| | | +R(CONTACT) | | |/* NCP Packet Switching */
| | | < | | |/* Interface. */
I | | | I bl [ O A R

| | | CONTACTED (VC_PU) | | [ I I I

I I | < < | A N N B

| | | I I L I O I I B

I I |  ACTPU | o [ I

I I I > [ O O Y

| I I +R(ACTPU) | [ O A

I I | < I LtV

| i L | L1 ] | |

} L | |

e e c— — — — — —— — — — — — — — — — —————— — — — — — — —— — — — —— — — ———————

Figure 6-10 (Part 2 of 3). Call Establishment Sequence Type 4 VC (GATE=GENERAL,
Call-In)
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Call Sequence - VC - GATE=GENERAL

T 1 r ! f 1
| Host | | 3705 | | X.25 |
| . ] { | Network]
| End User | SNA AM | ACF/NCP and X.25 NPSI | | (PSDN) !
L | | |

f T T T r T T 3 I 1
| Appl|CTCP|Oper |ACF/VTAM | | vC | MCH | | |
I T T T INCP_PU—r— T 1 { | |
| | | | | | JLU|PU|LINK|LU|PU|LINK| | |
| | | | | I T 1 T T i | |
| | | | l | . I T T I I |
| | | | RNAA (VC_LU) 1 I T I IO I
| | | | L I I R I I |
| | | I +R(RNAA) | [ [ R I I I
| | | | < [ R T I I B |
| | | | | | P I T I I |
I I I I SETCV (VC_LU) | | | [ O A I I
| | | | > ||| N R I R |
| | | I +R(SETCV) [ I T I I B |
I I | | < [ . I A I I |
| | | | | I [ I T O I B |
| | | | ACTLU | L [ T I I B |
| | | | > | | I Y I I |
| | | l +R(ACTLU) I 1 I T I |
| | | | e ittt ittt |
| | | | FMD PIU (LOGON) | /* At this point, Logon data */|
| | | | < |/* which is generated by the */|
| | | | (SSCP-LU session) |/* X.25 NCP Packet Switching */|
| |/* LOGON EXIT will ¥/ | | |/* Interface is sent to a */|
| |/* be scheduled. */ | ]/* SSCP. */|
| | OPNDST ACCEPT,VC_LU | | |/* See Chapter 5. */|
| | I | BIND | I [ || |
I I > | | [ - |
| I | | +R(BIND) | I [ . || I
| | < | [ [ |
| | | | SDT I I [ 1 I |
| | > | | . [ |
| | | I +R(SDT) | [ [ [ |
| | < I [ I |
| | /* OPNDST has completed. */ | | . | | |
| I | I | I . . [ |
| |SEND Data (Data command) I I | | |
| | FMD PIU (Data command) | | DTE DATA | | | |
| | > > |
| | FMD PIU (Data command) | | DCE DATA | | | |
| | < < |
| |RECEIVE Data (Data command) |1 ]| | | |
| 1 I L j ! L4 R | [ j

Figure 6-10 (Part 3 of 3). Call Establishment Sequence Type 4 VC (GATE=GENERAL,
Call-In)
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Activation Sequence - MCH - with DATE

MCH Activation with DATE

]
Host | 3705 | X.25 |
T I T | PSDN |
End User SNA AMg} : NCP and X.25 NPSI F*—*——~——4
T T i ' T I |
Appl|CTCP |Oper | ACF/VTAM| | VC | MCH | |
| | | |
f T | | NCP T | |
| | | ! ! PU !LUIPUILINK!LUIPUILINK | {
I | I | | | I |
| | | VNET,ACT,ID=MCH LINK | | | | |
| | | | ACT LINK | | | DTR ON |
| I I | > > > |
| | | | | I | | | (DTE Ready) |
| | | | +R (ACTLINK) ¢I | - | DSR ON |
| | I | < < < |
| | | I I | | I | (DCE Ready) |
| | | VNET,ACT,ID=MCH PU | | | | |
I I | | CONTACT | | | I |
I | | | > > | |
| | | | +R(CONTACT) | | | | |
I | | | < | | I |
| | | | CONTACTED (MCH-PU) | | | |
| | | | < = I |
I I | | | | | | I |
| | I | ACT PU | | (I I
| I | | > [ |
| | | | +R(ACTPU| | [ |
| | | I < I |
| | | VNET,ACT,ID=MCH-LU | | |/*MCH LU is |
| | | | ACTLU | | |/*to be act- |
| | | | > ‘| /*vated for |
| | | | | | | | | /*enabling |
| | | | +R(ACTLU) | | /*DATE |
| | I | < | /*function */|
I I | | | I I
| | | OPNDST ACQUIRE,MCH LU | | | | |
| | | | BIND | I | I
I | [ I > I |
| | I | | I | I |
I | | | +R(BIND) I | I
I | | | < : v I I
| | I | I | | ‘ I 1 |
| | I I ' SDT | P I
| | | | > I I
I I [ | ~ | | +R(SDT) | I |
| | | | < I |
| | | | I I | | I |
| I | | I I i I I I |

Figure 6-11 (Part 1 of 2). MCH Activation Sequence with DATE
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Activation Sequence - MCH - with DATE

I 1
3705

-
X.25 |
PSDN |
NCP and X.25 NPSI —

Host

——

T
End User SNA AM

T T
Appl|CTCP |Oper | ACF/VTAM
1

P SRS ERpR———

VC MCH

|
| NCP
| PU

e e e e e ]

1

- I T
DATE (RESTART COMMAND) |
FMD PIU (Restart Request Command)

|
I
I
I
I
SEN |
B

|
I
|
LU| PU| LINK|LU| PU| LINK
1
|
|
| | SABM

>
I | UA|

| <

| RESTART REQUEST
I

I

| I | | >
RECEIVE DATE (RESTART CONFIRMATION) DCE RESTART CONFIRMATION
< <

FMD PIU (Restart Confirmation Command) | |

—————— g ——
\"2

OR
I I I I I I I
I | I I | I I
SEND DATE (Restart Command) | | | |
| FMD PIU (Restart Request Command) | SABM|
> >
|UA |

| \ | I | |

| ‘ | I | | <
| | | | | RESTART INDICATION
I

| | | | <
FMD PIU (Restart Confirmation Command) DTE Restart Conf.
< >
Receive Data (Restart Confirmation) | |

| | | I | After this set-up

| | | | Incoming Calls are

| | | | handled as described

| I I |

i I i |

below. | |
1 i

Figure 6-11 (Part 2 of 2). MCH Activation Sequence with DATE
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Deactivation Sequence - MCH - with DATE

MCH Deactivation with DATE ‘

1
3705 | X.25 |

NCP and X.25 NPSI | |}——m—]

T
| Host
{
f

T
End User SNA AM |

|

T T |

Appl|CTCP |Oper | ACF/VTAM
1

vC MCH

U Z

I
DISC |

—_—————— T
2~}

. I
I I
' I
LU|PU|LINK|LU|PU|LINK| |
I I
I I
| I

I
|
CLSDST MCH-LU |
| UNBIND |

| | +R (UNBIND) | | | UA|
<

A

VNET, INACT,ID=MCH LU | |
DACTLU | | I

\'%

+R(DACTLU)) |

<
I I I
VNET, INACT, ID=MCH PU |

DACTPU | |

I

I

I

l

}
+R(DACTPU)) | |
< I
I

I

I

I

I

I

I

DISCONTACT |

+R (DISCONTACT) |
<

I I I
VNET, INACT, ID=MCH-LINK

DACTLINK (MCH-LINK)

BT e e e e e o s s i s e, e e e e . .
e gy U

(e}
=
(@]
=1

> >
| | | (DTE not ready)
| | | I

+R(DACTLINK) | | DSR OFF
< <

(DCE not ready)

I
I
I
I
I
I
I
I
I
I
I
I
I
|
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
|

I
I I
I |
I I
I I
I I
| T
I I
I I
I I
I I
I I
I l
I I
I I
I |
| E
I I
I I
I I
I I
I I
I I
I I
1 |

b e

Figure 6-12. Deactivation of the MCH with DATE

° When the host operator deactivates the LU before the CTCP has issued
a CLSDST the DISC/UA exchange is done when receiving the DACTLU.

. If the Discontact is received without previous Unbind or DACTLU
received, the DISC/UA exchange is done as in Figure 6-2 on page
6-10.
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Deactivation Sequence - MCH - with DATE

LLC Level 5: Same as the case of GATE=NO. If sub-addressing mechanism
is used, the LLC Level is specified by the last digit of Called DTE
sub-address instead of the first 4 bytes of Call User Data.
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Call Sequence - VC - GATE=DEDICAT
GATE=DEDICAT

For Call-Out: Type O Virtual Circuit

| 1
Host 3705 | | X.25
i | Network
End User SNA AM ACF/NCP and X.25 NPSI | ! (PSDN)
|
l T T | |
Appl|CTCP|Oper | ACF/VTAM | Ve MCH | |
{ : NCP_PU}—1— T 1 l
| LU| PU| LINK| LU U|PUILINK| |
| T ]
— |

/*MCH-LU should be in¥*/
/*session with CTCP %/
/% Link Level of “/
/%* DTE/DCE interface %/
/* is active. */

'4

I
l
I
J

SO SN U SN S SIS SR NS SS——
e e

I
|
|
kLl
|
I
Illl
L
L
L
L1
.
B |
N |
IR A |
| I N S N R L

Figure 6-13 (Part 1 of 3). Call Establishment Sequence Type 0 VC (GATE=DEDICAT,
Call-Out)

6-40 X.25 NCP Packet Switching Interface Installation and Operation



Call Sequence - VC - GATE=DEDICAT

! ! T

Host | 3705 | | X.25

1 . | | Network
End User | SNA AM | ACF/NCP and X.25 NPSI | | (PSDN)
| | | I
T T T ! T T ! [
AppllCTGP|0per|ACF/VTAM| | | Ve | MCH | |
| I I |NCP_PU —1— T 1
| | | |LU|PU|LINK|LU|PU|LINK| |
I I l —+— ——— |
|V NET,ACT,ID=switched major node |1 | | |
|V NET,ACT,ID=VC_LINK | | | [ . | I
I | I | P [ I
| | ACTLINK (VC_LINK) | | 1 | |
I | > || I
| | +R (ACTLINK) I b |
| | < . I
| I I | I [ . I
| | ACTCONNIN (VC_LINK) | I . | |
| I > > |1 [
I I +R(ACTCONNIN) [ L | I
I | < < | [
I I I | Ll . [
I | I I [ | I
SEND Data (Call command,LLC=Level 0) 11 | | |
FMD PIU (Call command,LLC=Level 0) | CALL REQUEST
> >
I

FMD PIU (Call Confirm command) |
< <
RECEIVE Data (Call Confirm command)
| | REQCONT (VC_PU) | |
| <
| /* IDNUM of XID I-field¥/
|/* image is generated </

CALL CONNECTED

||
|
||
||
I
|
|
||

I I
I I
I I
I I
I |
I I
I I
I I

s
3

<

|
| * Interface.
I I [ I
CONTACTED (VC_PU) L1
< << 1
| |

1] L 1 |

[ e e e S— ——— — — . o S G i St i i st e St . et e, e, et e e, S e, S it S e S St e, i St it e e, e, St S st S
o e e e e e e e e s e e e e e . e e e e, . e S S S e e . e e e e . s s e e e |
e e e e e s e —— — — — — — —— — — — — . o St S ot S, e i, . S S e e et S e e s S —— St k. st s e, )

I

I
I I
I I
| I
I I
I I
I I
I I
I |
I I
I I
| I
I |
I |
I I
I I
| |

|/* by the X25NPSI. %/

| SETCV (VC_PU) |

I > ||

| +R(SETCY) | R

| < | /* During this period, */
| || /% DCE DATA packets from */
| CONTACT (VC_PU) | | /* X.25 network will be %/
| > > | /% buffered in the X.25 ¥/
| +R (CONTACT) | /* NCP Packet Switching %/
I |1/ /
I I

I I

|

!

I
I

Figure 6-13 (Part 2 of 3). Call Establishment Sequence Type 0 VC (GATE=DEDICAT,
Call-Out)
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Call Sequence - VC - GATE=DEDICAT

1

M f |
| Host | 3705 X.25 |
} - — | Network |
| End User | SNA AM | ACF/NCP and X.25 NPSI | (PSDN) |
F T T I - T T — a
| Appl |CTCP | Oper | ACF/VTAM | | VC | MCH | | |
} { I { INCP_PU|—— —T— ! | |
| | | | | | |LU|PU|LINK|LU|PU|LINK | |
| | | | | I —t+— —+— | |
| | | | ACTPU | I I I I B |
| | | | > | [ T I B B |
| | | | +R(ACTPU) I I T I B |
| | | | < | I A I I E |
I | I | RNAA (VC_LU) I [ T T I |
| | | | > |1 [ T I |
| I | I +R(RNAA) | [ . [ R I I l
| I | | < [ A N I I B |
I I l I SETCV (VC_LU) | | | [ T I I I
| | | I > [ R I R B |
| | | I +R(SETCV) [ [ T T I B |
I | | | < . I Y O R B |
| | | | ACTLU | [ . [ R I I B |
| | | | > | | A T T N B |
| | | | +R(ACTLU) I I T T O B |
| | | | S i ittt ittt ettt ittt e |
| | | | FMD PIU (LOGON) | DCE DATA (LOGON data) |
| I | | < < |
| | | | (SSCP-LU session) |/* First DCE DATA is treated */|
| /% LOGON EXIT will */ | | | |/* as LOGON data and send to */|
| /* be scheduled. */ | | | |/* the SSCP or the LOGON is */|
| OPNDST ACCEPT,VC_LU | | | |/* built by X25 NCP Packet */|
| | | | BIND | | |/* Switching Interface if so */|
| | | | | | | |/* requested in the call */|
| > |/* command. */|
| [ | | +R(BIND) | I . [ |
| < | [ | |
| I | | SDT | | [ [ [ |
| > | | L I |
| | | | +R(SDT) | [ 1 [ |
| < I [ [ |
| /* OPNDST has completed. */ | | 11 | | |
|SEND Data | | | L [ I |
| | FMD PIU | | | | DTE DATA | | | |
| > > |
| | FMD PIU | | | | DCE DATA | | | |
| < < l
IRECE{VE D?ta | | | I | | !

L | J L I | | | 1 1 J L

Figure 6-13 (Part 3 of 3). Call Establishment Sequence Type 0 VC (GATE=DEDICAT,
Call-Out)
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Call Sequence - VC - GATE=DEDICAT

For Call-Out: Type 2 Virtual Circuit

[ T 1
| Host 3705 | X.25 |
; T | Network|
End User | SNA AM ACF/NCP and X.25 NPSI ! (PSDN)
|
T T { T T I
AppllCTCPlOperlACF/VTAM | | Ve MCH |
| INCP_PU —1— I — |
| [ !LUIPUILINK LU!PU!LINK |
| i T 1 1 |
| | | |/* MCH LU in session */
| | | |/* with CTCP %/
| | | |/* Link Level of */
| | | |/* DTE/DCE interface */
| | | |/* is active. */
| | |
|

I

I

I

I b
I b
I ||
I ||
I [
I I
I | I P
NET,ACT,ID=switched major node
NET,ACT, ID=VC_LINK |
| I I Pl

| ACTLINK (VC_LINK) | |
| > 11

| +R (ACTLINK) I 1 |
| < o

| I I I

| ACTCONNIN (VC_LINK) |
| > >
I

I

I

|

I

I

1

+R(ACTCONNIN) | | |
< <

[ e —— — — — — — — a——— — S— — — — — — — — —— —— o ot ottt
[ e e e s — —— — — — —— — — — — — — — — — — — —  — —— ——

l
I
I
I
I
I
I
l
I
|V
|V
|
I
I
I
I
l
I
I
I
l
I
I
I
I
1

e e s e e e e e s e s S —— — — —

S
[ e —— — —
S,

e —— e e e —_——_— e ——_ ——_—_ e e ——_—

Figure 6-14 (Part 1 of 3). Call Establlshment Sequence Type 2 VC (GATE=DEDICAT,
Call-Out)
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Call Sequence - VC - GATE=DEDICAT

Host

+R (CONTACT) Il

L
|1
CE DATA (PSCONT

I
|
CONTACTED (VC_PU D
- <

l
I
I.
)

[N —

< <

I I I
ACTPU | |

| R I
DTE DATA (ACTPU) |

+R (ACTPU) |
< <

I
RNAA (VC_LU)

DCE DATA (+R(ACTPU))

>

+R(RNAA) |
<

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
I
|
|
|
|
|
|
|
|
|
|
|
|
I

e c— — — — — — — ————— — — — ——— —— — — —— ——" — — — — — — —— — —— So——— — V—S— — ——

e e . — — . — — — — ——— ——— — ——— — — S— ——— — —— —— — —

I
|
l
I
I
I
|
I
I
I
|
|
I
|
| <
|
I
I
I
|
|
I
I
I
I
I
I
I
I
I

J L

! T !

| 3705 | X.25 |

T s | Network]|

End User | SNA AM ACF/NCP and X.25 NPSI ! (PSDN) !
|

T T T T T ] 1

Appl|CTCP|Oper |ACF/VTAM | Ve | MCH | |

I I i NCP_PUf—7— —r— | |

| | | | LU|PU|LINK|LU|PU|LINK| | |

| | F — ——— | I

SEND Data (Call command,LLC=Level 2) | | | |

FMD PIU (Call command,LLC=Level 2) | CALL REQUEST |

> > |

FMD PIU (Call Confirm command) | | CALL CONNECTED |

< : < |

RECEIVE Data (Call Confirm command) | | | | |

| I | I I |

| | | | DTE DATA (PSXID) ] |

| | P > |

| | DCE DATA (PSXID) | |

REQCONT (VC_PU) RS |

< < | I I |

| I I I P |

SETCV (VC_PU) | | | 1| I |

> |1 I [ |

+R(SETCV) 1 I I I

< | . | [ |

| I I |

CONTACT (VC_PU) | | DTE DATA (PSCONT) | |

> > > |

| |

| |

| |

| |

|

|

|

|

|

|

|

|

|

|

|

|

J

Figure 6-14 (Part 2 of 3). Call Establishment Sequence Type 2 VC (GATE=DEDICAT,
Call-Out)
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Call Sequence - VC - GATE=DEDICAT

I I 1 1 |
FMD PIU (LOGON) | DCE DATA (FMD PIU(LOGON data))
< <

| (SSCP-LU session)

] |
Host 3705 | | X.25
I | | Network
End User SNA AM ACF/NCP and X.25 NPSI | | (PSDN)
| L

T T T T 1 I
Appl|CTCP |Oper | ACF/VTAM | | VC | MCH | |

I I |NCP_PU{—7— F—— 1|

| | | | |LU|PU|LINK|LU|PU|LINK| |

I I I I F—t+— —+—1 1|

| | | SETCV (vC_LU) | | | . [

| | | > | 1| | I

| I | +R(SETCV) [ | I

| I | < I | [

| | | | | [ . P |

| | | ACTLU | | DTE DATA (ACTLU) | |

| l | > >

| | | +R(ACTLU) | DCE DATA (+R(ACTLU)) |

| | | < <

| | |

| | |

| | I

|

/* LOGON EXIT will */ | |

| [ [
| (. o
/* be scheduled. ¥/ | | [ [ |
| | |
I

[ —

I
I
I
I
D

— — — — — — — — — — — — — — — — —— — — — — — — — — — — — — — — — — — — — — — ——— —— —

[ —— — — — — ———— — — — — — —— — —————— — —— — — — — — ———— —— —

|
3 |
OPNDST ACCEPT,VC LU | | | |
I | © BIND | | DTE DATA (BIND
> >
| | | +R(BIND) | | DCE DATA (+R(BIND)) |
< <
I I I I | | | P [
I |  sDT [ | DTE DATA (SDT) |
: > >
| | | +R(SDT) | | DCE DATA (+R(SDT)) |
< <
/* OPNDST has completed. */ | I I 1 | | |
| | I | I | . I I
SEND Data | | I b L1 |
| | |  FMD PIU | | | DTE DATA (FMD PIU) |
v > >
| l | I I [ A 1 [
| | |  FMD PIU | | | DCE DATA (FMD PIU) |
< <
RECEIVE Data | | I [ I I
| l | | | | I I
| I ! 4 O (I IR j [ o

Figure 6-14 (Part 3 of 3). Call Establishment Sequence Type 2 VC (GATE=DEDICAT,
Call-Out)
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Call Sequence - VC - GATE=DEDICAT

For Call-Out: Type 3 BNN Virtual Circuit

I l
ACTCONNIN (VC_LINK)
>

+R (ACTCONNIN) |
< <

\

f 7 T 1 r !
| Host 3705 | | X.25 |
F I { | Network|
| End User SNA AM ACF/NCP and X.25 NPSI | (PSDN) !
i ' |

I T T T T I !
|Appl|CTCP |Oper |ACF/VTAM | vec MCH | |
f ! i ~ INCP_PU|—— T | |
| | | | | LU|PU|LINK|LU|PU|LINK | |
| | | I | 4 — | ;
| | | | | | . |/* MCH LU in session */|
l | | | l | [ |/* with CTCP */]
| I | | | | . |/* Link Level of */|
| | | | | | | 1 | |/* DTE/DCE interface */|
| | | | | I o |/* is active. */|
| | [ l I | |
| [ | I | . |
| | |V NET,ACT, ID=switched major node |
| | |V NET,ACT,ID=VC_LINK |1 |
| | | | | [ |
| | | | ACTLINK (VC_LINK) | | |
I l I l > I
| | | | +R (ACTLINK) - l
| | | | < I l
| | I | I I
I | I | | l
I | | I
| | | | |
I I | I l
| | I | I
| I | | |
| | | | I
| | | | |
L 1 1 | ]

o e - — — — ——— — — — —— —— — —— — S——
[ e . — —— ——— — — — —— — — — — — — — —
e e e e e e s — —— — —— —— s e —— — — — —

b s e o c—
o v s W —
S

Figure 6-15 (Part 1 of 3). Call Establishment Sequence Type 3 BNN VC (GATE=DEDICAT,
Call-Out)
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Call Sequence - VC - GATE=DEDICAT

r 1 r | I
Host | | 3705 | | X.25
T — I ! | Network
End User | SNA AM | | ACF/NCP and X.25 NPSI | | (PSDN)
| | | 1 L
T T | 1 i T T | |
App1l|CTCP|Oper | ACF/VTAN| | | vc | McH | |
I ] I { INCP_PU |—— —T— |
| | | | |LU|PU|LINK|LU|PU|LINK| |
I | | I —t+— —t+— I
SEND Data (Call command,LLC=Level 3) | 1 | |
FMD PIU (Call command,LLC=Level 3) | CALL REQUEST
> >
|

<

FMD PIU (Call Confirm command) |

CALL CONNECTED
<

I
|
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
|

I
I
I
I
I
I
I
I
I
|
I
I
I
I
I
|
I
I
I
I
I
I
I
I
I
I
I
I
|

RECEIVE Data (Call Confirm command) | | | |

l L | 1| |
| DTE DATA (QXID) | |

]
|

l

I

I

I

I

|

I

I

I

|

|

l

I

|

I I

I | >

| | | | DCE DATA (QXID) | | |
REQCONT (VC PU) | | < |
< < I . I |
| I I o I I
SETCV (VC_PU) [ I | | |
> 0 [ I |

+R(SETCV) I ol I I
< I [ . I
I I b I I |
CONTACT (VC_PU) | | DTE DATA (QsM) | | |
> > > |

+R(CONTACT) I I I I
< I 1 I |
I I L | | I
CONTACTED (VC_PU) | DCE DATA (QUA) | | |
< < < |
I I . I I
ACTPU | | | DTE DATA (ACTPU) | |
> > |

+R (ACTPU) | | DCE DATA (+R(ACTPU)) |
< < I
I I I Ll I |

RNAA (VC_LU) I I | I
> [ I I

+R(RNAA) | I I I I
< I Ll I |
l I I L I |

| L [ N [ J l J

Figure 6-15 (Part 2 of 3). Call Establishment Sequence Type 3 BNN VC (GATE=DEDICAT,

Call-Out)
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Call Sequence - VC - GATE=DEDICAT

I | bl I |
FMD PIU (LOGON) | DCE DATA (FMD PIU(LOGON data))
< <

| = I 1T
| Host | 3705 | | X.25
- ] f | | Network
|  End User | SNA AM | ACF/NCP and X.25 NPSI | (PSDN)
| | | I
- T T 1 | | T !
Appl|CTCP|Oper|ACF/VTAM| | | VvC | MCH | |

I t I I |NCP_PU |—— —T— 1|

| | | | | |LU|PU|LINK|LU|PU|LINK |

| | | l I —t—1 —+— |

| | | SETCV (vc_Lu) | | | o I

I | | > |1 [ I

I | I +R(SETCV) . [ I

I | | < L L I

I | | | I L L I

| | | ACTLU | | DTE DATA (ACTLU) | |

I | | > >

| | | +R(ACTLU) | DCE DATA (+R(ACTLU)) |

| | I < <

| | |

I | |

| | |

I

I

I

I

I

I

I

|

|

I

I

I

I

I

I

|

| | | | (SSCP-LU session) | | | 1 | | |
| /* LOGON EXIT will */ | I |1 1 I
| /* be scheduled. */ | | | I | |
| OPNDST ACCEPT,VC_LU | | | | [
| | D ) [
|

|

I

I

I

|

I

I

I

|

I

I

I

I

I

I

|

I

L

I
I
I
l
>
I

I I I I I
| | | FMD PIU |
< <

RECEIVE Data | I l 1 L1 I
I I I I I I P |

| | 1 | L | { | 1 1 | | |

|| L1 |
| DCE DATA (FMD PIU) |

| | | BIND TE DATA (BIND
>
| | | +R(BIND) | DCE DATA (+R(BIND)) |
< <
| | l I | I bl I
| | | SDT | | DTE DATA (SDT) ||
> >
| | | +R(SDT) | | DCE DATA (+R(SDT)) |
< <
/* OPNDST has completed. */ | | 1 | | |
I I l I I o Lo I
SEND Data I I I [ | |
| | | FMD PIU | | | DTE DATA (FMD PIU) |
> >
I
I

Figure 6-15 (Part 3 of 3). Call Establishment Sequence Type 3 BNN VC (GATE-DEDICAT
Call-Out)
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DEDICAT

Call Sequence - VC - GATE

LLC Level 5 Virtual Circuit

For Call-Out:
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Call Establishment Sequence Type 5 Virtual Circuit
Operating the X.25 NCP Packet Switching Interface

(GATE=DEDICAT, Call-Out)

Chapter 6.

6-16 (Part 1 of 3).

Figure



Call Sequence - VC - GATE=DEDICAT

1 | ! | 1
Host | | 3705 | | X.25 |
T 1 f | | Network|
End User | SNA AM | ACF/NCP and X.25 NPSI (PSDN)
| |
T T x | T T
Appl|CTCP |Oper |ACF/VTAM| | | Ve | MCH |
+— I I |NCP_PU |—1— —T— I
| | | | |LU|PU|LINK|LU|PU|LINK |
| | I | L1 |
| SEND Data (Call command,LLC=Level 5) . | |
| FMD PIU (Call command,LLC=Level 5) | CALL REQUEST
| > >
|

FMD PIU (Call Confirm command) |
< <
RECEIVE Data (Call Confirm command)
I | l I ||
| REQCONT (VC_PU) | |
| <
|/* IDNUM of XID I-field*/
|/* image is generated */
|/* by the X.25 NPSI */

I I
SETCV (VC_PU)

CALL CONNECTED

— e —— —— s — — — — — —

I I
RNAA (VC_LU)
>

+R(RNAA) |
<

L e s s . — — — — — — — — — —— — — — — —— ——— — — —— — — — — — — ————— — — ——— —

I
I
I
| I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
| I
I I
I I
I I
I I
I I
I I
I I
I I
I I
| I
I I
I I
I I
I I
I I
I I
| |
| |

| I

l .

| > | |

| +R(SETCV) [ | I |

| < | /% During this period, */
| | | || /% DCE DATA packets from */
| CONTACT (VC_PU) | | /% X.25 network will be */
| > > |/%* buffered in the X.25 */
| +R(CONTACT) | /* NCP Packet Switching ¥/
| < | /* Interface. */
| I I I |

| CONTACTED (VC_PU) |

| < <<

I | | I

| ACTPU | ||

| >

| +R (ACTPU) ||

| <

|

|

|

|

|

I

1

b e e . . . —— —— — — — — — —
e e e e e s e S —— —— — — ———
e ———— —— — —— ——— — —— — o—

J L

Figure 6-16 (Part 2 of 3). Call Establishment Sequence Type 5 Virtual Circuit
(GATE=DEDICAT, Call-Out)
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Call Sequence - VC - GATE=DEDICAT

I f

Host | 3705 | X.25

, - | Network
End User SNA AM | ACF/NCP and X.25 NPSI | | (PSDN)

| | |
T T { T T 1 f
Appl|CTCP|Oper | ACF/VTAM| | | Ve | MCH |
— 1 i I INCP_PU —1— 1 |
| | | | | |LU|PU|LINK|LU|PU|LINK| |
I | | | L [ L1 |
| I | SETCV (VC_LU) | | | [ N I O
| I I —> | | | Y R O R B
| I I +R(SETCV) | I Y O B B
I I | < I [ Y I R B
I | | | | I I A I I B
I I | ACTLU | [ U T I I B
I | I > | | N T I I B
I I I +R (ACTLU) . I T O O B

| | | eSO N
| I | | I L [ |
| | | FMD PIU (LOGON) | DCE DATA (LOGON data)

| : l < <

| | (SSCP-LU session)

* First DCE data is treated *

|/ /
/* LOGON EXIT will */ | | | |/* as LOGON data and sent to */
/* be scheduled. */ | | | |/% the SSCP or the LOGON is %/
L | | |/* built by X.25 NCP Packet %/
OPNDST ACCEPT,VC_LU | | | |/* Switching Interface if so %/
| | | BIND | | |/% requested in the Call */
> | /% command. */
I I I +R(BIND) | L . I
< I [ I
I | I I I . . I
I I I SDT I Ll I I
> | | L I
I | I +R(SDT) | L . I
< I I I
/* OPNDST has completed. */ | I T A N B
I I I I I [ I I
SEND Data I I | I N I
| FMD PIU | | | | DTE DATA | |
> >
I I I I I I I I
| FMD PIU | | | | DCE DATA | |
< <
RECEIVE Data | | I I [ oo
I | I | | L [ |
| 1 1 J 1 [ R | L

Figure 6-16 (Part 3 of 3). Call Establishment Sequence Type 5 Virtual Circuit
(GATE=DEDICAT, Call-Out)
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Call Sequence - v’c - GATE=DEDICAT

For Call-In: Type O Virtual Circuit

) < I
| |
ACTCONNIN (VC_LINK)

> >
+R(ACTCONNIN) | | |

< <
1 | [

I ]
Host ‘ 3705 | X.25 |

T | Network|

End User { SNA AM . ACF/NCP and X.25 NPSI ! (PSDN) !

T T ! T T I {
Appl]CTCPlOperlACF/VTAM | | VC | MCH | |
f } % |NCP_PU—— ' | |

| | | | | !LUIPUILINKlLUIPUILINK | |
| | I | | |

| I | | | | . |/* Link Level of */|

| | | | | | | |/* DTE/DCE interface */|
| | | | | | I |/* is active */1
| | | | | . |/* and MCH-LU in */|
| | | | | | | |/*|session with CTCP.*/|
| | |V NET,ACT,ID=switched major node |
| | |V NET, ACT,ID=VC_LINK . |
| I | | I |
| | | | ACTLINK (VC_LINK) | [
| | | I > || |
| | | | +R (ACTLINK) I |
| | | | I |
| | | | [ |
| | | | | |
| | | | |
| | | | |
| | | | |
L 1 1 1 ]

b e o s c—— — — — —— —— —— —
b e e s e ——— —— — — —— —
b s e . — — — — — —————
b s s s e —— — — — ——— —

Figure 6-17 (Part 1 of 3). Call Establishment Sequence Type 0 VC (GATE=DEDICAT,
Call-In)
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Call Sequence - VC - GATE=DEDICAT

J L 1 |

I ] — 1 | !
Host | 3705 | | X.25 |
T 1 | | Network]
End User ! SNA AM ACF/NCP and X.25 NPSI | | (PSDN) !

| |
T T i T T i | !
| Appl|CTCP |Oper |ACF/VTAM | | VC | MCH | | |
f i f { INCP_PUF——7—+—T { |
| | | | | |LU|PU|LINK|LU|PU|LINK| | |
| I I I l S — —t—1 | I
| | | | | | [ . || |
| I | | | l . [ . I |
| | FMD PIU (INCOMING CALL packet) | | INCOMING CALL |
| | < < |
| |RECEIVE Data (INCOMING CALL packet) | | | | |
| I | | | | - 1| I |
| | SEND Data (Call Accepted command,LLC=Level 0) | | | |
| | FMD PIU (Call command,LLC=Level 0) CALL ACCEPTED]| | |
| | > > |
| I | | I [ . I T T I B |
| | | | REQCONT (VC_PU) | | | R I A O |
| | | | < . | U T T T B |
| | | I/*.IDNUM of XID I-field*/ | R O I R | |
| | | |/* image is generated */ | [ I O I |
| | | |/* by the X25NPSI. */ | [ T I N |
| | | l | [ [ T O I B |
| I | | SETCV (vC_PU) | | | [ TR I R I
| | | | > | | | [ T O I B |
| | | | +R(SETCV) b (A O O |
| | | | < | | |/* During this period, */|
| | | | | | | | |/* DCE Data packets from */|
| | | | CONTACT (VC_PU) | | |/* X.25 network will be */|
| | | | > > |/* buffered in the X.25 */|
| | | | +R (CONTACT) | | 1/* NCP Packet Switching ¥*/|
| | | | < | | |/* Interface. */|
| | | | | | [ U T O I |
| | | | CONTACTED (VC_PU) | | [ T O I B |
| | | | < << | U T I I |
| | | | | | [ [ O A R |
| | | | ACTPU | I [ TR O I |
| I | | > | I T O I B |
| l | l +R(ACTPU) [ [ T I I B |
| | | | < | I I I I |
| | | | I [ I A I |
L i | | 1 [ | j { ]

Figure 6-17 (Part 2 of 3). Call Establishment Sequence Type O VC (GATE=DEDICAT,
Call-In)
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Call Sequence - VC - GATE=DEDICAT

T 1 r 1 r ]
| Host | | 3705 | | X.25 |
} | i — | | Network]
| End User | SNA AM |  ACF/NCP and X.25 NPSI | | (PSDN) |
I | I | | |
I T T T | T | ! I {
| Appl|CTCP |Oper | ACF/VTAM | | VC | MCH | |
| 1 } } INCP_PU}—1— —— | |
| | | | | | |LU|PUJLINK|LU|PU|LINK | A
| | | | I | +—+— —t+—+ l I
| | | I RNAA (VC_LU) . I I O I |
| | | | > | | | [ T O I |
| | | I +R(RNAA) | . R Y I N |
| | | | < I N T I O |
| | | | l | o [ TR O I |
I | | | SETCV (VvC_LU) | | | [ T O I B |
| I | | S I [ T O I R | |
| | | | +R(SETCV) [ T O I I |
| | | | < [ [ T O I l
| | | I | I 1 R R T I |
| | l | ACTLU l I U TR I I A I
| | l | > | | [ T O I I
| | | | +R(ACTLU) I . N T T A |
| | | | i S S SN |
| | | | | | I . I I |
| | | |  FMD PIU (LOGON) | DCE DATA (LOGON data) [
| | I | < < |
| | | | (SSCP-LU session) |/* First DCE data is treated */|
| /* LOGON EXIT will */ | | | |/* as LOGON data and sent to */|
| /* be scheduled. */ | | | |/* the SSCP or the LOGON is /|
| OPNDST ACCEPT,VC_LU | | | |/% built by X.25 NCP Packet /|
| | | | BIND | | |/%* Switching Interface if so */|
| > |/* requested by the Call */|
| | | | +R(BIND) | | |/* Accepted command. */|
| < b [ . - |
| | | I I l Pl . [ I
| | I | SDT | ) | [ |
| > | | L I I
| I | | +R(SDT) | I [ [ |
| < || I [ |
| /* OPNDST has completed. ¥/ | I 1 [ . | | |
| SEND Data | | | [ I I |
| | FMD PIU | | | | DTE DATA | | | |
| > > |
| | FMD PIU | | | | DCE DATA | | | |
| < < I
|RECEIVE Data | | l [ . I l
L ] | | ] L L [ ] L 1

Figure 6-17 (Part 3 of 3). Call Establishment Sequence Type 0 VC (GATE=DEDICAT,
Call-In)

6-54 X.25 NCP Packet Switching Interface Installation and Operation



Call Sequence - VC - GATE=DEDICAT

For Call-In: Type 2 Virtual Circuit

Host

1 1 |
I 3705 | ] X.25
: 1 | | Network
End User | SNA AM | ACF/NCP and X.25 NPSI | | (PSDN)
| | 1
T T 1 . T
App1|CTCP|Oper | ACF/VTAM | ve MCH | |
{ | | 1
1 T T T t
LU|PU|LINK|LU|PU|LINK| |
L |

P
* Link Level of */
* DTE/DCE interface */

[

|

|

|

I

L

|

I
NCP_PU}
I

|

[

| /

| /

I /* is active and MCH */
| /

/

I

I

I

I

I

| LU in session with¥*/

| * CTCP. %/
V NET, |
V NET,ACT,ID=VC_LINK

I I

| ACTLINK (VC_LINK)

I >

| +R(ACTLINK) |

| < |

I I I I

| ACTCONNIN (VC_LINK)

| > >

| +R(ACTCONNIN) |1 |

| < <

I

I

I

I

]

1
|LU|PU|

R

I

[ .

.

.

| I .
ACT,ID=switched major node
A I
I

|

||

||

I

I

I

e e e e — — — — — — — — — — — — — — — — — — — — — — —— —— —

I
I
I
I
I
I
I
I
|
I
I
I
I
|
I
I
|
I
I
I
I
I
I
1

e s e s s s —— — — — —— ————
e e e ——— — — — — . — —— —— —
[ — — —— — —— — S— — —— — — — — — ——

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

R ——

I I I
I I I
| I I
| I |
J L 1

Figure 6-18 (Part 1 of 3). Call Establishment Sequence Type 2 Virtual Circuit
(GATE=DEDICAT, Call-In)
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Call Sequence - VC - GATE=DEDICAT

+R (ACTPU) [
< <

DCE DATA (+R(ACTPU))

I I
RNAA (VC_LU)
>

l
l
I
+R(RNAA) | |
I
|
1

<

I I

J L

f T [ 1
| Host | 3705 | X.25 |
f : } | Network]|
| End User ! SNA AM | ACF/NCP and X.25 NPSI ! (PSDN) !
| |

| T T 1 - T T I l
| Appl|CTCP |Oper | ACF/VTAM | | vC | MCH | |
I i I 1 |NCP_PUpF—— —r— I I
| | | | | |LU|PU|LINK|LU|PU|LINK | |
I I | I | —— S | |
| | FMD PIU (INCOMING CALL packet) | | INCOMING CALL |
| | < < |
| |RECEIVE Data (INCOMING CALL packet) | | | | |
| | I I | | 1 I I |
| |SEND Data (Call Accepted command,LLC=Level 2) | | | |
| | FMD PIU (Call command, LLC=Level 2) CALL ACCEPTED | |
| | > > |
| | | | | | L I [ |
| | | | | | | | DTE DATA (PSXID) | |
I | | | | | [ > |
| | | | | | | | DCE DATA (PSXID) | |
| | | | REQCONT (VC_PU) | ] < |
| | I | = < < | [ I |
| I | | | | L1 [ |
| | | | SETCV (vC_PU) | | | I [ I
| | | | > 1| | [ I I
| I | | +R(SETCV) L I I |
| | I | < [ I | I
I I I | I | [ | I |
| | | | CONTACT (VC_PU) | | DTE DATA (PSCONT) | |
I | | | > > > |
I | I | +R (CONTACT) . | . || |
| | | | < o bl [ |
| | | | | | L I [ |
| | | | CONTACTED (VC_PU) | DCE DATA (PSCONT) | [
| I | | < < < |
I I | | | | I | . I I
| | | | ACTPU | | DTE DATA (ACTPU) | |
| | I | |
| | I | |
I | I I |
| I I | |
| | I | |
| | | I |
| | I I |
| I I | |
| | I | |
L I i i |

|
|
|
|
|
|

Figure 6-18 (Part 2 of 3). Call Establishment Sequence Type 2 Virtual Circuit
(GATE=DEDICAT, Call-In)
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Call Sequence - VC - GATE=DEDICAT

I o Ll |

FMD PIU (LOGON) | DCE DATA (FMD PIU(LOGON data))

< <

| | (SSCP-LU session)

/% LOGON EXIT will */ | |

/* be scheduled. */ | |

OPNDST ACCEPT,VC_LU | |
I

R [ 1 [ L
Host | 3705 | | X.25 |
T 1 | | Network|
End User | SNA AM | ACF/NCP and X.25 NPSI | | (PSDN)
| | | |
I I I 1 1 T 1 I
Appl|CTCP|Oper | ACF/VTAM| | | VC | MCH | |
} I I I INCP_PU—1— —r— |
| | | | | |LU|PU|LINK|LU|PU|LINK| |
I I I I I F—+— —+—+ [
I I | SETCV (VC_ LU) | | | . I
| | | > ||| [ I I
I I I +R(SETCV) . [ . I I
| | | < I I [
I | I | | [ . [ [
| | | ACTLU | | DTE DATA (ACTLU) | |
| [ I > >
| | |  +R(ACTLU) | DCE DATA (+R(ACTLU)) |
I I | < <
| I I
I I |
I I |
|

. L |
b Il P
I Lo [
I Ll L
D ) (.

I
I
I
I
>
I

| | | BIND TE DATA (BIND

| | | +R(BIND) | DCE DATA (+R(BIND)) | ”
< <

I I I I I L . [

| | SDT | | DTE DATA (SDT) |

| | | +R(SDT) | T DCE DATA (+R(SDT)) | ”
< <

/% OPNDST has completed. */ | | |1 |
I | I I I [ [

| I o

I | D

I

I

I
TE DATA (FMD PIU)

[ - —— —— —— — — — — — — — — — — — — —— — — — ——— — i S Tt i St S S— —— — —— — — T S el S o S =

I
|
!
I
I
I
I
I
I
I
I
I
I
I
|
I
I
|
I
I
I
I
I
I
I
I
I
I
I
|
I
I
I
I
I
I
I
I
I
I
|
I

I
I
SEND Data | | |
[ [ [ FMD PIU |
> >
I I I I I . [ [
| | | FMD PIU | | | DCE DATA (FMD PIU) |
< <
RECEIVE Data | | | I | |
I I I I I ] L] I
| 1 | | { { | I | ! 1 J L

Figure 6-18 (Part 3 of 3). Call Establishment Sequence Type 2 Virtual Circuit
(GATE=DEDICAT, Call-In)
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Call Sequence - VC - GATE=DEDICAT

For Call-In: Type 3 Virtual Circuit

| /* DTE/DCE interface *

|/* LU in session with¥*

| | r ) | I
| Host | | 3705 | X.25 |
— T { I | Network|
End User SNA AM | | ACF/NCP and X.25 NPSI ! (PSDN) |
| L 1
T T ! | |
Appl | CTCP | Oper | ACF/VTAM| | | Ve | MCH |
' I |NCP_PU| T |
| | LU|PU|LINK|LU|PU|LINK| |
| L |
| | |/* Link Level of *
I |
I I
| |
I

T
| |LU|PU|
| R .|
I I
I [
I L
| |1 |
I I L
ET,ACT,ID=switched major node
ET,A | .
| I | [ .
I ||
| [
I |
| I
| I
| I
|
I
|
I
|
|
I
|

VN
V NET,ACT,ID=VC_LINK
ACTLINK (VC_LINK)
> |
+R(ACTLINK) |
< |

I | I
ACTCONNIN (VC_LINK)
> >

+R(ACTCONNIN) | | |
< <<

R P

- e —— —
e o c— e

I | I
I I I
I I I
l l I
| L 1

—

/
/
|/* is active and MCH. */
/
/

| /* CTCP. *

e e e e o — — — — — — —— ——— —

[ J

Figure 6-19 (Part 1 of 3). Call Establishment Sequence Type 3 BNN Virtual Circuit

(GATE=DEDICAT, Call-In)
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| ] f 8| | 1
Host | 3705 | | X.25 |
, } | | Network|
| End User ! SNA AM ! ACF/NCP and X.25 NPSI | | (PSDN) !
| | |
r T T T f T T { | !
Appl|CTCP|Oper | ACF/VTAM | VC | MCH | | |
I } I |NCP_PUF—1— —T— - I |
| | | | | | LU|PU|LINK|LU|PU|LINK]| | |
| | | | | I e [ I
| | FMD PIU (INCOMING CALL packet) | | INCOMING CALL |
| | < |
| |RECEIVE Data (INCOMING CALL packet) | | | | |
| | | | | I I [ P I
| |SEND Data (Call Accepted command,LLC=Level 3) | | | |
| | FMD PIU (Call command, LLC=Level 3) CALL ACCEPTED | |
I | > . > |
| | | | I | I Ll | I
| | I | | | | | DTE DATA (QXID) | | I
| | | | | | [ >
| | | | | | | | DCE DATA (QXID) | | |
| | | | REQCONT (VC_PU) | | < |
I | | | < < | | I I
| | I | | I b Lo | I
| I | | SETCV (VC_PU) | | | | | |
I | | | . B . [ |
I | | I +R(SETCV) [ . 1 | |
I | I I < IR . [ Voo |
| | I I I I I I | I
| | | | CONTACT (VC_PU) | | DTE DATA (QSM) | | |
I | | | > > > |
I | | | +R(CONTACT) | . 1 [ I
I | | | < | [ | I
| | | | | | I I [ I
| | | | CONTACTED (VC_PU) | DCE DATA (QUA) | | |
| I | | < < < I
| | | | | I [ T IV I (. I
| | | | ACTPU | | | DTE DATA (ACTPU) | |
| I | | > > |
| | | | +R(ACTPU) | | DCE DATA (+R(ACTPU)) |
| I | | < < I
I | | I I
I | | | I
I | [ I I
| | | I I
I | | | |
| | | | |
[ I L |

I

RNAA (VC_LU)

<

>

+R(RNAA) |

L

I
I
I
I
I
I
1

|
|
|
|
|
|

[ ——— — - —— —

Call Sequence - VC - GATE=DEDICAT

Figure 6-19 (Part 2 of 3). Call Establishment Sequence Type 3 BNN Virtual Circuit
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Call Sequence - VC - GATE=DEDICAT

Hdst

I I L Pl P
FMD PIU (LOGON) | DCE DATA (FMD PIU(LOGON data))
< <

M ! I I
| | | 3705 | X.25
| l | ! | Network
End User | SNA AM ! ACF/NCP and X.25 NPSI ! (PSDN)
]
T T T 1 T T f
Appl|CTCP|Oper |ACF/VTAM| | | Ve | MCH |
i I i I |NCP_PU—7— F—T— |
| | | | |LU|PU|LINK|LU|PU|LINK |
I I I I —+— —t+— |
I I | SETCV (VC_LU) | | | Lo [
l | | > ||| | . (I
I | I +R(SETCV) [ . | . I
| | | < | L [
| | | | | [ I I
| | | ACTLU | | DTE DATA (ACTLU) | |
| | | > >
| | | +R(ACTLU) | DCE DATA (+R(ACTLU)) |
| | | < <
| | |
| | |
| | |
|

| (SSCP-LU session)

I
/* LOGON EXIT will */ | |
/* be scheduled. %/ | |
OPNDST ACCEPT,VC_LU | |
I

I
I
I
I
I
I
I
|
I
I
I
I
I
I
I I
I I
I I
I

| | | | BIND

I

|

I

I

I

I

I

I

I

I

I

|

I

I

I

I

I

|

L

I
TE DATA (BIND

N/ e s o e

I
I
I
|
D

>
| | | +R(BIND) | DCE DATA (+R(BIND)) |
< <
I I | I | I L I
| | |  sbT | | DTE DATA (SDT) I
> >
| | | +R(SDT) | | DCE DATA (+R(SDT)) I
< <
/* OPNDST has completed. */ | | I 1 | | |
I I | | | | [ I
SEND Data I I | [ I N I I
| | |  FMD PIU | | | DIE DATA (FMD PIU) |
> >
| | | | I I o
| | |  FMD PIU | | | DCE DATA (FMD PIU) |
< : <
RECEIVE Data | | | I b | |

I | | J L I I | ! | | J L

Figure 6-19 (Part 3 of 3). Call Establishment Sequence Type 3 BNN Virtual Circuit
(GATE=DEDICAT, Call-In)
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Call Sequence - VC - GATE=DEDICAT

For Call-In: Type 5 Virtual Circuit

1 |

Host | 3705 | X.25 |

T | | Network|

End User SNA AM ACF/NCP and X.25 NPSI | (PSDN) |

| 1

T T T T I !
AppllCTCPIOper ACF/VTAM | | vC | MCH | |
} } |NCP_PU—r— 11 i |
|LU|PU|LINK|LU|PU|LINK| |
' I

|/* Link Level of *

*/
|/* DTE/DCE interface */
|/* is active and MCH */
|/* LU in session with¥*/
| /% CTCP. */
I

|

|

| |

| |

I I

| I

| I

| I I
NET,ACT,ID=switched major nod
NET,ACT, ID=VC_LINK |
| | | ||
| ACTLINK (VC_LINK) |
| > | |
| +R(ACTLINK) ||
I < I
| |
|
|
I
|
I
|
|
|
1

| I
ACTCONNIN (VC_LINK)
> >

+R (ACTCONNIN) I
< <

—— s s s s . e (D) e s s o e

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

| I
I I
I I
I |
J L

Figure 6-20 (Part 1 of 3). Call Establishment Sequence Type 5 Virtual Circuit
(GATE=DEDICAT, Call-In)
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Call Sequence - VC - GATE=DEDICAT

I | 1 T
| Host | 3705 | | X.25
I | | | | Network
End User | SNA AM | ACF/NCP and X.25 NPSI | | (PSDN)
| ] | L
T T 1 l T T 1 I
App1|CTCP|Oper |ACF/VTAM| | | Ve | MCH | |
l I l I |NCP_PU —1— I — I |
| | | | |LU|PU|LINK|LU|PU|LINK| |
I I I I —f——F—+— 1|
FMD PIU (INCOMING CALL packet) | | INCOMING CALL
< <
RECEIVE Data (INCOMING CALL packet) | |1 |
| I 1 I [
SEND Data (Call Confirm command,LLC=Level 5) | | |
FMD PIU (Call Confirm command,LLC=Level 5) CALL ACCEPTED
> >

| I I
REQCONT (VC_PU) | |
<
/* IDNUM of XID I-field¥/
/* image is generated ¥/
/* by the X.25 NPSI */

I I
SETCV (VC_PU)

.
.
.
b
.
||
.
[
||

I
I
I
I
I
I
I
I
I
I
u

|
||
> | |
+R(SETCV) | I 11 |
< | | |/* During this period, %/
I I | | |/* DCE data packets from */
CONTACT (VC_PU) | | /% X.25 network will be %/
> > /* buffered in the X.25 */
+R(CONTACT) | | |/* NCP Packet Switching %/
| | |/* Interface.
I I [
CONTACTED (VC_PU) |
< <
I I [
ACTPU | |
>
+R(ACTPU) |
<

I I
RNAA (VC_LU)

>

I
I
|
+R(RNAA) | |
< I
I
1

I
l
I
I
I
|
I
I
I
I
I
I
I
I
I
I
|
I
I
I
I
I
I
I
I
I
|
I
I
I
|
I
I
I
I
I
I
I
I
|
I

I
I
I
|
I
I
I
|
I
|
I
|
|
I
I
| <
I
|
|
I
I
I
I
|
|
I
I
|
|
|

Figure 6-20 (Part 2 of 3). Call Establishment Sequence Type 5 Virtual Circuit
(GATE=DEDICAT, Call-In)
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Call Sequence - VC - GATE=DEDICAT

r n| r | r
Host | 3705 | | X.25
T ! | | Network
End User SNA AM | ACF/NCP and X.25 NPSI ! (PSDN)
|

T T i T T |
Appl|CTCP|Oper | ACF/VTAM| | | vC | MCH |

} i I |NCP_PUp—+— —— |

| | | | |LU}PU|LINK|LU|PU|LINK| |

I I I | +—+—+ —+— i |

| | | SETCV (vC_LU) | | | (R N I I

| | | > | | | [ T O I

| | | +R(SETCV) I I I I I

| | | < [ I T N I

| I | | | I | R O I

| | | ACTLU | 1| (I O I |

| | | > | I R I I

| | | +R (ACTLU) T I [ N I I

| | | S

| | | [ I | I

| | | FMD PIU (LOGON) | DCE DATA (LOGON data)

} | | < <

| | (SSCP-LU session) ** First DCE data is treated *
* LOGON EXIT will */ | |

/ as LOGON data and sent to *
/* be scheduled. ¥/ |

|
0 I

|

I

I

I

I

I

I

|

I

I

I

I

I

I

I

I / /
I / /
| | /% the SSCP or LOGON is built®¥/
| | | | | /* by X.25 NCP Packet */
| OPNDST ACCEPT,VC_LU | /* /
I I I I BIND / '
I /
I

I

I

|

I

I

I

I

I

I

|

I

I

I

I

I

I

L

* Switching Interface if so *

_—V ——————

L e e e e e e e ————————_—————_—_— e ———_————————— e e e

I
I
I
I
I
|/* requested in the Call /
|/* Confirm command. */
| | |  +R(BIND) | | I I
< | [ |
| I I I I L [ I
I |  sDT I L L [
> || L ||
I I | +R(SDT) | Il L [
< ([ [ [
/* OPNDST has completed. ¥/ | T | |
I I I I I Lo . (I
SEND Data I I I | I I
| FMD PIU | | | | DTE DATA | | |
> >
| | I I I Ll |1 I
| FMD PIU | | | | DCE DATA | | |
< <
RECEIVE Data | I | P L (.
| I I | | L [ ||
I | | j L L1 L1 | |

Figure 6-20 (Part 3 of 3). Call Establishment Sequence Type 5 Virtual Circuit
(GATE=DEDICAT, Call-In)
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Clearing Sequence - VC - GATE=NO

Virtual Call Clearing Sequence

GATE=NO

DTE Initiated Clearing: Type 0 and 5 Virtual Circuit

| |
Host | 3705 | X.25
, | | | Network
End User SNA AM | | ACF/NCP and X.25 NPSI (PSDN)
| L
T T 1 | T
Appl|CTCP|Oper |ACF/VTAM| | | Ve MCH
I I { INCP_PUf—r—
| [ | I | LU| PU| LINK|LU | PU| LINK
| I | I t ——
| | | | | I
CLSDST VC_LU | | |
| UNBIND | | |
>
| +R(UNBIND) | | |
<
| | | I
(V NET, INACT, ID=VC_LU) |
| DACTLU |
>
+R (DACTLU) |
<

I

I

| FNA (VC_LU) |

Il > |

| +R(FNA) |

< |

I I I I
(V NET,INACT,ID=VC_PU) |

I I

I

I

I

|

I

I

|

!

—_— Y ————— e

DACTPU

+R (DACTPU) |

<

DISCONTACT (VC_PU)
> >

+R (DISCONTACT) [

< <<

o — ——— — — ————— —— ——— —— ————— —— — — — — — — ——— o—— — —
e e e e s s . — —— — — — — — ——— — — —— — —— — — — — — —— —. c— c— c—

1
I
Il
!
I
1
I
|
I
I
I
I
I
|
I
I
|
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
1

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
|

J L ] {

Figure 6-21 (Part 1 of 2). DTE Initiated Clearing Sequence for Type 0 and 5 Virtual
Circuit (GATE=NO)
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Clearing Sequence - VC - GATE=NO

| 1
Host | 3705 | ] X.25
: } | | Network
End User | SNA AM ACF/NCP and X.25 NPSI | | (PSDN)
| |
T T T | T T
Appl|CTCP | Oper | ACF/VTAM | |  ve | MCH |
L L |NCP_PU —1— T |
| |LU|PU|LINK|LU|PU|LINK| |
| T L1 |
| | [ I I
ABCONN (VC_LINK) | | CLEAR REQUEST
> > >
+R (ABCONN) | DCE CLEAR CONFIRMATION
< < <

|

I

I

I

I

I

I

I
I I I
I | I

V NET,INACT,ID=VC_LINK |
| DACTLINK (VC_LINK)
|l > |
| +R(DACTLINK) |
| < |

I I

1 |

e e c——— —— — — — — —— —— ———— ——— {— {—— e i —oe{ S Soem{rone. e e

I
I
I
|
{

Figure 6-21 (Part 2 of 2). DTE Initiated Clearing Sequence for Type 0 and 5 Virtual
Circuit (GATE=NO)
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Clearing Sequence - VC - GATE=NO

DTE Initiated Clearing: Type 2 Virtual Circuit

| | LU| PU|LINK |LU | PU| LINK |
1 1 I | | | |

-

| 1
Host | 3705 | | X.25
- | { | Network
End User SNA AM | ACF/NCP and X.25 NPSI | | (PSDN)
| [
T T | T T T
| App1 | CTCP | Oper | ACF/VTAM | | vc¢ | HMCH | |
— 1' INCP_PUp—1— T 1
| |
I

]

I l
| | FMD PIU (LOGOFF) DCE DATA (LOGOFF data)
| | < <

i

I I
l I
I
I I
I [ | (SSCP-LU session)

| /* LOSTERM EXIT will */| |

. L I
. I [
. L .
|| | | I
| D )

DACTLINK (VC_LINK)
_— >
+R (DACTLINK) |
< |
J L 1

1
|

I

I

I

I

I

l

I

|

|

|

| |

|/* be scheduled. */| | | |
| CLSDST VC_LU | | | | | |
| | UNBIND | | | TE DATA (UNBIND |
| > >
| | +R(UNBIND) | | | | DCE DATA (+R(UNBIND)) |
[< < |
| | | (V. NET,INACT,ID=VC_LU) | | | [ oo |
| | | | DACTLU | | DTE DATA (DACTLU) | |
I | | _ > >
| | | | +R (DACTLU) | | DCE DATA (+R(DACTLU)) |
| | | | < < I
| | | | FNA (VC_LU) [ . | I
| | | | —_—> | | | 1 [ |
| | | | +R(FNA) . [ | [ |
| | | | < | | | [ . [ |
| | | (V. NET, INACT, ID=VC_PU) [ I | | |
| | | | DACTPU | DTE DATA (DACTPU) |
| | I | > >
| | | | +R(DACTPU) | 1 | DCE DATA (+R(DACTPU)) |
| | | | < < |
| | | | DISCONTACT (VC_PU) | DTE DATA (PSDISC) |
| | | | > > >
| | | | +R(DISCONTACT) | DCE DATA (PSDISC) |
| | | | < < < |
| | | | ABCONN (VC_LINK) | CLEAR REQUEST | |
| | I | >> > > |
| | | | +R (ABCONN) | | DCE CLEAR CONFIRMATION |
| I | < < < |
| | |V NET, INACT, ID=VC_LINK | |
| | | | |
| | | | |
| | | | |
I | | | I
| | I I |

I I (.
I I I
I I I
I I
| I [
I 1 - |

e e e —— —
b e e ——

I
I
I
|

Figure 6-22. DTE Initiated Clearing Sequence for Type 2 Virtual Circuit (GATE=NO)
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Clearing Sequence - VC - GATE=NO

DTE Initiated Clearing: Type 3 Virtual Circuit

I T I
Host | | 3705 | X.25
| } | Network
End User SNA AM |  ACF/NCP and X.25 NPSI | | (PSDN)

| | |

T | T T i |
Appl|CTCP|QOper | ACF/VTAM | | VC | MCH |
|NCP_PU—1— I |

! |

F |

T ]
| LU| PU| LINK|LU | PU| LINK]|
! | | | I | |

I |
FMD PIU (LOGOFF) DCE DATA (LOGOFF data)
< <

T
|
|

l |

| |

| |
| |
| |
| |
| |
| |
| | | (SSCP-LU session)

I
/* LOSTERM EXIT will */| I |
|

I I
I I
I I
| I

)

I
I
I
| I
D

[ 1
I I
t I
I I
I I
I I
| I
| I
| |
| |
| I
I I
I | I
|/* be scheduled. */| | | |
|CLSDST VC_LU I | | | I
| | UNBIND | | | TE DATA (UNBIND |
| > > |
| | +R(UNBIND) | | | | DCE DATA (+R(UNBIND)) |
| < < I
I I | (V. NET,INACT,ID=VC_LU) | | | 1| | I
| I | I DACTLU | | | DTE DATA (DACTLU) | |
I I | | > > |
| | | | +R(DACTLU) | l DCE DATA (+R(DACTLU)) |
| I I | < < |
| I | | FNA (VC_LU) . . | |
I I I | _—> | | | ] I |
I | I I +R(FNA) | [ . — I
I I | I < | | | . [ |
l | | (V NET,INACT,ID=VC_PU) | | | [ ([ I
| | | | DACTPU | | | | DTE DATA (DACTPU) |
I | I | > > |
| | | | +R(DACTPU) | | DCE DATA (+R(DACTPU)) |
I | I I < < : |
| | | | DISCONTACT (VC_PU) | DTE DATA (QDISC) |
I | | I > > >
| | | | +R (DISCONTACT) | DCE DATA (QUA) |
I | | | < < < |
| | | | ABCONN (VC_LINK) | | CLEAR REQUEST |
I I | I > > > |
| I | | +R (ABCONN) | | | DCE CLEAR CONFIRMATION |
I | | I < < < |
| | |V NET, INACT,ID=VC_LINK | | | | | |
| | | | DACTLINK (VC_LINK) | | | | | | |
I | | I —> | | | . | |
I | I | +R(DACTLINK) | | | . [ I
I I | I < | | | | [ I
L | { L | | 1 { | 1 | | | L |

Figure 6-23. DTE Initiated Clearing Sequence for Type 3 Virtual Circuit (GATE=NO)
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Clearing Sequence - VC - GATE=NO

DCE Initiated Clearing: Type O, 2, 3, and 5 Virtual Circuits

! 1 | 1

T
Host ' 3705 | X.25
T | Network

End User SNA AM ACF/NCP and X.25 NPSI ! (PSDN)
T T T T I
Appl|CTCP|Oper |ACF/VTAM | vC | MCH |
I I |NCP_PU T I
LU|PU LINK!LU!PU!LINK :

CLEAR INDICATION

I I
I I
I I
I I
I I
I I
I I

| I I
ABCONN (VC_LINK) |

I
|
1
I I I
I I | < -
| | |  DTE CLEAR CONFIRMATION
I [ I >
INOP_STATION (VC_PU) |
| | < < '
/* LOSTERM EXIT will */| | L1
/* be scheduled. */| | I .
I | I I I [
CLSDST VC_LU | | I L
/% internal CLSDST */| | L
/* process only. */| I L1
DISCONTACT (VC_PU) |
> > |
+R(DISCONTACT) | | |
< < I
|
I

+R(DACTLINK)
<

Lo s o o e . S co————— — — — — —— — — —— — — — —— — — — — ——— — — ok e——— — )

L e e e e e e e e e e e e e e
L e e e e e e e e e e e e e e e e e i e e e e e
e o e e —— — — — — — ——— — —— — — — — — —— ——— —— —— —— S—
e e o e e e ——

I e e e e e ] — e ——— . — —— —

> >

+R (ABCONN) |1
< - <

Ll

V NET,INACT,ID=VC LINK | | |

DACTLINK (VC_LINK) |

—_— > | I

|

I

I

1

I
I
I I I
1

Figure 6-24. DCE Initiated Clearing Sequence for Types 0, 2, 3, and 5 VC (GATE=NO)
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Clearing Sequence - VC - GATE=GENERAL

DTE Initiated Clearing: Type 4 Virtual Circuit

| ] | 1 r 1
| Host | | 3705 | ] X.25 |
| , | || Network|
! End User | SNA AM | | ACF/NCP and X.25 NPSI | | (PSDN) |

| | | | | |
| T T T i f T I ! I 1
| Appl |CTCP | Oper | ACF/VTAM| | | Ve | MCH | | |
} { i } | INCP_PUp—— —— 1 | |
| | | | | | |LU|PU|LINK|LU|PU|LINK]| I |
| | I | | I E— L1 { |
I | I I | I b . I |
| | SEND DATA (Clear command) | | | | |
| | I I | I [ bl [ |
| | FMD PIU (Clear command) | | CLEAR REQUEST | | |
| I > |
| | FMD PIU (Clear Confirm command) DCE CLEAR CONFIRMATION |
| | < |
l | | l I l I [ (I |
| |RECEIVE DATA (Clear Confirm command) [ | | |
| i | I | l [ [ P |
I | CLSDST VC_LU 3 | b [ b [
I l UNBIND | | [ [ [ |
| | > [ [ |
| I +R(UNBIND) | | Pl [ [ |
] < B |
| | | | i T bl oo i
| | | (V NET,INACT,ID=VC_LU) I . | | |
| i I | DACTLU | b I I |
| | | | > 1| b I |
I l I | +R (DACTLU) I P I |
| | l | < P . P |
| | | | FNA (VC_LU) N [ Lo |
| [ | | Eam— R BN P I |
| | | | +R(FNA) I [ . o |
| i ! | < Lo [ . [ |
| | | | | I I | [ |
I | | (V NET,INACT,ID=VC PU) | | | b L I
| | | l DACTPU | [ . I |
| | | | > | I I |
| i | | +R (DACTPU) T I o |
| l | | < | [ ([ |
| | ] | DISCONTACT (VC_PU) | | . | | |
| | | | > > [ I l
| | ! | +R(DISCONTACT) (- I I |
l | | | < << l . I |
| | I | | | [ [ I |
{ l r [ | | [ TR | L j

Figure 6-25 (Part 1 of 2). DTE Initiated Clearing Sequence for Type 4 VC
(GATE=GENERAL)
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Clearing Sequence - VC - GATE=GENERAL

3705

] T
Host | | X.25
T I I Network
End User SNA AM | ACF/NCP and X.25 NPSI (PSDN)
|
T T I T
Appl|CTCP|Oper |ACF/VTAM | | Ve MCH |
— |NCP_PU|—— :
| | |LU|PU|LINK|LU|PU|LINK
| [
f T
ABCONN (VC_LINK) | |
> >
+R(ABCONN) |

I
I
I
l
I
I
| I I l
l | I |
V NET,INACT,ID=VC_LINK |
| DACTLINK (VC_LINK)
| > |
| +R(DACTLINK) |
|l < |
| I
I |

T
I
1
L
I
|
]
|
|
I

< < |
I
I
I
I
I
I
I
I
|

e e e e e e i S — —— — — — e e ]

1
I I |
| I t
I I I
I l I
I I I
I I I
I | I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
1 ] ]

Figure 6-25 (Part 2 of 2). DTE Initiated Clearing Sequence for Type 4 VC
(GATE=GENERAL)
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Clearing Sequence - VC - GATE=GENERAL

" DCE Initiated Clearing: Type 4 Virtual Circuit

| L

| 1 T | l |
| Host | | 3705 | | X.25 |
} | ] } | | Network|
| End User | SNA AM | | ACF/NCP and X.25 NPSI | | (PSDN) |
I ] | | | | |
c T T ] a! r T T i 1 |
|Appl |CTCP |Oper | ACF/VTAM| | | VC | MCH | | |
{ : l — 1 INCP_PU—— ——r | | |
| | | | | | |LU|PUJLINK|LU|PU|LINK]| | |
l I I I l 'r —+— —t+— [ l
| | | | | | [ I | | |
| | FMD PIU (Clear command) | | CLEAR INDICATION | |
| | < < |
| |RECEIVE DATA (Clear command) | DTE CLEAR CONFIRMATION |
| | | | | | | >
| | | | | | [ . | [ |
| | | | | | I [ | | |
| |CLSDST VC_LU | | 1 [ | | |
| | UNBIND | | (. [ | |
| | > | | [ | | |
| l +R (UNBIND) | | [ . . |
| | < | I | | |
| | | | | | | | | | |
| | | (Vv NET,INACT,ID=VC_LU) | | | N | | |
! l | | DACTLU | I I | | !
| | | | > || [ | | |
i | | | +R(DACTLU) (I [ | | |
| | | | < I I | | |
| | | | FNA (VC_LU) . I | | |
| | | | —_— > | | | [ | | |
| | | | +R(FNA) | [ I | | |
| | | | < | | | [ 1 | | | |
| | | | . 1 I |
L | | | [ [ J 1 i

Figure 6-26 (Part 1 of 2). DCE Initiated Clearing Sequence for Type 4 VC
. (GATE=GENERAL)
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Clearing Sequence - VC - GATE=GENERAL

[ ] f
| Host I [ 3705 X.25
| , { { Network
End User ! SNA AM ! ACF/NCP and X.25 NPSI (PSDN)
T T 1 L T
Appl|CTCP |Oper |ACF/VTAM| | | (o MCH
' I I | [NCP_PU |—1—
I | I PU|LINK
I

|LU| PU|LINK|LU
I —t+—
(V NET,INACT,ID=VC_PU) |
| DACTPU |

1
I
|
>
+R(DACTPU) |
<

> >

+R (DISCONTACT) |
< <

I

I

I

I

I

I

DISCONTACT (VC_PU) |
I

I

I

I Lo
I

ABCONN (VC_LINK) |
> >

I

I

|

I

|

I

I

I

I

|

| +R (ABCONN) |
| < <<
I
I
T
I
I
|
I
I
|

I I
V NET, INACT,ID=VC_LINK

I

|
DACTLINK (VC_LINK)
_— > I
+R (DACTLINK) |
D ———
I
]

J L

e e e mms e —— —— —— — —— — — - G ——— — —— — —— —— —— — —— —— — a———. a— . e —d i aned

i
|
]
|
I
I
I
I
I
I
|
I
I
|
I
I
|
I
I
I
I
I
I
I
I
I
I
|
|

R
I
I I
I I
I |
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I |
| I
I I
I I
! |

I
I
I
I
|

Figure 6-26 (Part 2 of 2). DCE Initiated Clearing Sequence for Type 4 VC
(GATE=GENERAL)
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GATE=DEDICAT

DTE Initiated Clearing:

Clearing Sequence - VC - GATE=DEDICAT

Type 0, 2, 3, and 5 Virtual Circuit

1 I
Host | 3705 | X.25
] I | Network
End User | SNA AM | | ACF/NCP and X.25 NPSI | (PSDN)
| | | |
T T 1 f T T |
Appl|CTCP|Oper |ACF/VTAM | | VC | MCH | |
e INCP_PUp—— —— I I
| | | | |LU|PU|LINK|LU|PU|LINK| |
| I |
I | I I | I I
SEND DATA (Clear command) [ | | |
| I | | I 1 I
| | CLEAR REQUEST | |
>

FMD PIU (Clear Confirm command)

DCE CLEAR CONFIRMATION

<

<

RECEIVE DATA (Clear Confirm command)

I
I
I

<
* LOSTERM EXIT will <%/
be scheduled. =/

I

I

|

|

|

|

|

I

I

I

I

|

I

I

I

I

1/

I | I
|CLSDST VC LU
I I 1
| ‘4
| /* process on
|

I

I

I

|

|

|

|

I

|

I

I

I

I

I

L

I

|

|

|

I

|

|

| FMD PIU (Clear command)
I

I

I

|

|

| INOP_STATION (VC_PU)
|

<

Internal CLSDST */|
ly.

I I
I I
I I
I I
I Lo
| I
I

DISCONTACT (VC_PU)

> >

+R(DISCONTACT) |

<

<

| I

ABCONN (VC_LINK) |

>

+R(ABCONN) |

<

<

DACTLINK (VC_LINK)

<

I
I
I
I
I
I
I
I
V NET,INACT,ID=VC_LINK | |
I
I
I
I
1

> |

—_— I
+R(DACTLINK) | |
— | |

! |

N ——

I
|
|
I
|
I
I
I
I
I
I
I
I
I
I
|
I
I
I
I
I
I
I
I
|
I
|

Figure

Chapter 6.

Operating the X.25 NCP Packet Switching Interface

6-27. DTE Initiated Clearing Sequence, Type 0, 2, 3, and 5 VC (GATE=DEDICAT)
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Clearing Sequence - VC - GATE=DEDICAT

DCE Initiated Clearing: Type 0, 2, 3, and 5 Virtual Circuit:

> .

I I I |
| | INOP_STATION (VC_PU)
| | < <

T ] r 1 T
| Host | | 3705 | | X.25
I ; 1 } 1 | Network
| End User SNA AM | ACF/NCP and X.25 NPSI | ! (PSDN)
L i ]

T T i T T 1 f

App1|CTCP | Oper | ACF/VTAM | | | Ve | MCH |

e | [NCP_PU——1———— |

| | | | |LU|PU|LINK|LU|PU|LINK| |

o | LT |

| | | | I Ll . I

| FMD PIU (Clear command) | | CLEAR INDICATION |

| < <

|RECEIVE DATA (Clear command) | DTE CLEAR CONFIRMATION

| CLEAR Confirm Command >

|

I

I

I

|

o
/* LOSTERM EXIT will */
*/

|

*/1

/* be scheduled. */|
I | I |
CLSDST VC_LU | |
I I I |

/* Internal CLSDST |
/* process only. |
R

1

o — —— — —— — — — —— — {— —— ——  — —— — — — k. o St o =]

I Il
I L
I bl
I bl
I Ll
I P
I I
I b
I I
I bl
I I
I I
I I
| | | !

I

I

I

I
I . I
I . I
I I I
I |1 I
I . |
| || I
| || |
| I |
I (. |
L | 1 J

L

Figure 6-28 (Part 1 of 2). DCE Initiated Clearing Sequence for Types 0, 2, 3, and 5
VC (GATE=DEDICAT).
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Clearing Sequence - VC - GATE=DEDICAT

r ' |

| Host 3705 | X.25

I . | Network
| End User | SNA AM ACF/NCP and X.25 NPSI (PSDN)
L |

r T T

T 1

App1|CTCP | Oper |ACF/VTAl

{ | |
1 | i

| | Ve
INCP_PU }—1—

MCH |

| | LU| PU| LINK | LU | PU| LINK
| | |

1
DISCONTACT (VC_PU)
> >

I
I
+R(DISCONTACT) | |
I
I
|

—_ =1 ]

< <

I I |

T
I

I

l

|

I

I

|

|

ABCONN (VC_LINK) | |
> > |
|

|

I

|

|

I

I

I

|

|

i

+R (ABCONN) I I
< <

I
I
I
|
I
I
I
I
I
I
I
I I I
I
T
I
I
I
I
I
N

|

I I I

V NET,INACT,ID=VC_LINK |
DACTLINK (VC_LINK)

|

I

I

I

L

>

+R (DACTLINK)
P S,

| PU|
| |
||
||
|
[
||
I
I
I
I
|
|
|
I
I
I
|
B

o s e e v e e et —— — — — — —— — —— — — — —

I
I
I
I
I
I
I
|
I
|
I
|
I
I
I
I
I
I
I
|

|
|
|
o |

| |

Figure 6-28 (Part 2 of 2). DCE Initiated Clearing Sequence for Types 0, 2, 3, and 5
VC (GATE=DEDICAT).
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CHAPTER 7. X.25 NCP PACKET SWITCHING INTERFACE SAMPLE PROGRAMS

,‘2

X.25 STAGE 1 INPUT
dedededeleleledolodededededodededededededeiededededededededededededededededededededededededededeodedede o oodedede e ool BNt 00060000
* * 00070000
* X.25 NPSI RELEASE 2 AND 3 GENERATION SAMPLE * 00080000
* » * 00090000
* GENERATION OF THE X.25 BLOCKS FOR ACF/NCP/VS UNDER OS * 00100000
* ; -1 NETWORK TYPE 1 DEFINED WHICH SENDS DM COMMAND IN LAPB * 00110000
* ’ -4 PHYSICAL LINKS BETWEEN THE 3705 AND THE PSDN * 00120000
* -FIRST IS WITHOUT GATE/DATE FUNCTION * 00130000
* -SECOND IS WITH DATE * 00140000
* -THIRD IS WITH GATE WITHOUT SUBADDRESSING * 00150000
* -FOURTH IS WITH GATE WITH SUBADDRESSING * 00160000
* ‘ * 00170000
dedededededededodededededededelodedededededededededededeledledededededededededede oo dodedededededededededededededededededededede oYk 00180000
* 00190000
dededs STAGE 1 INPUT 00200000
* 00210000
COPY XGENEND THERE IS OTHER CODE THAN X25 IN NCP 00220000
* 00230000
NEOGENE X25BUILD MACLIB=MAC720, X25 STAGE 2 OUTPUT LIBRARY X00240000
QUALIFY=NCP72, QUALIFY FOR MACLIB ->DSN=NCP72.MAC720 X00250000
JOBCARD=YES, SINGLE STAGE 2 JOB X00260000
SRCPRFX=D06, PREFIX FOR STAGE2 OUTPUT MEMBERS X00270000
SRCLO=DO6TBL, NAME FOR HIGH CORE BLOCKS MEMBER X00280000
SRCHI=DO6BLK, NAME FOR LOW CORE BLOCKS MEMBER X00290000
TYPSYS=0S, STAGE 2 IS PROVIDED FOR OS X00300000
SNAP=YES, OPTIONAL DIAGNOSIS SNAP INCLUDED X00310000
' MCHCNT=4, 4 PHYSICAL LINKS X00320000
* * IDNUMH=01 2 FIRST DIGITS FOR DEFAULT IDNUM 00330000
* USED FOR NON-SNA SWITCHED CONNECTION 00340000
* 00350000
* 00360000
NETWORK1 X25NET NETTYPE=1, TYPE 1 NETWORK X00370000
CPHINDX=4, 4 ENTRIES DEFINED FOR VCCPT X00380000
OUHINDX=3, 3 ENTRIES FOR OUFT X00390000
DM=YES NETWORK SEND LAPB DM COMMAND 00400000
* 00410000
* ; 00420000
* 00430000
Fededededededededededdeddedetededededededededededededededededededededededededededeiededededededededodededededededededededededededede el nd 00440000
* * 00450000
* 4 ENTRIES IN VCCPT, 2ND ENTRY IS NOT DEFINED * 00460000
* 3 ENTRIES IN OUFT TO BUILD CALL REQUEST PACKETS * 00470000
* -NO FACILITY FIELD, NO USER DATA IN ENTRY ONE * 00480000
% -ONE FACILITY FIELD, NO USER DATA IN ENTRY TWO * 00490000
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-ONE FACILITY FIELD AND USER DATA IN ENTRY THREE

wlestantan! tanlontantantst aloateuleutentantontea! alastarlenlestastsalententontanloctanlontoatetectontonloateataatonte cteata sl ale clactontantantant
odetedededelodededelodefedo o dedolodedede oo e e e o lede oo e lodede N dedede el e de e Nodededelodedo N Node Nk

X25VCCPT INDEX=1,
MAXPKTL=128,
VWINDOW=3

FIRST ENTRY IN VCCPT
MAX PACKET LENGTH=128
TRANSMIT/RECEIVE WINDOW SIZE=3

*

*

SECOND ENTRY IN VCCPT IS NOT USED

b

X25VCCPT INDEX=3,
MAXPKTL=128,
VWINDOW=2

THIRD ENTRY IN VCCPT
MAX PACKET LENGTH=128
TRANSMIT/RECEIVE WINDOW SIZE=2

k]
X25VCCPT INDEX=4,
MAXPKTL=32,
VWINDOW=5

THIRD ENTRY IN VCCPT
MAX PACKET LENGTH=32
TRANSMIT/RECEIVE WINDOW SIZE=5

X250UFT INDEX=1 FIRST ENTRY IN OUFT WITH
NO FACILITY FIELD IN OUTGOING CALL

NO USER DATA FIELD IN OUTGOING CALL

X250UFT INDEX=2,
OPTFACL=0302

SECOND ENTRY IN OUFT
FACILITY FIELD FOR OUTGOING CALL

X250UFT INDEX=3,
OPTFACL=03021202,
USRFILD=123456

THIRD ENTRY IN OUFT
FACILITY FIELD FOR OUTGOING CALL
CALL USER DATA FIELD

lantestocloatentsnts el
sedededelededened

%

* FIRST MCH WORKING WITHOUT GATE LLC OR DATE FUNCTION
ONLY THE LOGICAL CHANNEL GROUP 0 IS DEFINED
4 PVCS ARE DEFINED
-PVC 0 IS USED FOR INN (LLC3). INN SNA LINK
-PVC 1 IS USED FOR PSH (LLC2). BNN SNA STATION
-PVC 2 IS USED FOR PCNE (LLCO). X25 TERMINAL
-PVC 3 IS USED FOR INTEGRATED PAD (LLC5). X28 TERMINAL
SVCS ARE DEFINED [
-SVCS 4,5 ARE RESERVED FOR INCOMING CALL
-SVCS 6 ACCEPT INCOMING AND OUTGOING CALL
-SVCS 7,8 ARE RESERVED FOR OUGOING CALL
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* 00500000
* 00510000
00520000
00530000
00540000
00550000
X00560000
X00570000
00580000
00590000
00600000
00610000
X00620000
X00630000
00640000
00650000
00660000
00670000
X00680000
X00690000
00700000
00710000
00720000
00730000
00740000
00750000
00760000
00770000
X00780000
00790000
00800000
00810000
00820000
X00830000
X00840000
00850000
00860000
00870000
00880000
00890000
00900000
00910000
* 00920000
* 00930000
00940000
00950000
00960000
00970000
00980000
00990000
01000000
01010000
01020000
01030000
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%

X25MCH CSBTYPE=3,
ADDRESS=(032,033), TWO LINE SET ADDRESSES
NCPGRP=XNETODO,
LCGDEF=0(8),
FRMLGTH=131,

%
%
%

alectanta
W

ekl

alestente
W

MWINDOW=7,

STATION=DTE,
PROTCOL=LAPB,

PKTMODL=8,

TPTIMER=2.5,

TDTIMER=0,

XL032000 X2S5LINE LCN=0,

XP032000 X25PU

*
alectonts
Teve
Jede

L

XL032001 X25LINE LCN=1,

01040000
01050000
01060000
X01070000
X01080000
NAME OF NCP GROUP MACRO FOR THIS LINK X01090000

COMMUNICATION SCANNER TYPE 3

HIGHEST LCGN=0, HIGHEST LCN=8 X01100000
MAXIMUM FRAME LENGTH=131 X01110000
FRAME WINDOW=7 X01120000
THIS PHYSICAL LINK IS A DTE X01130000

X25 LEVEL 2 PROTOCOL IS LAPB (DEFAULT)X01140000

X25 LEVEL 3 MODULO=8 (DEFAULT) X01150000
X25 T1 TIMER IN SECONDS X01160000
TIMER TO WAIT FOR ND RETRIES X01170000

NPRETRY=7, NUMBER OF RETRIES WHEN TPTIMER ELAPSEDX01180000
NDRETRY=1, NUMBER OF (TP*NP) RETRY X01190000
PUNAME=XP032, NAME OF THE PU TYPE 1 OF THIS LINK X01200000
ANS=CONT, ANS=CONTINUE FOR NCP PU MACRO X01210000
LLCLIST=(LLCO,LLC2,LLC5), PCNE/PSH/PAD ALLOWED ON SVCS X01220000
GATE=NO, NO GATE, NO DATE ON THIS LINK X01230000
DBIT=NO, D BIT NOT USED IN PCNE X01240000
PAD=INTEG, INTEGRATED PAD SUPPORTED (X.29 SUBSET) X01250000
TRAN=NO, NO TRANSLATION FOR PAD SUPPORT X01260000
LCNO=USED, LCN 0 IS USED AS VC X01270000
SPEED=9600 LINE SPEED=9600 01280000
01290000

01300000

01310000

X25LCG LCGN=0 LOGICAL CHANNEL GROUP=0 01320000
01330000

X25 LINE FOR INN ON PV(C sedfededfedededodedededodedededodododododododede 01340000
01350000

LOGICAL CHANNEL NUMBER 0 VC X01360000

VCCINDX=1, THIS VC USES ENTRY 1 IN VCCPT X01370000
LLC=LLC3, THIS VC CONNECTS A SNA INN LINK (QLLC)X01380000
MONLINK=YES, MONITOR LINK X01390000
RETVCCT=5, RETRY COUNT FOR QLLC COMMANDS X01400000
RETVCTO=20, RETRY T.O0. BETWEEN QLLC COMMANDS X01410000
TYPE=P THIS IS A PERMANENT VIRTUAL CIRCUIT 01420000
PUTYPE=4, TYPE 4 PU ~ X01430000
TGN=2, TRANSMISSION GROUP NUMBER=2 X01440000
ANS=CONT, THIS IS NOT DISCONTACTED IF ANS X01450000
PUDR=NO NO DYNAMIC RECONFIGURATION ALLOWED 01460000
NO LU REQUIRED FOR INN LINK 01470000

01480000

X25 LINE FOR PSH ON PVC wsdfdededededodededededededededededododedodsds 01490000
01500000

LOGICAL CHANNEL NUMBER 1 VC X01510000

VCCINDX=1, THIS VC USES ENTRY 1 IN VCCPT X01520000
LLC=LLC2, SNA BNN TERMINAL SUPPORTED IN PSH X01530000
RETVCCT=3, RETRY COUNT FOR PSH COMMANDS X01540000
RETVCTO=15, RETRY T.O0. BETWEEN PSH COMMANDS X01550000
TYPE=P THIS IS A PERMANENT VIRTUAL CIRCUIT 01560000
PUTYPE=2, TYPE PU X01570000

XP032001 X25PU
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ADDR=01, SDLC ADDRESS OF SNA STATION X01580000

MAXDATA=265, MAXIMUM DATA TRANSFER SIZE X01590000

VPACING=(2,1), HOST OUTGOING PACING X01600000

PACING=(1,1), 3705 OUTGOING PACING X01610000

PASSLIM=1, X01620000

BUFLIM=8, X01630000

MAXOUT=1 01640000

XU032001 X25LU LOCADDR=1 FIRST LU ADDRESS 01650000
XV032001 X25LU LOCADDR=2 SECOND LU ADDRESS 01660000
fedlee 01670000
SN 1 PVC Sededededededededededededededededededededededededs 01680000
sl 01690000
X25VC LCN=(2), LOGICAL CHANNEL NUMBER 2 VC X01700000

VCCINDX=3, THIS VC USES ENTRY 3 IN VCCPT X01710000

LLC=LLCO, X25 NON-SNA TERMINAL SUPPORT (PCNE) X01720000

TYPE=P PERMANENT VIRTUAL CIRCUIT 01730000

wedls 01740000
Fededek 1 PVC O e e 01750000
Fek 01760000
X25VC LCN=(3), LOGICAL CHANNEL NUMBER 3 VC X01770000

VCCINDX=1, THIS VC USES ENTRY 1 IN VCCPT X01780000

LLC=LLC5, X28 NON-SNA TERMINAL SUPPORT (PAD) X01790000

TYPE=P PERMANENT VIRTUAL CIRCUIT 01800000

we 01810000
Fededl 2 SVC'S FOR PCNE/PSH/PAD (SEE LLCLIST IN X25MCH) 01820000
dedd 01830000
X25VC LCN=(4,5), LOGICAL CHANNEL NUMBER &4 AND 5 X01840000
VCCINDX=1, THIS VC USES ENTRY 1 IN VCCPT X01850000

OUFINDX=1, THIS VC USES ENTRY 1 IN OUFT X01860000

CALL=IN, SUPPORT FOR INCOMING CALL ONLY X01870000

TYPE=S SWITCHED VIRTUAL CIRCUIT 01880000

wekk 01890000
wededede 1 SVC FOR PCNE/PSH/PAD (SEE LLCLIST IN X25MCH) 01900000
Sl 01910000
X25VC LCN=6, LOGICAL CHANNEL NUMBER 6 X01920000
VCCINDX=1, THIS VC USES ENTRY 1 IN VCCPT X01930000

OUFINDX=3, THIS VC USES ENTRY 3 IN OUFT X01940000

CALL=INOUT, SUPPORT FOR INCOMING AND OUTGOING CALLX01950000

TYPE=S SWITCHED VIRTUAL CIRCUIT 01960000

Jede 01970000
el 2 SVC'S FOR PCNE/PSH/PAD (SEE LLCLIST IN X25MCH) 01980000
sl 01990000
X25VC LCN=(7,8), LOGICAL CHANNEL NUMBER 7 AND 8 X02000000
VCCINDX=1, THIS VC USES ENTRY 1 IN VCCPT X02010000

OUFINDX=3, THIS VC USES ENTRY 3 IN OUFT X02020000

CALL=0UT, SUPPORT FOR AND OUTGOING CALL ONLY X02030000

TYPE=S SWITCHED VIRTUAL CIRCUIT 02040000

* 02050000
* 02060000
* 02070000
Fedededde e dn oo oo dededededededededededededededededededededededede fodedededededededededededededodedededededededededededede il 02080000
% * 02090000
* ' SECOND PHYSICAL LINK WORKING IN DATE * 02100000
* ONLY THE LOGICAL CHANNEL GROUP 0 IS DEFINED * 02110000
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* 4 PVCS ARE DEFINED * 02120000
* -PVC 0 IS USED FOR INN (LLC3). INN SNA LINK * 02130000
* -PVC 1 IS USED FOR PSH (LLC2). BNN SNA STATION * 02140000
* -PVC 2 IS USED FOR PCNE (LLCO). X25 TERMINAL * 02150000
w -PVC 3 IS USED FOR PAD (LLC5). X28 TERMINAL * 02160000
* 4 SVCS ARE DEFINED * 02170000
* -SVCS 4,7 ARE TO BE DEFINED WITH CALL=IN FOR ACCESS * 02180000
* METHOD COMPATIBILITY (SVCS ARE IN ANSWER MODE) * 02190000
* THOUGH INCOMING AND OUTGOING CALL ARE ALLOWED * 02200000
* AND ESTABLISHED VIA THE CTCP-DATE LU TO LU SESSION * 02210000
* * 02220000
dededededededededolvdedededededededededededededededededededededededededededdededededededededededededededode e dededdededededodededodde Nl 02230000
* 02240000
* 02250000
* 02260000
X25MCH CSBTYPE=2, COMMUNICATION SCANNER TYPE 2 X02270000
ADDRESS=(CA8,0A9), TWO LINE SET ADDRESSES X02280000

LCGDEF=0(7), HIGHEST LCGN=0, HIGHEST LCN=7 X02290000

FRMLGTH=131, MAXIMUM FRAME LENGTH=131 X02300000

MWINDOW=7, FRAME WINDOW=7 X02310000

STATION=DTE, THIS PHYSICAL LINK IS A DTE X02320000

PROTCOL=LAP, X25 LEVEL 2 PROTOCOL IS LAP X02330000

PKTMODL=8, X25 LEVEL 3 MODULO=8 (DEFAULT) X02340000

ANS=CONTINUE, FOR NCP PU MACRO X02350000

TPTIMER=1, X25 T1 TIMER IN SECOND (DEFAULT) X02360000

TDTIMER=0, TIMER TO WAIT FOR ND RETRIES X02370000

NPRETRY=7, NUMBER OF RETRIES WHEN TPTIMER ELAPSEDX02380000

NDRETRY=1, NUMBER OF (TP*NP) RETRY X02390000
LLCLIST=(LLCO,LLC2,LLC5), PCNE/PSH/PAD ALLOWED ON SVCS X02400000

GATE=DEDICAT, DATE SUPPORT ON THIS LINK X02410000

DBIT=YES, D-BIT USED IN PCNE X02420000

PAD=TRANSP, TRANSPARENT PAD SUPPORT (ANY TYPE) X02430000

TRAN=0DD, ODD TRANSLATION FOR PAD SUPPORT 'X02440000

SPEED=9600 LINE SPEED=9600 02450000

* 02460000
* 02470000
* 02480000
X25LCG LCGN=0 LOGICAL CHANNEL GROUP=0 02490000

W 02500000
e X25 LINE FOR INN ON PVC SedededededededededededeledededededededeNe e 02510000
weded 02520000
XLOA8000 X25LINE LCN=0, LOGICAL CHANNEL NUMBER 0 VC X02530000
VCCINDX=3, THIS VC USES ENTRY 3 IN VCCPT X02540000

LLC=LLC3, THIS VC CONNECTS A SNA INN LINK (QLLC)X02550000

MONLINK=NO, NO MONITOR X02560000

TYPE=P THIS IS A PERMANENT VIRTUAL CIRCUIT 02570000

XP0OA8000 X25PU PUTYPE=4, TYPE 4 PU X02580000
TGN=3, TRANSMISSION GROUP NUMBER=3 X02590000

ANS=CONT, THIS IS NOT DISCONTACTED IF ANS X02600000

PUDR=NO NO DYNAMIC RECONFIGURATION ALLOWED 02610000

* NO LU REQUIRED FOR INN LINK 02620000
wededs 02630000
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ek X25 LINE FOR PSH ON PVC #fsdededfefededfedofodedededolofodododolodd 02640000
Feied 02650000
XLOA8001 X25LINE LCN=1, LOGICAL CHANNEL NUMBER 1 VC X02660000
VCCINDX=1, THIS VC USES ENTRY 1 IN VCCPT X02670000

LLC=LLC2, SNA BNN TERMINAL SUPPORTED K IN PSH X02680000

TYPE=P THIS IS A PERMANENT VIRTUAL CIRCUIT 02690000

XPOA8001 X25PU PUTYPE=2, TYPE PU X02700000
ADDR=01, SDLC ADDRESS OF SNA STATION X02710000

MAXDATA=265, MAXIMUM DATA TRANSFER SIZE X02720000

VPACING=(2,1), HOST OUTGOING PACING X02730000

PACING=(1,1), 3705 OUTGOING PACING X02740000

PASSLIM=1, : X02750000

BUFLIM=8, X02760000

MAXOUT=1 02770000

XUGA8001 X25LU LOCADDR=1 FIRST LU ADDRESS 02780000
XV0A8001 X25LU LOCADDR=2 SECOND LU ADDRESS 02790000
wekede 02800000
el 1 PVC IN PCNE SededededededededededeTole N Ne oo TedeTeNodeeNeds 02810000
e 02820000
X25VC LCN=(2), LOGICAL CHANNEL NUMBER 2 VC X02830000

VCCINDX=3, THIS VC USES ENTRY 3 IN VCCPT X02840000

LLC=LLCO, X25 NON-SNA TERMINAL SUPPORT (PCNE) X02850000

TYPE=P PERMANENT VIRTUAL CIRCUIT 02860000

W 02870000
el 1 PVC IN PAD Sedededededededededededededededededededetedede NN 02880000
Fededk 02890000
X25VC LCN=(3), LOGICAL CHANNEL NUMBER 3 VC X02900000

VCCINDX=1, THIS VC USES ENTRY 1 IN VCCPT X02910000

LLC=LLCS5, TRANSPARENT PAD SUPPORT X02920000

TYPE=P PERMANENT VIRTUAL CIRCUIT 02930000

wEE 02940000
Fededed 4 SVC'S FOR PCNE/PSH/PAD (SEE LLCLIST IN X25MCH) 02950000
wever 02960000
X25VC LCN=(4,7), LOGICAL CHANNEL NUMBER 4 TROUGH 7 X02970000
VCCINDX=1, THIS VC USES ENTRY 1 IN VCCPT X02980000

OUFINDX=2, THIS VC USES ENTRY 2 IN OUFT X02990000

CALL=IN, MANDATORY FOR DATE X03000000

TYPE=S SWITCHED VIRTUAL CIRCUIT 03010000

* 03020000
* 03030000
* 03040000
Fedededededededededededededededededededededededededededededededeledeledededededeldededededededededededededededededededededededededededeede e 03050000
* * 03060000
* THIRD PHYSICAL LINK ALLOWING GATE LLC WITHOUT SUBADDRESSING * 03070000
* ONLY THE LOGICAL CHANNEL GROUP 0 IS DEFINED * 03080000
* -PVC 0 IS NOT USED AS VC * 03090000
* 4 PVCS ARE DEFINED * 03100000
¥ -PVC 1 IS USED FOR PSH (LLC2). BNN SNA STATION * 03110000
* -PVC 2 IS USED FOR PCNE (LLCO). X25 TERMINAL * 03120000
* -PVC 3 IS USED FOR GATE (LLC4). X25 TERMINAL * 03130000
* -PVC 4 IS USED FOR PAD (LLC5). X28 TERMINAL * 03140000
¥ 5 SVCS ARE DEFINED * 03150000
* -SVCS 5,9 ARE USED FOR INCOMING AND OUTGOING CALL * 03160000
* WHEN GATE IS THE LLC THEY MUST BE IN ANSWER MODE * 03170000
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* FOR ACCESS METHOD COMPATIBILITY *
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X25MCH CSBTYPE=3,

TIWWWWHRWWNRWRNNT

COMMUNICATION SCANNER TYPE 3

ADDRESS=(034,035), TWO LINE SET ADDRESSES

LCGDEF=0(9),
FRMLGTH=131,
MWINDOW=7,
STATION=DTE,
PROTCOL=LAPB,
PKTMODL=128,,
ANS=STOP,
TPTIMER=1.2,
TDTIMER=3,
NPRETRY=5,
NDRETRY=3,
PUNAME=XP034,
LUNAME=XU034,

LLCLIST=(LLC2,LLC4,LLCS5), PSH/GATE/PAD ALLOWED ON SVCS

GATE=GENERAL,
PAD=INTEG,
TRAN=EVEN,
LCNO=NOTUSED,
SPEED=4800

X25LCG LCGN=0
XL034001 X25LINE LCN=1,
VCCINDX=1,
LLC=LLC2,
TYPE=P
PUTYPE=2,
ADDR=01,
MAXDATA=265,
VPACING=(2,1),
PACING=(1,1),
PASSLIM=1,
BUFLIM=8,
MAXOUT=1
XU034001 X25LU LOCADDR=1
XV034001 X25LU LOCADDR=2

FORONON
WWW

XP034001 X25PU

Jedededde 1 PVC IN PCNE
X25VC LCN=(2),
VCCINDX=3,

LLC=LLCO,

Chapter 7. X

HIGHEST LCGN=0, HIGHEST LCN=9
MAXIMUM FRAME LENGTH=131
FRAME WINDOW=7

THIS PHYSICAL LINK IS A DTE
X25 LEVEL 2 PROTOCOL IS LAPB
X25 LEVEL 3 MODULO=128

FOR NCP PU MACRO

X25 T1 TIMER IN SECOND

TIMER TO WAIT FOR ND RETRIES

03180000
03190000
03200000
03210000
03220000
03230000
X03240000
X03250000
X03260000
X03270000
X03280000
X03290000
X03300000
X03310000
X03320000
X03330000
X03340000

NUMBER OF RETRIES WHEN TPTIMER ELAPSEDX03350000
NUMBER OF (TP*NP) RETRIES (MAX VALUE) X03360000

NAME OF THE PU TYPE 1 OF THIS LINK
NAME OF THE LU TYPE 1 OF THIS LINK

GATE SUPPORT ON THIS LINK
INTEGRATED PAD SUPPORT (X28 SUBSET)
EVEN TRANSLATION FOR PAD SUPPORT
LCN 0 IS NOT USED AS VC

LINE SPEED=4800

LOGICAL CHANNEL GROUP=0

.......................

X25 LINE FOR PSH ON PVC #iriedededtrioiodededededodededododdodontdr

LOGICAL CHANNEL NUMBER 1 VC

THIS VC USES ENTRY 1 IN VCCPT

SNA BNN TERMINAL SUPPORTED IN PSH
THIS IS A PERMANENT VIRTUAL CIRCUIT
TYPE PU

SDLC ADDRESS OF SNA STATION

MAXIMUM DATA TRANSFER SIZE

HOST OUTGOING PACING

3705 OUTGOING PACING

FIRST LU ADDRESS
SECOND LU ADDRESS

alactoslectontantantontantclanteatoata ctaetostaatantantonte atanla stastants
WRWWRWWRWRWRWRWRWRDWEWRWRRRWRE

LOGICAL CHANNEL NUMBER 2 VC
THIS VC USES ENTRY 3 IN VCCPT
X25 NON-SNA TERMINAL SUPPORT (PCNE)

X03370000
X03380000
X03390000
X03400000
X03410000
X03420000
X03430000
03440000
03450000
03460000
03470000
03480000
03490000
03500000
03510000
X03520000
X03530000
X03540000
03550000
X03560000
X03570000
X03580000
X03590000
X03600000
X03610000
X03620000
03630000
03640000
03650000
03660000
03670000
03680000
X03690000
X03700000
X03710000
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cleatantls
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eleatects
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deded

octastasts
Sl

wvek

TYPE=P
1 PVC IN GATE

X25VC LON=(3),
VCCINDX=3,
LLC=LLC4,
TYPE=P

1 PVC IN PAD

X25VC LCON=(4),
VCCINDX=1,
LLC=LLC5,
TYPE=P

PERMANENT VIRTUAL CIRCUIT

BT D D T o o P b T
WHRWWRWRWRIWHRWWHRWRWRWWRWWEWN

LOGICAL CHANNEL NUMBER 2 VC
THIS VC USES ENTRY 3 IN VCCPT
NON-SNA TERMINAL SUPPORT (GATE)
PERMANENT VIRTUAL CIRCUIT

B T e T e T T T e e )
WHWWHWHWWWEWRWRWRWR DWW RRWR

LOGICAL CHANNEL NUMBER 3 VC

THIS VC USES ENTRY 1 IN VCCPT

X28 NON-SNA TERMINAL SUPPORT (PAD)
PERMANENT VIRTUAL CIRCUIT

5 SVC'S FOR PSH/GATE/PAD (SEE LCCLIST IN X25MCH)

X25VC LCN=(5,9),
VCCINDX=1,
OUFINDX=3,
CALL=INOUT,
TYPE=S

LOGICAL CHANNEL NUMBER 5 THROUGH 9
THIS VC USES ENTRY 1 IN VCCPT

THIS VC USES ENTRY 3 IN OUFT
INCOMING AND OUTGOING CALL ALLOWED
SWITCHED VIRTUAL CIRCUIT

lestanteslentactontastoatantontectoctectoatestoctantoctantoctaolentecta el slantoatecteotanlentaaloutantontaaloclantontactocla sl otacteclanlaste o slaatonteataataotonls nle nle el ate slonte elunte alanle ol oto nla otanle
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FOURTH PHYSICAL LINK ALLOWING GATE LLC WITH SUBADDRESSING

ONLY THE LOGICAL CHANNEL GROUP 1 IS DEFINED
-PVC O IS NOT USED AS VC

9 SVCS ARE DEFINED

-SVCS 1,9 ARE USED FOR INCOMING AND OUTGOING CALL
CALL=IN IS REQUIRED TO ESTABLISH SESSIONS IN GATE LLC
VIA THE CTCP-GATE LU TO LU SESSION EITHER WITH
CALL REQUEST PACKET OR INCOMING PACKET
CALL=INOUT ALLOW OUTGOING CALL FROM ACCESS METHOD AND
INCOMING CALL FOR OTHER LLCS THAN GATE
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X25MCH CSBTYPE=3,

COMMUNICATION SCANNER TYPE 3

ADDRESS=(036,037), TWO LINE SET ADDRESSES

LCGDEF=1(9),
FRMLGTH=131,
MWINDOW=7,
STATION=DTE,
PROTCOL=LAPB,
PKTMODL=128,
LLC0=0,
LLC2=2,
LLC4=9,

HIGHEST LCGN=1, HIGHEST LCN=9
MAXIMUM FRAME LENGTH=131
FRAME WINDOW=7

THIS PHYSICAL LINK IS A DTE
X25 LEVEL 2 PROTOCOL IS LAPB
X25 LEVEL 3 MODULO=128

03720000
03730000
03740000
03750000
X03760000
X03770000
X03780000
03790000
03800000
03810000
03820000
X03830000
X03840000
X03850000
03860000
03870000
03880000
03890000
X03900000
X03910000
X03920000
X03930000
03940000
03950000
03960000
03970000
03980000
03990000
04000000
04010000
04020000
04030000
04040000
04050000
04060000
04070000
04080000
04090000
04100000
04110000
04120000
04130000
04140000
X04150000
X04160000
X04170000
X04180000
X04190000
X04200000
X04210000
X04220000

0 IS THE SUBADDRESSING DIGIT FOR PCNE X04230000
2 IS THE SUBADDRESSING DIGIT FOR PSH X04240000
9 IS THE SUBADDRESSING DIGIT FOR GATE X04250000



GATE=GENERAL, GATE SUPPORT ON THIS LINK X04260000

SUBADDR=YES, SUBADDRESSING IS USED ON THIS LINK X04270000

PAD=NO, NO PAD ON THIS LINK X04280000

LCNO=NOTUSED, LCN 6 IS NOT USED AS VC X04290000

SPEED=19200 LINE SPEED=19200 04300000

* 04310000
X25LCG LCGN=1 LOGICAL CHANNNEL GROUP=1 04320000

Fekedk 04330000
Fedede 9 SVC'S FOR PCNE/PSH/GATE (SEE LLCX OPERANDS IN X25MCH MACRO) 04340000
e 04350000
X25VC LCN=(1,9), LOGICAL CHANNEL NUMBER 1 THROUGH 9 X04360000
VCCINDX=1, THIS VC USES ENTRY 1 IN VCCPT X04370000

OUFINDX=1, THIS VC USES ENTRY 3 IN OUFT X04380000

TYPE=S, SWITCHED VIRTUAL CIRCUIT X04390000

CALL=INOUT CALL=IN REQUIRED FOR GATE 04400000

* IN AND OUT CALL ALLOWED FOR OTHER LLCS 04410000
Wil ' 04420000
il 04430000
Fokede 04440000

GENEND INIT=USRINIT, ENTRY POINT FOR NON-X25 USER INIT ROUTX04450000
INCINIT=USRINI NAME OF MEMBER IN NCP72.MAC720 CONTAIN 04460000

ote
K
etantants
WIRW
wloalants
W

alestent
ik

ING INCLUDE FOR NON-X25 INIT ROUTINE 04470000
04480000
04490000
04500000

X25END INCPRFX=D06, PREFIX FOR MEMBERS IN MACLIB X04510000
NCPSTG1=D0O6INX25, MEMBER NAME CONTAINING NCP MACROS X04520000
LSTUACB=YES, X25 WILL GENERATE LAST UACB X04530000
X25VTAM=NO FOR VTAM VERSION 1 04540000

END

04550000
04560000
04570000
04580000
04590000

STAGE 2 GENERATION

./ ADD NAME=DO6TBL
./ NUMBER NEW1=10000, INCR=1000

X25$MKB
NETWORK1

X25N1C1
X25N1C3
X25N1C4
X25N101
X25N102
X25N103

X25KM032

BAK2INIT AVIN=BALS$AVT,LLCTN=BALS$LLC,SARL=1,MCHCONT=4

BAK2NET NETTYPE=1,CPTITN=X25N1C,CPTITL=5,0UFTITN=X25N10,0UFTIT*
I=4

BAK2VCPT DATAPTY=LOW, INDEX=1,MAXPKTL=128 ,PKTSEQ=0, VWINDOW=3,0U%*
TSLOW=0, INSLOWY=2 , INSLOWX=16

BAK2VCPT DATAPTY=LOW, INDEX=3,MAXPKTL=128 ,PKTSEQ=0, VWINDOW=2 ,OU*
TSLOW=0, INSLOWY=2 , INSLOWX=16

BAK2VCPT DATAPTY=LOW, INDEX=4 ,MAXPKTL=32 ,PKTSEQ=0, VWINDOW=5 , OUT*
SLOW=0, INSLOWY=2 , INSLOWX=16

BAK20UFT INDEX=1,FACL=0,DATL=0,VALUE=,VALUE1=,VALUE2=

BAK20UFT INDEX=2,FACL=2,DATL=0,VALUE=0302,VALUE1=,VALUE2=

BAK20UFT INDEX=3,FACL=4,DATL=3,VALUE=03021202,VALUE1=123456 VA%
LUE2=

BAK2MCH NRZI=,STATION=DTE,PROTCOL=LAPB,SOTN=XC032 ,MWINDOW=7 ,FR*
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X25K0320
XB032000

XB032001

XB032002

XB032003

XB032004

XB032005

XB032006

XB032007

XB032008

MLGTH=131,RETRYCT=0,RETRYT0=0,ACBXN=X25A032X , ACBRN=X25A0%
32R,LIQN=X25Q032 ,MCHNO=1,CSBTYPE=3, VCGATL=1, VCGATN=X25KG*
032,VCBATN=X25KV032,VCBATL=9 , PLPOUEP=BALPLPO, VCMINEP=BAL%*
VCIE1,GCBN=XNETODO ,RLINADD=033, PKTMODI~8 , XLINADD=032 , VCS*
CNB=30,DM=1,LL2IDL=BALL2IDL,LL3IDL=BALL3IDL, TPTIMER=25 ,N*
PRETRY=7 ,NDRETRY=1, TDTIMER=0,REL2MSK=00001000, LCNO=1 , XPA*
RENT=0, XUACBRN=X25U032R , XUACBXN=X25U032X , AXBRN=X25X032R, *
AXBXN=X25X032X,XSLUBN=, STATSEP=BALNASTA

BAK2LCG LCGN=0,LCCNT=9

BAK2VC TYPE=P,DSTNODE=INN,XID=1000,VCCINAM=X25N1C1,RETVCTO=20,%
RETVCCT=5,LLC=3,LCN=0,VCCINDX=1,0UF INDX=0 , VCMOUEP=BALVCO*
F1,LLCOUTK=BALTSO0UT, SOTN=XC032000,PLPINAC=BALPLPI1,PLPIN+
EP=BALPLPI ,VACBN=XA032000 , VAXBN=XX032000 ,GCBN=X25P032A , P*
KTMODL=8

BAK2VC TYPE=P,DSTNODE=,XID=1000,VCCINAM=X25N1C1,RETVCTO=15,RET*
VCCT=3,LLC=2,LCN=1,VCCINDX=1,0UFINDX=0, VCMOUEP=BALVCOF1, *
LLCOUTK=BALTS50UT, SOTN=XC032001 , PLPINAC=BALPLPI1,PLPINEP=*
BALPLPI,VACBN=XA032001,VAXBN=XX032001,GCBN=X25P0324A , PKTM*
ODL=8

BAK2VC TYPE=P,DSTNODE=,XID=1000,VCCINAM=X25N1C3,RETVCTO=30,RET*
VCCT=3,LLC=0,LCN=2,VCCINDX=3,0UFINDX=0, VCMOUEP=BALVCOF1, *
LLCOUTK=BALTS50UT , SOTN=XC032002 , PLPINAC=BALPLPI1, SLUBN=XS*
032002, PLPINEP=BALPLPI , VACBN=XA032002 , VAXBN=XX032002 , GCB*
N=X25P032A , PKTMODL=8

BAK2VC TYPE=P,DSTNODE=,XID=1000,VCCINAM=X25N1C1,RETVCTO=30,RET*
VCCT=3,LLC=5,LCN=3,VCCINDX=1,0UFINDX=0 , VCMOUEP=BALVCOF 1, *
LLCOUTK=BALTS50UT , SOTN=XC032003 , PLPINAC=BALPLPI1, SLUBN=XS*
032003, PLPINEP=BALPLPI, VACBN=XA032003 , VAXBN=XX032003 ,GCB*
N=X25P032A, PKTMODL=8

BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%
1,CALL=IN,RETVCT0=30,RETVCCT=3,LLC=0,LLCLIST=(0,2,5) , LCN*
=4 ,VCCINDX=1,0UFINDX=1, VCMOUEP=BALVCOF1 , LLCOUTK=BALT50UT:
, SOTN=XC032004 , PLPINAC=BALPLPI1, SLUBN=XS032004 , PLPINEP=B*
ALPLPI ,VACBN=XA032004 , VAXBN=XX032004 , GCBN=X255032B , PKTMO**
DL=8

BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%*
1,CALL=IN,RETVCTO=30,RETVCCT=3,LLC=0,LLCLIST=(0,2,5) , LON*
=5 ,VCCINDX=1,0UFINDX=1,VCMOUEP=BALVCOF1, LLCOUTK=BALT50UT
,SOTN=XC032005 , PLPINAC=BALPLPI1,SLUBN=XS032005 , PLPINEP=B"
ALPLPI,VACBN=XA032005 ,VAXBN=XX032005 ,GCBN=X255032B , PKTMO*
DL=8

BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UF INAM=X25N10%
3,CALL=INOUT,RETVCTO=30,RETVCCT=3,LLC=0,LLCLIST=(0,2,5) ,*
LCN=6 ,VCCINDX=1,0UFINDX=3 ,VCMOUEP=BALVCOF1, LLCOUTK=BALT5
OUT, SOTN=XC032006 , PLPINAC=BALPLPI1, SLUBN=XS032006 , PLPINE*
P=BALPLPI ,VACBN=XA032006 , VAXBN=XX032006 , GCBN=X25S032B , PK*
TMODL=8

BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%
3,CALL=0UT,RETVCTO0=30 ,RETVCCT=3,LLC=0,LLCLIST=(0,2,5) ,LC¥*
N=7,VCCINDX=1,0UFINDX=3 , VCMOUEP=BALVCOF 1, LLCOUTK=BALT50U:
T, SOTN=XC032007 , PLPINAC=BALPLPI1,SLUBN=XS032007 , PLPINEP="*
BALPLPI,VACBN=XA032007 , VAXBN=XX032007 , GCBN=X25S032B , PKTM*
ODL=8

BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UF INAM=X25N10%
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3,CALL=0UT,RETVCT0=30,RETVCCT=3,LLC=0,LLCLIST=(0,2,5),LC*
N=8 ,VCCINDX=1,0UFINDX=3,VCMOUEP=BALVCOF 1, LLCOUTK=BALT50U*
T, SOTN=XC032008 , PLPINAC=BALPLPI1,SLUBN=XS032008 ,PLPINEP=+*
BALPLPI,VACBN=XA032008 ,VAXBN=XX032008 ,GCBN=X25S032B , PKTM*
ODL=8

X25KMOA8 BAK2MCH NRZI=,STATION=DTE,PROTCOL=LAP,SOTN=XCOA8 ,MWINDOW=7 , FRM*
LGTH=131,RETRYCT=0,RETRYTO=0,ACBXN=X25A0A8X , ACBRN=X25A0A%*
8R,LIQN=X25Q0A8 ,MCHNO=2 ,CSBTYPE=2,VCGATL=1,VCGATN=X25KG0*
A8 ,VCBATN=X25KV0A8 ,VCBATL=8 , PLPOUEP=BALPLPO, VCMINEP=BALV*
CIE1,GCBN=XNETODO,RLINADD=0A9 , PKTMODL=8 ,XLINADD=0A8 , VCSC*
NB=30,DM=1,LL2IDL=BALL2IDL,LL3IDL=BALL3IDL,TPTIMER=10,NP*
RETRY=7 ,NDRETRY=1, TDTIMER=0,REL2MSK=00110110,LCNO=1,XPAR*
ENT=0,XPRTIEP=BALPCMHI , XPRTOEP=BALPCMHO , XUACBRN=X25U0A8R*
, XUACBXN=X25U0A8X, AXBRN=X25X0A8R , AXBXN=X25X0A8X , XSLUBN=X*
25KS0A8, STATSEP=BALNASTA

X25K0A80 BAK2LCG LCGN=0,LCCNT=8

XBOA8000 BAK2VC TYPE=P,DSTNODE=INN,XID=1000,VCCINAM=X25N1C3,RETVCTO=30,%*
RETVCCT=3, LLC=3, LCN=0,VCCINDX=3,0UF INDX=0 , VCMOUEP=BALVCO*
F1,LLCOUTK=BALT50UT,SOTN=XCOA8000,PLPINAC=BALPLPI1,PLPIN*
EP=BALPLPI,VACBN=XA0A8000 ,VAXBN=XX0A8000 ,GCBN=X25P0A8A , P*
KTMODL=8 ‘

XBOA8001 BAK2VC TYPE=P,DSTNODE=,XID=1000,VCCINAM=X25N1C1,RETVCTO=30,RET*
VCCT=3,LLC=2,LCN=1,VCCINDX=1,0UFINDX=0 ,VCMOUEP=BALVCOF1,*
LLCOUTK=BALT50UT, SOTN=XC0A8001, PLPINAC=BALPLPI1,PLPINEP=%*
BALPLPI,VACBN=XA0A8001,VAXBN=XX0A8001,GCBN=X25P0A8A , PKTM*
ODL=8

XBOA800Z BAK2VC TYPE=P,DSTNODE=,XID=1000,VCCINAM=X25N1C3,RETVCTO=30,RET*
VCCT=3,LLC=0,LCN=2,VCCINDX=3,0UFINDX=0 , VCMOUEP=BALVCOF1,*
LLCOUTK=BALT50UT, SOTN=XC0A8002 , PLPINAG=BALPLPI1, SLUBN=XS*
0A8002 , PLPINEP=BALPLPI ,VACBN=XA0A8002 , VAXBN=XX0A8002 , GCB*
N=X25P0A8A , PKTMODL=8

XBOA8003 BAK2VC TYPE=P,DSTNODE=,XID=1000,VCCINAM=X25N1C1,RETVCTO=30,RET*
VCCT=3,LLC=5,LCN=3,VCCINDX=1,0UF INDX=0 , VCMOUEP=BALVCOF1,*
LLCOUTK=BALT50UT, SOTN=XC0A8003 , PLPINAC=BALPLPI1,SLUBN=XS*
0A8003,PLPINEP=BALPLPI,VACBN=XA0A8003, VAXBN=XX0A8003 ,GCB*
N=X25P0A8A, PKTMODL=8

XBOA8004 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%
2,CALL=IN,RETVCTO=30,RETVCCT=3,LLC=0,LLCLIST=(0,2,5) ,LCN*
=4 ,VCCINDX=1,0UFINDX=2 ,VCMOUEP=BALVCOF 1, LLCOUTK=BALT50UT"
, SOTN=XC0A8004 , PLPINAC=BALPLPI1,SLUBN=XS0A8004 , PLPINEP=B*
ALPLPI,VACBN=XA0A8004 , VAXBN=XX0A8004 , GCBN=X25S0A8B , PKTMO*
DL=8

XBOA8005 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,O0UFINAM=X25N10%*
2,CALL=IN,RETVCT0=30,RETVCCT=3,LLC=0,LLCLIST=(0,2,5) , LON*
=5,VCCINDX=1,0UFINDX=2,VCMOUEP=BALVCOF 1, LLCOUTK=BALT50UT*
, SOTN=XC0A8005 , PLPINAC=BALPLPI1, SLUBN=XSOA8005 , PLPINEP=B*
ALPLPI,VACBN=XA0A8005 , VAXBN=XX0A8005 ,GCBN=X25S0A8B , PKTMO*
DL=8

XB0OA8006 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%*
2,CALL=IN,RETVCTO0=30,RETVCCT=3,LLC=0,LLCLIST=(0,2,5) , LCN*
=6,VCCINDX=1,0UFINDX=2,VCMOUEP=BALVCOF1, LLCOUTK=BALT50UT*
, SOTN=XC0A8006 , PLPINAC=BALPLPI1,SLUBN=XS0A8006 , PLPINEP=B*
ALPLPI,VACBN=XA0A8006 ,VAXBN=XX0A8006 ,GCBN=X25S0A8B , PKTMO*
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DL=8

XB0A8007 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%

2,CALL=IN,RETVCT0=30,RETVCCT=3,LLC=0,LLCLIST=(0,2,5) ,LCN*
=7,VCCINDX=1,0UFINDX=2,VCMOUEP=BALVCOF1, LLCOUTK=BALT50UT#*
» SOTN=XC0A8007 ,PLPINAC=BALPLPI1,SLUBN=XS0A8007 ,PLPINEP=B*
ALPLPI,VACBN=XA0A8007 ,VAXBN=XX0A8007,GCBN=X25S0A8B , PKTMO*
DL=8

X25KM034 BAK2MCH NRZI=,STATION=DTE,PROTCOL=LAPB,SOTN=XC034,MWINDOW=7 ,FR*

X25K0340
XB034001

XB034002

XB034003

XB034004

XB034005

XB034006

XB034007

MLGTH=131,RETRYCT=0,RETRYTO=0,ACBXN=X25A034X , ACBRN=X25A0%
34R,LIQN=X25Q034 ,MCHNO=3 ,CSBTYPE=3,VCGATL=1, VCGATN=X25KG*
034, VCBATN=X25KV034,VCBATL=10, PLPOUEP=BALPLPO , VCMINEP=BA*
LVCIE1,GCBN=XNETODO,RLINADD=035 , PKTMODL=128 , XLINADD=034 , *
VCSCNB=30,DM=1,LL2IDL=BALL2IDL,LL3IDL=BALL3IDL, TPTIMER=1%
2 ,NPRETRY=5 ,NDRETRY=3, TDTIMER=3,REL2MSK=01001001, LCNO=0,*
XPARENT=0 , XPRTIEP=BALPCMHI , XPRTOEP=BALPCMHO , XUACBRN=X25U+
034R, XUACBXN=X25U034X , AXBRN=X25X034R , AXBXN=X25X034X , XSLU*
BN=X25KS034 , STATSEP=BALNASTA

BAK2LCG LCGN=0,LCCNT=10

BAK2VC TYPE=P,DSTNODE=,XID=1000,VCCINAM=X25N1C1,RETVCTO=30,RET*
VCCT=3,LLC=2,LCN=1,VCCINDX=1,0UFINDX=0, VCMOUEP=BALVCOF1,*
LLCOUTK=BALT50UT, SOTN=XC034001 , PLPINAC=BALPLPI1,PLPINEP=*
BALPLPI,VACBN=XA034001,VAXBN=XX034001,GCBN=X25P034A , PKTM*
ODL=128

BAK2VC TYPE=P,DSTNODE=,XID=1000,VCCINAM=X25N1C3,RETVCTO=30,RET*
VCCT=3,LLC=0,LCN=2,VCCINDX=3,0UFINDX=0, VCMOUEP=BALVCOF1,*
LLCOUTK=BALTS50UT, SOTN=XC034002 , PLPINAC=BALPLPI1, SLUBN=XS*
034002, PLPINEP=BALPLPI , VACBN=XA034002 , VAXBN=XX034002 , GCB*
N=X25P034A , PKTMODL=128

BAK2VC TYPE=P,DSTNODE=,XID=1000,VCCINAM=X25N1C3,RETVCTO=30,RET*
VCCT=3,LLC=4,LCN=3,VCCINDX=3,0UFINDX=0, VCMOUEP=BALVCOF1,*
LLCOUTK=BALTS50UT, SOTN=XC034003 , PLPINAC=BALPLPI1, SLUBN=XS*
034003, PLPINEP=BALPLPI,VACBN=XA034003, VAXBN=XX034003 , GCB*
N=X25P034A , PKTMODL=128

BAK2VC TYPE=P,DSTNODE=,XID=1000,VCCINAM=X25N1C1,RETVCTO=30,RET*
VCCT=3,LLC=5,LCN=4 ,VCCINDX=1,0UFINDX=0, VCMOUEP=BALVCOF1,*
LLCOUTK=BALT50UT , SOTN=XC034004 , PLPINAC=BALPLPI 1, SLUBN=XS*
034004 , PLPINEP=BALPLPI , VACBN=XA034004 , VAXBN=XX034004 , GCB*
N=X25P034A, PKTMODL=128

BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UF INAM=X25N10%
3,CALL=INOUT,RETVCTO0=30,RETVCCT=3,LLC=0,LLCLIST=(2,4,5),*
LON=5,VCCINDX=1,0UF INDX=3 , VCMOUEP=BALVCOF 1 , LLCOUTK=BALT5*
OUT, SOTN=XC034005 , PLPINAC=BALPLPI1,SLUBN=XS034005 , PLPINE*
P=BALPLPI ,VACBN=XA034005 , VAXBN=XX034005 ,GCBN=X25S034B , PK**
TMODL=128

BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UF INAM=X25N10%
3,CALL=INOUT, RETVCT0=30,RETVCCT=3,LLC=0, LLCLIST=(2,4,5) ,%
LCN=6 ,VCCINDX=1,0UF INDX=3 , VCMOUEP=BALVCOF 1, LLCOUTK=BALT5%*
OUT, SOTN=XC034006 , PLPINAC=BALPLPI1,SLUBN=XS034006 , PLPINE*
P=BALPLPI,VACBN=XA034006 , VAXBN=XX034006 , GCBN=X25S034B , PK*
TMODL=128

BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%
3,CALL=INOUT, RETVCTO=30,RETVCCT=3, LLC=0, LLCLIST=(2,4,5) ,%
LCN=7 ,VCCINDX=1,0UFINDX=3, VCMOUEP=BALVCOF1 , LLCOUTK=BALT5*
OUT, SOTN=XC034007 , PLPINAC=BALPLPI1, SLUBN=XS034007 , PLPINE*
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P=BALPLPI,VACBN=XA034007 , VAXBN=XX034007 , GCBN=X25S034B , PK*
TMODL=128

XB034008 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%
3,CALL=INOUT,RETVCTO0=30,RETVCCT=3,LLC=0,LLCLIST=(2,4,5) ,*
LON=8 ,VCCINDX=1,0UFINDX=3, VCMOUEP=BALVCOF1, LLCOUTK=BALT5%
OUT, SOTN=XC034008 , PLPINAC=BALPLPI1, SLUBN=XS034008 , PLPINE*
P=BALPLPI, VACBN=XA034008 , VAXBN=XX034008 , GCBN=X25S034B , PK*
TMODL=128

XB034009 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%
3,CALL=INOUT, RETVCTO0=30 ,RETVCCT=3,L1C=0, LLCLIST=(2,4,5) ,*
LCN=9,VCCINDX=1,0UF INDX=3 , VCMOUEP=BALVCOF 1, LLCOUTK=BALT5*
OUT, SOTN=XC034009 , PLPINAC=BALPLPI1, SLUBN=XS034009 , PLPINE*
P=BALPLPI,VACBN=XA034009 , VAXBN=XX034009 , GCBN=X25S034B , PK*
TMODL=128

X25KM036 BAK2MCH NRZI=,STATION=DTE,PROTCOL=LAPB,SOTN=XC036 ,MWINDOW=7 ,FR*
MLGTH=131,RETRYCT=0,RETRYTO=0,ACBXN=X25A036X , ACBRN=X25A0%
36R, LIQN=X25Q036 ,MCHNO=4 , CSBTYPE=3 , VCGATL=2 , VCGATN=X2 5KG*
036, VCBATN=X25KV036 ,VCBATL=10 , PLPOUEP=BALPLPO , VCMINEP=BA*
LVCIE1,GCBN=XNETODO,RLINADD=037 ,PKTMODI=128 , XLINADD=036 ,%
VCSCNB=30,DM=1, SUBTABL=COFFC2FFFFFFFFFFFFC4 , LL2 IDL=BALL2*
IDL,LL3IDL=BALL3IDL,TPTIMER=10,NPRETRY=7 ,NDRETRY=1, TDTIM*
ER=0,REL2MSK=11000000, LCNO=0, XPARENT=0, XPRTIEP=BALPCMHI , *
XPRTOEP=BALPCMHO , XUACBRN=X25U036R , XUACBXN=X25U036X , AXBRN*
=X25X036R, AXBXN=X25X036X , XSLUBN=X25KS036 , STATSEP=BALNAST*
A

X25K0361 BAK2LCG LCGN=1,LCCNT=10

XB036101 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%
1,CALL=INOUT,RETVGTO=30,RETVCCT=3,LLC=0,LLCLIST=(0,2,4) ,%
LON=1,VCCINDX=1,0UFINDX=1,VCMOUEP=BALVCOF1, LLCOUTK=BALT5%
OUT, SOTN=XC036101,PLPINAC=BALPLPI1,SLUBN=XS036101,PLPINE*
P=BALPLPI,VACBN=XA036101,VAXBN=XX036101,GCBN=X25S036A , PK*
TMODL=128

XB036102 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%
1,CALL=INOUT, RETVCTO=30,RETVCCT=3,LLC=0,LLCLIST=(0,2,4),*
LCN=2,VCCINDX=1,0UFINDX=1,VCMOUEP=BALVCOF1, LLCOUTK=BALT5*
OUT, SOTN=XC036102 , PLPINAC=BALPLPI1, SLUBN=XS036102, PLPINE*
P=BALPLPI,VACBN=XA036102,VAXBN=XX036102 ,GCBN=X25S036A , PK*
TMODL=128

XB036103 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%
1,CALL=INOUT,RETVCT0=30,RETVCCT=3,LLC=0,LLCLIST=(0,2,4),*
LCN=3,VCCINDX=1,0UFINDX=1, VCMOUEP=BALVCOF1, LLCOUTK=BALT5%
OUT, SOTN=XC036103, PLPINAC=BALPLPI1, SLUBN=XS036103, PLPINE*
P=BALPLPI,VACBN=XA036103,VAXBN=XX036103,GCBN=X25S036A , PK*
TMODL=128

XB036104 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%
1,CALL=INOUT,RETVCT0=30,RETVCCT=3,LLC=0,LLCLIST=(0,2,4),*
LCN=4 ,VCCINDX=1,0UFINDX=1,VCMOUEP=BALVCOF1 , LLCOUTK=BALT5%
OUT, SOTN=XC036104 , PLPINAC=BALPLPI1, SLUBN=XS036104 , PLPINE*
P=BALPLPI, VACBN=XA036104 , VAXBN=XX036104 , GCBN=X25S036A , PK*
TMODL=128

XB036105 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%
1,CALL=INOUT,RETVCTO=30,RETVCCT=3,LLC=0,LLCLIST=(0,2,4),%
LCN=5 ,VCCINDX=1,0UFINDX=1,VCMOUEP=BALVCOF1, LLCOUTK=BALT5%
OUT, SOTN=XC036105 , PLPINAC=BALPLPI1, SLUBN=XS036105 , PLPINE*
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P=BALPLPI ,VACBN=XA036105,VAXBN=XX036105 , GCBN=X25S036A , PK*
TMODL=128
XB036106 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%
1,CALL=INOUT,RETVCTO=30,RETVCCT=3,LLC=0,LLCLIST=(0,2,4) ,*
LCN=6 , VCCINDX=1,0UFINDX=1, VCMOUEP=BALVCOF 1, LLCOUTK=BALT5*
OUT, SOTN=XC036106 , PLPINAC=BALPLPI1,SLUBN=XS036106 ,PLPINE*
P=BALPLPI ,VACBN=XA036106 ,VAXBN=XX036106 ,GCBN=X255036A , PK*
TMODI=128
XB036107 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%*
1,CALL=INOUT,RETVCTO=30,RETVCCT=3, LLC=0, LLCLIST=(0,2,4) ,*
LCN=7,VCCINDX=1,0UFINDX=1, VCMOUEP=BALVCOF1, LLCOUTK=BALT5*
OUT, SOTN=XC036107 , PLPINAC=BALPLPI1,SLUBN=XS036107 , PLPINE*
P=BALPLPI,VACBN=XA036107 ,VAXBN=XX036107 ,GCBN=X25S036A , PK*
TMODL=128
XB036108 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%*
1,CALL=INOUT, RETVCTO=30,RETVCCT=3,LLC=0, LLCLIST=(0,2,4) ,%
LCN=8,VCCINDX=1,0UFINDX=1,VCMOUEP=BALVCOF1, LLCOUTK=BALT5*
OUT, SOTN=XC036108 , PLPINAC=BALPLPI1, SLUBN=XS036108 , PLPINE*
P=BALPLPI ,VACBN=XA036108 , VAXBN=XX036108 , GCBN=X255036A , PK*
TMODL=128
XB036109 BAK2VC TYPE=S,DSTNODE=,XID=1000,VCCINAM=X25N1C1,0UFINAM=X25N10%*
1,CALL=INOUT,RETVCTO=30,RETVCCT=3,LLC=0, LLCLIST=(0,2,4) ,*
LCN=9,VCCINDX=1, 0UFINDX=1, VCMOUEP=BALVCOF1 , LLCOUTK=BALT5*
OUT, SOTN=XC036 109 , PLPINAC=BALPLPI1,SLUBN=XS036109 , PLPINE*
P=BALPLPI ,VACBN=XA036109 , VAXBN=XX036109 , GCBN=X25S036A , PK*
TMODL=128
$SRCLO  CSECT
./ ADD NAME=DO6BLK
./ NUMBER NEW1=10000, INCR=1000
BAK2END LSTUACB=YES,LLCOEP=(BALPCAO,BALPCA1),LLC2EP=(BALPSHO,B*
ALPSHI) ,LLC3EP=(BALLCONN,BALLCINN) , LLC4EP=(BALPCAO , BALGA*
TI),LLC5EP=(BALPCAO,BALPADI)
SSRCHI ~ CSECT .
./ ADD NAME=DO06LOI
./ NUMBER NEW1=10000, INCR=1000
INCLUDE ULIB(BALNASME)
./ ADD NAME=DO6HII
./ NUMBER NEW1=10000, INCR=1000
 INCLUDE ULIB(BALNASM4)
INCLUDE ULIB(BALL2TMB)
INCLUDE ULIB(BALSTAS8)
INCLUDE ULIB(BALVCIM6)
INCLUDE ULIB(BALVCIMC)
INCLUDE ULIB(BALVCOMA)
INCLUDE ULIB(BALPLPL3)
INCLUDE ULIB(BALPLPOU)
INCLUDE ULIB(BALPLPI)
INCLUDE ULIB(BALCTLPR)
INCLUDE ULIB(BALLCIND)
INCLUDE ULIB(BALT50UT)
INCLUDE ULIB(BAL2BM)
INCLUDE ULIB(BAL3LAP1)
INCLUDE ULIB(BAL3LAP2)
INCLUDE ULIB(BAL3LAPS)
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INCLUDE ULIB(BAL2B2)
INCLUDE ULIB(BAL2B3)
INCLUDE ULIB(BALUSIMF)
INCLUDE ULIB(BALPCMCH)
INCLUDE ULIB(BALDATE)
INCLUDE ULIB(BALGATE)
INCLUDE ULIB(BALPCNM9)
INCLUDE ULIB(BALPSHM7)
INCLUDE ULIB(BALLCINN)
INCLUDE ULIB(BALLCONN)
INCLUDE ULIB(BALPAD)
INCLUDE ULIB(BALXLT)

./ ADD
-/

NAME=DO6INI
NUMBER NEW1=10000, INCR=1000

INCLUDE ULIB(BALINIMD)

./ ADD
-/

ORDER
./ ADD
-/

ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
ORDER
./ ADD
-/

NAME=D06L00
NUMBER NEW1=10000, INCR=1000
BALNASME
NAME=DO6HIO
NUMBER NEW1=10000, INCR=1000
BALTICK
BALNASM4
BALL2TMB
BALSTAM8
BALVCIM6
BALVCIMC
BALVCOMA
BALPLPL3
BALPLPOU
BALPLPI
BALCTLPR
BALLCIND
BALT50UT
BAL2BM
BAL3LAP1
BAL3LAP2
BAL3LAPS
BAL2B2
BAL2B3
BALUS9
BALUSA
BALUSB
BALPCMCH
BALDATE
BALGATE
BALPCNM9
BALPSHM7
BALLCINN
BALLCONN
BALPAD
BALXLT
NAME=D0O6INO
NUMBER NEW1=10000, INCR=1000
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ORDER BALINIMD
./ ADD NAME=D06INX25
./ NUMBER NEW1=10000, INCR=1000

XNETODO

XL032
XC032
XP032
XU032
XLOA8
XCO0A8
XPOAS8
XUO0A8
XL034
XC034
XP034
XU034
XL036
XC036
XP036
XU036
X25P032A

XL032000
XC032000
XP032000
XL032001
XC032001
XP032001

XU0032001
XV032001
XL032002
XC032002
XP032002
XU032002
XL032003
XC032003
XP032003
XU0032003
X25P0A8A

XLOA8000
XC0A8000
XP0OA8000
XLOA8001
XC0A8001
XP0OA8001

GROUP LNCTL=SDLC,LEVEL2=BALNAML2 , LEVEL3=BALNAML3,USERID=(56689%
81,BALMBDT) , LEVEL5=NCP, TYPE=NCP, TIMER=(BALLAP4 , BALLAP4 , B*
ALLAP4 ,BALLAP4) , XI0=(BALNAMXL , BALNAMXS , BALNAMXT , BALNAMXK*
) ,DIAI=NO

LINE UACB=(X25A032X, X25A032R) ADDRESS=(032,033),SPEED=9600

SERVICE ORDER=XP032

PU  ADDR=01,MAXDATA=261,ANS=CONT,PUTYPE=1

LU  LOCADDR=0,ISTATUS=INACTIVE '

LINE UACB=(X25A0A8X,X25A0A8R),ADDRESS=(0A8,0A9) ,SPEED=9600

SERVICE ORDER=XPOA8

PU  ADDR=01,MAXDATA=261,ANS=CONTINUE ,PUTYPE=1

LU  LOCADDR=0,ISTATUS=ACTIVE

LINE UACB=(X25A034X,X25A034R) , ADDRESS= (034,035) , SPEED=4800

SERVICE ORDER=XP034

PU  ADDR=01,MAXDATA=261,ANS=STOP,PUTYPE=1

LU  LOCADDR=0,ISTATUS=ACTIVE

LINE UACB=(X25A036X,X25A036R),ADDRESS=(036,037),SPEED=19200

SERVICE ORDER=XP036

PU  ADDR=01,MAXDATA=261,PUTYPE=1

LU  LOCADDR=0,ISTATUS=ACTIVE

GROUP INCTL=SDLC,LEVEL2=BALNAVL2,LEVEL3=BALNAVL3, LEVEL5=NCP, TY*
PE=NCP,USERID=(5668981,BALPBDT) , TIMER=(BALNATER , BALNATRA*
,BALNATST, BALNATLS) , XI0=(BALNAVXL, BALNAVXS , BALNAVXT , BALN*
AVXK) ,DIAL=NO

LINE MONLINK=YES,ADDRESS=NONE,IPL=NO,UACB=XA032000

SERVICE ORDER=XP032000

PU  TGN=2,ANS=CONT,PUDR=NO, PUTYPE=4

LINE ADDRESS=NONE,UACB=XA032001

SERVICE ORDER=XP032001

PU  ADDR=01,MAXDATA=265,MAXOUT=1,PACING=(1,1),PASSLIM=1,BUFL*
IM=8 ,VPACING=(2,1),PUTYPE=2

LU  LOCADDR=1

LU  LOCADDR=2

LINE ADDRESS=NONE,UACB=XA032002

SERVICE ORDER=XP032002

PU  PUTYPE=1,ADDR=01,MAXDATA=261,VPACING=(2,1),PACING=(1,1)

LU  LOCADDR=0

LINE ADDRESS=NONE,UACB=XA032003

SERVICE ORDER=XP032003

PU  PUTYPE=1,ADDR=01,MAXDATA=261,VPACING=(2,1),PACING=(1,1)

LU  LOCADDR=0

GROUP LNCTL=SDLC,LEVEL2=BALNAVL2,LEVEL3=BALNAVL3,LEVEL5=NCP , TY*
PE=NCP,USERID=(5668981,BALPBDT) , TIMER=(BALNATER , BALNATRA%*
,BALNATST, BALNATLS ) , XI0=(BALNAVXL, BALNAVXS , BALNAVXI , BALN*
AVXK) ,DIAL=NO

LINE MONLINK=NO,ADDRESS=NONE , IPL=NO,UACB=XA0A8000

SERVICE ORDER=XP0A8000

PU  TGN=3,ANS=CONT,PUDR=NO,PUTYPE=4

LINE ADDRESS=NONE,UACB=XA0A8001

SERVICE ORDER=XP0A8001

PU  ADDR=01,MAXDATA=265,MAXOUT=1,PACING=(1,1),PASSLIM=1,BUFL*
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XU0A8001 LU
XV0A8001 LU
XL0OA8002 LINE

IM=8,VPACING=(2,1),PUTYPE=2
LOCADDR=1
LOCADDR=2
ADDRESS=NONE , UACB=XA0A8002

XC0A8002 SERVICE ORDER=XP0A8002

XP0OA8002 PU
XU0A8002 LU
XL0OA8003 LINE

PUTYPE=1,ADDR=01,MAXDATA=261,VPACING=(2,1),PACING=(1,1)
LOCADDR=0
ADDRESS=NONE , UACB=XA0A8003

XC0A8003 SERVICE ORDER=XP0A8003

XP0A8003 PU
XUOA8003 LU
X25P034A GROUP

XL034001 LINE

PUTYPE=1,ADDR=01,MAXDATA=261,VPACING=(2,1),PACING=(1,1)
LOCADDR=0

LNCTL=SDLC, LEVEL2=BALNAVL2 , LEVEL3=BALNAVL3, LEVEL5=NCP, TY*
PE=NCP,USERID=(5668981,BALPBDT) , TIMER=(BALNATER, BALNATRA*
,BALNATST,BALNATLS) ,XIO=(BALNAVXL,BALNAVXS ,BALNAVXI,BALN*
AVXK) ,DIAL=NO

ADDRESS=NONE ,UACB=XA034001

XC034001 SERVICE ORDER=XP034001

XP034001 PU

XU034001 LU
XV034001 LU
XL034002 LINE

ADDR=01,MAXDATA=265 ,MAXOUT=1,PACING=(1,1) ,PASSLIM=1,BUFL*
IM=8 ,VPACING=(2,1) ,PUTYPE=2

LOCADDR=1

LOCADDR=2

ADDRESS=NONE , UACB=XA034002

XC034002 SERVICE ORDER=XP034002

XP034002 PU
X0034002 LU
XL034003 LINE

PUTYPE=1,ADDR=01,MAXDATA=261,VPACING=(2,1),PACING=(1,1)
LOCADDR=0
ADDRESS=NONE ,UACB=XA034003

XC034003 SERVICE ORDER=XP034003

XP034003 PU
XU034003 LU
XL034004 LINE

PUTYPE=1,ADDR=01,MAXDATA=261,VPACING=(2,1),PACING=(1,1)
LOCADDR=0
ADDRESS=NONE , UACB=XA034004

XC034004 SERVICE ORDER=XP034004

XP034004 PU
XU034004 LU
X255036A GROUP

XL036109 LINE
XP036109 PU
XL036108 LINE
XP036108 PU
XL036107 LINE
XP036107 PU
XL036106 LINE
XP036106 PU
XL036105 LINE
XP036105 PU
XL036104 LINE
XP036104 PU
XL036103 LINE
XP036103 PU
XL036102 LINE
XP036102 PU

Chapter 7.

PUTYPE=1,ADDR=01,MAXDATA=261,VPACING=(2,1) ,PACING=(1,1)
LOCADDR=0

LNCTL=SDLC, LEVEL2=BALNAVL2 , LEVEL3=BALNAVL3 , LEVEL5=NCP , TY*
PE=NCP,USERID=(5668981,BALSBDT) , TIMER=(BALNATER , BALNATRA*
,BALNATST, BALNATLS ) , XI0=(BALNAVXL , BALNAVXS , BALNAVXT , BALN*
AVXK) ,DIAL=YES

CALL=INOUT, ADDRESS=NONE , AUTO=YES , UACB=XA036 109
PUTYPE=(1,2) ,MAXLU=3

CALL=INOUT, ADDRESS=NONE , AUTO=YES , UACB=XA036108
PUTYPE=(1,2) ,MAXLU=3

CALL=INOUT, ADDRESS=NONE , AUTO=YES , UACB=XA036107
PUTYPE=(1,2) ,MAXLU=3

CALL=INOUT, ADDRESS=NONE , AUTO=YES , UACB=XA036 106
PUTYPE=(1,2) ,MAXLU=3

CALL=INOUT, ADDRESS=NONE , AUTO=YES , UACB=XA036105
PUTYPE=(1,2) ,MAXLU=3

CALL=INOUT, ADDRESS=NONE , AUTO=YES , UACB=XA036 104
PUTYPE=(1,2) ,MAXLU=3

CALL=INOUT, ADDRESS=NONE , AUTO=YES , UACB=XA036103
PUTYPE=(1,2) ,MAXLU=3

CALL=INOUT , ADDRESS=NONE , AUTO=YES , UACB=XA036102
PUTYPE=(1,2) ,MAXLU=3
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XL036101 LINE
XP036101 PU
X255034B GROUP

XL034009 LINE
XP034009 PU
XL034008 LINE
XP034008 PU
XL034007 LINE
XP034007 PU
XL034006 LINE
XP034006 PU
XL034005 LINE
XP034005 PU
X2550A8B GROUP

XLOA8007 LINE
XP0A8007 PU
XLOA8006 LINE
XP0A8006 PU
XLOA8005 LINE
XP0OA80O5 PU
XLOA8004 LINE
XP0A8004 PU
X255032B GROUP

XL032008 LINE
XP032008 PU
XL032007 LINE
XP032007 PU
XL032006 LINE
XP032006 PU
XL032005 LINE
XP032005 PU
XL032004 LINE
XP032004 PU

CALL=INOUT , ADDRESS=NONE , AUTO=YES , UACB=XA036101
PUTYPE=(1,2) ,MAXLU=3

LNCTL=SDLC, LEVEL2=BALNAVL2 , LEVEL3=BAINAVL3, LEVEL5=NCP , TY*
PE=NCP,USERID=(5668981,BALSBDT) , TIMER=(BALNATER , BALNATRA*
,BALNATST, BALNATLS) , XI0=(BALNAVXL, BALNAVXS , BALNAVXT , BALN*
AVXK),DIAL=YES

CALL=INOUT , ADDRESS=NONE , AUTO=YES , UACB=XA034009
PUTYPE=(1,2) ,MAXLU=3

CALL=INOUT , ADDRESS=NONE , AUTO=YES , UACB=XA034008
PUTYPE=(1,2),MAXLU=3

CALL=INOUT , ADDRESS=NONE , AUTO=YES , UACB=XA034007
PUTYPE=(1,2),MAXLU=3

CALI=INOUT , ADDRESS=NONE , AUTO=YES , UACB=XA034006
PUTYPE=(1,2) ,MAXLU=3

CALL=INOUT ,ADDRESS=NONE , AUTO=YES , UACB=XA034005
PUTYPE=(1,2),MAXLU=3

LNCTL=SDLC, LEVEL2=BALNAVL2 , LEVEL3=BAINAVL3, LEVEL5=NCP, TY*
PE=NCP,USERID=(5668981,BALSBDT) , TIMER= (BALNATER , BALNATRA®*
,BALNATST, BALNATLS) , XI0=(BALNAVXL, BALNAVXS , BALNAVXT , BALN*
AVXK) ,DIAL=YES

CALL=IN, ADDRESS=NONE , AUTO=YES , UACB=XA0A8007

PUTYPE=(1,2) ,MAXLU=3

CALL=IN, ADDRESS=NONE , AUTO=YES , UACB=XA0A8006

PUTYPE=(1,2) ,MAXLU=3

CALL=IN, ADDRESS=NONE , AUTO=YES , UACB=XA0A8005

PUTYPE=(1,2) ,MAXLU=3

CALL=IN, ADDRESS=NONE , AUTO=YES , UACB=XA0A8004
PUTYPE=(1,2),MAXLU=3

INCTL=SDLC, LEVEL2=BALNAVL2 , LEVEL3=BAINAVL3, LEVEL5=NCP, TY*
PE=NCP,USERID=(5668981,BALSBDT) , TIMER=(BALNATER , BALNATRA*
,BALNATST , BALNATLS) , XIO=(BALNAVXL, BALNAVXS , BALNAVXI , BALN*
AVXK) ,DIAL=YES

CALL=O0UT , ADDRESS=NONE , AUTO=YES , UACB=XA032008

PUTYPE=(1,2) ,MAXLU=3

CALL=0UT , ADDRESS=NONE , AUTO=YES , UACB=XA032007

PUTYPE=(1,2) ,MAXLU=3

CALL=INOUT , ADDRESS=NONE , AUTO=YES , UACB=XA032006
PUTYPE=(1,2) ,MAXLU=3

CALL=IN, ADDRESS=NONE , AUTO=YES , UACB=XA032005

PUTYPE=(1,2) ,MAXLU=3

CALL=IN, ADDRESS=NONE , AUTO=YES , UACB=XA032004
PUTYPE=(1,2),MAXLU=3

GENEND INIT=(USRINIT,BALINIMD),SRCHI=DO6BLK,SRCLO=DO6TBL,INCL2%*

./ ENDUP
/-.'.‘

LO=D06L0I,0RDL2LO=D06L00, INCL2HI=DO6HII,ORDL2HI=D06HIO, I*
NCINIT=(USRINI,DO6INI),ORDINIT=DO6INO,TMRTICK=BALTICK
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CHAPTER 8. X.25 NCP PACKET SWITCHING INTERFACE MACRO INSTRUCTIONS

This chapter presents the X.25 NCP Packet Switching Interface macros in
alphabetic sequence. Macro instructions are described in the standard
macro format (described under the heading "Macro Formats") and each
macro begins on a new page. Following the macro name is a description
of the functions of the macro.

The description is followed by a chart of the macro instruction that
includes for each operand the format and default value. Following the
chart is a description of each operand and a series of notes pertaining
to that operand.

MACRO FORMATS

A format illustration accompanies each macro instruction in this
publication. The illustrations indicate the operands that must be coded
exactly as shown, those that are required, and those that are optional.
The required operands are listed first in alphabetic order, and then the
optional operands are listed in alphabetic order. The operand
descriptions following the format are listed in the same order as the
operands in the format. The operand conventions are:

1. Keyword operands are described by a three-part structure that
consists of the (uppercase) keyword, followed by an equal sign (both
of which must be coded), followed by a lowercase variable or an
uppercase fixed value to be specified by the user.

Examples: KEYWORD=value, METHOD=NORMAL

2. Uppercase letters and punctuation marks (except as described in
these conventions) represent information that must be coded exactly
as shown.

3. Lowercase letters and terms represent information that must be
supplied by the programmer. Restrictions (such as the maximum value
that may be specified) are stated in the description of the operand
under the macro description.

4. An ellipsis (a comma followed by three periods) indicates that a
variable number of items may be included.

5. {A} Information contained within a vertical stack of
{B} braces represents alternatives, one of which must be chosen
by you when coding the operand in which the braces appear.

6. [A] Information contained within brackets represents an option that

can be included or omitted, depending on the requirements of the
program.
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[{A}] 1If more than one alternative is included within a

{B} single set of brackets, either of the alternatives may be
chosen, or the operand may be omitted (that is, none of the
alternatives need be chosen).

7. Operands that are not enclosed within brackets are required.
8. [{A}] Underlined elements represent default values.
{B}
{C}
OTHER CONVENTIONS USED IN THIS BOOK
The X.25 NCP Packet Switching Interface is coded using the basic

assembler language. All coding examples included in this book use
assembler-language coding conventions.

X.25 NCP PACKET SWITCHING INTERFACE MACROS

The stage 1 user macros describe the X.25 NCP Packet Switching Interface
network. They are:

X25BUILD
X25NET One for each network.
X25VCCPT One for each filled VCCPTIT entry.
X250UFT One for each filled OUFTIT entry
(one VCCPTIT and one OUFTIT per
network).
X25MCH One per MCH and at least one per
network
X25LCG One per logical channel group, and

at least one per MCH.
X25VC At least one per logical channel

group.
or

[X25LINE] One per virtual circuit.

[X25PU ] One per virtual circuit.

[X25LU ] At least one per permanent VC.

(LU not required for INN.)
X25END

These macros generate input for the NCP generation.
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X25BUILD Macro Instruction

This macro starts the generation process for the X.25 NCP Packet
Switching Interface control blocks.
same as those of the NCP BUILD macro:

Among its operands, five are the
JOBCARD, MACLIB, OUTPUT, QUALIFY,

TYPSYS.
Name Operation Operands
[symbol]| X25BUILD [ IDNUMH={0x}]

I I
| I
t ]
I |
I |
I I
| |
I |
I |
| I
| l
| I
| |
| I
I I
I I
I |
| |
| |
| I
I |
| I
I I
| I
| I
| |
| I
| |
| I
| I
I |
| |
I I
I |
I |
I |
I I

{00}

[ ,JOBCARD={NO }]
{MULTI}
{YES }

[ ,MACLIB=dsname]

[ ,MAXPIU={ length}
{64K )

[ ,MCHCNT={count}]
{1 }

[ ,OUTPUT=1iebupdte]

[ ,QUALIFY={NONE }]
{symbol}
{sys1 }

[ ,SNAP={YES}]
{NO }]

[ ,SRCHI={name }]
{X25BI1K}]

[ ,SRCLO={name }]
{X25TBL}]

[ ,SRCPRFX={prefix}]
{x25 }

[, TYPSYS={DOS}]

I
I
|
I
|
|
|
I
|
I
I
I
|
I
I
I
|
I
|
I
I
|
I
I
|
|
I
I
I
I
|
I
|
I {08} 1]

(0S only)

(0S only)

(0S only)

U S S Np——

Is an optional label.
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. IDNUMH=0x/00

Specifies the first two of the five hexadigits of the ID which will be
used for non-SNA switched support when the default ID is used. The
valid range is from X'00' to X'OF', the default value is X'00'.

JOBCARD=YES /NO/MULTI

Specifies whether the program generation procedure is to provide a job
card for the stage 2 input stream, and whether the input stream consists
of more than one job.

If you specify JOBCARD=YES or omit the operand, a single job card is
provided and the stage 2 input stream consists of a single job.

If you specify JOBCARD=MULTI, a job card is provided for each step and
the stage 2 input stream consists of multiple jobs:

® one each for the members of the stage 2 output library containing
the X.25 NCP Packet Switching Interface tables and control blocks,
as specified by the SRCLO and SRCHI operands.

. three for the macro library members specified by the INCL2LO,
INCL2HI, and INCINIT operands of the X25END macro in 0S/VS and
DOS/VSE

. three for the macro library members specified by the ORDL2LO,
ORDL2HI, and ORDINIT operands of the' X25END macro in 0S/VS only.

. one for the NCP stage 1 input.

See "Generating the X.25 NCP Packet Switching Interface'" to find out how
to supply a JOB card different from the default JOB card used in 0S/VS.

MACLIB=dsname

Is the name (0S/VS only) of the output library for the X.25 NCP Packet
Switching Interface stage 2. This operand is required if the OUTPUT
operand is not coded. It is ignored if the OUTPUT operand is coded.

The data set may or may not be qualified depending on the QUALIFY
operand of this macro. This data set must be cataloged and must be-
specified in the first suboperand in the MACLIB operand of the NCP BUILD
macro.

It is recommended that a library other than MAC3705X (which contains
X.25 macros used during NCP stage 2) be used and that the BLKSIZE of
this library be equal to the BLKSIZE of MAC3705X.

Programming Note (0S/VS only):

d The MACLIB operand of the X25BUILD macro accepts only one dsname.
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* The MACLIB operand of the ACF/NCP BUILD macro accepts up to five
dsnames. The first of these dsnames names the library in which the
members prepared by stage 1 of the X.25 NCP Packet Switching
Interface generation process are stored. The other dsnames can be
used to specify the libraries in which the user macros required for
the first assembly step of stage 2 of the NCP are stored.

These dsnames are concatenated in the MACLIB DD card for the first
assembly of stage 2 of the NCP. In the final linkedit, only the
first dsname is used to search for the INCLUDE and ORDER control
cards.

MAXPIU=length

Specifies the longest PIU that is allowed to flow in the network and
that may be exported to any host. The length may be coded in kilobytes,
in which case the range is from 2K to 64K; or the length may be coded in
bytes, in which case the range is from 1296 to 65535. The default value
is 64K.

MCHCNT=count

Specifies the number of physical circuits (MCHs) defined in this X.25
NCP Packet Switching Interface generation deck. The default value is 1.

QUTPUT=(iebupdte)

Specifies the name (0S/VS only) of a cataloged procedure used in lieu of
the normally generated JCL when performing an X.25 NCP Packet Switching
Interface generation.

QUALIFY=symbol/NONE/SYS1

This operand, which is for 0S/VS only, indicates the first-level
qualifier for 0S/VS data sets specified by the MACLIB operand of this
macro and of the corresponding NCP BUILD macro. SYS1 is the default
value. This operand is ignored when the OUTPUT operand is coded.

Programming Note (0S/VS only):

. In both the BUILD (ACF/NCP) and X25BUILD macros, the QUALIFY operand
must be coded the same or omitted (the default value is then SYS1).
If the qualifier is not SYS1 (if it is X25 for example), the two
libraries SYS1.MAC3705X and SYS1.0BJ3705X must be renamed
X25.MAC3705X and X25.0BJ3705X respectively, and cataloged.
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SNAP=YES /NO

Specifies whether the SNAP facility is active in the actual generation.
The default value is NO and means that the internal SNAP facility is not
active. See the X.25 NCP Packet Switching Interface Diagnosis Guide for
more information.

SRCHI=X25BLK/name

Specifies the name of the member of the stage 2 output library
(specified by the MACLIB operand, OS only) to be used to store the X.25
NCP Packet Switching Interface control blocks. The default name is
X25BLK when SCRPRFX is not coded. When SRCPRFX is coded, the default
name is prefixed by the user-supplied prefix.

SRCLO=X25TBL/name

Specifies the name of the member of the stage 2 output library
(specified by the MACLIB operand, OS only) to be used to store the X. 25
NCP Packet Switching Interface tables. The default name is X25TBL when
SRCPRFX is not coded. When SRCPRFX is coded, the default name is
prefixed by the user-supplied prefix.

SRCPRFX=prefix/X25

Specifies the 1 to 5 characters used as prefixes to give names to the
members of the stage 2 output library containing the X.25 NCP Packet
Switching Interface tables and control blocks. The default value is
X25. The first character must be alphabetic, except for §. This
operand is ignored when SRCHI and SRCLO are coded. This operand may be
used to differentiate several X.25 generations.

TYPSYS=0S /D0OS

Specifies whether stage 2 of the X.25 NCP Packet Switching Interface
generation procedure is to be run under 0S/VS or VSE. The default value
is OS.
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X25END Macro Instruction

This macro ends the X.25 NCP Packet Switching Interface generation,
prepares the JCL to set all the defined members in this macro in the
MACLIB, and prepares the information to be used for the NCP Stage 1

generation. ‘
L4

Name Operation Operands

[symbol]| X25END [HSPDSEL=. ... ]
[, INCL2HI={name }]

{X25HII}

[,INCINIT={name }]
{X25INI}

[,INCL2LO={name }]
{X25L01}

[, INCPRFX={prefix}]
{X25 }]

[ ,LSTUACB={NO }]
{YES}]

[ ,NCPSTG1={name }]
{X25NCP}

[ ,ORDINIT={name }] (0S/VS only)
{X25INO}

[ ,ORDL2HI={name }] (0S/VS only)
{X25H10}

[ ,ORDL2LO={name }] (0S/VS only)
{X25L00}

[ ,SCANCTL=....]

[,X25VTAM={NO }]
{YES}

S S

symbol

Is an optional 1label.
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HSPDSEL=

This operand is optionally coded. Its contents are reproduced without
checking in the GENEND statement of the member coded in the NCPSTG1
operand of the X25END macro. For information on this operand, see the
description of the GENEND macro in the ACF/NCP Installation manual.

INCPRFX=prefix/X.25

Specifies the 1 to 5 characters used as prefix to give names to the
members created by this assembly in the stage 2 output library specified
in the MACLIB operand of the X25BUILD macro (0S/VS only). The default
value is X25. The first character must be alphabetic, with the
exception of §. This operand is ignored if individual names are used.

LSTUACB=NO/YES

Specifies whether the X.25 NCP Packet Switching Interface UACBs inserted
in the NCP during the first assembly of the NCP's stage 2 are to be
ended by the LASTUACB macro punched by this assembly. When NO is coded,
a user other than an X.25 NCP Packet Switching Interface user must
supply the LASTUACB macro, in which case this other user must insert his
UACBs after those of X.25 NCP Packet Switching Interface. The default
value is YES and must be used when no other user code is included in the
NCP, through the Customization Facility. Otherwise, only one user must
supply the LASTUACB macro instruction.

NCPSTG1=name/X25NCP

SCANCTL=

Specifies the name of the member stored in the stage 2 output library
specified in the MACLIB operand of the X25BUILD macro (0S/VS only) that
will contain the NCP macros corresponding to the X.25 NCP Packet
Switching Interface generation. The GROUP, LINE, PU, LU, and GENEND
macros are punched in this member file. X25NCP is the default name.
This operand may be used to differentiate several X.25 generations.

This operand is optionally coded. Its contents are reproduced without
checking in the GENEND statement of the member coded in the NCPSTG1
operand of the X25END macro. For information on this operand, see the
description of the GENEND macro in the ACF/NCP Installation manual.
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X25VTAM=NO/YES

Specifies whether VTAM has been modified to accept the LINEADD=NONE and
LINEAUT=YES operands of the GROUP macro. If not, the ADDRESS=NONE and
AUTO=YES operands are generated in all the LINE macros describing
virtual circuits.

Other Operands

All the other operands are the same as in the GENEND macro in the
corresponding NCP stage 1 generation. The default names are indicated
in capital letters when INCPRFX is not coded. When INCPRFX is coded,
the default names are prefixed by the user-supplied prefix.
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X25LCG Macro Instruction

This macro instruction begins the description of one LCG. One of these
macros must be coded for each LCG defined on a multichannel.

Name Operation

Operand

X25LCG

T
|
-
| LCGN=number
i

LCGN=number

Specifies the Logical Channel Group Number (LCGN) for all virtual
circuits specified by the subsequent X25VC or X25LINE macros. The valid
range of values is from 0 to 15.

Note: If more than one LCG is to be used, the X25LCG macros must be
coded with the LCG numbers in ascending order. However, discontinuities
are allowed in the ascending sequence.
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X25LINE Macro Instruction

This macro instruction describes the characteristics of a single virtual
circuit. This macro must be used to define a virtual circuit to another
NCP under the control of SNA. It may be used instead of the X25VC macro
to define other types of virtual circuits.

X25LINE macros defining virtual circuits associated with the same
logical channel group must be arranged in ascending order with respect
to their logical channel numbers (as specified via the LCN operand).
Each X25LINE macro must be followed by one X25PU macro and at least one
X25LU macro (if a permanent virtual circuit is to be used) for other
than virtual circuit type 3.

[ 1 T 1
| Name | Operation | Operands |
| | | |
| ] | |
| symbol | X25LINE | LCN=number, |
| | | |
| ] | TYPE={SWITCHED,OUFINDX=index},

| | | { PERMANENT, LLC={ LLCO}

| | | {LLC2}

| l I {LLC3}

I l | {LLC4}

I } } {LLC5}

| | | VCCINDX=index

| | I

l | | [,CALL={OUT }]

| | I {IN }

l | | {INOUT}

| | |

l | | [,COMMITO={timeout}] (Releases 3 and 3.1)

R N N

| | | [,MONLINK={YES}] (Releases 3 and 3.1)

} } } {NO }

| | | [,NCPGRP={label}]

} : { {NEW }

| | | [,RETVCCT={count}]

| | | {3 }

| | | [,RETVCTO={timeout}] |
| | ! {30 } |
L | | ]
Notes:

1. The X.25 level DTE timers cannot be modified by this macro. Their
values are as recommended in CCITT 80:
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T20=180 seconds Restart Request
T21=200 seconds Call Request
T22=180 seconds Reset Request
T23=180 seconds Clear Request

If these values do not suit your specific requirements, you must use
the DATE function.

2. The MAXLU operand can be specified in the X25PU macro

symbol
This operand is mandatory. It will be the label of the co