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About This Book

This book is intended to help customers install vTaAM and define resources to vTAM.
It contains procedures and reference materials, which do not define any program-
ming interfaces. Any references to programming interfaces are for guidance pur-
poses only.

This publication is for system programmers responsible for installing vTam
Version 3. It also contains information on how to define resources to vTAM.

This book contains some explanatory material, but you will mostly find procedures
(steps you should take when installing vTam for the first time) and reference mate-
rials (descriptions of vTAM definition statements and their operands).

If you need a broader understanding of the topics covered in this book, refer to
Network Program Products General Information and Network Program Products
Planning.

Who Should Use This Book

Your job title probably includes the words “system programmer,” “analyst,” or
“administrator.” Use this book if your job includes installing vTaMm, transferring the
VTAM object code from the product tape to your host processor, or defining the
characteristics of your system after vTaM is installed.

For information about planning these activities, see Network Program Products
Planning. For information about improving system performance after completing
these activities, see VTAM Customization.

How to Use This Book

Before you begin installing viam and defining resources to it, you should plan for
these tasks using Network Program Products Planning.

Installation means making a program ready to do useful work. It includes gener-
ating a program, installing program code into user libraries, initializing the
program, and applying program temporary fixes (PTFs) to it.

Resource definition means defining the characteristics of data processing
resources to vTAM. These resources include networks, hosts, Network Control Pro-
grams (NCPs), routes, terminals, and application programs.

The tasks of installation and resource definition are similar in one important
aspect—both result in resources being defined. The purpose of installation is to
define vTAM and its local devices and libraries to the operating system. The
purpose of resource definition is to define resources to the installed vTAM program.
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How This Book Is Organized

This book consists of the following chapters and appendixes:

e Chapter 1, “Introduction”

¢ Chapter 2, “Installing VTAM in MVS”

¢ Chapter 3, “Installing VTAM in VM”

¢ Chapter 4, “Installing VTAM in VSE”

¢ Chapter 5, “Defining the Network to VTAM”

¢ Chapter 6, “Defining Start Options”

¢ Chapter 7, “mvs vm SNA Network Interconnection Considerations”
e Chapter 8, “Verifying the Installation”

¢ Appendix A, “Quick Reference for VTAM Definition Statements”
* Appendix B, “Quick Reference for VTAM Start Options”

¢ Appendix C, “mvs TSO/VTAM System Programmer Information”
¢ Appendix D, “mvs Filing Cryptographic Keys”

¢ Appendix E, “VM/SNA Console Support (VSCS)”

* Appendix F, “Mvs Logon Manager”

s “Glossary.”

Symbols Used in This Book

The following symbols are used in this book to indicate information that pertains to
a specific operating system:

MVS/XA

MVS/370

MVS

VM

VSE

9370

Indicates information that applies to Mvs/xA only.
Indicates information that applies to Mvs/370 only.

Indicates information that applies to both Mvs/xAa and Mvs/370, but not
VM or VSE.

Indicates information that applies to vM only.
Indicates information that applies to vSE only.

Note: Because vse/Advanced Functions is one of the licensed pro-
grams in vse/System Package, no distinction is made between the
two.

Indicates information that applies to the i1BM 9370 only. For v3Rri.2, the
9370 is supported only on vM. For v3R2, the 9370 is supported on vm
and VSE.

These symbols precede unique information. If a piece of information applies to
more than one operating system, but not all of them, more than one symbol may
precede the information. For example:

MvS VSE This function locates the resource in this network or another network asso-
ciated with a given symbolic name or network address.

The information in the example would apply to Mvs/XA, Mvs/370, and VSE, but not vm.
Information that applies to all operating systems is not denoted by any symbol.
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Artwork Used in This Book

Figure 1 shows the conventions used in this book to illustrate the parts of a
network.

Label

Product numbers

IBM
Licensed
Program

Processor
Loop
Adapter
Communication
Adapter
Link Station

- Channel
Label F

j«————— Communication
Controller

Token Ring

X25

Modems
Information
Flow

Direction

Network e/
Controller

@———— Cluster
. Controller
Logical o} .
Unit - 3hysmal
nit

j«—————————————— Terminal

Figure 1. Conventions Used in Network lllustrations

What Is New in This Book

Most of the material in this book applies to all operating systems: MVS/XA, MVS/370,
vM, and vSe. However, there are separate sections that describe how to install
VTAM in MVS, VM, and VSE.
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What Is New for VTAM V3R2

Support for Type 2.1 Peripheral Nodes

LU 6.2 Support

Logon Manager

Previously, all Lus attached to peripheral nodes were dependent Lus and could
engage in only one LU-LU session at a time. Also, dependent Lus could serve only
as secondary logical units (sLus).

Type 2.1 peripheral nodes allow both dependent and independent Lus. Inde-
pendent LUS can engage in multiple (including parallel) sessions with other Lus
either on the same node or on other nodes. Independent Lus can also act as
primary logical units (PLUS) and issue session BINDs.

Changes for type 2.1 node support include the following:
* XIDis a new operand on the PU definition statement for NCP and DR major nodes.

® CPNAME is a new operand on the pu definition statement for switched major
nodes.

* The LOCADDR operand on the LU definition statement is for NCP, DR, and switched
major nodes. It requires a value of 0 for independent Lus.

® RESSCB is a new operand for LU definition statements on switched and NCP
major nodes.

¢ For VTAM V3R2, IDBLK must be a 3-digit hexadecimal number. Valid values for
IDBLK are X'001' —X'FFE'. Prior to VTAM V3R2, IDBLK could be any 3-digit
hexadecimal number.

LU 6.2 enhancements include the following changes to the AppL definition statement:

* APPC is a new operand that identifies the application as an Lu 6.2 application.
® AUTOSES is a new operand.

* DDRAINL iS a new operand.

* DMINWNL is a new operand.

* DMINWNR is a new operand.

® DRESPL is a new operand.

® DSESLIM is a new operand.

® EAS can now include LU 6.2 sessions.

® |LMDENT is a new operand.

* PARSESS now defaults to YES if APPC=YES.
® SECACPT is a new operand.

APPC is a new VTAM internal trace start option.

The logon manager allows dependent sLus and a VTAM operator to indirectly initiate
sessions with Transaction Processing Facility (TPF) applications. A TPF system
must be defined as a type 2.1 peripheral node and its applications as independent
LUS.

A new Appendix F has been added, describing the logon manager and how to
install and define it.
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Start Option Enhancements
Changes to the start options are:

NETID is now required for all sscrps.
SSCPNAME is now required for all sscps.

MVS VM GWSSCP is a new operand. The default is Gwsscp=YES, which assumes
that the sscrp is gateway capable.

ITLIM has been removed.

The sscp option on the VTAM internal trace has been split into network resource
management (NRM) and SSCP.

LU 6.2 application program interface (APPC) and execution sequence control
(EsC) are new VTAM internal trace start options.

The APBUF is a new buffer pool that provides fixed common storage address-
able with a 24-bit address. It is used for buffers not related to i/0.

The 10BUF is now used only for 110 buffers. Mvs/XA (v3r2) This buffer is in 31-bit
address storage, unless the cryptographic facility is active.

Dynamic Reconfiguration Enhancements
The dynamic reconfiguration changes are:

MOVE is a new definition statement for moving pus and their associated Lus.

DATMODE is now a valid operand on the pPu definition statement for NCP major
nodes and switched major nodes.

Implicit dynamic reconfiguration has been added to permit adding new pu and
LU definition statements without having to regenerate the NcP.

Dynamic Update of Communication Control Units
Additional parameters on the BUILD definition statement support uploading load
modules to a communication control unit (ccu) without disrupting the currently
active load module.

Boundary Channel Adapter Support
The following changes provide enhanced channel adapter support:

CA is now allowed for the LNCTL operand on the GRoupP statement for NCP major
nodes. LNCTL=CA is valid only for pu types 2 and 5. It is required for type 2.1
TPF nodes for use with the logon manager.

The HOST macro is now VTAM-only.

Switched Session Continuation
ANS is a new operand for the pu definition statement on switched major nodes.

Support for Dynamic Table Replacement
Existing uss and interpret tables must be reassembled before they can be used
with the MODIFY TABLE operator command against those uss and interpret tables.
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Channel-to-Channel Improvement
The MAXBFRU operand on the LINE statement now allows you to set the size of the
receive buffer in 4K pages. If the channel-to-channel adapter is communicating
with a back-level host, MAXBFRu still specifies the number of buffers (rather than
pages) to allocate.

Dynamic Path Update
Previously, an NCP’s routing table could be updated only when a new load module
was generated and loaded into the communication controller. Dynamic path
update allows the vTAM operator to add, modify, or delete inactive explicit routes
from an NCP’s routing table without regenerating the NcpP. In addition, inactive
explicit routes may be deleted from vTAM’s routing table.

The dynamic path update changes are:

1. The NCPPATH definition statement has been added.

2. The vPATH definition statement has been added.

3. NEWPATH is a new operand on the pccu definition statement.
4. DELETER is a new operand on the PATH definition statement.

Cross-Domain Resource Improvement
If the NETWORK statement is specified, the resource is considered REAL even if the
NETWORK statement specifies the host network. Previously, host network specifica-
tion caused the resource to be treated as an ALIAS. If no NETWORK statement is
specified, the resource can be used as REAL or ALIAS in any domain.

VFYOWNER is a new parameter on CDRSC statement.

Adjacent SSCP Table Enhancement
If the NETWORK statement is specified, the table is used for the specified network. If
there is no NETWORK statement after a vBUILD statement, or there is a NETWORK state-
ment without NETID specified, the table will be treated as the default table for all
networks. Previously, if the NETID on the NETWORK statement was the host network,
the table was treated as a default table. A default table and network-specific table
for the host network may both be defined.

vm VSCS DTIGEN Storage Management Operands
Two new storage management operands have been added to the DTIGEN macro,
which allow some control over the vscs working set size:

* The STCHKTM operand represents the time interval between storage pool scans
(checking).

* The STRELTM operand represents the timer interval between releasing storage
back to Gcs.

V3R2 Functions Available as PTFs on V3R1.1 and V3R1.2

The following functions, which are available as part of var2, are also available via
V3R1.1 PTFs and V3R1.2 for certain operating systems.

¢ Channel-to-channel performance enhancement

— A PTF on V3R1.1 for Mvs and vM
— Part of the base code in v3r1.2 for vM and VSE
— Part of the base code in v3R2 for all operating systems.
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e 3720 disk support

— A PTF on V3R1.1 for MvS and vM
— Part of the base code in v3R1.2 for vm
— Part of the base code in v3R2 for all operating systems.

* 3745 Communication Controller support

— A PTF on v3R1.1 for Mvs (the 3720 disk support PTF is a prerequisite)
— Part of the base code in v3R2 for all operating systems.

¢ Mvs Double-byte character set support

— A PTF on V3R1.1
— Part of the base code in v3R2.

This is an enhancement to Tso/vTAM and does not affect vMm or vsE.

vm vse What Is New for VTAM V3R1.2

Switched Subarea Connection

X.25

LAN Support

VSCS Features

Subarea nodes (such as vTAM and NCP) can now be connected over switched net-
works, so that processors like the iBM 9370 and 1BM 4361 can dial into an SNA
network.

Please refer to VTAM Expanded Network Capabilities Support for complete infor-
mation.

X.25 communication adapter support has been integrated into vTam and is no longer
a separate feature.

vi Local area network (LAN) support enables the attachment of an 1BM Token-Ring
Network directly to an iBm 9370.

vm Many vscs enhancements have been added.

What Is New for VTAM V3R1.1

Support for the NetView Licensed Program

VTAM Version 3 Release 1.1 is designed to run in conjunction with the NetView™
program'. The NetView program provides network management functions,
including a programmed operator and diagnostic tools.

Multipoint Subarea Links

mMvs VTAM now supports multipoint subarea links as a means by which to connect
more than two devices. On an sNA line, one device is designated as the primary
station, and all other devices on the line are secondary stations. A multipoint
subarea link is one in which the secondary stations include one or more type 4 or
type 5 physical units, with or without type 1 or type 2 physical units.

1 NetView is a trademark of International Business Machines Corporation.
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v VM Improvements in VTAM Version 3 Release 1.1
In vTaMm Version 3 Release 1.1, vM users can take advantage of the following func-
tions:

* SNA network interconnection
¢ Extended network addressing
e Support for peripheral nodes, such as the i1BM 3710 Network Controller.

v VSCS Enhancements
For vM systems, the following serviceability tools have been added for vscs:

¢ vscs dump formatter
¢ vscs trace formatter.

There are also new vscs translation exits for display and keyboard devices, which
you can modify. Two new operands on the DTIGEN macro—bDEXIT and KEXiT—are used
to activate these exits.

New Start Options
Three new start options have been added:

¢ PPOLOG lets you control the types of events recorded in the primary program
operator (PPO) log.

¢ SSCPDYN determines whether viam should add entries dynamically to the adja-
cent SSCP table.

¢ ssSCPORD determines how vTAM should scan the entries in the adjacent sscp
table.

mvsixa Extended Recovery Facility (XRF)
Although XRF is not a new feature for vTAM v3R1.1, one operand, HAVAIL on the APPL
definition statement, is new for VTAM V3R1.1.

Where to Find More Information

Figure 2 on page xvii shows the books in the VTAM v3R2 library, arranged according
to related tasks. For a description of these manuals, see “Bibliography” on

page 451. The bibliography also lists the titles and order numbers of manuals that
are related to this manual or are cited by name in this manual.
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Chapter 1. Introduction

An Overview of Installing VTAM

This chapter describes:

¢ The installation process as a whole
® Each part of the process separately
¢ |nterdependencies among the parts of the process.

In Figure 3 on page 4, the installation process is broken into the following units of
work:

* Installing vTAM:

— Storing VTAM on system libraries
— Providing support for vTAM in the operating system.

e Replacing or modifying viAM modules. These include:

— Installation exit routines and user replaceable modules
— Tables for supporting session establishment and termination
— Tables for supporting operator control.

e Writing start options, start option lists, and initial configuration lists
¢ Installing i1BM application subsystems
* Defining the network to VTAM

e Writing NCP generation-definition statements and performing an NCP generation.

The licensed programs associated with vTam are shown on the left of Figure 3 on
page 4. Their status at the end of the process is shown on the right.

Chapter 1. Introduction 3
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Installing VTAM

VTAM
modules

System genera-
tion and start
procedures

Other things related to installing vTAM are:

Installing network management licensed programs, such as the NetView
program or the Network Communication Control Facility (NCCF) (see the appro-
priate installation manuals)

Installing and setting up communication network management (CNM) applica-
tions, such as the NetView program, NLDM, and NPDA, to perform network man-
agement functions procedures (see the appropriate installation manuals)

Setting up normal, as well as backup and recovery, operating procedures (see
Network Program Products Planning and VTAM Operation)

Tuning VTAM (see VTAM Customization)

Verifying the installation (see Chapter 8, “Verifying the Installation” on
page 369).

If you are upgrading your system from a previous release level, the tasks
described in this chapter will involve revising or adding to work already done,
rather than performing all new work. For example, when working on VTAM defi-
nition statements, you need to know what has changed from the original state-
ments. In this case, refer to the appropriate sections in Network Program Products
Planning.

Figure 3 on page 4 illustrates the process by which you combine the vTam
modules and definitions and install them on system libraries. For details of the
process, refer to:

L]

Chapter 2, “Installing VTAM in MVS” on page 13
Chapter 3, “Installing VTAM in VM” on page 31
Chapter 4, “Installing VTAM in VSE” on page 43.

Host Processor

Loaded as
a result of
starting VTAM
or by using
. the MODIFY
Installation command
processor
Invoked by
Support for operator
VTAM in
the system

Figure 4. Procedure Flow for Installation of VTAM
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You must also identify vTAM to the operating system, as well as identify the local
devices VTAM supports and the files and libraries it requires. This identification
requires a system generation. You should also write one or more start procedures.
Figure 4, extracted from Figure 3 on page 4, illustrates the installation procedure.

Replacing or Modifying VTAM Load Modules

Logon mode,
uss
definition,
COS, network
operator
command,
interpret,
and CNM
tables;

exit routines

Host Processor

Loaded

- as part
of VTAM
or by using

Replacement or
supplemental
VTAM load

modules

the MODIFY

Linkage command

| Assembler | editor

Figure 5. Replacing and Supplementing VTAM Modules

Figure 5, extracted from Figure 3 on page 4, shows how you can make replace-
ments or supplements to vTAM modules after vTAM is installed. You can add:

Routines for supplementing the vTAM process of establishing and terminating

sessions. These are the session management, virtual route selection, authori-
zation, and accounting exit routines, and the virtual route pacing window size
calculation.

A vTAM constants module. This module replaces a module in vTAM containing
constants used in regulating various functions. You can also replace selected
constants.

Tables containing information used in session establishment and termination.
You can code tables to replace interpret tables in vTaM. You can also code
supplementary logon mode tables for additional logon modes, and supplemen-
tary uss tables to replace iBM-supplied defaults. Finally, you can translate
verbs and operands used by terminal operators at your installation into
iBM-supplied verbs, operands, and defaults. To set up classes of service and
associate them with virtual routes, you must code a class-of-service (COs)
table.

A network operator command table containing certain vTAM operator command
operands and defaults. You can code a table to supplement the one supplied
by i1BM. This allows you to change the defaults of operands and translate user-
defined operands to IBM-supplied operands.

A uss table for vTAM operator messages and commands. If you want to change
the message text (for example, to provide non-English text) or other character-
istics of a message, or to change the syntax or default values for a command,
you can write a supplemental uss table.

A supplementary communication network management (CNMm) table for routing
unsolicited network services request units to CNM application programs, if user-
written CNM applications are used. (The 1BM-supplied CNM routing table con-
tains entries for 1IBM CNM products. If these are insufficient for your installation,
you must code your own CNM routing table.)
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For more information on supplementing viam load modules, see VTAM
Customization.

Coding Start Options, Start Option Lists, and Initial Configuration Lists

Start options,
start option
lists, initial
configuration
lists

VTAM
start
processing lists

VTAM

Read in at
start time

Initialization

Figure 6. Procedure Flow for Coding Start Options, Lists, and Procedures

Using start option lists, initial configuration lists, and start procedures can reduce
operator involvement in starting viaM. Figure 6, extracted from Figure 3 on
page 4, illustrates this process. You can code these items and store them on
libraries from which they can be retrieved at start time.

For more information on coding start options, start option lists, and initial config-
uration lists, see Chapter 6, “Defining Start Options” on page 281.

Writing VTAM Application Programs and Installing Application Subsystems

VTAM

Subsystem
or VTAM
application
programs

-

Assembler [ Linkage

Loaded by
operator

Application
program

editor interface

Figure 7. Procedure Flow for Installing Application Programs

Application programs and subsystems request telecommunication services of vTAM
using VTAM macroinstructions. As shown in Figure 7, extracted from Figure 3 on
page 4, you code, assemble, and link-edit vTAM application programs just as you
would any application program. The operator initiates execution of these pro-
grams. Application programs identify themselves to vTaAM before receiving tele-
communication services, and the identifier they use should agree with the name
assigned to them in the statements defining them to vTAM. For more information on
writing VTAM application programs, see VTAM Programming and VTAM Program-
ming for LU 6.2.

There are also IBM-written application programs described in Network Program
Products General Information.
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Defining the Network to VTAM

Major nodes: chan-
nel-attachment, lo-
cal SNA, local non-
SNA, switched,appli-
cation program,
CDRM, CDRSC.
Also: path defini-
tions, dynamic re-
configuration data sets,
adjacent SSCP
tables

NCP major node

Host

VTAM

Read in af-
ter initial-
ization to
define net-

work System
definition

VTAM
definition
statements

NCP generation
definition
statements

Figure 8. Procedure Flow for Defining VTAM Resources

To control telecommunication, vTAM needs a definition of each resource in its
domain. As illustrated in Figure 8, extracted from Figure 3 on page 4, you define
resources that are controlled by an Ncp through definition statements used to gen-
erate the NcP. Optionally, you can use the Ncp/EP Definition Facility to process
these NCP definition statements for improved performance. You define all of the
remaining resources through vram definition statements. For more information,
see NCP Resource Definition Guide and NCP Generation and Loading Guide.

Depending on your installation requirements, you may also want to define
resources outside of your domain. These include resources in other domains (see
“Defining Cross-Domain Resources” on page 267 for details) and in other net-
works (see “Defining Cross-Domain Resources” on page 352).

Coding NCP Generation Definition Statements and Performing an NCP

Generation

The network control program that is loaded into a communication controller
includes the following:

¢ NCP modules assembled in response to generation-definition statements
written to describe the resources and functions of the NCP

* Preassembled NCP modules for basic functions performed by an NCP.
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Host

Read in with
VTAM
definition
statements

p| System

NCP definition
NCP major generation
node definition
statements
NCP V4.2 or later
NCP
pre-assembled Loaded by .
object modules > VTAM or SSP Communication
for NCP controller
utility
NCP program
x—> generation
process
Supplemental
pre-assembled > Includes optional
object modules NCP/EP definition
facility

User support
for non-SNA User code
devices supplemental ——o>»p
attached to NCP
to NCPs

Figure 9. Procedure Flow for Performing an NCP Generation

Optionally, the network control program may also include the following:

¢ Modules of the 1IBM Network Terminal Option (NTO) licensed program (or a
program that you have coded) — to support non-sNA devices

* Modules of the iBM Network Routing Facility (NRF) licensed program — to allow
certain devices attached to the communication controller to exchange data
without routing the data through the host

* Modules of the 1BM x.25 NCP Packet Switching Interface (NPsI) licensed program
— to allow the communication controller to be attached to an x.25-based packet-
switched data network.

Figure 8 on page 8, extracted from Figure 3 on page 4, shows the steps required
for generating an NCP. For a description of all licensed programs that can be gen-
erated along with the NCP and loaded into the communication controller, see

- Network Program Products Planning.

All these modules are link-edited and stored in libraries that must be allocated to
VTAM when it is started.

After an NCP is generated, the generation-definition statements are filed in the vram
definition library so that the NCP characteristics and attached devices are defined to
VTAM.
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Post-Installation Procedures
Once you complete the tasks described above, you are ready to begin operating
VTAM. However, before beginning day-to-day operations, you should:

* Set up operating procedures. Think about this task early in the installation
process and as you verify the installation (see VTAM Operation).

* Verify the installation. Read Chapter 8, “Verifying the Installation” on
page 369, for a description of this process.

After you are successfully performing day-to-day operations using VTAM, you
should tune it to perform as efficiently as possible. For more information on tuning
VTAM, see VTAM Customization.

Interdependencies
The order of the steps shown in Figure 3 on page 4 is not mandatory. ldeally, they
should be done in parallel. There are interdependencies among the parts of the
process, however, that suggest a particular sequence to follow. Some of these
interdependencies are:

* VTAM and its supporting features can be installed in system libraries first.
Replacement or supplementary modules can be added later as they are coded.

¢ vTAM definition statements and NCP generation-definition statements have some
operands that affect each other. You should be aware of these relationships,
even if you do not code the definitions in parallel. These operands are
described in Chapter 5, “Defining the Network to VTAM” on page 59.

¢ ym Whenever you change vTAM definition statements or start option lists in vm,
use the Group Control System (GCS) ACCESS command to reaccess the disk con-
taining the corresponding vTAMLST files before activating the resources or
restarting VTAM.

¢ Coordinate the coding of initial configuration lists, configuration restart files,
and several of the start options with network definition for functions such as
network activation, network deactivation, and backup and recovery.

¢ If you use the extended network addressing of viAM Version 3, be careful to
maintain address compatibility in networks that use releases of vTAM and NcP
for which extended network addressing is not supported. Both the subarea and
element portions of addresses must be compatible for nodes to communicate
with one another.

For more information on interdependencies, see Network Program Products Plan-
ning.

mvs vm SNA Network Interconnection Considerations
Considerations for interconnected networks are discussed in Chapter 7, “mvs vm
SNA Network Interconnection Considerations” on page 319. These considerations
include vTaM definition statements and operands, NCP generation-definition state-
ments, and VTAM start options.
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Chapter 2. Installing VTAM in MVS

Overview of the Process

VTAM is an access method of the Mvs operating system. Before you can use VTAM, it
must be identified and incorporated into the system during system generation.
Once vTaM is identified to the system, it is not necessary to perform a system gen-
eration for this system when upgrading to a new release of viaM. Information on
planning and generating vTAM support is given in System Generation Reference.

The procedure for installing vTam from the tape, including suggested coding state-
ments, is described in the Program Directory accompanying the vTAM program.
The Program Directory also describes the contents of the tape and space allo-
cations required on system data sets. The tape contains the vTAM modules and
macroinstruction definitions (including 1so/vTaM) needed to make vTAM part of your
operating system. The System Modification Program (smp) is used to install the
program tapes. For additional information on smMp, see OS/VS System Modification
Program (SMP) System Programmers Guide.

For operating system requirements for viaMm, see Network Program Products
General Information.

Figure 10 on page 15 illustrates the process of installing vTam.

Identifying VTAM to the Operating System

If a system generation is required to include the vTam modules and macroin-
structions from the product tapes into the operating system:

¢ Name the system data sets used by vTAM, NCP, and any SNA terminal subsystem
requiring host support in the DATASET macroinstruction (or IEHPROGM). System
data sets are described in Figure 12 on page 20.

¢ Code:
ACSMETH=VTAM oOr IND=YES
in the DATAMGT macroinstruction, to include vTAM in the operating system.

¢ In the SECONSLE macroinstruction, if the system is generated with the multiple
console support option, VTAM requires a routing code of at least ROUTCDE =(1,2,8)
and command code of vALDCMD=(1,2). Depending on the message, VTAM also
uses routing codes 4, 6, and 10 in combination with basic codes 1, 2, and 8.

e |f the routing codes provided for vTAM messages do not meet your needs, you
can change the routing codes used on the messages by coding a system user
exit routine (if there is multiple console support). The exit routine receives
control before messages are routed so it can examine the messages’ routing
codes (and descriptor codes, if desired) and change them. The system uses
the modified routing codes to route these messages. To change routing codes,
follow these steps:

1. Prepare the write-to-operator/write-to-operator with response (WTO/WTOR)
exit routine and add it to the control program. The wTo/WTOR exit routine
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can be inserted into the resident portion (communications task) of the
control program either before or after system generation.

2. Refer to VTAM Messages and Codes for the message routing codes and
decide on the new routing codes you would like to reassign to each
message.

* If you are adding channel-attached devices either as part of system generation
or as an I/0 generation, the IODEVICE macroinstruction should include:

— Channel-attached communication controllers and other channel-attached
devices. Devices attached to communication controllers are not defined in
IODEVICE macroinstructions; they are defined in statements filed for use by
vTAM and the NCP. If the NCP is generated with partitioned emulation pro-
gramming (PEP), PEP lines must also be defined with the I0DEVICE macroin-
struction.

— ADDRESS and OPTCHAN as the primary and secondary addresses of commu-
nication controllers, if using a 2-channel switch on communication con-
troller channel adapters.

* In Vv3R2, the MODIFY TABLE operator command lets you dynamically replace uss,
interpret, logon mode, and class-of-service tables (see VTAM Operation). If
you want to use the MODIFY TABLE command against a given uUss or interpret
table, you must reassemble that table using the vTAM v3R2 macroinstruction
libraries.

* MVS/XA Be sure that the extended csa value, defined by the second value on the
CSA parameter in member IEASYSxx, is at least 4 megabytes.

¢ In the CTRLPROG macroinstruction, set csa equal to or greater than 800.

® SYS1.VTAMLIB must be named in the APFLIB operand of the IODEVICE macroin-
struction when doing a system generation.

Figure 11 on page 18 shows an example of system generation statements used to
include vTAM.
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A Generating the operating system with support for VTAM

L

System macroinstructions,

including: DATAMGT
ACSMETH=VTAM IODEVICE
macroinstructions

B Installing VTAM (See note 1)

VTAM

Operating system
generation

S
———

System
supervisor

distribution
medium

System
modification
program

VTAM

load
modules

Me—— ]

C Generating a network control program (NCP)

NCP definition deck

Operating system
assembler linkage
editor and NCP
assembler

NCP load
modules (and

associated
members)

D Defining the domain to VTAM

L

/ Deck n

L

[

Deck 1

VTAM definition decks

(one for each major node and one
for each table, such as path
tables and adjacent SSCP tables)

Operating system
filing utility
program

Deck 1

Note 1:
If a system generation is to be performed, VTAM
can be installed on the system distribution libraries
using SMP for the SYSGEN.

Figure 10 (Part 1 of 3). Creating a VTAM Domain in MVS

* SYS1.NUCLEUS

Libraries used by
VTAM

* SYS1.NUCLEUS
SYS1.VTAMLIB
SYS1.LPALIB
SYS1.LINKLIB
SYS1.MACLIB

Library from which
VTAM loads NCP
when VTAM is
started and the
NCP major node is
activated

VTAM definition

library
(Each deck is
stored in a

seperate

member.)

+ SYS1.VTAMLIST

Chapter 2. Installing VTAM in MvS 15



E Defining start options

ya

VTAM start options

Operating system
filing utility
program

>
L

Options

—— SYS1.VTAMLST

VTAM definition
library (Multiple
sets of options can
be filed each in a

F Defining session-establishment and termination tables (See Note 2)

For logical units using character-coded (USS) commands and terminal

messages (unless the IBM-defined format is used):

-

Unformatted system
services definition
macroinstruction
deck

Operating system
assembler and
linkage editor

M~—~——— ]

> Uss

To define the logon mode (set of session parameters) for each
logical unit (unless the IBM-defined modes are used):

L

Logon mode macro-
instruction deck

Operating system
assembler and
linkage editor

definition
tables
\____J

~———

S
~———

gy Logon

To define a COS table

y-

Ccos
Macroinstruction
deck

Operating system
assembler and
linkage editor

mode
tables

~—~———
~——

=

e—

For logical units using the interpret function:

L

Interpret table
macroinstructions

Operating system
assembler and
linkage editor

> Ccos
tables

I~

~———————

=

——— ]

- Interpret

Note 2: For more information on steps F through |, see VTAM Customization.

Figure 10 (Part 2 of 3). Creating a VTAM Domain in MVS
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G Coding and including a communication network management (CNM)
routing table if user-written CNM applications are used (See Note 2)

-

Operating system
nbler and

CNM routing table

linkage editor

e—

CNM

routing
table

H For VTAM and program operators using certain operator commands
and receiving VTAM messages (unless the IBM-supplied table

is used) (See Note 2)

A

Unformatted system
services definition
macroinstruction
deck

Operating system
assembler and
linkage editor

Network

operator
table

I Coding and including exit routines (See Note 2)

Exit routines

Operating system
assembler and
linkage editor

Note 2: For more information, see VTAM Customization.

Figure 10 (Part 3 of 3). Creating a VTAM Domain in MVS
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VTAM Load Module
Library (This table
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default routing to
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ISTMGCO01.)

< <> SYS1.VTAMLIB

VTAM Load
Module Library
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VTAM Load

Module Library
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//MVSGEN ~ JOB MSGLEVEL=(1,1),TIME=1440

// EXEC PGM=ASMBLR,REGION=1042K

//SYSLIB DD DSN=SYS1.AGENLIB,DISP=SHR,UNIT=3330,VOL=SER=DLIBO1
//SYSUTL DD UNIT=3330,SPACE=(CYL,(30,10))

//SYSUT2 DD UNIT=3330,SPACE=(CYL, (30,10))

//SYSUT3 DD UNIT=3330,SPACE=(CYL,(20,10))

//SYSPUNCH DD UNIT=3330,VOL=SER=Volser,DISP=SHR,DSN=dsname
//SYSPRINT DD SYSOUT=A

//SYSIN DD *

dhkkkkkkhkhkhkkkhkhhhkhhkkhhhkhkkkhhkhkhhrhkhkkhhhhhkbhhhkhhhhhkhrkhhhkkhkkhrdhhkrkixd

* SYSTEM CHANNELS

dhkkkkkhkhkhkhkkhkhkhkhhhkhhkhrkhhhhhhkrdhkdhkkrhrhrhrdhhhhkkkkdkhhrrkhkdkhkkkkkk

CHANNEL macroinstructions go here
khkhkkkkkhkkkkkdkhkhkhkhkhkhkkkhkhkhkhhkhkhhkhkrhkhkhkhkrkhrhrhhkhrhhkhrhkhkhhkrhrrhrrihhhkhkrkrhddti

* I/0 DEVICES BY CHANNEL ADDRESS

dkkkdkkdkhhhkhkkhkkkkkhkhkhkhhkhkhhhhkhkkhkhhhhkhhhhhkkkhkhhkhkhkkhkhkkhkkkhkkhkkkkkhkkhhdkd

IODEVICE macroinstructions go here
*hkkkkkkhhkkhkkhkkhkkhkkdkhrhdkdkhhhkhhddrhhhddddrhhhhhhkhhkhkhhkhkdhhrrhkrhkhhkhrhhdd

* SYSTEM OPTIONS

dkkhkkkkhkkhkkhhkhkhkhkkhkhhkhkhhhkhhhhhkhkrdkdhrhhhrhhhhhhhhkhkhrhhhkhkbhrrhhkhkhhdksx

DMGT DATAMGT ACSMETH=(VTAM),IND=YES **Note 1**

CTLPGM CTRLPROG CSA=800,
APFLIB=(SYS1.VTAMLIB,volser,qual.ncplib,volser)

hkkkkkhkkhkkhkhkhkhhhhkhkhhhhkhkhkhhkhhhkkhkhkhhkhkhkhkhkhkhkkhkhkhkkhkkhkkhkrhhrrhkrhhhhhkkdhikx

* DATASETS

*hhkkkkkhkkhhkhkhkhkhhkhhkkhkhkhkhhkhkhhkhkhkhkhhhkhhhkkhkhhkhkkhkkkhhkkhdhkkkhkkhkhkkhkkkdx

//VTAMLIB DD DSN=SYS1.VTAMLIB,VOL=(volser,devtype),SPACE=(**Note 2**)

(plus all other required DATASET macroinstructions)
Fhkkhkhkhkkhkhkhkhkhhkhkhdhkhrhhhhkrkhrrkhkhkrhhrkkkrrhhhrrkrrkrkdrhhrdhkrrhhkkrrhhhkdkhkdxx

* CONSOLES

dkhkkkkkhkhkhkhkkhhkhhhkkhhkhkhkhkkkhkkkhkhhkhhkhkkhhkhhhhhkhkhhhhhhkhhkhhhrhkhkdkhhhhkk

MSTRC CONSOLE MCONS=009,ALTCONS=3E1,ROUTCDE=ALL

SECCON CONSOLE SECONS=3E1,ALTCONS=009,ROUTCDE=ALL,VALDCMD=(1,2,3)

*kkhkkkhkhkkkhkkkhkhkhkkhkhkhhhkhhhhhhhhhhkhhdhhrrhhhhhhkhkhkkkkkkdkkkhhhkhrhkkhrhhhhkx

* GENERATION MACROINSTRUCTION

AEEAKEE I ALK I AEE I AL I REEAITEI IR AR I IAI IR R AR AR A Ak kAR hhhhkhhdkhkdhihhx

The GENERATE macroinstruction goes here
END

/*
Figure 11. Example of System Generation Statements
Notes:

1. If either IND=YES or ACSMETH=VTAM or both are coded, VvTAM is included in the
system.

2. Space requirements can be computed from Network Program Product Storage
Estimates or the Program Directory.
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Allocating and Cataloging Data Sets

This section describes the data sets that must be created when installing viam or
other related programs.

The following types of data sets are used in conjunction with vTAM:

* vTAM-related data sets

* NCP-related data sets

* Trace data sets

¢ Cryptographic key data set.

Figure 12 on page 20 summarizes the operating system data sets that contain
VTAM-related and Ncp-related information, while Figure 13 on page 21 summarizes
the data sets used specifically for vTaM functions. The following discussion pro-
vides additional information about some of these data sets.

VTAM-Specific Data Sets

SYS1.VTAMLIB

SYS1.VTAMLST

The following data sets contain information that is specific to vTam.

This is a required partitioned data set that contains vTAM load modules and user-
defined tables and exit routines. This data set must be allocated and cataloged
during system generation. It must be on a direct-access volume, which can be the
system resident volume, and secondary space can be allocated. Space require-
ments are described in the Program Directory, which is shipped with the vTam dis-
tribution tape.

This library can contain the interpret table (or tables) containing logon descriptions
and any installation-coded logon routines in these tables, along with logon mode
tables, the uss table, and the cNMm routing table.

The pD name for sYs1.vTAMLIB must be vTAMLIB. The following DCB subparameters
are recommended:

RECFM =U,BLKSIZE =7294

SYS1.VTAMLIB must be an authorized library (a library listed in the currently used
IEAAPFxx).

This is the vTAM definition library in which definition statements for each major
node are filed. It is a required partitioned data set and must be allocated on a
direct-access volume before filing vTAM network definitions.

The data set can be allocated and cataloged at any time before its initial use by
using the IEHPROGM utility program or the IEBUPDTE utility program, or when the data
set is first used by using the appropriate job control language (JcL). Allocate suffi-
cient space to accommodate filing of the definition decks for all types of major
nodes as well as all anticipated sets of start options. Start options are filed in
members under the name ATCSTRxx (Where xx represents two alphanumeric charac-
ters). Members named ATCCONxx contain lists of major nodes and adjacent sscp
tables that are activated automatically when vTam is started.
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The DD name for SYS1.vTAMLST must be vTAMLST. The following DCB subparameters
are recommended:

RECFM =FB,BLKSIZE = any multiple of 80

It is also recommended that you code LABEL=,RETPD=0 on all DD statements for
SYS1.vTAMLST. If you do not, an operator awareness message requiring a reply may
be generated.

Note: You can modify sys1.vTAMLST, but you must be very careful about the
relationships between vram and NCP definition statements. These relationships are
described in “NCP Definition Statements for the NCP” on page 226. For example,
if you change a vTAMLST member and do not change a corresponding NcP definition
statement, you could cause serious errors that are hard to diagnose.

DD Statements
Required to Allo-
cate Data Sets in

cryptographic

Name of Procedure for
Data Set VTAM Comments Starting VTAM Comments
Supply DSNAME of VTAM encryption keys No Required if using

cryptographic function.

dataset (Appendix D, “mvs Filing
Cryptographic Keys” on
page 415)
SYS1.DUMP Records of svC bump No Optional
SYS1.LINKLIB VTAM initialization module, No Required: created during
used when vTAM is started system generation.
NCP loader utility program Yes Required: added when"

NCP is installed. Must be
in SYS1.LINKLIB, a concat-

enation of SYS1.LINKLIB, or
a STEPLIB in the start pro-

cedure.
NCP dump utility program No Required: added when
NCP is installed.
NCP dump bootstrap No Required: added when
program NCP is installed.
Local communication con- Yes Required if controller is
troller pre-IpPL testing to be tested automat-
maodules (initial test ically before the loading
modules) of the NCP by vTAM.
Added when the NCP is
installed.
Logon manager load No Required for logon
modules manager.

Figure 12 (Part 1 of 2). Operating System Data Sets Used by VTAM
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DD Statements

Required to Allo-
cate Data Sets in
Name of Procedure for
Data Set VTAM Comments Starting VTAM Comments
SYS1.LOGREC VTAM error records No Required: created during
system generation.
SYS1.LPALIB VTAM load modules and No Required: created during
user-written exit routines system generation.
to be loaded into the
shared link pack area
SYS1.MACLIB VTAM macroinstruction Yes Required: created during
definitions and extensions system generation.
to system macroin-
struction definitions
SYS1.NUCLEUS VTAM resident svCs and No Required: created during
abnormal termination system generation.
modules
SYS1.PARMLIB vTAM-related information No Required: created during
system generation.
SYS1.PROCLIB JcL for started tasks No Required for logon
manager.
SYS1.8VCLIB VTAM nonresident svcs and No Optional: created during
ERPs for local devices system generation.
SYS1.TRACE GTF trace records for vTAM No Optional: created during

system generation.
Required to run any vTAM
trace.

Figure 12 (Part 2 of 2). Operating System Data Sets Used by VTAM

DD Statements
Required to Allo-
cate Data Sets in

network operator
command table in source-
language form

Name of Procedure for

Data Set VTAM Comments Starting VTAM Comments

SYS1.ASAMPLIB Sample of network oper- Yes Required for installation,
ator command table in optional thereafter. Pro-
source-language form vided by IBM.

SYS1.SAMPLIB Alterable copy of sample Yes Required for installation,

optional thereafter. Pro-
vided by 1BM.

Figure 13 (Part 1 of 2). VTAM- and NCP-Specific Data Sets
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Name of
Data Set

DD Statements
Required to Allo-
cate Data Sets in
Procedure for
VTAM Comments Starting VTAM Comments

SYS1.VTAMLIB

1. Load modules for viam Yes Only vTAM load modules
2. User-defined tables are required. Created
and exit routines during system gener-
ation. Mustbe in an
authorized library.

SYS1.VTAMLST

VTAM definition statements Yes Required: created by
and start options user before starting
VTAM. Use extreme care
when modifying this data
set (see note on page
20).

Configuration restart
data sets

VTAM status of minor Yes Required if a warm
nodes for each major node restart is to be used.
Created before starting
vTAM (by user).

Initial test routine
data set

NCP diagnostic routine Yes Required if a test of com-
munication controllers is
desired.

SYS1.NODELST

VTAM status of major Yes Required if restart of all
nodes previously active major
nodes is desired.

NCP load library

NCP load modules Yes Each NCP stored as a
separate member of
library. Created when
generating the NCP. Must
be in an authorized
library.

NcP dump data set

Dump records for the NCP Yes Required if vTAM is
requested to provide a
dump of an NcP. Created
by user before starting
VTAM.

Note: None of the NcP-related data sets are required if the NCP is the only channel contacted and acti-
vated. This includes the NCP load, dump, and initial test routine data sets.

Figure 13 (Part 2 of 2). VTAM- and NCP-Specific Data Sets

Configuration Restart Data Sets (Optional)

If you choose to use the configuration restart facility of viam, configuration restart
Virtual Storage Access Method (vSAM) data sets must be defined. The pbD statement
defines the configuration restart vsam data set for the NCP major node. The ddname
must match the ddname on the CONFGDsS operand of the pccu definition statement
for the associated NCP or the vBUILD definition statement for the associated major
node. There are no VTAM restrictions on this data set name. For a discussion of
configuration restart, see Network Program Products Planning. See your operating
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system’s vSAM publication for more information on the data sets required for con-
figuration restart. The following example defines a catalog entry to allocate space
for a vsAM data set to contain the configuration restart data:

DEFINE
CLUSTER(NAME (LRNCKPT) -
VOL(PUBLIC) -
KEYS(4 0) -

RECORDS (200 20) -
RECORDSIZE(24 136)) -

INDEX (NAME (LRNCKPTI.INDEX) -
TRACKS (1))

You can define configuration restart data sets for any of the following major nodes:

* NCP major node

¢ Channel-attachment major node
¢ Local non-sNA major node

¢ Local SNA major node

¢ Switched major node.

For networks with more than one domain, you can define configuration restart data
sets for these additional major nodes:

¢ Cross-domain resource major node
¢ Cross-domain resource manager major node.

Note: When a major node definition is changed in sys1.vTAMLST, delete and rede-
fine the associated configuration restart vsam data set. Do not use the WARM option
when activating the new definition.

A configuration restart data set must have the following characteristics:

¢ The data set must be indexed. Code the INDEX operand on the DEFINE command,
or allow the default value to be assumed.

¢ A key length of 4 bytes and an offset of 0 bytes are required. Code KEYS (4 0).

e The average record size must be 24 bytes, and the maximum record must be
136 bytes. Code RECORDSIZE (24 136).

The number of records in the file should equal the number of minor nodes defined
in the major node. When choosing the number of records for a switched major
node, include each PATH statement. Therefore, the primary allocation should be
the number of minor nodes in the major node, and the secondary allocation should
be about one tenth as large.

mvs NODELST Data Set
You can define a NODELST data set to maintain a list of major nodes that are active
at one time. The vTaM operator supplies the name of the data set in the NODELST
start option. If you choose to use the NODELST facility, vSAM data sets must be
defined. For a discussion of the NODELST facility, see Network Program Products
Planning.
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The following example defines a NODELST VSAM data set. The DEFINE command is
used to define a catalog entry and allocate space for an indexed cluster:

DEFINE
CLUSTER(NAME (NODLST1) -
VOL(PUBLIC) -
KEYS(2 0) -

RECORDS (120 20) -

RECORDSIZE(10 10)) -
INDEX(NAME (NODLST1I.INDEX) -

TRACKS(1))

A NODELST data set must have the following characteristics:

¢ The data set must be indexed. Code the INDEX operand on the DEFINE command
or allow the default value to be assumed.

¢ A key length of 2 bytes and an offset of 0 bytes are required. Code KEYS (2 0).

¢ The average record and the maximum record must each have a length of
10 bytes. Code RECORDSIZE (10 10).

The number of records inthe file should equal the number of major node and pRDS
file activations that occur from the time VTAM is started until it is halted. This
includes major nodes that are reactivated. The primary allocation should be about
1.2 times the total number of major nodes and DRDs files in the network, and the
secondary allocation should be about 0.2 times the total number.

All other data characteristics may be defaulted. Refer to Access Method Services
for more information.

NCP-Specific Data Sets

The data sets described below may be needed for a communication controller:
* A load data set that contains the NCP in card-image format

¢ A test routine data set that contains the initial test routine (one file for each
host vTAM)

¢ A dump data set to receive the NCP dump output (one data set for each host
VTAM)

¢ A dump data set for communication scanner processor (CsP) and for mainte-
nance and operator subsystem (Moss) traces.

See NCP publications for additional information about these data sets.

NCP Load Library

To load the NCP, an NCP load data set must be created (space must be allocated)
and, optionally, cataloged. The name of this data set used in the JcL is defined
when the NCP is coded.

The DD statement defines the data set that holds the generated NcP and RRT
modules. In addition:

* The ddname must be the same as the unqualified name of the data set.

* The data set name (DSN operand) must match the LOADLIB operand for the BUILD
definition statements for the associated NcP.
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¢ |f the QUALIFY operand is coded in the BUILD definition statement, use the quali-
fied data set name when coding DSN. (For vTAM, the LOADLIB operand is used
instead of the QUALIFY operand.)

* NCP load data sets must be in an authorized library.

A single NcP load library can contain more than one NCP.

Initial Test Routine Data Set
For a channel-attached NCP, the vTAM user can load a diagnostic routine, called the
initial test routine, into a communication controller and have it execute before the
NCP is loaded.

The INITEST DD statement defines the data set that holds this initial test routine for
the channel-attached communication controller. This statement must be coded if
INITEST=YES is coded in the pccu definition statement of the channel-attached Ncp.
Normally, NcP load modules for initial test are placed on SYS1.LINKLIB by the user
during Ncp installation. If the initial test routine has not been placed on
SYS1.LINKLIB, check the documentation accompanying the NCP installation tapes for
the name of the data set initially containing the routine.

NCP Dump Data Set
To dump the NCP, you must allocate space for an NCP dump data set. You may also
catalog the dump data set. Its name is defined when the NCP is coded.

This dump data set must accommodate a dump of the entire communication con-
troller storage. The size of communication controller storage depends on the
model number.

The amount of direct access storage required for the dump data set can be deter-
mined from the storage size of the communication controller, and from calculating
the number of tracks needed to hold the required number of 512-byte records of
communication controller storage.

The procedure for determining the amount of storage needed for the dump data set
applies to the 3705, 3720, and 3725 Communication Controllers. However, the 3725
requires an additional 2K bytes.

The DD statement defines the dump data set for the communication controller. The
ddname must match the ddname in the bumPDs operand of the pccu definition state-
ment for the associated NCP. There are no VTAM restrictions on the data set name.

VTAM dump processing fails if the ssP modules that are loaded to process the dump
are not accessible to vraMm. For these modules to be accessible to VTAM, the data
set containing them should be a link list data set named in the LNKLSTxx member
(where xx represents the specific parameter) of sys1.PARMLIB. (See Figure 14 on
page 26 for a sample STEPLIB DD statement.)

CSP and MOSS Dump Data Sets (NCP in a 3720 or 3725 Communication Controller Only)
To dump the communication scanner processor (CsP) and maintenance and oper-
ator subsystem (mM0ss) microcode for problem determination, create one data set
for the dump of each component. Optionally, these data sets can be cataloged.
The names of these data sets are defined to vTAM in the start procedure. Figure 14
on page 26 shows an example of this procedure.
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You can determine the amount of direct access storage required for these dump
data sets from the sizes of the respective components, and by calculating the
number of tracks needed to hold the required number of records. However, the
Moss dump data set must be at least 184K bytes.

The pp statement for each dump data set defines it for the NCP utility used to dump
the communication controller. The ddname must match the name in the cboumpPDs
(for a csp dump) or MpumPDS (for a MOSs dump) operand of the Pccu definition state-
ment for the appropriate NCP. VTAM has no restrictions on the data set name.

Coding a VTAM Start Procedure

Recommendations for Coding a VTAM Start Procedure
You should code a vTAM start procedure and file it in sys1.PROCLIB. The system
operator specifies the procedure when starting vTAM.

In this discussion, the start procedure is called NET. This name is not required, but
is recommended for consistency in entering the vTAM operator commands and to
reduce the operator’s chances of making a syntax error. NET is required as the first
operand on the DISPLAY, HALT, and VARY network operator commands.

The first operand of the START and MODIFY network operator commands must be the
name of this start procedure (NET in this example).

Example of Coding a VTAM Start Procedure
Figure 14 lists the job control statements of a typical start procedure.

//NET PROC

//VTAM EXEC ~ PGM=ISTINMO1,TIME=1440,REGION=4096K
//STEPLIB DD DSN=SYS1.SSPLIB,DISP=SHR

J/VTAMLST DD DSN=SYS1.VTAMLST,DISP=SHR,LABEL=RETPD=0
//VTAMLIB DD DSN=SYS1.VTAMLIB,DISP=SHR

//NCPDUMP DD DSN=SYS1.NCPDUMP,DISP=SHR

//* DATA SETS FOR 3720 AND 3725 DUMPS

//CSPDUMP DD DSN=SYS1.CDUMP,DISP=SHR

//MOSSDUMP DD DSN=SYS1.MDUMP,DISP=SHR

//SYSABEND DD SYSOUT=A

//NCPLOAD DD DSN=SYS1.NCPLOAD,DISP=SHR

//* NODELST DATA SET

//NODEDS1 DD DSN=NODEDS1,DISP=0LD,AMP=AMORG

//* ALTERNATE NODELST DATA SET

//NODEDS2 DD DSN=NODEDS2,DISP=O0LD,AMP=AMORG

Note: On the EXEC statement, ISTINMO1 is a VTAM module name. You must code
PGM = ISTINMO1.

Figure 14. Example of Statements to Define a VTAM Start Procedure

The sample start procedure is written with these assumptions:
¢ A communication controller is in the network.

¢ The generated NCP and RRT modules for the communication controller reside on
data set SYS1.NCPLOAD.
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¢ The ssp modules needed to load and dump the communication controllers are
in SYS1.SSPLIB.

* A dump data set is desired for each communication controller.
¢ A dump data set is desired for the communication scanner processor (CSP).

e A dump data set is desired for the maintenance and operator subsystem
(moss).

e Two NODELST data sets have been defined and may be used by vTam.

¢ Space has been allocated for all data sets and they are cataloged.

The EXEC statement causes the vTAM host attachment module to be executed. This
module is ISTINMO1.

Verifying the Installation

Once vTAM is installed, you can begin verifying it. See Chapter 8, “Verifying the
Installation” on page 369, for suggested steps.
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Chapter 3. Installing VTAM in VM

Overview of the Process

VTAM is an access method of the vM system. Before using vTAM, prepare your vM
system to support it in the following way:

¢ Generate the vMm Control Program (cp), defining shared segments for viam and
the Group Control System (GCs).

¢ Generate GCs, which provides supervisor and data management services for
the vTam virtual machine and other virtual machines in which vram application
programs run.

* Define the vTaM virtual machine and define or update other virtual machines
associated with vTam.

You will find information on planning, storage requirements, and generating
support for vTAM in:

* VM/SP Planning Guide and Reference
* VM/SP Installation Guide
¢ Network Program Products Storage Estimates.

The process for installing vTAM is shown in Figure 15 on page 32. You will use a
single user ID to install vTAM and to maintain it once it is in use. This user ID can
have any name, but MAINT is recommended. You will use another user ID, VTAM, for
day-to-day operation.

After you follow the setup procedures summarized in Figure 15 on page 32, the
installation is done automatically by EXECs.

Refer to the vram Installation Memo to Users for installation procedures, and to the
Program Directory that accompanies your vram shipment for special instructions.
To print the Installation Memo to Users:

1. Attach the vTAM product tape as 181
Enter ACCESS diskaddr A

Enter VMFPLC2 REW

Enter VMFPLC2 SCAN 15664280 MEMO ( EOT
Enter VMFPLC2 LOAD * * A

Enter PRINT 15664280 MEMO ( CC

L
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1 Determine how storage is to be allocated in the vTaM virtual
machine. Refer to “Determining Storage Needs for the VTAM
Virtual Machine.”

2 Generate cp. Refer to the VM/SP Installation Guide for informa-
tion on installing cp and cwMs.

3 Generate Gcs. Refer to the VM/SP Planning Guide and Refer-
ence for information on setting up authorized user IDs.

4 Create or update directories for the user iDs that vTam and vscs
will use. Refer to the Installation Memo to Users which is in the
second file of your vTAM product tape.

5 Install vTAM by invoking the INSTFPP EXEC.

6 Verify that vTAM was installed correctly.

Figure 15. Summary of Installing VTAM and VSCS on a VM System

Preparing to Install VTAM

You can install vTaMm only if the Conversational Monitor System (cwms) is already
installed. You can run vTAM only if the Group Control System (Gcs) is already
installed.

Determining Storage Needs for the VTAM Virtual Machine
You need to decide two things: how to allocate storage in the vTam virtual
machine, and how much storage you will need.

How Storage Is Allocated
Figure 16 on page 33 suggests a way to allocate storage in the VTAM virtual
machine. In this example, the size of the vram virtual machine is 10 megabytes.
As you decide how to allocate storage in the vTam virtual machine, consider:

¢ To avoid wasting storage, VTAM’s private storage area should consist of a

single block. For example, in Figure 16 on page 33, this entire area is located

between GCs private storage and the G¢s shared segment.

¢ The vTAM shared segment should be higher than the highest address of the
VTAM virtual machine, and higher than the highest address of any other virtual
machines that attach it. (These virtual machines would include the NetView
program, RSCS, and the GCS recovery machine.)
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10560K

VMSIZE (10M) VTAM Virtual Machine 10240K

8192K
VTAM Private Storage
(VTAM control blocks, buffers)
24K
GCS Private Storage
0K

Figure 16. Sample Storage Allocation for VTAM and GCS

Size of the VTAM Virtual Machine
To calculate how much storage viam and Gcs will need, follow this procedure:

1. Determine private storage requirements for Gcs. (See VM/SP Planning Guide
and Reference for details.)

2. Calculate private storage requirements for vTam, using the formulas in Network
Program Products Storage Estimates. These requirements consist of:

* Private constant storage
* Private dynamic storage

* vscs private storage (if you intend to run vscs in the vTAM virtual machine).
3. Calculate common storage requirements for Gcs. These consist of:

* The GCSs supervisor

* GCs control blocks

* The Gcs trace table

¢ Application-specific requirements; for vTam, these are:

— VTAM constant common storage
— VTAM dynamic common storage

— VTAM buffer pools

— The vraMm internal trace table (size depends on the number of 4K pages
allocated by the vTAM TRACE start option or operator command)

— Storage for activating channel-attached devices.

The GCs requirements are described in the VM/SP Planning Guide and Refer-

ence. The VTAM requirements are described in Network Program Products
Storage Estimates.
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4.

Determine common storage requirements for vTam (the size of the viam shared
segment). This is approximately 340K; to allocate storage in 64K segments,
you should round this to 384K.

. Add the results from Steps 1 on page 33, 2 on page 33, and 3 on page 33 to

find the size of the vTAM virtual machine. Do not add the result from Step 4; the
VTAM shared segment should be outside the vTAaM virtual machine.

Generating the Control Program (CP)

When you generate cp:

Update DMKSNT, the cp system name table, so that a discontiguous shared
segment (DCss) is defined for vTaM. The Dcss contains vTAM modules that are
shared among virtual machines in the group. Its size was calculated in Step 4.
Refer to VTAM Installation Memo to Users for an example of DMKSNT entries for
VTAM DCSS. :

Do not use the small cp option.

Configuring the Group Control System (GCS)

Use the GCS GROUP EXEC to configure the GCs. When you configure the Gcs:

Define the vTAM virtual machine as an authorized machine.

Define the vscs virtual machine as an authorized machine if vScs operates in a
separate virtual machine from vram.

Define an authorized virtual machine to receive dumps.
Specify the size of the Gcs trace table.

Define a vM recovery virtual machine for the vM group. This machine must be
different from the vTAM virtual machine.

Specify the maximum number of virtual machines that can exist in the system.

Supply the name of the vTAM shared segment.

Refer to VM/SP Planning Guide and Reference for detailed information on how to
generate GCs.

Setting up Directory Entries for VTAM and MAINT

Refer to the Installation Memo to Users for a sample directory entry for viam and
additional entries required for the MAINT user ID.

For complete information on setting up directories, see VM/SP Planning Guide and
Reference.

Note: Any user ID that runs vTAm must have BMX, REALTIMER, and VCUNOSHR options
specified in its directory entry.
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The Minidisks You Will Need

VTAM requires several minidisks for installation and service.

These addresses apply to the MAINT user 1D, and all these minidisks should be
owned by MAINT.

Function Disk Size Required
of Disk Address | (In 1K Blocks)
cMs system disk?! 190 not applicable?
MAINT's 191 disk! 191 not applicable?®
IPCSE disk® 193 1502
TRAPRED disk! 193 502

“ | work space for INSTFPP! 194 not applicable?
GCs system disk! 595 not applicable?
VTM191 disk 298 2750
BASE disk 299 11000
MACRO definition disk! 29A3 2300
RUN disk 29A 4000
MERGE disk 29B* 4500
zAP disk 29c* 2250
DELTA disk 29D* 9000
MNT319 disk! 319 not applicable?
VMFPARM disk* 348 75%

Notes:

1. These disks must already be defined to vM before you install vTAM. vTAM should
not share any disks except these.

2. vTAM shares these disks with other programs. The numbers represent the
number of 1K blocks you should assign besides the space that is dedicated to
other uses.

3. These are vM system disks; there are no size considerations for vTam.

4. These space requirements are initial recommended sizes. You may need to
increase the disk space according to your service needs.

5. For v3r1.1 the macroinstruction definition disk default is 19E.

The VMFPARM disk must be a separate disk. You cannot define it as a disk on which
data will be written during the installation or service process.

Because all disks are owned by the maintenance user 1D, you do not need to
update any EXECs or files when you change cp directory passwords.
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Installing VTAM

The Installation Memo to Users explains in detail how to install vTAM on a vM/sP
system. Refer to this memo before attempting to install vTAMm.

The VMFPARM File

36

The file vMFPARM is used during the installation process. Each version of vTAM has
a specific filename for filetype =vMFPARM. The filenames are as follows:

V3R1.1 5664280A VMFPARM
V3R1.2 5664280B VMFPARM
V3R2 5664280C VMFPARM

It contains information about minidisks that viam uses and about the vTAM discon-
tiguous shared segment. Figure 17 on page 37 shows what the file looks like.

Each entry in the file, except the last one, applies to a separate minidisk and has
two or more parts:

disk-name
is the label used when the installation EXecs format a disk. Do not change this
name in the VMFPARM file.

primary-disk-address
is the address used when the installation Execs load the vTam product files onto
the disk. During the installation process, or any time after, you can use XEDIT to
edit vMFPARM file and change this address to Pass. If you do so, the disk is
skipped during installation; no files are put onto it. You can code the primary
disk address as PASs and provide secondary addresses to avoid modifying a
disk during an installation or service procedure.

secondary-disk-addresses
are optional parameters used to allow additional disk names for disk accesses.
Use these addresses only for the BASE, zAP, and MERGE disks. They allow you to
verify service (such as PTFs) and back it out if necessary, before you actually
merge it onto your system.

The last entry in the file, VTAMSEG, contains the name of the vTAM discontiguous
shared segment. This name must match the name given to the vTam discontiguous
shared segment when it was defined in the cpP system name table (see “Generating
the Control Program (CP)” on page 34) and is the same name used when gener-
ating gcs. The default name is vTAM.

VTAM Iinstallation and Resource Definition



Primary
Disk Disk
Name Address Description
BASE 299 VTAM base disk
¢ vTAM files are installed onto this disk.
DELTA 29D VTAM PTF staging disk
* VTAM service is placed onto this disk.
¢ The VMFMERGE function is used to move
service from this disk onto the MERGE disk.
IPCSE 193 IPCSE library disk
¢ The vTam dump formatting routines are put
on this disk.
¢ The vscs dump formatting routines are put
on this disk.
TRAPRED 193 TRAPRED library disk
e The vTAM trace formatting routine is put on
this disk.
¢ The vscs trace formatting routine is put on
this disk.
MERGE 29B VTAM merged text disk
* VTAM service is merged onto this disk.
¢ This disk is also used to load merged
service.
¢ This contains text files for modules that
have changed (because of service) since
VTAM was installed.
MACRO 29A (V3R2, VTAM macroinstruction definition library disk
V3R1.2
19E ) ¢ The vTAM macroinstruction definition library
(V3R1.1) is copied to this disk.
RUN 29A VTAM system library disk
¢ The vTAM load library is built on this disk.
e The vscs load library is built on this disk.
¢ This disk must be specified, and cannot be
PASS.

Figure 17 (Part 1 of 2). The Default VMFPARM File
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Primary
Disk Disk
Name Address Description

VMFPARM 348 VMFPARM disk

¢ This file (vMFPARM) is put onto this disk
during the installation procedure.

¢ This disk address should be specified as a
disk that is currently accessed (during
installation) and that will always be
accessed during installation or service
processing.

VTM191 298 VTAM's 191 disk

e Sample Execs and source modules are put
on this disk. (But only during installation.
After installation, this disk is not modified.)

ZAP 29C VTAM ZAP target disk

e Any local zapPs are put on this disk.

VTAMSEG VTAM This is not a disk address, but is the name of
the vTAM discontiguous shared segment. If this
parameter is modified, G¢cs must also be modi-
<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>