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About This Book

This book describes how to use the NetView/PC Application Program
Interface/Communications Services (API/CS). The API/CS is the open network man-
agement Api in NetView/PC. It describes how to write network management appli-
cation code that will use the ApI/CS in order to participate with 1BM’s centralized
network management environment. It describes how to use the NetView/PC Ari/Cs
to allow non-SNA network management components to be managed from and by
NetView' through a vendor or user-supplied network management applicatio

It will guide the Pc programmer in the use of NetView/PC Api/cs calls and provide
the information necessary to build the data structures required to use the API/CS.
Reference material is contained in the appendices.

It will not identify other equipment manufacturers (OEM) network component alert
conditions or define interfaces, protocols, or procedures to be used between the
network management application and the managed components.

This book is organized into four parts:

Part 1, “Application Program Interface/Communications Services Overview,” pro-
vides a high-level network management overview and describes what you must do
to use the ApPl/CS.

e Chapter 1, “Network Management Overview,” provides a high-level overview
of the network management and explains where your network management
application fits in the network management structure.

e Chapter 2, “Application Program Interface/Communications Services
(AP1/CS),” describes the AprI/Cs interface and the communications services pro-
vided. It contains a suggested flow of API/CS usage, a scenario describing how
the Ari/cs might be used by a network management application, and a list of
the requirements and restrictions imposed on you in order for your application
to execute in the Dos partition of NetView/PC.

It describes how the Api/Cs subroutines are installed, and the steps your appli-
cation should code to use the Api/CS. It also contains information about using
the EZ— VU Il Development Facility for the IBM PC (Ez-vu), and documentation
relating to the environment in which you network management application will
execute.

Part 2, “Using the API/CS Subroutines,” describes how to build the data structures
necessary to make calls to the Apl/cs.

e Chapter 3, “Alert Subroutine Calls,” describes how to use the alert interface
to send alerts.

* Chapter 4, “Operator Communications Subroutine Calls,” describes how the
application can use the API/CS to get the attention of the NetView/PC operator.

¢ Chapter 5, “Service Point Command Facility (SPCF) Subroutine Calls,”
describes how to receive and respond to commands from NetView. The ApPi/Cs

1 NetView is a registered trade mark of IBM Corporation.
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has been enhanced to provide additional Service Point Commands and to send
an unsolicited message to a NetView operator.

Chapter 6, “SPCF Build and Parse,” describes how to use the new build and
parse subroutines to parse a received Network Manage Vector Transport
{(NMVT) and to build a response NMvT.

Chapter 7, “Host Data Facility Subroutine Calls,” describes how to control the
transfer of file data to or from the host.

Part 3, “Reference Information,” contains reference information.

LJ

Appendix A, “API/CS Reference Information,” contains a complete list of the
API/CS return codes, the DOs error codes returned to the application, the trans-
late table used to translate NMvT EBCDIC fields, and naming conventions used by
NetView/PC.

Appendix B, “Alert Major Vector Formats,” contains information about alert
NMVTs that is unique to the NetView/PC environment.

Appendix C, “Service Point Command Data,” describes the supported
NetView commands and the NMvTs used for those commands.

Appendix D, “Suggested Command Formats,” suggests command formats for
physical device and configuration data base commands.

Appendix E, “Panel Development Rules,” suggests rules for consistent user
display interface.

Part 4, “"Sample Programs,” contains sample program information.

Appendix F, “DOS Sample Program Planning and Installation,” describes the
DOs sample program planning and installation.

Appendix G, “Operation,” tells you how to operate the Dos sample program
to exercise the API/CS.

Appendix H, “APl Sample Program Error Messages,” contains the DOS
sample program messages.

Appendix 1, “DOS Sample Program Code,” contains the DOS sample program
source code. The code is also contained on the diskettes included with this
book.

Appendix J, “NetView Sample Programs,” contains the NetView command
processor source code. The code is also contained on the diskettes included
with this book.

Who Should Use This Book

This book is for iBM Personal Computer (PC) programmers responsible for writing
network management applications that will run in the pDos partition of NetView/PC
and will use the Api/cs. The PC application programmer should be experienced with
the 1BM PC Macro Assembler 2.0, the iBM PC hardware, Disk Operation System (Dos)
3.3, and familiar with NetView/PC.

xii

It is also for system programmers who will write or modify NetView command
processors to handle unformatted RUNCMD response messages. An understanding
of NetView is also required to use the Service Point Command Facility (spcF) of
NetView/PC.

NetView/PC™ API/CS



How to Use this Book

You should be familiar with network management concepts and the iBM network
management products before you try to design and write a network management
application intended to use the NetView/PC Ari/Cs. You should read through
Chapter 1, “Network Management Overview,” and Chapter 2, “Application
Program Interface/Communications Services (API/CS),” before turning to the
appropriate section for each function that is to be used.

You should read and understand “Naming Conventions,” and Appendix E, “Panel
Development Rules,” before you design and develop panels and before you write
any DoOs applications.

If you have any questions about installation or use of your pc, refer to the version
of the IBM Guide to Operations for your PC, or the IBM Disk Operation System
{Dos) documentation.

What is New and Changed?
New and changed items in this book are:

¢ Information retrievability has been improved by restructuring the book into four
parts, providing more heading to help find information, and providing page
numbers when referencing figures or subjects in this book.

* A high-level network management overview was added to
Chapter 1, “Network Management Overview,” to show where the vendor
written NetView/PC application using the Api/cs fit in the network management
structure.

* Chapter 5, “Service Point Command Facility (SPCF) Subroutine Calls,” was
changed to reflect support for new commands.

* Chapter 6, “SPCF Build and Parse,” is new. This section describes utility rou-
tines that help parse received commands and heip build responses (NMvTs) to
those commands.

* Appendix B, “Alert Major Vector Formats,” has descriptions of generic alert
and hybrid alert NMvTs, as well as the non-generic alert NMvTs described in the
previous level.

* Appendix F, “DOS Sample Program Planning and Installation,”
“Installation,” and Appendix G, “Operation,” are new.

* A glossary has been added.

* Sample program diskettes are now provided with this book. The diskettes
contain the assembler language source code for the DOS sample program and
for the NetView™ command processors. Each sample program on the
diskettes, and the listings in this book have the following comments:

APl Sample Program — (C) Copyright IBM Corp. 1986, 1987
SAMPLE PROGRAM — NO WARRANTY EXPRESSED OR IMPLIED

You are hereby licensed to use, reproduce, and distribute these
sample programs as your needs require. 1BM does not warrant the
suitability or integrity of these sample programs and accepts no
responsibility for their use for your applications. If you choose to copy

About This Book  Xiii



and redistribute significant portions of these sample programs, you
should preface such copies with this copyright notice.

Where to Find More Information

The following lists contain the names and order numbers of documents relating to
1BM products and architectures relating to NetView/PC and user-supplied applica-

tions executing in the NetView/PC partition in memory. Documents cited in the text

of this manual will not have the order numbers with the citation.

NetView/PC Documentation
Information about NetView/PC is found in the following:

IBM NetView/PC Planning and Operation Guide, SC30-3408
IBM NetView/PC Version 1.1 API/CS (Aplcs), SC30-3313
IBM NetView/PC Version 1.1 Installation Guide, SC30-3482

Related NetView Documentation
Information about NetView is found in the following:

Xiv  NetView/PC™ API/CS

Help facility:

NetView on-line information provides on-line NetView help desk information for

NetView operators. It consists of the following major parts:

— Index

— Session monitor/hardware monitor glossaries
— Commands

— Component overviews

— VTAM

— Help desk

— Recommended actions

Learning About NetView: Network Concepts, SK2T-0292: The pc-based

- NetView tutorial is an on-line teaching tool. It uses graphics, animation, and

NetView screen simulation to introduce new NetView users to network man-
agement using NetView.

NetView Installation and Administration Guide, SC30-3360
NetView Administration Reference, SC30-3361

NetView Command Lists, SC30-3423

NetView Command Summary, SX27-3620

NetView Customization, SC30-3462

NetView Diagnosis, LY30-5587

NetView Hardware Problem Determination Reference, SC30-3366
NetView Installation and Administration Guide, SC30-3360,
NetView Licensed Program Specifications, GC30-9589, MVS/VM
NetView Messages, SC30-3365

NetView Operation, SC30-3364

NetView Operation Primer, SC30-3363



NetView Operation Scenarios, SC30-3376

Network Program Products General Information, GC30-3350

Network Program Products Bibliography and Master Index, SC30-3353
Network Program Products Planning, SC30-3351

Network Program Products Samples, SC30-3352

Network Program Products Storage Estimates, SC30-3403

Other Related Documentation

IBM Customer Information Control System/VS (CICS/VS)/Distributed Data Man-
agement Target Users Guide, SC21-8066

Network Control Program and System Support Programs Resource Definition
Guide (abbreviated title — Resource Definition Guide), SC30-3349

Network Control Program and System Support Programs Resource Definition
Reference (abbreviated title — Resource Definition Reference), SC30-3254

Disk Operating System 3.3, 6280060

EZ—VU Il Development Facility for the IBM PC, 6410980
Systems Network Architecture Formats, GA27-3136

IBM PC Macro Assembler 2.0, 6024193

System Network Architecture Formats, GA27-3136
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Chapter 1. Network Management Overview

The purpose of this chapter is to show you where your network management appli-
cation and the network component being managed fit into 1BM’s Open Network Man-
agement.

This chapter describes, at a very high level, the environment in which your
NetView/PC network management application will execute and the concepts of
Open Network Management. It describes iBM’S network management structure,
shows where NetView/PC fits in the Open Network Management Architecture, and
shows where your application fits into the network management structure.

This chapter also describes the network management services available to your
network management application when using the NetView/PC ApI/Cs.

Following chapters describe how to use the Arl/Cs.

What is the Environment

Today’s information network is built from diverse technologies. It consists of many
components, both hardware and software, and carries multiple information forms.
1BM has enhanced the openness of its communication and related architectures by
providing new support and new network management capabilities. These architec-
tures are open to enable the attachment of communication products to SNA network
management.

The open architectures define the facilities and processes necessary to efficiently
connect and manage SNA, non-SNA, IBM and OEM information network components.
The concept of three network management product roles, and their relationships to
each other, is illustrated in Figure 1.

Focal
Point

r

&

Entry /’/ . ™. Service
Point < - Point

Figure 1. Open Network Management Concept
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Introduction to IBM’s Open Network Management, SC30-3431 contains the following
definitions for the focal point, entry point, and service point.

Focal Point: A network management focal point is a product or set of products that
provides centralized network management support. The focal point manages all of
the remotely and locally attached network components in its domain for one or
more management disciplines. It, together with its operators (human or pro-
grammed), represents the final level at which network management decisions are
made.

Entry Point: A network management entry point is a product or set of products that
provides network management support for itself and attached products. An entry
point is an SNA physical unit, and performs the network management functions of
the physical unit. It transports both network management and operational data on
a common SNA link. The entry point and the devices it supports must be in the
same domain and network as its focal point. It uses sNA formats and protocols
when communicating with its focal point.

Service Point: A network management service point is a product or set of products
that provides network management support for products for which network man-
agement entry point support does not exist. It transports only network manage-
ment data for these products. The service point must be in the same domain and
network as its focal point. The products it is supporting need not be in the same
domain or network as the service point. A service point provides a connection
through which network management data can be converted to sNA formats and
transmitted to the focal point for processing. It uses sNA formats and protocols
when communicating with its pocal point.

A given hardware or software product may perform the focal point, entry point, or
service point role, or any combination of these roles.

The relationship between entry point, service point, and focal point is often symbol-
ized by the diagram in Figure 1 on page 3 to illustrate the relationships between
the three product roles. In the Network Management Services area, facilities such
as Network Management Vector Transport (NMvT) and Application Program
Interface/Communications Services (API/CS) are available.

Open Communications Architectures provide documentation for sNA, applications
program interfaces, and support to enable users to integrate non-sNa and/or
non-IBM network components into the sNA network management environment.

Network Management Structure

4 NetView/PC™ API/CS

The products that comprise the customer’s information system are divided into
three product roles: focal point, entry point, and service point. These product roles
define the framework for the Network Management strategy. This structure can be
applied to all components of an information network, as shown in Figure 2 on

page 5, including SNA components and non-SNA components handling voice, image,
data or other information.



55 NetView

Figure 2. Network Management Structure
NetView is the primary focal point product.

Some examples of entry point products are 18M 3174, 1BMm 3274, 1BM 3708, 1BM
Series/1, 1BM 3720/3725, 1M System/36, and t8M System/38.

NetView/PC is an implementation of the service point.

NetView/PC in Communications Network Management

NetView/PC, as shown in Figure 3 on page 6, provides common systems services,
monitoring and problem determination services, and communications channels
used to transfer network management data to focal point applications. It provides
for network management applications to send alerts to NetView, receive com-
mands from NetView and respond to those commands, and to transfer data
between NetView and NetView/PC.
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Figure 3. Network Management Products
The NetView/PC ApI/CcS enables customers and vendors of telecommunications pro-

ducts to write applications which extend network management to non-iBM commu-
nications devices, as shown in Figure 4.

Host

NetView

fletwérk

Operator
NetView/PC
Network Management
Application

Network
Component

Figure 4. Network Management and Vendor Products
NetView/PC extends the Network Control Center operating area. Network manage-

ment applications may use NetView/PC as a service point to extend CNM to non-sNA
products.
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Where Your Network Management Application Fits
Your network management application (vendor application), as shown in Figure 4
on page 6, executes as a DOs application in NetView/PC.

It will use the Application Program Interface/Communications Services (AP//CS) to

centralize the management of the network components managed by your applica-
tion.

Chapter 1. Network Management Overview 7
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Chapter 2. Application Program Interface/Communications
Services (API/CS)

The apics is provided as a NetView/PC interface to allow your network manage-
ment application to centralize the management of your (vendor) product, as shown
in Figure 4 on page 6.

It provides a means for your bos Application running in the NetView/PC pos parti-
tion in memory, to use the communication services of NetView/PC and the 1BM
network management facilities in NetView/PC and NetView to manage non-sNA
components.

The Apics is a ‘call’ interface to bos Assembler Subroutines. The subroutine
names and the function provided by each are:

DCJVA00: Alerts

DCJVO00: Operator Communications
DCJVCO00: Service Point Command Facility
DCJVB00: spcr Build and Parse

DCJVDO00: Host Data Facility

The Api/Cs subroutines are linked with user-written pDos applications.

The API/Cs supports I1BM PC DOS applications written with 1BM PC Macro Assembler 2.0
language. Although any program that can be linked with the API/CS subroutines
may function correctly, there is no support implied for any other language. Users
who choose to use the interface for languages other than the 1BM PC Macro Assem-
bler 2.0 do so at their own risk. Problems must be recreated using the 18M PC
Macro Assembler 2.0 to receive service/support from IBMm.

Your network management application uses the Ari/CS supported NetView/PC func-
tions while running in the NetView/PC Dos partition by calling the Apri/CS subrou-
tines. You pass parameters to the subroutines in an application request block
(ARB). The API/CS subroutines provide the programming interface for the
NetView/PC environment.

The arl/cs Subroutines provide the following four major functions. Each major
function must be opened by the application before the function can be used.

Alerts: Allow an application to send alerts to NetView and/or to NetView/PC.

Operator Communications: Allow an application to turn on an icon in the icon
window on line 25. The icon indicates to the operator that the pos
Command Session should be selected from the session selection
panel.

Service Point Command Facility: Allow an application to receive messages from a
NetView command processor and send a reply to the NetView
command processor.

Host Data Facility: Allow an application to transfer (send or receive) file data to or
from the Host cics boM application.

Chapter 2. Application Program Interface/Communications Services (AP!/CS) 9



Using the API/CS

An Application Request Block (ARB) is required for all calls to Apl/Cs functions.
Storage for the ARB must be provided by the application program. An ARB shouid
be dedicated to an Api/cs function from the ‘Open’ to the ‘Close’ of that function.

External Declarations (such as EXTERN DCJVAQO FAR) for the API/CS library calls must
not be in the application’s code segment. All calls to Api/CS subroutines are FAR
calls.

To use an APi/Cs function, code the application to:

1.

3.
4.
5.

Provide storage for an ARB for each Api/Cs function that the Api/Cs will use. The
storage for the ARB should be dedicated to the ARB from the ‘Open’ of the API/ICS
function to the ‘Close’ of the API/Cs function.

Each Application Request Block (ARB) is identified by an ARBID, ARBN, where n is
a numeric character that identifies the function for which the ARB will be used.

It is used by the API/CS to verify the start of the ARB and serves as an ‘eye
catcher’ in a storage dump.

Check the address of the ARB in the AX and Dx register pair when the Ari/Cs
returns control.

The Api/cs checks the ARBID and if the ARBID (ARBN) in the ARB is incorrect for the
subroutine called, the ARB address is assumed to be invalid. The API/CS makes
the AX and Dx pair zero and returns immediately to the calling application. The
application must check the aAx and DX pair for non-zero before they are used.

Open each Api/cs function that the application will use.
Call each Ari/cs function as required.

Close each of the ApI/Cs functions the application has opened.

The functions should be opened as part of the application’s initialization process
and all opened functions should be closed by the application’s termination process.
The application may call an opened interface as many times as is required by the
application until the application closes the (Api/cs) function.

The ARB contains a 1-word (2-byte Intel Word (W)) request code field (in
hexadecimal2) that the application sets to indicate the function desired. Th
request codes and descriptions are: :

Request Code Description

Alerts

0101H Open the Alert Api/CS
0102H Send an Alert

0104H Close the Alert ApPi/Cs

2 Hexadecimal (hex) representation is described in Macro Assembler 2.0.
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Operator Communications

0201H
0207H
0208H
0204H

Open the Operator Communications API/CS

Write the icon ‘DP’ to the NetView/pPC icon window
Clear the icon from the NetView/pc icon window
Close the Operator Communications API/CS

Service Point Command Facility

0301H
0302H
0303H
0304H
0309H
030AH
030BH
030CH

Open the SPCF API/CS

Send a RUNCMD response
Receive a RUNCMD message
Close the spCF API/CS
Receive a command

Send a message

Send a command response
Send error sense

Host Data Facility

0401H
0402H
0403H
0405H
0406H
0404H

Open the Host Data Facility apics
Send file data

Receive file data

Check the status of the request
Stop file data transfer

Close the Host Data Facility apiics

Chapter 2. Application Program Interface/Communications Services (API/CS)
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The suggested flow of an application using the Apivcs follows:
Initialization
(User code)
Provide an ARB (storage) for each Api/Ccs function that may be called.
Store “ARBn” in the ARBID field.
Set the request code to open each API/Cs function
Open each Api/cs function that may be called.
Check the Ax and Dx registers and the return code and take appropriate
action.

(User code)

End Initialization

application Mainline
(User code)
Store required data in the ARB
Set the request code
Call ArPI/Cs subroutine
Check the Ax and Dx registers and the return code and take appropriate
action
(User code)
Store required data in the ARB
Set the request code
Call API/CS subroutine
Check the Ax and DX registers and the return code and take appropriate
action.

(User code)

End application mainline

Termination
(User code)
Set the request code to close each Api/cs function
Close each apycs function that is open.
Check the Ax and Dx registers and the return code and take appropriate
action.

(User code)

End Termination

12 Netview/PC™ API/CS



API/CS Scenario

The following scenario shows how a user-supplied Dos application, executing in
the pos partition of NetView/PC, could use iBM Open Network Management capabil-
ities to manage a device. The scenario shows the steps relating to the pos applica-

tion from the detection of an alert condition to the transfer of file data about the
device.

Figure 5 on page 14 uses numbers and arrows to show each step. It is followed
by a description of what happens at each step in the diagram and refers you to the
document that contains information about that particular step.
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Figure 5. API/CS Network Management Scenario. Vendor network management application gain access to 1IBM
network management services by using NetView/ aApi/cs. The numbers in this figure correspond to the
numbered items in the scenario.
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The number for the steps in Figure 5 on page 14 relate to the numbers in the fol-
lowing list.

An error is detected.

1.

A user-supplied network management application, executing in the pos parti-
tion of NetView/PC, recognizes an alert condition and calls bcJvaQ0 to send an
alert to the hardware monitor and to NetView/PC.

See Chapter 3, “Alert Subroutine Calls” on page 25 for information about
writing DOS applications using the NetView/PC ApPi/Cs and constructing
NetView/PC alert major vectors and subvectors.

Also see Systems Network Architecture Formats about constructing an alert
Network Management Vector Transport (NMVT).

NetView/PC logs the local alert and sends the alert NMVT to the host.

See IBM NetView/PC Planning and Operation Guide for information about
defining the host system to NetView/PC.

NetView passes the alert NMvT to the Hardware Monitor executing in NetView.
See NetView Customization for information about alert customization.

Reacting to the Alert.

4.

10.
11.

The NetView operator enters a network management command with the target
(NetView/PC application) name.

See NetView Operation.

The command is recognized by NetView and the Command Processor (CP) is
given control and passed the parsed input.

See NetView Administration Reference for information about defining user
commands. See NetView Customization for information about adding
user-supplied command processors (CP) and customizing panels.

The cp checks that valid data is passed and then calls the user supplied
subtask with the psiMas macro.

See NetView Customization for information about writing command processors
and user subtasks and using NetView Macros in command processors and
user subtasks.

. NetView passes control to the DST with the passed data.

. The subtask checks the input and then builds an NMvT. The subtask then sends

the NMVT to NetView/PC.

. NetView sends the NMvT to NetView/PC.

See NetView Customization for information about using NetView macros.

See Resource Definition Guide and Resource Definition Reference for informa-
tion about defining NetView/PC to the host.

NetView/PC passes the message to the API/CS.

The user application calls bcuvc00 (api/cs call to receive a command) and the
API/CS passes the message to the user application.

See Chapter 5, “Service Point Command Facility (SPCF) Subroutine Calls” on
page 35 and Chapter 6, “SPCF Build and Parse” on page 47 for information
about NetView/PC commands and replies.
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12. The user-supplied application uses Dos to perform required communications
with the device.

For information about using DOs BIOS, see Disk Operating System.

See documentation supplied with the application and/or the device for informa-
tion about how to control the device.

13. The user application processes the command and prepares a reply message
and calls pcyvc00 (ApPi/cs call to send a reply).

14. The user application calls bcJvo00 if necessary, to notify the operator that the
DOS partition-requires operator communications.

15. The Api/Cs turns on the bP icon on the NetView/PC operator display.
16. The API/CS sends the reply message to NetView/PC.
17. NetView/PC sends the reply NMvT to NetView.

18. NetView passes the reply NMvT to the user-supplied subtask. The subtask proc-
esses the reply and prepares a message to send to the NetView operator.

19. The command processor sends the reply to a presentation services cP.

Note: The reply may be sent to a CLIST or may be displayed directly to the
NetView operator.

20. The command processor (CP) displays the data to to NetView operator.
Transferring file data.

21. The user application calls bcJvp00 to transfer file data.

22. The Arl/Ccs passes the request to the Host Data Facility in NetView/PC.

See IBM NetView/PC Planning and Operation Guide for information about the
Host Data Facility. Network Manage Vector Transport (NMvT) and to build a
response NMVT. See Chapter 7, “Host Data Facility Subroutine Calls” on
page 57 for information about how your application can control the transfer of
file data to or from the host.

23. The Host Data Transfer program initiates the transfer with the host CICS DDM
application. The file data is sent to or received from the host.

See IBM Customer Information Control System/VS (CICS/VS)/Distributed Data
Management Target Users Guide for information about sending file data to, or
receiving file data from, the host.

Programming in the NetView/PC DOS Partition

This chapter describes what the single Dos application may do while executing in
the NetView/PC Dos partition in memory.

NetView/PC supports one normal PC DOS application and a large number of cooper-
ating tasks (NetView/PC managers).

The single pC application can modify the memory allocated to it as designated in its
Program Segment Prefix. 1t must not modify the memory associated with the active
screen buffer. No other memory may be modified. This restriction precludes the
execution of some PC applications in a NetView/PC environment. Some examples
of programs that execute successfully in the pos partition and programs that
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violate these restrictions are listed in “Verified PC DOS Applications” on page 19
and “Applications Not Successfully Executed” on page 19, respectively.

You should tailor interrupt handlers for the NetView/PC environment. The pos
application may take over the first asynchronous (cH) and timer (8H) hardware
interrupts reliably. However, timer interrupts must be passed on to NetView/PC at
the normal rate. PC DOS and BIOS service interrupt vectors must not be taken over
by predecessors to NetView/PC unless the interrupt handlers are reentrant.

The single pc DOS application may use software interrupts to access the disk, key-
board, and display.

The muiti-tasking environment of NetView/PC requires that the handling of pos crit-
ical errors be modified. In DOS, critical errors are handled by pos and the return
codes for these particular errors are not normally returned to calling programs.
See “DOS Error Codes” on page 71 for a list of the error codes returned, and their
meaning.

When designing applications intended to execute in the Dos partition of
NetView/PC, give special consideration to the following:

¢ Control characters are not processed as they are by bos when in a bos Com-
patibility session with the session manager.

¢ |f a DOs session is aborted because of a critical error (such as divide overflow)
all other Dos sessions will be locked out.

Requirements and Restrictions
To use the API/CS the following requirements and restrictions must be satisfied.

1. Timer interrupts must be passed on to NetView/PC at the normal rate. See
“You should tailor interrupt handlers . . .” on page 17

2. pc DOS and BIOS service interrupt vectors must not be taken over. See “PC DOS
and BIOS service ...” on page 17

3. Application programs must only make calls to the API/CS subroutines while exe-
cuting in the pos partition of NetView/PC. Calls to the API/CS subroutines in a
native Dos environment will ‘lock up’ the pc. To recover, the PC must be
powered off and then back on.

4. The Dos partition restrictions in the IBM NetView/PC Planning and Operation
Guide must be followed.

5. Software interrupts X'75' and X'78"' through X'7F' are currently used by
NetView/PC and must not be modified.

6. The Dos application must provide 100 bytes of “STACK” space for the API/CS.
7. The pos application must use pos or “BIOS” calls for video and keyboard 1/0.

8. The pos application must fit in the pos partition of the NetView/PC grouping in
which it is intended to run.

9. The appropriate subroutines that provide the desired functions must be linked
with the pos application. See Macro Assembler 2.0. '

10. The application must allocate storage for and construct an Application Request
Blocks (ARB) for each interface used.
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11. The application must pass the address of the start of the Application Request
Block in the Ax and Dx register pair when the ApI/Cs subroutine is called. The
Segment Address must be in the Ax register. The offset address must be in the
DX register.

12. All calls to the API/CS subroutines must be FAR calls.

13. NMVT fields that specify character data must be filled in as Asci character data
by the application program.

14. The Ax and DX register pair must be checked on return from a call to the API/Cs.
All registers are saved by the API/CS and restored on return to the application
from the API/CS except AX and DX. The AX and DX are zero if the ARBID is incor-
rect for the call. On return from a call to the Ari/CS, the application must check
that they are non-zero before they are used.

15. Request codes must be coded in hexadecimal.

16. Message file names must be in the form “cccc.MSG” as required by Ez-vu,
where cccc is a four-character name and MsG is the extension.

17. NetView/PC panels must not be altered with Ez-vu Ii.

18. The Ez—vu Il configuration utility panel 5 variable ZDBW’ must be ‘N’.

Installation

API/CS modules are shipped with and are part of NetView/PC. Link user-supplied
applications with the NetView/PC library containing the ApI/Cs modules.

The pos Linker is used to link the user object modules with APICS.LIB.

Using EZ— VU

If you use EZ—VU Il Development Facility for the IBM PC. (Ez-vu), your applica-
tion must not change environment variables ISPPRO, ISPPGM, ISPMSG, and ISPPAN.

EZ —VU Calls

Only the BP and Ds registers are saved by ez—vu. To call Ez-vu:

1. Save the programs registers on the stack.
2. Save the spregister in Bp.

3. Push Ez-vu parameters onto the stack.

4. Call Ez-vu.

On return from Ez~vu:
1. Restore sp from BP.
2. Restore the other saved registers from the stack.

“EZ—VU Calls” shows how the PC DosS sample program saves and restores regis-
ters when calls to Ez-VvU are made.
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Directories

All Ez-vu files except panels must be in the NETVIEW subdirectory.

All program panel files must be in the NvPCPANL subdirectory. Also copy Ez-Vvu
panel 1ISPFMNT1.PAN to the NetView/PC subdirectory NVPCPANL.

Verified PC DOS Applications

To test that existing pos applications can execute successfully in the NetView/PC
DOs partition in memory, a limited number of DOs applications have been executed
successfully in the pos partition.

The following PC DOs applications have executed successfully in the pos partition of
NetView/PC:

DOS commands
— CHKDSK
— FORMAT
— PC DOS Piping and the MORE command.
— SORT requires at least 66K for execution.
— TREE
Personal Productivity applications
— Ez-VUIl, a dialogue manager for the pc, similar to ISPF
Note: You must not modify NetView/PC panels using Ez-Vvu il

— 1BM File List (if loaded after NetView/PC. File List has no effect if loaded
before NetView/PC).

— Visicalc
Communications packages.
— 1BM 3101 Emulator
Compilers and system tools.
— 1BM Macro Assembler.

— 1BM Pascal Compiler.

— CI86 ‘C’ Compiler from Computer innovations.

Applications Not Successfully Executed

Only a limited number of programs have been tested. Of those programs, the fol-
lowing programs did not execute successfully, in the pos partition of NetView/PC,
as the single Dos application:

vMPC (does not respect memory regions)

Time Manager (does not respect memory regions)

Snipes (does not respect memory regions)

1BM Professional Editor (intercepts the keyboard interrupt).
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1BM Personal Editor writes directly to video memory. It may be used with little
impact to NetView/PC because it performs video updates only as a result of key-
board input. Keyboard input only occurs (for this program) while it is the selected
(foreground) task.

Relating to Documentation

Figure 6 on page 21 shows the relationships of an application program executing
in the Dos partition of NetView/PC and using the Api/Cs, to the elements of Open
Communication Architectures (0cA) in NetView/PC and in the host. The numbers in
the figure correspond to documentation list number for the numbered function or
facility.
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Figure 6. Documentation for the Environment. The numbered list items correspond to the numbers in this figure.

1. For information about operating NetView, see NetView Operation.

2. For information about defining user commands, see NetView Administration
Reference.
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. For information about writing and adding user-supplied command processors

(cpP) and subtasks, and customizing panels, see NetView Customization.

. For information about Network Management Vector Transport (NMvT) struc-

tures, see System Network Architecture Formats.

. For information about the cics bbM application, see IBM Customer Information

Control System/VS (CICS/VS)/Distributed Data Management Target Users
Guide.

. For information about defining NetView/PC to the host system, see NetView

Installation and Administration Guide, Resource Definition Guide, and
Resource Definition Reference.

. For information about defining the host to NetView/PC, see IBM NetView/PC

Planning and Operation Guide.

. For information about NetView/PC, see IBM NetView/PC Planning and Opera-

tion Guide. This guide provides information about the Host Data Facility and
the Alert Manager.

. For information about writing bos applications to use the NetView/PC API/CS,

this book describes how to:

a. Send alerts to NetView.

b. Notify the NetView/PC operator that the application executing in the pos
partition requires operator communications.

c. Receive command messages from a host operator and send reply mes-
sages back to the operator.

d. Parse commands received from NetView and build replies to the com-
mands

e. Transfer data between the NetView/PC and the host cics bbm application.

10. For information about Dos, see Disk Operating System.

11. For information about using Ez-vu 1l for dialog management, see EZ—VU Il
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Chapter 3. Alert Subroutine Calls

NetView/PC™ V1.1 supports non-generic, generic, and hybrid alerts. Generic
alerts can only be sent to NetView™ Release 2 and do not require stored screen
support. Non-generic and hybrid alerts can be sent to the NetView/PC Alert
Manager and/or NetView Release 1 or NetView Release 2. See

Appendix B, “Alert Major Vector Formats” on page 77 for information about how
to build non-generic, generic, and hybrid alert NMvTs. The alert subroutine pro-
vides for the transportation of alert data to the NetView/PC Alert Manager and/or
NetView. The application program using the API/CS is responsible for ensuring that
the alert major vectors and subvectors are correct.

When the NetView/PC Alert Manager has a session with NetView, and the applica-
tion requests it, the alert will be sent to NetView by the NetView/PC Alert Router.
The alert NMVT character data fields will be translated from Ascil to EBCDIC by
NetView/PC before it is sent to NetView. The Alert Api/CS request codes and
descriptions are:

0101H Open the Alert API/CS
0102H Send an Alert
0104H Close the Alert ArPl/CS

To use the API/CS to send alert data to the NetView/PC Alert Manager, the applica-
tion must provide memory for and create an ARB. The following Aprl/Cs calls must
then be coded:

1. Call bcyvAa00 with request code 0101H to open the Alert Api/Cs.

2. Call bcJva00 with request code 0102H to send the application alert data to
NetView and/or NetView/PC.

3. Call bcsva00 with request code 0104H to close the Alert ArI/Cs.

Extensive checking of the alert NMvT is done by NetView/PC to ensure that the alert
NMVT is correct before it is sent. The checks provide return code (Rc), error class,
and error type information that can be used for debugging during application devel-
opment. The error indications are provided in the ARB. The ARB contains primary
and secondary RC, error class, and error type fields. When the primary Rc, class,
or type is non-zero, the secondary error RG, class, and type fields should be
checked to determine the cause of the error indication. The Alert Router sec-
ondary codes identify problems with the alert NMVT syntax before the alert NMVT is
sent to the host.

Be sure that support for the alerts you plan to send is provided in NetView, either

by 1BM-provided support or by user-defined alerts. NetView/PC will not reject alerts
that are not supported by the receiving NetView.
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Alert ARB

NetView supports non-generic alerts in one of the four following ways:

. Default support — hexadecimal display of alert subvectors

. 1BM stored screen support — formatted displays shipped with NetView
. Modified screen support — user-modified formatted displays

. User-defined — formatted displays defined by the user.

User exits may also be used to display alert data.

The format of the Alert ARB, and a description of the ARB fields follows:

Disp Lgth Name Description

0 04 ARBID A 4-character constant that is used by the ApI/CS to verify the start
of the ARB and serves as an ‘eye catcher’ in a storage dump. The
4-character constant ‘ARB1’ must be stored in the ARBID field.

4 02 REQUEST CODE A word (2-byte Intel Word (W)) request identifier. Each request
has a unique code that must be stored in the ARB by the Applica-
tion. The first byte identifies the function and the second byte
identifies the request.

6 01 ARB LENGTH The iength (44) of the ARB for this Api/Cs function. The length must
be stored into the ARB by the application.

7 02 Reserved Reserved and must be initialized to binary zeros.

9 02 Return Code An indicator of the degree of success in performing the request.

1 02 Class The error class.

13 02 Type The error-type.

15 04 MVADDR A 4-byte (word offset and word segment) address pointing to a
buffer that contains the Alert major vector that is to be sent to
NetView. See Appendix B, “Alert Major Vector Formats” on
page 77.

19 01 MVTARG - (B[H|L) Character (1) keyword that indicates whether the Alert is
to be sent to the local (L) network manager (NetView/PC), to the
host (H) network manager (NetView), or to both (B). Defaults to B
if not specified or if an invalid value is specified.

Secondary return code, class, and type are in the following fields.
They are an indicator of the degree of success of the functions
used by the APi/Cs in performing the users request. They are pro-
vided for problem determination and problem isolation of prob-
lems experienced by the users of the APi/cS. When the primary
RC, class, and type are non-zero, check the secondary Rcs,
classes, and types, and take appropriate action.

20 02 A]ert RC Return code from the NetView/PC Alert Manager.

22 02 Alert Error Class  Error class from the NetView/PC Alert Manager.

24 02 Alert Error Type  Error type from the NetView/PC Alert Manager.

26 02 Alert Router RC Return code from the Alert Router.

28 02 Alert Router Error class from the Alert Router.

Error Class
30 02 Alert Router Error type from the Alert Router.
Error Type

32 02 Host RC Return code about host communications.

34 02 Host Error Class  Error class about host communications.

36 02 Host Error Type Error type about host communications.

38 02 Reserved Reserved

Figure 7 (Part 1 of 2). Alert ARB
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Disp Lgth Name Description
40 02 Reserved Reserved
42 02 Reserved Reserved

Figure 7 (Part2 of 2). Alert ARB

Primary Alert API/CS Return Codes

The meaning of the return code, class, and type combinations is described in the

following table:

Description

Request processed without error

Invalid request

Storage not available

Unexpected error. See other return codes for furtherexplanation

NetView/PC Alert Manager not available

NetView/PC Alert Manager and host session are not available

The function has already been opened

The function has not been opened

Alert Router is currently not available

Host session not available

Request processed without error for NetView/PC Alert Manager, but
did not process for host

Return Class Type
Code Field Field
0000 0000 0000
0008 0001 0047
0008 0002 0009
0008 0008 0008
0008 0008 0086
0008 0012 0036
0008 0017 0070
0008 0065 0070
0008 0096 0098
0008 0098 0096
0008 0117 0115
0008 0117 0116

Request processed without error for host, but did not process for, or
received a warning from, the NetView/PC Alert Manager

Figure 8. Primary Alert API/CS Return Codes

Secondary Alert API/CS Return Codes

The meaning of the return code, class, and type combinations is described in the

following table:

Description

Request processed without error

Invalid NMVT length

Invalid NMVT key field

File write access locked

Invalid record (journal)

Date/Time subvector data invalid

Basic subvector data invalid

PSID subvector data invalid

Hierarchy Names subvector data invalid

NetView/PC Alert subvector data invalid

Text subvector data invalid

Invalid character for Ascll to EBCDIC translation

Return Class Type
Code Field Field
0000 0000 0000
0008 0001 0019
0008 0001 0023
0008 0001 0024
0008 0001 0026
0008 0001 0040
0008 0001 0041
0008 0001 0042
0008 0001 0043
0008 0001 0044
0008 0001 0045
0008 0001 0136
0008 0001 0144

Detail qualifier subvector data invalid

Figure 9 (Part 1 of 3). Secondary Alert API/CS Return Codes
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Return Class Type Description

Code Field Field

0008 0001 0147 LAN subvector data invalid

0008 0002 0040 Date/Time subvector missing

0008 0002 0041 Basic subvector missing

0008 0002 0042 PSID subvector missing

0008 0002 0043 Hierarchy Names subvector missing

0008 0002 0044 NetView/PC Alert subvector missing

0008 0002 0160 Hierarchy resource list subvector missing
0008 0002 0162 Link station data subvector missing

0008 0002 0163 Generic alert data subvector missing
0008 0002 0164 Probable cause subvector missing

0008 0002 0165 User cause subvector missing

0008 0002 0166 Install cause subvector missing

0008 0002 0167 Failure cause subvector missing

0008 0002 0168 Undetermined cause subvector missing
0008 0002 0169 Detailed data subvector missing

0008 0002 0170 Self-defining text message subvector missing
0008 0003 0040 Duplicate Date/Time subvector

0008 0003 0041 Duplicate Basic subvector

0008 0003 0042 Duplicate psiD subvector

0008 0003 0043 Duplicate Hierarchy Names subvector
0008 0003 0044 Duplicate NetView/PC Alert subvector
0008 0003 0045 Duplicate Text subvector

0008 0003 0144 Duplicate Detail Qualifier subvector

0008 0003 0147 Duplicate LAN subvector

0008 0003 0160 Duplicate Hierarchy resource list subvector
0008 0003 0162 Duplicate Link station data subvector
0008 0003 0163 Duplicate Generic alert data subvector
0008 0003 0164 Duplicate Probable cause subvector

0008 0003 0165 Duplicate User cause subvector

0008 0003 0166 Duplicate Install cause subvector

0008 0003 0167 Duplicate Failure cause subvector

0008 0003 0168 Duplicate Undetermined cause subvector
0008 0003 0169 Duplicate Detailed data subvector

0008 0003 0170 Duplicate Self-defining text message subvector
0008 0008 0008 Unexpected error. See other return codes for furtherexplanation
0008 0008 0023 Major vector key field format error

0008 0008 0040 Date/Time subvector format error

0008 0008 0041 Basic subvector format error

0008 0008 0042 PSID subvector format error

0008 0008 0043 Hierarchy Names subvector format error
0008 0008 0044 NetView/PC Alert subvector format error
0008 0008 0045 Text subvector format error

Figure 9 (Part 2 of 3). Secondary Alert AP1/CS Return Codes
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Return Class Type Description

Code Field Field

0008 0008 0096 NetView/PC Alert Manager not available

0008 0008 0144 Detail Qualifier subvector format error

0008 0008 0147 LAN subvector format error

0008 0008 0160 Hierarchy resource list subvector format error
0008 0008 0162 Link station data subvector format error

0008 0008 0163 Generic alert data subvector format error

0008 0008 0164 Probable cause subvector format error

0008 0008 0165 User cause subvector format error

0008 0008 0166 Install cause subvector format error

0008 0008 0167 Failure cause subvector format error

0008 0008 0168 Undetermined cause subvector format error

0008 0008 0169 Detailed data subvector format error

0008 0008 0170 Self-defining text message subvector format error
0008 0012 0068 File 170 error

0008 0065 0078 CP—PU not active; retry

0008 0098 0009 Storage not available

0008 0098 0068 Security file not available

0008 0098 0096 Host session not available

0008 0159 0002 Dependent key missing

0008 0159 0023 Key dependency error

0008 0159 0040 Date/Time subvector key dependency error

0008 0159 0041 Basic subvector key dependency error

0008 0159 0042 PSID subvector key dependency error

0008 0159 0043 Hierarchy Names subvector key dependency error
0008 0159 0044 NetView/PC Alert subvector key dependency error
0008 0159 0045 Text subvector key dependency error

0008 0159 0144 Detail Qualifier subvector key dependency error
0008 0159 0147 LAN subvector key dependency error

0008 0159 0160 Hierarchy resource list subvector key dependency error
0008 0159 0162 Link station data subvector key dependency error
0008 0159 0163 Generic alert data subvector key dependency error
0008 0159 0164 Probable cause subvector key dependency error
0008 0159 0165 User cause subvector key dependency error

0008 0159 0166 Install cause subvector key dependency error

0008 0159 0167 Failure cause subvector key dependency error
0008 0159 0168 Undetermined cause subvector key dependency error
0008 0159 0169 Detailed data subvector key dependency error
0008 0159 0170 Self-defining text message subvector key dependency error

Figure 9 (Part 3 of 3). Secondary Alert APl/CS Return Codes
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Open the Alert API/CS

Purpose: To allow an application to use the ApI/Cs to send alerts to NetView.
Setting Up:

Provide memory for an ARB.

Store “ARB1” in the ARBID field of the ARB.

Store request code 0101H in the request code field of the ARB.

Set the segment and offset register pair (AXx—Dx) to point to the start of the
ARB.

CALL DCJVAQ0

On Return: Check Ax and Dx registers and the rc. Code the application to take
action appropriate for each Rc.

Rl

Send an Alert

Purpose: To send an alert to NetView/PC and/or to NetView.
Setting Up:

1. Check that the Api/CS has been opened successfully.

2. Provide memory for a buffer.

Format the alert data in the buffer as an alert major vector. See
Appendix B, “Alert Major Vector Formats” on page 77 for building
NetView/PC alerts.

Store the address of the alert major vector in the MvADDR field of the ARB.
Store B (both), H (host), or L (local) in the MVTARG field of the ARB.

Store request code 0102H in the request code field of the ARB.

Set the segment and offset register pair (Ax—DXx) to point to the start of the
ARB.

CALL DCJVAO00

@

No oM

On Return: Check Ax and Dx registers and the Rc. Code the application to take
action appropriate for each Rc.

Close the Alert API/CS

Purpose: To terminate the use of the send alert function of the Api/Cs.
Setting Up:

1. Store request code 0104H in the request code field of the ARB.
2. Set the segment and offset register pair (AX—DX) to point to the start of the
ARB.

CALL DCJVAQO

On Return: Check Ax and Dx registers and the RC. Code the application to take
action appropriate for each Rc.
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Chapter 4. Operator Communications Subroutine Calls

The Operator Communications (0C) Api/Cs allows an application program to turn on
icon “pP” in the NetView/PGC icon window to indicate that the pos partition should
be selected. The application must turn off the icon when the purpose for turning
the icon ‘on’ is no longer valid. The icon will stay ‘on’ until it is turned ‘off’ by the
application or until the Operator Communications API/CS is closed.

The request codes used for the Operator Communications ApI/Cs and descriptions

are:

0201H
0207H
0208H
0204H

Open the Operator Communications API/CS

Write the icon ‘DP’ to the NetView/PC icon window
Clear the icon from the NetView/PC icon window
Close the Operator Communications API/CS

To use the API/CS to turn on the Dos Partition icon in the icon window of the operator
display, the following ApPI/Cs calls must be coded:

1.

w

Call pcyvo00 with request code 0201H to open the Operator Communications

API/CS.

icon window
Call bcyvo00 with request code 0208H to clear the icon.

Call pcuvo00 with request code 0204H to close the Operator Communications
API/CS when there is no more need for the “DpP” icon on the NetView/PC oper-
ator display to be on.

Operator Communications ARB .
The format of the Operator Communications ARB, and a description of the ARB

fields follows:

. Call pcJvo00 with request code 0207H to Write the icon ‘DP’ to the NetView/PC

Disp Lgth Name Description

0 04 ARBID A 4-character constant that is used by the Api/Cs to verify the start
of the ARB and serves as an ‘eye catcher’ in a storage dump. The
4-character constant ‘ARB2’ must be stored in the ARBID field.

4 02 REQUEST CODE A word (2-byte Intel Word (W)) request identifier. Each request
has a unique code that must be stored in the ARB by the Applica-
tion. The first byte identifies the function and the second byte
identifies the request.

6 o1 ARB LENGTH The length (15) of the ARB for this Apics function. The length must
be stored into the ARB by the application.

7 02 Reserved Reserved and must be initialized to binary zeros.

9 02 Return Code An indicator of the degree of success in performing the request.

1" 02 Class The error class.

13 02 Type The error type.

Figure 10. Operator Communications ARB
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Operator Communications API/CS Return Codes
The meaning of the return code, class, and type combinations is described in the

following table:

Return Class Type Description

Code Field Field

0000 0000 0000 Request processed without error

0008 0001 0047 Invalid request

0008 0002 0009 Storage not available

0008 0017 0070 The function has already been opened
0008 0065 0070 The function has not been opened

Figure 11. Operator Communications API/CS Return Codes

Open the Operator Communications API/CS

Purpose: To allow an application to use the ApI/Cs to control the Dos icon “DP” on

line 25 of the NetView/PC display.

Setting Up:

1. Provide memory for an ARB.

2. Store “ARB2” in the ARBID field of the ARB.

3. Store request code 0201H in the request code field of the ARB.

4. Set the segment and offset register pair (AX—DX) to point to the start of the
ARB.

CALL DGCJVO00

On Return: Check Ax and px registers and the rRc. Code the application to take

action appropriate for each RC.

Write the Icon ‘DP’

to the NetView/PC Icon Window

Purpose: To allow the application to turn on the pos Partition icon “DP” in the icon

window on line 25 of the NetView/PC operator display panel.

Setting Up:

1. Check that the Api/CS has been opened successfully.

2. Store request code 0207H in the request code field of the ARB.

3. Set the segment and offset register pair (AX—DX) to point to the start of the
ARB.

CALL DCJVO00

On Return: Check Ax and Dx registers and the Rc. Code the application to take
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Clear the Icon from the NetView/PC Icon Window

Purpose: To allow the application to turn off the pos Partition icon “DP” in the icon
window on line 25 of the NetView/PC operator display panel.

Setting Up:

1. Check that the API/Ccs has been opened successfully.

2. Store request code 0208H in the request code field of the ARB.

3. Set the segment and offset register pair (Ax—DX) to point to the start of the
ARB.

CALL DCJVOQ00

On Return: Check Ax and DX registers and the Rc. Code the application to take
action appropriate for each Rc.

Close the Operator Communications API/CS

Purpose: To terminate the use of the Operator Communications function of the
API/CS.

Setting Up:

1. Store request code 0204H in the request code field of the ARB.
2. Set the segment and offset register pair (AX—DX) to point to the start of the
ARB.

CALL DCJVO00

On Return: Check ax and DX registers and the Rc. Code the application to take
action appropriate for each Rc.
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Chapter 5. Service Point Command Facility (SPCF)
Subroutine Calls

NetView/PC™ api/cs provides the capability for application programs executing in
the Dos partition in NetView/PC, to:

* Receive any unparsed command from NetView and respond to the command
¢ Send unsolicited messages to a NetView operator

* Receive a RUNCMD message from a NetView operator and respond to the
message

See Chapter 6, “SPCF Build and Parse” on page 47 for a description of the parse
and build facilities provided by Apl/cs for the following NetView™ Release 2
commands:

¢ LINKDATA
® LINKPD
® LINKTEST

¢ RUNCMD

The NetView commands are described in NetView Operation, SC30-3364. The
API/CS supported commands are also described in “API/CS Supported NetView
Commands” on page 89.

When applications use the API/CS to receive a supported NetView command, the
unparsed command NMVT is passed to the application by the SPCF API/CS subroutine.
The application must interpret the meaning of the received command and construct
an NMvT to respond to the command.

The spCF Subroutine will support applications written for the version 1.0 ARB. It will
use additional request codes and ARB fields to support the new version 1.1 func-
tions.

APl/Cs has provided Build and Parse requests to help interpret received commands
and to construct response NMvTs. For information about using the Build and Parse
API/CS functions, see Chapter 6, “SPCF Build and Parse.”

The API/CS also provides for the transportation of messages from and replies to a
user-supplied Data Services Task (DsST) invoked from an Operator Services Task
(osT) running under NetView in the host.

The request codes used by the sPcF API/CS and descriptions are:

0301H Open the SPCF API/CS

0302H Send a RUNCMD response

0303H Receive a RUNCMD message

0304H Close the sPCF API/CS

0309H Receive a command. An unparsed command NMVT, if present, is

returned. The application is required to parse the NMvT to determine
the command.
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030AH Send a message. An unsolicited message is sent to a NetView oper-
ator from a file or from a buffer,

030BH Send a command response. The response NMVT is sent to NetView as
received from the application. The application is required to format
the NMVT.

030CH Send error sense The application has the option of sending error
sense data provided by NetView/PC or sending user-defined error
sense data.

When each command or message is received, a correlator is returned to the appli-
cation in the Recvcorr field of the ARB. The correlator of the message must be
stored in the SENDCORR field of the ARB when responses are sent. Up to eight (8)
commands may be received before the application must send a response. The
application must save the correlator for each command and ensure that the correct
correlator is used for the response.

The application program using the API/CS is responsible for ensuring that the
response correlator (SENDCORR field in the ARB) matches the command that is being
responded to, and for ensuring that the response data text is correct. See
Resource Definition Guide, Resource Definition Reference, IBM NetView/PC Plan-
ning and Operation Guide, and NetView Administration Reference for a description
of requirements to communicate with NetView.

RUNCMD response messages may be contained in message files which conform to
the file and message format of Ez—vu messages or may be passed from the pos
application to the API/CS to be sent to NetView.

RUNCMD response messages to be sent from a message file must be in the same
subdirectory with the NetView/PC message file. The file name is in the form
cccc.MSG. See EZ— VU Il Development Facility for the IBM PC.

Message files may be created with most popular i1BM PC editors.

A message must begin with the 4-character numeric message identifier terminated
with a blank. The blank may be followed by up to 65 characters of text terminated
by the string X'0DOA" (carriage return, line feed).

RUNCMD response messages from the application are passed to the Api/CS in a
buffer. The application specifies whether the message data is to be translated
from Ascit to EBCDIC before it is sent. If translation is not requested, only one
message of up to 478-bytes may be sent. If translation is requested, several mes-
sages may be put in the one 478-byte message buffer. See “Translation of NMVT
Data Fields” on page 72 for a description of the translation performed.

Use the physical unit (Pu) name for NetView/PC as the service point name to send
messages or commands to the target NetView/PC.

The applications using the API/Cs subroutines must also open the SPCF API/CS with a
name known to programs and/or operators that will be communicating with the
applications.

To send unsolicited messages to an operator, the application must know the opera-
tor’'s NetView logon name.
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To use the API/CS to receive commands and messages from a NetView operator and
send messages or respond to commands, code the application to perform the fol-
lowing steps and subroutine calls:

1. Construct an ARB with ARB LENGTH set to 903
2. Call pcuvc00 with request code 0301H to open the Service Point Command
Facility ApPI/CS.
3. Call pcuvc00 with the appropriate receive request code
* Receive a RUNCMD message
* Receive a command
Store the correlator of the received command in the SENDCORR field of the ARB.
5. Call pcuvc00 with the appropriate request code to send a response
¢ Send a RUNCMD response message
¢ Send a command response
¢ Send error sense
6. Call pcuvc00 with request code 0304H to close the SPCF API/CS

>

Note: If data is required to be sent to the host in a format not supported by the
RUNCMD, an Operator Services Task (0sT) and Data Services Task (DST) can
be written and installed on NetView to provide the unique support required.
See the sample programs Appendix J, “NetView Sample Programs” for
guidance on how to provide the unique support. Required resources must
have been defined (see “Where to Find More Information” on page vi)
whether the RUNCMD is used or user-supplied command processors are used.

SPCF ARB
The format of the SPCF ARB, and a description of the ARB fields follows:
Disp Lgth Name Description
0 04 ARBID A 4-character constant that is used by the API/CS to verify the start

of the ARB and serves as an ‘eye catcher’ in a storage dump. The
4-character constant ‘ARB3’ must be stored in the ARBID field.

4 02 REQUEST CODE A word (2-byte Intel Word (W)) request identifier. Each request
has a unique code that must be stored in the ARB by the Applica-
tion. The first byte identifies the function and the second byte
identifies the request.

6 01 ARB LENGTH The length (90) of the ARB for this ApPi/CS function. The length must
be stored into the ARB by the application. The length must be 90
if request codes 0309H, 030AH, 030BH, and 030CH will be used.
The length may be 67 if only request codes 0301H, 0302H, 0303H,
and 0304H will be used.

7 01 PARSE ID A 1-byte field returned by the ApI that contains the least signif-
icant byte of the major vector (Mv) key of the command NMmvT.
01 Reserved Reserved and must be initialized to binary zeros.
9 02 Return Code An indicator of the degree of success in performing the request.
11 02 Class The error class.
13 02 Type The error type.
15 08 TARGET NAME A 1to 8-character application name that the application is known

as.

Figure 12 (Part 1 of 3). SPCF ARB

3 ARB LENGTH may be set to 67 for Receive a RUNCMD call.
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Disp

Lgth

Description

23

01

MSGTYPE

(B|F) Character (1) keyword that indicates whether the message
data to be sent is in a buffer or is in a message file. When
MSGTYPE = ‘B’, the message data to be sent is in a buffer. When
MSGTYPE = ‘F', the message data to be sent is in a file.

24

04

Msgfile

When MSGTYPE = ‘F’, Msdfile contains the 4-character name of
the message file that contains the message to be sent to
NetView. The 4-character file name must be in the form required
by Ez-vu.

28

04

Msgnum

A 4-character numeric message identifier of the reply message in
the file named in the Msdfile field. The 4-character message
identifier must be in the form required by Ez-vu. Leading char-
acter zeros are required for numbers less than 4 characters long.
Message data from the file is translated from Ascii to EBCDIC
before it is sent. Must be zero if no message data is to be sent
from a file or if message data to be sent is contained in a buffer
pointed to by Msgbuff.

32

02

MBlength

A word (16-bit integer) length of the data to be sent from the
buffer pointed to by the Msgbuff field. Must be equal to or less
than 473 if Convert is ‘N’. Not examined if Convert is 'Y’ because
the length is computed from the message list lengths and the
Msgcount. Not examined for Send a Command Response
(030BH) and Send Error Sense (030CH) requests.

34

02

Msgcount

A word (16-bit integer) count of the messages to be sent from the
message buffer pointed to by the Msgbuff field. Must be zero if
message data to be sent is contained in a message file. Must be
one if the Convert field is ‘N’.

36

o

Convert

(N|Y) Character (1) keyword that indicates whether RUNCMD
response message data is to be translated from Asclt to EBCDIC
before it is sent, or not (N) translated. The NetView RUNCMD will
not handle unconverted (‘N’) reply messages. When Convert =
‘N’, the message data will be sent as is. Anything other than ‘Y’
will cause the data NOT to be translated (default to ‘N’). This field
is only used for 0303H requests.

37

04

Msgbuff

A 4-byte (word offset and word segment) address pointing to a
buffer that contains message data to be sent.

41

01

Cmdigth

A 1-byte length of the received message and pointed to by the
Command field of this ARB. The command length is set to 0 for a
Receive a Command (0309H) request and the application must
parse the NMvT to get the length.

42

04

Command

A 4-byte (word offset and word segment) address pointing to a
buffer that contains the received message. The area size is 256
bytes if the command received is a RUNCMD, otherwise the size is
512 bytes.

46

10

Recvcorr

A 10-byte hex correlator. The unique correlator of the last
message returned for a receive call. It must be stored in the
SENDCORR field of the ARB when the reply is sent.

56

10

SENDCORR

The 10-byte correlator of the message this send reply call is
replying to. The correlator is used to associate the reply
message with the received message (Required for send calls).
This field is ignored with ‘Send a Message’ (030AH) requests.

66

01

Force

(N|Y) Character (1) keyword used with cLOSE that indicates
whether messages and commands destined for the application
will be discarded. ‘Y’ causes queued messages and commands
to be discarded and error sense is sent to the host by the Api/Cs.
Anything other than ‘Y’ returns a return code.

Figure 12 (Part 2 of 3). SPCF ARB
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Disp Lgth Name Description

The following fields are used with request codes 0309H, 030AH,
030BH, and 030CH.

67 08 Operator Name An 8-Character name of the NetView Operator who will receive
the unsolicited message.

75 02 Putreply length A word (16-bit integer) length of the overall NMvT to be sent to the
NetView Host. The size must not exceed 504 bytes.

77 04 Putreply A 4-byte (word offset and word segment) address pointing to a
buffer that contains the reply NMVT to be sent to the NetView Host.
Used when the application chooses to send a response NMVT to
the Host.

81 01 SENSETYPE A 1-byte (8-bit integer) value that determines the sense code that
will be sent back to the NetView Host when the Send Error Sense
(X'030C') request code is used. This field is required for the
Send error sense request. See Figure 15 on page 44 for values.

82 01 LCCSTAT A 1-byte (8-bit integer) value of the secondary sense code that
will be sent back to the NetView Host when the Send error sense
(X'030C') request code is used. This field is optional for the
Send error sense request and must be set to X'00' if not used.
See Figure 16 on page 45 for values.

83 01 Error Detail A 1-byte (8-bit integer) value of the error detail that will be sent
back to the NetView Host when the Send error sense (X'030C")
request code is used. This field is optional for the Send error
sense request and must be set to X'00' if not used. See
Figure 17 on page 45 for values.

84 04 User sense A 4-byte binary user string sense code. The sense code must
conform to SNA sense codes. This field is used if the SENSETYPE is
0.

88 01 SV Key A 1-byte binary field to put the key of the subvector with the error
in. This field is optional and must be set to 0 if not used.

89 01 SF Key A 1-byte binary field to put the key of the subfield with the error

in. This field is optional and must be set to 0 if not used.

Figure 12 (Part 3 of 3). SPCF ARB

SPCF API/CS Return Codes
The meaning of the return code, class, and type combinations is described in the
following table:

Return Class Type Description

Code Field Field

0000 0000 0000 Request processed without error

0002 0000 0000 SPCF Request Queue is empty

0008 0001 0019 Invalid NMvT length

0008 0001 0047 Invalid request

0008 0001 0072 Invalid MSGTYPE

0008 0002 0068 File not found

0008 0002 0072 Message not found

0008 0017 0070 The function has already been opened
0008 0023 0001 Invalid Correlator

0008 0023 0065 Correlator has been inactivated due to Host Session Recovery
0008 0047 0146 No received command outstanding

Figure 13 (Part 1 of 2). SPCF API/CS Return Codes

Chapter 5. Service Point Command Facility (SPCF) Subroutine Calls 39



Return Class Type Description

Code Field Field

0008 0049 0009 Storage Not Available

0008 0051 0095 Requests still queued

0008 0065 0070 The function has not been opened

0008 0076 0098 Receive a RUNCMD message (X'0303') call was issued, however no
RUNCMD is in the Queue. Issue Receive a command (X'0309') call.

0008 0098 0096 Host session not available

0008 0148 0002 Message or command outstanding

0008 0148 0146 Too many “Receive.” calls outstanding

Figure 13 (Part 2 of 2). SPCF API/CS Return Codes

Open the SPCF API/CS

Purpose: To allow an application to use the spcrF functions of the Apl/Cs to communi-
cate with the host.

Setting Up:

Provide memory for an ARB.

Store “ARB3” in the ARBID field of the ARB.

Store 90% in the ARB LENGTH field of the ARB.

Store the application name in the TARGET NAME field of the ARB

Store 0301H in the REQUEST CODE field of the ARB

Set the segment and offset register pair (AX—-Dx) to point to the start of the
ARB.

CALL DCJVC00

On Return: Check Ax and Dx registers and the RC. Code the application to take
action appropriate for each Rc.

o0k omn =

Receive a RUNCMD message
Purpose: To receive a message from an operator or a CLIST.
Setting Up:

1. Check that this Api/ICS ARB has been opened successfully.

2. Store 0303H in the REQUEST CODE field of the ARB

3. Set the segment and offset register pair (Ax—Dx) to point to the start of the
ARB.

CALL DCJVCO00
On Return:

1. Check Ax and Dx registers and the RC. Code the application to take action
appropriate for each error Rc.
2. Perform processing appropriate for the message received.

Data fields and ARB displacements returned:

Cmdigth (41)
Command (42)
Recvcorr (46)

40 NetView/PC™ API/CS



You must document for the NetView operator, the format and content of RUNCMD
messages received and response messages sent. NetView/PC, API/CS, and
NetView only provide for the transportation of the messages, they do not define
message content.

Send a RUNCMD response

Purpose: To send a response to a RUNCMD message.
Setting Up:

1. Check that this API/CS ARB has been opened successfully.
2. Store 0302H in the REQUEST CODE field of the ARB
3. If a message is to be sent from a message file, then set up the following
ARB fields
a. MSGTYPE to F (file)
b. Msgfile with the 4-character name of the message file that contains
the message to be sent to NetView
c. MSGID with the 4-character number of the message in the message
file
4. If a message is to be sent from a message buffer, and the message is to
be translated then set the following ARB fields:
a. MSGTYPE to B (buffer)
b. Msgbuff to the address of the message buifer
c. Msgcount to the number of messages to be sent from the message
buffer
d. Convertto 'Y’
5. If a message is to be sent from a message buffer, and the message is
NOT to be translated then set the following ARB fields:
a. MSGTYPE to B (buffer)
b. Msgbuff to the address of the message buffer
c. Msgcount to 1
d. MBlength to the message length
e. Convert to ‘N’
6. Store the Recvcorr correlator from the received RUNCMD in the SENDCORR
field of the ARB. '
7. Set the segment and offset register pair (AXx—Dx) to point to the start of the
ARB.

CALL DCJVCO00

On Return: Check Ax and DX registers and the Rc. Code the application to take
action appropriate for each Rc.

To send unformatted data to the host, you must provide a NetView command
processor that can handie the unformatted data (X'1308') major vector key. See
Appendix J, “NetView Sample Programs” for command processor source code
listings. To use the sample programs to handle unformatted data, add code to
“NetView Sample Data Services Command Processor (DSCP)” on page 371, at
label MV1309 on page 382, to handle your unique requirements.

To send message IDs and replacement text to NetView, your application must build
the NMvT in the form shown in Figure 59 on page 96 and include the X'0A' sub-
vector, as shown in Figure 79 on page 104. You must then send the RUNCMD
response NMVT as described in “Send a Command Response” on page 43.
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RUNCMD Response Message Buffer

The format of the message buffer pointed to by the Msgbulff field of the ARB when
CONVERT is ‘Y’ and MSGTYPE is 'B’ is shown in the following table. Several mes-
sages in the buffer may be sent. The application sets the Msgcount field of the ARB
to the number of messages in the message buffer to be sent. Each message is
preceded by a one-byte length field (L) that contains the length of the message.
The length of each message must be equal to or less than 253 bytes.

Message data must be in Ascll upper case.
The sum of all the lengths fields, for the number of messages to be sent as speci-

fied by the Msgcount field of the ARB, must be equal to or less than 478 minus 2
times Msgcount.

L1 Message Data
L2 Message Data
Ln Message Data

Figure 14. Message buffer format when Convert = ‘Y’

Where: Msgcount = n

L1 + L2 .. + Ln =< 478 — (2 X Msgcount)

Send a Message

42

Purpose: To send an unsolicited message to a NetView Operator from a file or from
a buffer.

Setting Up:

1. Check that this Ari/cs ARB has been opened successfully.
2. Store 030AH in the REQUEST cODE field of the ARB
3. If a message is to be sent from a message file then, set up the following
ARB fields
a. MSGTYPE to F (file)
b. Msgfile with the 4-character name of the message file that contains
the message to be sent to NetView
¢. MSGID with the 4-character number of the message in the message
file
4. |If a message is to be sent from a message buffer then, set the following
ARB fields:
a. MSGTYPE to B (buffer)
b. Msgbuff to the address of the message buffer
c. Msgcount to the number of messages to be sent from the message
buffer
d. Convert to ‘Y’ (yes)
5. Store the NetView operator’s name in the Operator Name field of the ARB.
6. Set the segment and offset register pair (Ax—Dx) to point to the start of the
ARB.

CALL DCJVCO0
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On Return:

1. Check Ax and px registers and the Rc. Code the application to take action
appropriate for each error RC.

Note: The “Convert” field is ignored. All unsolicited messages to the Host are
converted.

Receive a Command

Purpose: Receive an unparsed command NMVT. The application is required to
parse the NMvT to determine the command.

Setting Up:

1. Check that this AplI/CS ARB has been opened successfully.

2. Store 0309H in the REQUEST cODE field of the ARB

3. Set the segment and offset register pair (Ax—Dx) to point to the start of the
ARB.

CALL DCJVCO00
On Return:

1. Check Ax and px registers and the rc. Code the application to take action
appropriate for each error RcC.
2. Perform processing appropriate for the command received.

Data fields and ARB displacements returned:

PARSE ID (7)
Command (42)
Recvcorr (46)

Send a Command Response

Purpose: Send a response to a command from NetView. The response NMVT is sent
to NetView as received from the application. The application is required to
format the NMVT.

Setting Up:

1. Check that this API/CS ARB has been opened successfully.

2. Store 030BH in the REQUEST cODE field of the ARB

3. Store the Recvcorr correlator from the received command in the
SENDCORR field of the ARB.

4. Store the length of the response NMVT in the Putreply length field of the

ARB.

Store the address of the response NMvT in the Putreply field of the ARB.

6. Set the segment and offset register pair (AXx—DX) to point to the start of the
ARB.

CALL DCJVCO00

o

On Return:

1. Check Ax and px registers and the rc. Code the application to take action
appropriate for each error Rc.
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Send Error Sense

Purpose: Send error sense data to NetView in response to a command. The sense
data may be defined by the application. The X'7D"' subvector is used.

Setting Up:

Check that this API/CS ARB has been opened successfully.
Store 030CH in the REQUEST coDE field of the ARB
Store the Recvcorr correlator from the received command in the

Store the appropriate values in the following ARs fields:
SENSETYPE (See Figure 15)
LCCSTAT (See Figure 16 on page 45)
Error Detail (See Figure 17 on page 45)

Set the segment and offset register pair (AX—Dx) to point to the start of the

1.
2.
3.
SENDCORR field of the ARB.
4.
User sense
sv Key
SF Key
! 5.
ARB.
CALL DCJVCO00
On Return:

1. Check ax and Dx registers and the Rc. Code the application to take action
appropriate for each error Rc.

Defined SENSETYPE values

Value Sense
Data Description

0 User sense A user specified sense code is returned to the requestor. The user
sense field in the ARB is used to give the user sense code to the Host
and must conform to SNA sense codes.

1 X'084B 0003 The target manager is not available

2 X'1003 000D* The request is not accepted or supported by the target.

3 X'081C OnOm' The request is accepted by the target, but error(s) occurred during exe-
cution. n=LCCSTAT Figure 16 on page 45 and m=Error Detail ARB
fields. See Figure 17 on page 45 for defined values.

4 X'086F 0001’ Invalid major vector (Mv) length.

5 X'086D 0601 Required sr (X'01') missing in sv (X'06').

6 X'080C 0006’ Command subvector not recognized.

7 X'086C 3100 Execute command subvector missing. .

8 X'086C 8000 Test setup data subvector missing.

9 X'0806 0001 Resource unknown.

10 X'086A svsf' SF (X'sf') key is invalid for sv (X'sv'). Use ARB fields sv Key and sF Key
to show which subfield in which subvector is in error.

11 X'086B svsf' SF (X'sf') value is invalid for sv (X‘sv'). Use ARs fields sv Key and sF
Key to show which subfield in which subvector is in error.

12 X'086F sv05' Subvector (X'sv') length error. Use ARB field sv Key to show which

Figure 15 (Part 1 of 2)
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Value Sense
Data Description

13 X'086F sf06' Subfield length error. Use ARB field SF key to show which subvector
contains the subfields in error.

Figure 15 (Part 2 of 2). SENSETYPE Values, Data and Descriptions

Defined LCCSTAT Values

Value Description

1 The link connection component (Lcc) and/or the configuration file have recovered from the
error. They are in a state prior to the execution of the command.

2 The Lcc and/or configuration file are in an unpredictable state.

Figure 16. Defined LCCSTAT Values

Defined Error Detail Values

Value Description

1 Memory error.

2 File access error.
3 LCCI error.

4 Process error.

Figure 17. Defined Error Detail Values

Close the SPCF API/CS

Purpose: To terminate the use of the spCF functions of the API/CS. The resources
reserved for the application that ‘opened’ the interface are freed by the spcF
communications functions.

The Apics can be forced closed (Force="'Y’) to cause error sense to be sent
to the host for all outstanding sPCF commands or messages.

Setting Up:

1. Check that this AP/CS ARB has been opened successfully.

2. Store 0304H in the REQUEST CODE field of the ARB

3. If you want to force close the sPCF API/CS, store ‘Y’ in the Force field of the
ARB

4. Set the segment and offset register pair (AXx—DX) to point to the start of the
ARB.

CALL DCJVCO00

On Return: Check Ax and px registers and the Rc. Code the application to take
action appropriate for each Rc.
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Chapter 6. SPCF Build and Parse

This subroutine is used to parse the NetView™ Release 2 commands:
® LINKDATA
¢ LINKPD
® LINKTEST
® RUNCMD
and to build responses to the NetView™ Release 2 commands:
® LINKDATA
® LINKPD
¢ LINKTEST

Note that this subroutine does not build a NMvT for the RUNCMD response message.

The NetView commands are described in NetView Operation, SC30-3364. The
API/CS supported commands are also described in “API/CS Supported NetView
Commands” on page 89. The subroutine performs the functions:

e Parse

Parse a received sPCF NMVT and provide pointers to the NMvT data in the
returned ARB .

¢ Build

Build a Response to an sPCF Link command using data pointed to by fields
in the ARB or stored in fields in the ARB.

The Link commands supported are LINKPD(8062 major vector key), LINKDATA(8063
major vector key) and LINKTEST(8064 major vector key). The subroutine will function
with the spcF interface (ARBID = ARB3) open or closed. See “APY/CS Supported
NetView Commands” on page 89 for a description of the supported commands.

The Build and Parse subroutine is used to:

1. Parse NMvTs returned by API/CS “Receive a command” (0309H) requests
2. Build a response NMvT that will be sent by a “Send a command response”
(030BH) request.

Parse

Parse SPCF Command ARB

The format of the Parse SPCF Command ARB, and a description of the ARB fields
follows:
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Disp

Lgth

Name

Description

04

ARBID

A 4-character constant that is used by the api/cs to verify the start
of the ARB and serves as an ‘eye catcher’ in a storage dump. The
4-character constant ‘ARB6’ must be stored in the ARBID field.

02

REQUEST CODE

A word (2-byte Intel Word (W)) request identifier. Must be
X'0000°' for Build and Parse.

01

ARB LENGTH

The length (36) of the ARB for this Api/Cs function. The length must
be stored into the ARB by the application.

01

PARSE ID

A 1-byte field returned by the Api that contains the least signif-
icant byte of the major vector (Mv) key of the command NmvT. The
Link commands supported by the Build and Parse subroutines
are RUNCMD(X '8061' major vector key), LINKPD(X '8062' major
vector key), LINKDATA(X'8063' major vector key), and

LINKTEST(X '8064' major vector key). The values returned in this
field are X'61', X'62', X'63', and X'64' respectively.

01

Reserved

Reserved and must be initialized to binary zeros.

02

Return Code

An indicator of the degree of success in performing the request.

11

02

Class

The error class.

13

02

Type

The error type.

15

04

PARSE NMVT

A 4-byte (word offset and word segment) address pointing to a
buffer which contains the request NMVT which the user wants
parsed. The NMvT in this buffer must be in the same format as if
received using Receive a Command (X'0309'). This means the
major vector length is in Host format and all text fields are in
EBCDIC.

19

01

NUMBER OF
NAMES

A 1-byte field containing a count of the number of Resource
Names which were found in the parsed NMvT. Each of the three
link commands contains a list of resource names destined for the
target application. This field will contain the number of names in
this list. If the parsed NMVT does not contain a names list this
field is set to O0OH.

20

04

NAMES

A 4-byte (word offset and word segment) address pointing to a
data structure which contains the Resource Names List from the
parsed NMVT. The names list is structured beginning with a
1-byte length field followed by a string of Ascil characters whose
length is equal to the count in the length field. If there is more
than one name in the list the format is repeated with the length
byte of the second name directly following the first name. Note
that the length byte reflects the actual number of characters in
the name and does not account for itself. If the parsed NMvT does
not contain a names list then this pointer is set to zero. A layout
of the names list data structure is shown in Figure 22 on

page 51.

24

02

TEST COUNT

A 2-byte Intel Word (W) field containing the Self Test Count which
was obtained in a LINKTEST Command. This field is in 2-byte Intel
Word (W) format. If the parsed command is not a LINKTEST
request then this field is set to 0000H.

26

o1

TEST TYPE

A 1-byte field containing a codepoint which identifies the type of
test requested in a LINKTEST Command. Only one codepoint has
been defined in the 1BM Host supported spCF LINKTEST Command.
This is 01H and indicates a self test has been requested. If the
parsed command is not LINKTEST then this field is set to 00H.

27

04

PARSE SENSE

'DATA

A 4-byte field containing the SNA Error Sense Data which should
be returned to the Host if a parse error has been found. Sense
codes which can be generated by the parse subroutine are
shown in Figure 21 on page 50. If no parse error is found this
field will be set to 00000000H.

Figure 18 (Part 1 of 2). Parse SPCF Command ARB
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Disp Lgth Name Description
31 01 COMMAND A 1-byte field containing the length of the command text resulting
LENGTH from parsing a RUNCMD. If the parsed command is not RUNCMD
then this field is set to O0H.
32 04 COMMAND A 4-byte (word offset and word segment) address pointing to a

data buffer which contains the parsed command text from a
RUNCMD. The parsed command text will be in Asci format. If the
parsed command is not a Run then this pointer will be set to
zero.

Figure 18 (Part 2 of 2). Parse SPCF Command ARB

Parse SPCF Command API/CS Return Codes

The meaning of the return code, class, and type combinations is described in the
following table:

Parse Request

Return Class Type Description

Code Field Field

0000 0000 0000 Request processed without error
0004 0000 0000 Parse error, see Parse sense data
0008 0001 0047 Invalid request

0008 0004 0131 Major vector unknown, can not parse

Figure 19. Parse SPCF Command API/CS Return Codes

Purpose: To parse a received SPCF NMVT and provide pointers to the NMvT data in

the returned ARB . The PARSE ID field of the ARB is the least significant byte of
the NMVT Major Vector (Mv) key.

Setting Up:

A\

Construct an ARB with ARB LENGTH set to 36

Store ‘ARB6’ in the ARBID field of the ARB

Store 0000H in the REQUEST CODE field of the ARB

Store the address of the NMvVT to be parsed in the PARSE NMVT field of the
ARB.

Set the segment and offset register pair (Ax—Dx) to point to the start of the
ARB.

CALL DCJVBOO

On Return:

1.

2.

Check Ax and Dx registers and the RCc. Code the application to take action
appropriate for each error RC.

Check the PARSE SENSE DATA. If non-zero, code the application to take
action appropriate for the sense returned. See Figure 21 on page 50 for
an explanation of possible returned sense.

To return these codes to the host, store the sense data in the ‘User
sense’ field of the sPCF ARB and cali the APi/Cs with the “Send Error Sense’
(030CH) request code.
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Returned ARB Data Fields

ARB field Disp LINKDATA LINKPD LINKTEST RUNCMD OTHER
PARSE ID 7 63H 62H 64H 61H nnH
NUMBER OF NAMES 18 XX XX XX

NAMES 19 XX XX XX

TEST COUNT 23 XX

TEST TYPE 25 XX

PARSE SENSE DATA 27 XX XX XX XX XX
COMMAND LENGTH 30 XX

COMMAND 31 XX

Figure 20. Parse Data fields and ARB Displacements Returned

Parse Sense Data Definitions

The possible parse sense codes that can be returned by the Parse utility are shown
in the following table.

Sense
Data

Description

X'086C 3100'

A RUN command was parsed however the RUN command subvector is missing.

X'086F 3105

A RUN command was parsed however the RuUN command subvector has an incorrect
length.

X'086D 0601'

For either a LINKPD, LINKDATA, OR LINKTEST command the subfield containing the
resource names list is missing.

X'086F 0606’

For either a LINKPD, LINKDATA, OR LINKTEST command the subfield containing the
resource names list has a length error.

X'0868B 0601’

For either a LINKPD, LINKDATA, OR LINKTEST command the subfield containing the
resource names list is invalid.

X'086C 8000°

A LINKTEST command was parsed however the test set up subvector is missing.

X'086F 8005'

A LINKTEST command was parsed however the test set up subvector has an invalid
length.

X'080C 0006

A LINKTEST command was parsed however the test command type is unknown.

X'086F 8006'

A LINKTEST command was parsed however the test command type subfield has an
invalid length.

X'1003 000D

The major vector key of the received spCF command was not recognized by the Parse
subroutine. Function not supported. The least significant byte of the major vector (Mv)
key of the command NMVT is returned in the 1-byte PARSE ID field of the ARB by the
API/CS.

Figure 21. PARSE Sense Data and Description

Names List Format

Names List Format:

The parsed Names List Format is shown in the following table.

Note: The Name Length value equals the number of characters in the name field.
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1-byte
Length

Name 1-byte Name
Field Length Field

Length 1

Name 1 Length N |Name N

Length of Name 1 in
Name 1

Length of Next

ASCII chars Next Name Name

Figure 22. Format for Names List

Build

Build SPCF Reply ARB

The format of the Build SPCF Reply ARB, and a description of the ARB fields

follows:

Disp

Lgth

Name

Description

0

04

ARBID

A 4-character constant that is used by the API/Cs to verify the start
of the ARB and serves as an ‘eye catcher’ in a storage dump. The
4-character constant ‘ARBS’ must be stored in the ARBID field.

02

REQUEST CODE

A word (2-byte Intel Word (W)) request identifier. Must be
X'0000' for Build and Parse.

01

ARB LENGTH

The length (37) of the ARB for this Api/Cs function. The length must
be stored into the ARB by the application.

01

BUILD ID

A 1-byte field used to indicate the ID for the type of SPCF response
the Build is being requested to build. Three id's are supported.
These are 62H for building a LINKPD response, 63H for building a
LINKDATA response, and 64H for building a LINKTEST response.

01

Reserved

Reserved and must be initialized to binary zeros.

02

Return Code

An indicator of the degree of success in performing the request.

02

Class

The error class.

02

Type

The error type.

04

BUILT NMVT

A 4-byte (word offset and word segment) address pointing to a
buffer which contains the response NMvT which has been built as
a result of this ARB build request. The NMvT in this buffer is in
Host format meaning that any 2-byte Intel Word (W) fields have
their bytes reversed and all text fields are in EBCDIC. This pointer
is returned to the application program after a successful build. If
an error is found while processing data, this field is set to zeroes.

19

02

BUILT NMVT
LENGTH

A two-byte field indicating the length of the NMvT which has been
built as a result of this ARB build request. This field is in 2-byte
Intel Word (W) format. This field is returned to the application
program after a successful build. If error is found while proc-
essing data, this field is set to zeroes.

21

04

PATH LIST INFO

A 4-byte (word offset and word segment) address pointing to a
data structure which defines the Path information that is to be
included in the spcr response. The format of the path information
varies for the different Build response 1Ds. See Figure 25 on
page 54.

Figure 23 (Part 1 of 2). Build SPCF Reply ARB
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Disp

Lagth

Name

Description

25

01

LINK STATUS

A 1-byte field containing the codepoint which will be used to
describe the Link Status in building a response for the LINKPD SPCF
Command (Build 10 = 62H). This field is ignored for Build 1Ds of
63H or 64H. The values supported by the Host for this field are
00H through 05H. See “Link Status Value Definitions” on

page 54.

26

01

NUMBER OF
PROBABLE
CAUSES

A 1-byte field containing the number of Probabie Cause
codepoints which are to be included in building a response for
the LINKPD SPCF Command (Build 1D = 62H). This field is ignored
for Build iDs other than 62H. The maximum number of Probable
Cause codepoints that can be specified is 124. The meanings of
the Probable Cause codepoints are given in SNA Reference
Summary GA27-3136. The application program provides this
information when requesting the build.

27

04

PROBABLE
CAUSE

A 4-byte (word offset and word segment) address pointing to a
data area containing the Probable Cause responses to be
included in building a response for the LINK PD SPCF Command
(Build ip = 62H). This field is ignored for Build IDs other than
62H. The format of the Probable Cause data is shown in
Figure 29 on page 56. The application program provides this
pointer when requesting the build. See Figure 29 on page 56.

31

01

LINK TEST
RESULTS

A 1-byte field containing a codepoint which describes the results
of the LINKTEST Command. Three codepoints are supported by
the Host. They are 00H for Passed, 01H for Failed, and 02H for
Indeterminate. It is used to build subfield X'01' in Figure 75 on
page 101. This field is ignored for Build 1Ds other than 64H.

32

01

TEST TYPE

A 1-byte field containing a codepoint which describes the type of
test performed on the link. Two codepoints are supported by the
Host. They are 00H for Background Self Test executed, and 01H
for Self Test executed when requested. It is used to build sub-
field X'02' in Figure 75 on page 101. This field is ignored for
Build 10s other than 64H.

33

02

TEST COUNT
REQUESTED

A 2-byte Intel Word (W) field indicating the Test Count received in
the LINKTEST request. It is used to build subfield X'03' in

Figure 75 on page 101. This field is ignored for Build ips other
than 64H.

35

02

TEST COUNT
EXECUTED

A 2-byte Intel Word (W) field indicating the number of times the
test was actually executed. It is used to build subfield X'04' in
Figure 750n page 101. This field is ignored for Build iDs other
than 64H.

Figure 23 (Part 2 of 2). Build SPCF Reply ARB

Build SPCF Reply API/CS Return Codes
The meaning of the return code, class, and type combinations is described in the
following table:

Return Class Type Description

Code Field Field

0000 0000 0000 Request processed without error

0008 0001 0019 Invalid NMVT length

0008 0001 0047 Invalid request

0008 0001 0076 Invalid Build 1D

0008 0001 0085 Invalid number of probable causes

0008 0001 0111 Invalid value for Link Connection Component(Lcc) data

Figure 24 (Part 1 of 2). Build SPCF Reply API/CS Return Codes
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Return Class Type Description
Code Field Field

0008 0001 0114 Data conversion failed (Asci to EBCDIC)
0008 0002 0015 Path not found

0008 0019 0057 Length error in resource type or name
0008 0019 0092 Length error in LCC data value or name

Figure 24 (Part 2 of 2). Build SPCF Reply API/CS Return Codes

Build Request
Purpose: To build a Response NMVT to an SPCF Link command using data pointed to
by fields in the ARB or stored in fields in the ARB. The NMvT Major Vector (Mv)
key and NMvT format is determined by the code store in the BuUILD ID field of the
ARB.

Setting Up:

Construct an ARB with ARB LENGTH set to 37
Store ‘ARB5’ in the ARBID field of the ARB
Store 0000H in the REQUEST CODE field of the ARB
Store the code for the supported build function required in the BuUILD ID
field of the ARB
a. 62H for LINKPD
b. 63H for LINKDATA
c. 64H for LINKTEST
5. Store the address of the path information in the PATH LIST INFO field of the
ARB.
6. If BUILD ID is set to 62H, then set the following fields in the ARB:
a. Link status
b. Number of probable causes
c. Probable cause
7. If BUILD ID is set to 64H, then set the following fields in the ARB:
a. Link test results
b. Test type
c. Test count requested
d. Test count executed
8. Set the segment and offset register pair (AXx—Dx) to point to the start of the
ARB.

CALL DCJVB00

o

On Return:

1. Check Ax and px registers and the Rc. Code the application to take action
appropriate for each error RC.

Data fields and ARB displacements returned:

BUILT NMVT (15)
BUILT NMVT LENGTH (19)
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Link Status Value Definitions
The appropriate Link Status value is stored in the LINK STATUS field of the Build spcF
Reply ARB. It is used by the Build subroutine to build the X'82' subvector. See
Figure 64 on page 97.

O00H

01H

02H

03H

04H

05H

No failure detected, resource name and type and probable cause information
parameters are not present

Detected failure, failing resource isolated; resource name and type has a
single element identifying the failing LcC, probable cause information is
present

Detected failure, failing resource not isolated; resource name and type identi-
fies the segment where the failure might have occurred, probable cause
information is present

Detected failure, failing resource is on the link connection, outside the scope
of the Link Connection Subsystem Manager (LcsM), and upstream from the
link segment (i.e., toward the Using Node). resource name and type identi-
fies the segment that is downstream of the detected failure, probable cause
information is present

Detected failure, failing resource is on the link connection, outside of the
scope of the LcsM, and inside the link segment identified; resource name and
type identifies the segment, probable cause information is present

Detected failure, failing resource is on the link connection, outside of the
scope of the LcsM, and downstream from the link segment identified; resource
name and type identifies the segment that is upstream of the detected failure,
probable cause information is present

Path Information List Control Blocks

Disp Lgth Name Description

0 02 Lcc Number The number of LCC resources in the path, in 2-byte Intel
Word (W) format.

2 04 LCCPTR A pointer to the first Lcc Description data structure. See

Figure 26 for LINKPD response. See Figure 27 on page 55
for LINKDATA or LINKTEST response.

Figure 25. Path Configuration Information CB

LINKPD LCC Description Control Block

Disp Lgth Name Description

0 01 Resource Type The length of the Hierarchy Resource Type field. Valid
Length lengths are between 1 and 8.

1 08 Resource Type An 8-character field containing the Hierarchy Resource

Type, in ASCIIL.

9 01 Resource name The length of the Hierarchy Resource Name field. Valid
length lengths are between 1 and 8.

10 08 Resource Name An 8-character field containing the hierarchy resource

name, in ASCII.

Figure 26. LINKPD LCC Description CB

This data structure is used by the Build subroutine to construct a X' 1307' major
vector and the X'05' subvectors in the X'1307' major vector, as shown in
Figure 64 on page 97.
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Lcc description data, as shown in Figure 26, must be repeated in sequential
storage for each resource that has information returned. One data structure is
required for each resource in the path, and they must be in downstream order.

LINKDATA And LINKTEST LCC Description Control Block

Disp Lgth Name Description

0 01 Resource Type The length of the Hierarchy Resource Type field. Valid
Length lengths are between 1 and 8.

1 08 Resource Type An 8-character field containing the Hierarchy Resource

Type, in AscClI.

9 01 Resource name The length of the Hierarchy Resource Name field. Valid
length lengths are between 1 and 8.

10 08 Resource Name An 8-character field containing the Hierarchy Resource

Name, in AscCIl.

18 02 Lcc Data Number A 2-byte Intel Word (W) formatted field containing the
number of data elements related to this resource that will
be returned.

20 04 Lcc Data PTR A pointer to the first Lcc data element. See Figure 28.

Figure 27. LINKDATA and LINKTEST LCC Description CB

This data structure is used by the Build subroutine to construct a X'1307"' major
vector and the X'05' and X'80' subvectors in the X'1307' major vector, as shown
in Figure 69 on page 98.

Lcc description data, as shown in Figure 27, must be repeated in sequential

storage for each resource that has information returned. One data structure is
required for each resource in the path, and they must be in downstream order.

LINKDATA And LINKTEST LCC Data Control Block

Disp Lgth Name Description
0 01 Lcc Data Value Indicator of how this Lcc Data element will be displayed at
Type the focal point. Valid values are:

02H = HEXADECIMAL VALUE
03H = CHARACTER VALUE

04H = DECIMAL VALUE

05H = BIT STRING VALUE

1 01 Lcc Data Value The length of the Lcc data value in bytes. Bit string
Length lengths should also be in number of bytes. Valid lengths
are 1to 255.
2 01 Reserved Reserved
3 04 Lcc Data Value PTR A 4-byte (word offset and word segment) address pointer
to the actual Lcc data.
7 01 Lcc Data Name The length of the Lcc data name. Valid lengths are 1to
Length 255.
8 * Lcc Data Name The Lcc Data Name in upper case ASCII.

Figure 28. LINKDATA and LINKTEST LCC Data CB

This data structure is used by the Build subroutine to construct a X'80' subvector.
If the reply is to a LINKDATA (X'63' in the BUILD ID field of the ARB) see Figure 70 on
page 99. If the reply is to a LINKTEST (X'64' in the BUILD ID field of the ARB) see
Figure 76 on page 102. The X'80' subvector is included in the X'1307"' major
vector, as shown in Figure 69 on page 98 or Figure 74 on page 100.
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Lcc Data, as shown in Figure 28, must be repeated in sequential storage for each
resource in the path. The data structures must be in downstream order.

LCC Data
If decimal value, the data should be in 4-byte Intel Double Word (DW) format. If
character, the data should be in Ascil format.

Probable Cause

2-byte prob. cause[2-byte prob. cause|2-byte prob. cause|. . .

Figure 29. Format for Probable Cause Data

Probable cause data can be repeated up to 124 times. This data is used to con-
struct the probable cause subvector X'93', as shown in Figure 66 on page 98 of
the LINKPD response NMVT, as shown in Figure 64 on page 97. The probable cause
data is pointed to by the PROBABLE CAUSE field of the Build sPCF Reply ARB.
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Chapter 7. Host Data Facility Subroutine Calls

The ApPl/cs provides for the transfer (send or receive) of Dos files with a Host cics
application*. The request codes used by the Host Data Facility api/cs and
descriptions are:

0401H Open the Host Data Facility ArI/CS
0402H Send file data

0403H Receive file data

0405H Check the status of the request
0406H Stop file data transfer

0404H Close the Host Data Facility Api/cs

One file data transfer (send or receive) of a Dos file may be in progress for an
application at any time.

To use the Apy/cs to send DOs file data to the host or to receive pos file data from
the host, code the following API/CS calls:

1. Call bcuvb00 with request code 0401H to open the Host Data Facility Api/CS.

2. Call pcyvp00 with request code 0402H to send file data to the host

3. Call pcuvp00 with request code 0403H to start the receipt of file data from the
host cics application.

4. Call pcyvb00 with request code 0405H to check the status of the request. Calls

to Check the status of the request should be made at 1-minute intervals until

the file has been completely sent or received.

Call pcyvp00 with request code 0406H to stop the file data transfer.

6. Gall bcJvp00 with request code 0404H to close the Host Data Facility Arl/cs
when there are no more files to send or receive.

o

Although only one DOs file data transfer may be in progress for an application at
any time, an application may transfer many pos files with a single open. Each
transfer must be complete before another may be started.

Host Data Facility ARB
The format of the Host Data Facility ARB, and a description of the ARB fields

follows:
Disp Lgth Name Description
4] 04 ARBID A 4-character constant that is used by the Api/Cs to verify the start
: of the ARB and serves as an ‘eye catcher’ in a storage dump. The
4-character constant ‘ARB4’ must be stored in the ARBID field.
4 02 REQUEST CODE A word (2-byte Intel Word (W)) request identifier. Each request

has a unique code that must be stored in the ARB by the Applica-
tion. The first byte identifies the function and the second byte
identifies the request.

6 01 ARB LENGTH The length (45) of the ARB for this Api/Cs function. The length must
be stored into the ARB by the application.

Figure 30 (Part 1 of 2). Host Data Facility ARB

4 To transfer NetView/PC files, the Host Data Facility facility should be selected from the
operator service panel.
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Disp Lgth Name Description

7 02 Reserved Reserved and must be initialized to binary zeros.

9 02 Return Code An indicator of the degree of success in performing the request.

1 02 Class The error class.

13 02 Type The error type.

15 04 PCFILE A 4-byte (word offset and word segment) address pointing to a
buffer that contains the fully qualified file name (path, filename
and the extension, if used) as defined by p0s, of the file to be sent
to, or received from, the host cics sub-system. (Mandatory)

19 01 PCFLGTH A 1-byte field containing the number of characters (1 to 31) of the
file name in the buffer pointed to by “PCFILE"

20 04 HOSTFILE A 4-byte (word offset and word segment) address pointing to a
buffer containing the 1 to 8 character entry name in the cics file
name table. (Mandatory)

24 01 HFLGTH A 1-byte field containing the number of characters (1 to 8) of the
name in the buffer pointed to by “HOSTFILE”

25 04 Start byte A 32-bit integer. The offset to the first byte within a file to be
transmitted to the host. (Optional, defaulted to start of file.)

29 01 Xxpc (N|T) Character (1) keyword that indicates whether the file is to
be transmitted in a transparent (T) or a non-transparent (N)
mode. Defaults to ‘N’ for anything except ‘T".

30 02 blkz The length of data blocks to be sent to the host. The range is
from 512 to 3750 bytes. (Defaulted to 3750 bytes)

32 08 Reserved Reserved

40 04 Nextbyte A 32-bit integer. The offset to the next byte to be transmitted
within a file. Returned on sToP requests made while transferring
files from NetView/PC to the host. May be used to restart trans-
fers that are stopped.

44 01 HDFState A 1-byte field that is returned on sTOP requests made while files

are being transferred.

X'00' = Transfer is in progress (not stopped).

X'40' = Transfer has been stopped abnormally or when STOP is
requested by the application.

X'80' = Transfer has completed.

Figure 30 (Part 2 of 2). Host Data Facility ARB

Host Data Facility API/CS Return Codes
The meaning of the return code, class, and type combinations is described in the
following table:

Return Class Type Description

Code Field Field

0000 0000 0000 Request processed without error
0004 0005 0114 File Transfer Program busy transferring files
0004 0098 0009 Storage reduced - BLKZ reduced
0008 0001 0010 BLKZ invalid

0008 0001 0014 File password invalid

0008 0001 0021 Invalid catalog record

0008 0001 0024 File write access locked

0008 0001 0026 Invalid record (journal)

0008 0001 0047 Invalid request

Figure 31 (Part 1 of 3). Host Data Facility API/CS Return Codes
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Return Class Type Description

Code Field Field

0008 0001 0061 OFFSET invalid

0008 0001 0068 Invalid data in file

0008 0001 0075 Cics attributes invalid

0008 0001 0076 Invalid Build D

0008 0001 0083 Hostname invalid

0008 0001 0085 Invalid number of probable causes
0008 0001 0109 Invalid filespec

0008 0001 o111 Invalid value for Link Connection Component(Lcc) data
0008 0001 0114 Data conversion failed (Asch to EBCDIC)
0008 0001 0115 Error detected at the host

0008 0001 0142 Invalid stop, not authorized

0008 0002 0015 Path not found

0008 0002 0068 File not found

0008 0002 0085 Status not found

0008 0002 0115 Host file not found

0008 0004 0115 Host file is full

0008 0004 0131 Major vector unknown, can not parse
0008 0005 0115 Host file is in use

0008 0008 0115 File damaged at host

0008 0009 0115 Host file space is unavailable

0008 0013 0004 pc disk is full

0008 0013 0008 Physical disk error

0008 0013 0130 Disk drive not ready

0008 0017 0070 The function has already been opened
0008 0019 0057 Length error in resource type or name
0008 0019 0092 Length error in Lcc data value or name
0008 0022 0068 File non-shared and open

0008 0039 0114 Timeout - No reply from host

0008 0050 0068 Too many open files

0008 0053 0008 Unrecoverable Dos error

0008 0053 0015 Invalid disk drive specified

0008 0065 0070 The function has not been opened
0008 0070 0115 Host file not open

0008 0076 0082 Multiple replies requested when link status equals zero
0008 0082 0024 Translation denied for this file

0008 0082 0114 Invalid stop — No transfer in progress
0008 0082 0115 Not authorized to transfer host file
0008 0083 0115 Invalid host file name

0008 0093 0115 Invalid cics code point received

0008 0094 0113 APPC— Abend

0008 0094 0115 Host aborted file transfer

0008 0098 0009 Storage not available

Figure 31 (Part 2 of 3). Host Data Facility API/CS Return Codes
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Return Class Type Description

Code Field Field ;

0008 0098 0068 Security file not available

0008 0098 0113 APPC not available

0008 0098 0114 Host data transfer program not available
0008 0098 0115 Host file temporarily not available
0008 0110 0067 Filename reserved to pos

0008 0118 0069 cics Security failure

0008 0118 0083 Incorrect partner LU name

0008 0118 0096 cics allocation failure

0008 0118 0115 cics session failure — No retry
0008 0123 0096 Invalid response, system

0008 0123 0115 Invalid message from host

Figure 31 (Part 3 of 3). Host Data Facility API/CS Return Codes

Open the Host Data Facility API/CS

Purpose: To allow an application to use the Host Data Facility functions of the
APl/Cs to transfer Dos file data to the host.

Setting Up:

hoON =

Provide memory for an ARB

Store “ARB4” in the ARBID field of the ARB.

Store request code 0401H in the request code field of the ARB.

Set the segment and offset register pair (Ax—Dx) to point to the start of the

ARB.

CALL DCJVDOO

On Return: Check Ax and Dx registers and the RCc. Code the application to take
action appropriate for each Rc.

Send File Data

Purpose: To send Dos file data to the host.

Setting Up:

PN~

Check that the ArI/cs has been opened successfully.

Store the required fields in the Host Data Facility ARB

Store request code 0402H in the request code field of the ARB.

Set the segment and offset register pair (Ax-Dx) to point to the start of the

ARB.
CALL DCJVDOO

On Return: Check Ax and Dx registers and the RC. Code the application to take
action appropriate for each RC.
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Receive File Data
Purpose: To receive Dos file data from the host.
Setting Up:

Check that the Api/Cs has been opened successfully.

Store the required data fields in the Host Data Facility ARB

Store request code 0403H in the request code field of the ARB.

Set the segment and offset register pair (Ax—Dbx) to point to the start of the
ARB.

CALL DCJVDO0O

hon

On Return: Check ax and px registers and the Rc. Code the application to take
action appropriate for each Rc.

Check the Status of a Host Data Facility Request
Purpose: To determine the status of a request to transfer data.
Setting Up:

1. Check that the Api/CS has been opened successfully.

2. Store request code 0405H in the request code field of the ARB.

3. Setthe segment and offset register pair (AX—Dx) to point to the start of the
ARB.

CALL DCJVDO0O

On Return: Check Ax and px registers and the RC. Code the application to take
action appropriate for each Rc.

Stop File Data Transfer
Purpose: To stop the transter of file data to or from the host.
Setting Up:

1. Check that the ApI/Cs has been opened successfully.

2. Store request code 0406H in the request code field of the ARB.

3. Set the segment and offset register pair (Ax—DX) to point to the start of the
ARB.

CALL DCJVDOO

On Return: Check Ax and Dx registers and the Rc. Code the application to take
action appropriate for each Rc.
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Close the Host Data Facility API/CS

Purpose: To terminate the use of the Host Data Facility functions. The resources
reserved for the application that ‘opened’ the interface are freed.

Setting Up:

1. Store request code 0404H in the request code field of the ARB.
2. Set the segment and offset register pair (Ax—Dx) to point to the start of the
ARB.

CALL BCJVDO00

On Return: Check Ax and Dx registers and the Rc. Code the application to take
action appropriate for each Rc.
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Appendix A. API/CS Reference information

Return Code List

List of all API/CS Return Codes
The meaning of the return code, class, and type combinations is described in the
following table:

Return Class Type Description

Code Field Field

0000 0000 0000 Request processed without error

0002 0000 0000 sPcF Request Queue is empty

0004 0000 0000 Parse error, see Parse sense data

0004 0005 0114 File Transfer Program busy transferring files
0004 0098 0009 Storage reduced - BLKZ reduced

0008 0001 0010 BLKZ invalid

0008 0001 0014 File password invalid

0008 0001 0019 Invalid NMVT length

0008 0001 0021 Invalid catalog record

0008 0001 0023 Invalid NMVT key field

0008 0001 0024 File write access locked

0008 0001 0026 Invalid record (journal)

0008 ooo1 0040 Date/Time subvector data invalid

0008 0001 0041 Basic subvector data invalid

0008 0001 0042 PSID subvector data invalid

0008 0001 0043 Hierarchy Names subvector data invalid
0008 0001 0044 NetView/PC Alert subvector data invalid
0008 0001 0045 Text subvector data invalid

0008 0001 0047 Invalid request

0008 0001 0061 OFFSET invalid

0008 0001 0068 Invalid data in file

0008 0001 0072 Invalid MSGTYPE

0008 0001 0075 cics attributes invalid

0008 0001 0076 Invalid Build 1D

0008 0001 0083 Hostname invalid

0008 0001 0085 Invalid number of probable causes

0008 0001 0109 Invalid filespec

0008 0001 0111 Invalid value for Link Connection Component(LccC) data
0008 0001 0114 Data conversion failed (Ascll to EBCDIC)
0008 0001 0115 Error detected at the host

0008 0001 0136 Invalid character for Ascil to EBcDIC translation

Figure 32 (Part 1 of 5). List of all API/CS Return Codes
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Return Class Type Description

Code Field Field

0008 0001 0142 Invalid stop, not authorized

0008 0001 0144 Detail qualifier subvector data invalid
0008 0001 0147 LAN subvector data invalid

0008 0002 0009 Storage not available

0008 0002 0015 Path not found

0008 0002 0040 Date/Time subvector missing

0008 0002 0041 Basic subvector missing

0008 0002 0042 PSID subvector missing

0008 0002 0043 Hierarchy Names subvector missing
0008 0002 0044 NetView/PC Alert subvector missing
0008 0002 0066 The requested function is not available
0008 0002 0068 File not found

0008 0002 0072 Message not found

0008 0002 0085 Status not found

0008 0002 0115 Host file not found

0008 0002 0160 Hierarchy resource list subvector missing
0008 0002 0162 Link station data subvector<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>