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ABSTRACT 

After a brief review of APPN-Advanced Peer-to-Peer Networking-and a survey of existing 

routing techniques, a new SNA approach to routing called HPR-APPN High Performance 

Routing- is introduced. Topics covered in this overview include HPR function placement 

within the OSI layered model, priority scheduling for multilink transmission groups, Auto­

matic Network Routing, Rapid Transport Protocol, Adaptive Rate-Based congestion control, 

the relationship of effective congestion control algorithms to throughput and response time, 

and HPR's selection of frame relay as a preferred data link control. 
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INTRODUCTION 

WHAT IS APPN? 

APPN-Advanced Peer-to-Peer Networking-is an extension of SNA-Systems Networ;.,. 

Architecture. APPN was first announced in 1987. At the time this paper was written. APPN 

was available on the following IBM products: 

• AS/400 [22] [6] [7] 

• 3174 Establishment Controller [11] 

• OS/2 [26] [9) 
• System/36 [7] 

• DPPX/370 

IBM has announced plans to make APPN available on the following products in 1993: 

• 6611 Network Processor 

• VTAM 
• AIX SNA Services. 

A number of other companies also offer APPN in their products, including Brixton, 

lnSession Inc., and Systems Strategies Inc. Even more vendors currently have APPN pro­

totypes running or are expected to offer APPN in their products, including: Advanced Com­

puter Communications, Apple, 3Com, Cabletron, cisco systems, CrossComm, Data 

Connection Ltd., Network Equipment Technologies, Network Systems Corporation, Novell, 

Siemens-Nixdorf, Ungermann-Bass Access-One, and Wellfleet. IBM opened the APPN End 

Node protocols in 1991 by publication of the SNA Type 2.1 Node Reference [24]. In early 

1993 IBM opened the APPN Network Node protocols by source code licensing and by publi­

cation [25]. 

WHAT IS APPN/HPR? 

APPN/High Performance Routing. which IBM called APPN+ when revealing its futur€ net­

working directions in March, 1992, is a further extension of SNA to take advantage of :ast 

links with low error rates. It replaces ISR (intermediate session routing)-the routing :ech­

nique in current APPN products-with HPR (high performance routing). One of its key ben­

efits is the ability to nondisruptively reroute sessions around failed nodes and links. 

APPN/HPR can improve intermediate routing performance by 3 to 10 times, greatly reduce 

network node storage requirements, and augment existing LU-based flow control with an 

advanced congestion avoidance algorithm called ARB-Adaptive Rate-Based congestion 
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control. In late 1992, IBM said it intends to make APPN/HPR technology available in a 

future release of its network node source code license. 

2 A Preview of APPN High Performance Routing 
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APPN'S CLIENT-SERVER MODEL 

The term peer-to-peer is misleading because it captures only one of two equally important 

aspects of APPN. Equally descriptive terms could have been distributed or client/server. 

Distributed means decentralized. APPN is not locked into the strict hierarchical topology 

required by its predecessor, SNA subarea architecture: APPN architecture supports a 

variety of physical topologies such as star, hub, mesh, and hierarchical, over a variety of 

transmission media including most popular LAN and WAN media. Distributed says that 

important data and important applications may reside on any computer in the network. In 

other words, computers other than mainframes are running significant applications. Such 

applications are network-centric rather that mainframe-centric. The term peer accurately 

characterizes this aspect of APPN. Client-server says that in application design. function 

placement is flexible [17]. It recognizes that computers differ in terms of physical location 

and physical security, the level of attended support (e.g. operator intervention, regular 

backup, and so forth), connectivity to other computers, permanent storage media (disk, 

tape, and the like), the amount of RAM for running large applications, support for multi­

tasking. and computing capacity (MIPs, FLOPs). Client-server principles encourage flexible 

application design so that smaller computers can take advantage of the capabilities of 

larger computers. It is the client-server aspect of APPN that the term peer does not 

suggest. 

With client-server concepts in mind, and to support emerging networked applications for 

distributed computing, APPN defines two main node types: the end node (EN) and the 

network node (NN). APPN also interoperates well with a pre-APPN node type called the 

Low-Entry Networking end node (LEN EN), a subset of the APPN EN. LEN was a precursor 

to APPN; APPN is the strategic base for enhancements to SNA. (All three of these node 

types are classified as SNA Type 2.1 nodes.) This general architectural structure makes 

sense. The control plane in an NN requires more physical resources (CPU, RAM, disk) to 

support the network control applications and services that it provides. By offloading most 

of these functions to an NN, an APPN EN can be relatively small and inexpensive, and/or 

have more of its resources left for applications, and still partake of APPN's automation and 

dynamics. An NN may also have specialized routing hardware and attachments to many 

WAN links. 

A network node is a server, in the sense of providing network services to its end node 

clients. The services are directory services and route selection services. An brief over­

view will illustrate the respective client and server roles of ENs and NNs. 

Directory services means locating a partner application: determining what computer the 

application currently resides on. This avoids the EN having that information predefined. 

This also gives network administrators flexibility in moving an application to the computer 

best able to support it. With APPN, moving an application requires only local definition 

APPN's Client-Server Model 3 
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changes at the computer where the application used to be, and at the computer it moves 

to. All other computers learn this information dynamically, as needed. 

Route selection services means picking the best route for the session, based on a user­

specified class of service and transmission priority, what possible routes are currently 

available through the network, and the destination computer's location. Route selection 

also avoids congested nodes, and randomizes among equivalent routes. in order to dis­

tribute the load. 

These network control applications of APPN have been described extensively in the litera­

ture [31], [32], [10], [8], [12], [37]. [21]. Less often discussed are its lower layers. 

A network node is also a router: it forwards traffic that crosses it on the way to so171e­
where else. The second half of this article discusses APPN routing techniques in n~ore 

detail. 

First though, let's examine the differences in these APPN node types using a layered archi­

tecture model. We will cover differences in network control applications (in the uppermost. 

or transaction, layer) and differences in the lower layers (Layers 2, 3 and 4-the data link. 

network and transport layers). With this foundation we can examine APPN high perform­

ance routing, describe its benefits, show how it complements existing APPN interm'2diate 

session routing functions, and consider what kinds of networking products it is apprnpriate 
for. 

4 A Preview of APPN High Performance Routing 
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Figure 1. Layered Model Showing SNA Function Placement in User, Systems Manage­

ment, and Control Planes 

Figure 1 shows APPN's functions divided approximately into horizontal strata, according to 

the OSI networking model, like a layer cake. [18], [29] In addition, one can imagine ver­

tical slices through these layers, like a slice of cake, containing some cake from each of 

the layers. There may be chunks of fruit in the cake, so that each slice is a little different. 

One of these slices is the user plane, the piece of system software on a computer directly 

supporting end user application programs running on that computer. APPC-Advanced 

Program-to-Program Communication-also called LU 6.2 or Logical Unit type 6.2- is an 

APPN's Client-Server Model 5 
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example of a user plane. Another slice is the systems management plane (shown behind 

the user plane). Systems management is often structured according to client-server princi­

ples, with a client component in an end-user's computer being called an agent or entry 

point, and a server component in a specialized (but not necessarily centralized) computer 

being called a manager or a focal point.[2] The slice that this paper focuses on is the 

control plane, sometimes called the control point in an SNA node. Its job is to support the 

user and management planes, automating such chores as the distribution of routing infor..: 

mation and directories. Bear in mind that while some networking architectures (LAN archi­

tectures, in particular) combine the control and management planes, in APPN they are 

distinct. Discussion of the management plane is outside the scope of this paper. 

APPN NODE TYPES 

This section introduces the APPN node types. 

LEN End Node 

A LEN end node (Figure 2) has no network control transaction programs at all, and no 

client support for requesting the services of a network node: it has no APPN control plane. 

6 A Preview of APPN High Performance Routing 
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Figure 2. LEN End Node's Lack of an APPN Control Plane 

The routing function in a LEN end node is simply to transmit to an adjacent node using a 

predefined link and any required link signalling information {such as the link station 

address on an SDLC link, the MAC and SAP addresses on a LAN, or a selected adapter and 

telephone dial digits for a switched connection). Without default routing (explained in 

Figure 4 through Figure 5), a LEN end node must have definitions for the locations of all 

partner applications. One consequence is that if a network administrator decides to relo­

cate an application to a different computer, she needs to distribute updated definitions to 

every LEN EN that accesses that application. (This is one of the things APPN was invented 

to fix!) Figure 3 illustrates such a configuration and the definitions required at LEN EN C. 
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Alternatively, a LEN EN may define all partner applications as residing on an adjacent NN 
(whether they actually reside there or not). In this case the LEN EN acts as a passive 

client, accessing the services of a network node server indirectly, by simply attempting to 

route data to it (sending it a BIND, in SNA parlance). While this method relieves the LEN 

EN of predefining individual network addresses for all its partner applications (a single defi­
nition "all partners reside on the NN" will suffice), the resulting sessions always traverse 

the network node, not always an efficient route (especially where direct mesh connectivity 
exists between every pair of computers, as on a LAN). Figure 4 illustrates this possibility. 

LEtt Ell 

tlN 

A's definitions 

For B, use link 1 
for C, use link 1 
For D, use link 1 

Resulting route 

A-1-C-LAN-B 
A-1-C­
A-l-C-LAN-D 

Figure 4. LEN EN Default Routing on a LAN. LEN EN A minimizes definitions by defining all its part­
ners as residing on an NN. For the LAN mesh topology shown, this results in inefficient routes that traverse NN 
C's intermediate session routing al layer 4 even where direct routes are available. 

On the other hand, defining all partners to reside on an adjacent NN may be quite accept­

able if the LEN EN is a portable computer with a single dial-up line to access network com­

puting resources. In such a configuration', all connections would traverse the NN anyway, 

as Figure 5 illustrates: 

8 A Preview of APPN High Performance Routing 
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[~~ 
I 

dial-up B's definitions Resulting route 

[~ 
1 ink 

: 0 J c 
2 ___J 3 I 

------------------- ---------------
For A, use link 2 B-2-C-1-A 
For C, use 1 ink 2 B-2-C 

14 
for 0, use 1 ink 2 B-2-C-3-D 
For E, use link 2 B-2-C-4-E 

[b 
Figure 5. LEN EN Default Routing Over a Switched Link. This LEN EN minimizes definitions by 

defining all its partners to reside on a NN. Because of the topology, the resulting routes are acceptable-as 

good as they would be for an APPN EN. 
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APPN End Node 

An APPN end node adds a small control plane, with client transaction programs (at the 

transaction layer-layer 7) to register its applications (Logical Units, or LUs, in SNA lingo) to 

a network node and request services like locating destination applications and selecting 

routes.[24] 
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I - - - -
i 2 
I 

I 
i 
I 1 

Figure 6. An APPN End Node's Small Control Plane Supporting Networking Client Func­

tions 

Unlike the LEN EN which interacts with a network node server passively if at all, an APPN 

EN actively requests NN services. Some of the benefits over the LEN EN are better 

dynamics, less definition, and better routes. An APPN EN uses the route provided by its 

network node server. A different route may be provided every time a new session is set 
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up, and the route provided does not necessarily traverse the NN. This point is illustrated 

below. In Figure 4 A was a LEN EN; in Figure 7 A is an APPN EN. 

APPtl EU 
1-; 
! A j 
I I 

T 
Is' II LAN l~i~l 
~ I ___J 

L__--~-- 1 till 
I 

_ _J __ ~ 
' D ! 

!.___: 

End !lode A's Definitions 

Hy ill'l server: C (name and address) 
All other applications: ask 1111 

Figure 7. An APPN EN Knowing Only its Network Node Server 

The routing function in an APPN EN is still minimal: an EN can only be the endpoint of a 

session, never an intermediate node of someone else's session. The transport layer of an 

APPN EN is enhanced by its support for adaptive pacing. The network layer is the same as 

a LEN EN. 

APPN's Client-Server Model 11 
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APPN Network Node 

A network node adds specialized network control transaction programs at the transaction 

layer in the control plane, to manage distributed directories and maintain the replicated 

topology database used for route computation, as well as server support for end node 

clients.(25] 

,--
!\ \ 

j\ COllTROL PLAllE \ 
\ 

:\ CP Capabilities tletwork Topo 1 ogy 
I \ Registration(server) lleb1ork Search i 
I \ Route Selection(server) 7 I I 
I I l I\ 
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I l 
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\\~I I 5 

Intermediate 
Session +-.'. Session 
Routing I \ LJ Connector . 4 

r\ I 

I,\ 
Path Control 

3 I 
LLC 

I \ 
I \ HAC 2 
\ 
\ 
\ 
\ 

Figure 8. An APPN Network Node's Extended Control Plane and Optional User Plane 

It also adds intermediate session routing-ISR-the ability to forward packets for applic.a­

tions that do not reside on the NN itself. ISR consists of enhancements at the transport 

and network layers. One part of ISR is a component called a session connector, occupying 

a similar position and performing similar functions in the protocol stack as the LU half­

session in a session endpoint node. ISR functions include error recovery, adaptive pacing, 

and the adjustment of packet sizes via segmentation and reassembly. 

As Figure 8 shows, not every network node has a user plane. A router that does not host 

any end-user applications is an example of a specialized NN that does not need a user 

plane.1 

1 Many people-even some of IBM"s marketing literature- describe SNA as "non-routable." This is not strictly true. The 
capability for intermediate session routing previously existed in SNA Type 5 and Type 4 i'lodes such as VTAM and NCP, 
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Let's examine intermediate session routing in more detail, in order to compare it with High 

Performance Routing. 

using FID4 transport (layer 4) over explicit routes and virtual routes (ERs and VRs-the SNA path control network-at layer 
3). The backbone was physically structured as a mesh, and the peripheral network, using FID2 transport, was strictly 
hierarchical. Setting up the SNA "routing tables"-ER and VR path definitions-was a laborious manual process or 
required the use of a tool like NetDA (Network Design Aid). APPN enhances the FID2 transport that first emerged in 
subarea SNA"s peripheral network, and automates the maintenance of routing information and directories. APPN is native 
routing technology for SNA. 

APPN's Client-Server Model 13 
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EXISTING ROUTING TECHNIQUES 

The literature-and vendors' product lines-are filled with a variety of routing techniques, 

including routing by network address, label swapping, and source routing. And these 

routing techniques are often supplemented by network control algorithms to dynamically 

distribute routing tables or maintain a topology database. They may also be supplemented 

by discovery or address resolution protocols to dynamically map the name of a desired 

communication partner to a network-layer address or routing information. All the routing 

techniques discussed below are suitable, in general, for implementation in either hardware 

or software, while network control algorithms and address resolution protocols are fre­

quently implemented in software. 

Routing by network address is the technique used in Internet Protocol (IP). A single 32-bit 

routing label that must be unique within the scope of an entire internetwork represents the 

final destination, and serves as an index into a routing table specifying the next hop. The 

next hop taken depends on the current state of the routing table at the node processing the 

packet [16]. Several algorithms exist to distribute IP routing tables, some standard and 

some proprietary. One of the mostly widely used standards, the Routing Information Pro­

tocol (RIP), distributes the entire IP routing table periodically at timed intervals. This type 

of table distribution is called a path status algorithm. As individual IP subnetworks become 

larger, the amount of administrative traffic generated by these regular routing table updates 

grows exponentially, placing an upper bound on the size of an individual IP subnetwork. 

IGRP, Cisco's proprietary routing algorithm, also uses a path status algorithm to distribute 

its routing table updates and, consequently, also places an upper bound on the size of a 

subnetwork. Within a single IP subnet, it is necessary that all routers support the same 

algorithm. Hence the focus on standards rather than on proprietary techniques. A rela­

tively new standard algorithm for TCP/IP, Open Shortest Path First (OSPF), is gaining in 

support among router vendors [16] and uses a more efficient link-state type of algorithm 

(defined below). 

Label swapping is a technique used in current APPN (APPN/ISR) and, interestingly, also in 

the CCITT high-speed recommendation for Asynchronous Transfer Mode (ATM). A packet 

bears a single network-layer routing label, representing the next hop. A router or high­

speed switch substitutes a new label before transmitting the packet. In connection­

oriented protocols, the label-swap tables are generally set up in intermediate nodes when 

the connection is established, based either on predefined information or on a topology 

database reflecting the state of the network at the time of connection establishment. The 

APPN topology database updates are only distributed when information changes. This type 

of algorithm is called a link state algorithm. Link-state algorithms generate much less 

administrative traffic than path status algorithms, removing one barrier to the growth of 

larger individual subnetworks. TCP/IP's OSPF is also a link state algorithm. 

Existing Routing Techniques 15 
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Source routing is a third routing technique, commonly seen in LAN bridging, but also being 

currently applied in high-speed trials such as the Aurora test bed. In source routing a list 

of routing labels, representing the entire route, prefixes the packet. The route is deter­

mined in advance, usually based on a discovery protocol or a topology database. Some 

argue that source routing is the most efficient of these three techniques, requiring the least 

processing at intermediate nodes, yielding the maximum throughput. 

LINK-SHARING-A FACT OF LIFE 

Whatever routing technique a protocol uses, most state-of-the-art protocols (APPN 

included) provide a means for different· routing stacks to share the transmission medium. 

A medium access control (MAC) sublayer provides a graceful and standard way to share 

the link. Examples of media with a distinct MAC sublayer are token ring (802.5) [23], 

Ethernet, 802.3. and FDDI. The Point to Point Protocol for HDLC (PPP-RFC 1330 [4], [35]); 

and Frame Relay (Multiprotocol Encapsulation-RFC 1294 (5] and the Frame Relay Forum 

Implementation Agreements) are not strictly MAC-layer technologies but permit similar link 

sharing. If the medium has a MAC sublayer, logical channels can be established between 

paired adjacent link stations on the basis of predefinition, discovery, or a capabilities 

exchange protocol peculiar to that medium. It is likely that a MAC sublayer or similar 

standard will also be defined for any new transmission technologies that may emerge in 

the future. 

TRADITIONAL SNA APPROACHES TO ROUTING AND ERROR RECOVERY 

Traditional SNA-subarea SNA and APPN/ISR-has been fundamentally connection-oriented 

in its approach to routing. In general, traditional SNA attempts to provide high reliability 

over a variety of links (including error-prone links with poor characteristics). Error 

recovery is performed at the data link layer (layer 2) with connection-oriented data link con­

trols like SDLC, X.25 ELLC, or LAN logical link control type 2 (IEEE standard 802.2). [27] 

[33] Recovery is also performed at the transport layer-layer 4 (in reassembling seg­

mented data, the transmission control component of the LU's half-session ensures that no 

packets are missing or out of order) and at the data flow control layer-layer 5 (the half­

session enforces chains as the unit of application-level error recovery). Figure 9 illustrates 

these three levels of error recovery. If any of these protocols are violated, due to failure of 

the underlying transmission facilities, unrecovered packet losses in the network due to 

congestion at intermediate nodes, inability of the receiving application to buffer all the 

received data, or transparent rerouting by a subnetwork that causes some packets to arrive 

out of order, traditional SNA deactivates the session. With its key design point to support · 

business-critical applications like finance, order entry, inventory control, and credit authori­

zation, traditional SNA has industrial-strength algorithms to detect and prevent the occur­

rence of these error conditions. In addition, sync point (an APPC checkpointing service) 

ensures the integrity of distributed databases. In case of session, database, or processor 
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failure, all applications and databases assume a known state and a distributed transaction 

can resume exactly where it left off once communication is reestablished. 

application application 

sync point sync point 
11-i r--11 
11~ f---11 

flow control fl ow control 
-11-i r--11-

transport transport 
- -II_, f---11-
- ~11- r--11- -

link link 
- -II- f---11- - -

- - -!_L = - = = J- - -

Figure 9. Four Levels of Error Recovery in Traditional SNA 

ROUTING IN APPN/ISR 

APPN/ISR determines the route for a session when the session is set up; the route remains 

in effect for its duration. The route is chosen based on a user-specified class of service, a 

transmission priority, the destination, and the available routes, with randomization if more 

than one route is acceptable. Every session has a unique identifier (an "FQPCID"), 

assigned by the origin node, that refers to the session at every node it traverses, 

throughout its lifetime. This identifier is used for network management and by the trans­

action programs in the control plane during session setup, but not for routing. 

The routing field or network-layer header in APPN/ISR has a single routing label 17 bits 

long called a Local-Form Session Identifier (LFSID), defined by the SNA FID2 transmission 

header format. It needs to be unique only on a given link. Because it uses FID2, 

APPN/ISR routing can coexist with pre-APPN traffic, such as 3270 terminal traffic, using the 

same link. An APPN route is a series of session stages, end to end, each with its own 

LFSID routing label. 
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In a network node, the LFSIO indexes a "routing table." This table is distinct from the 

topology database. Each entry in this table is called a session connector and is created at 

the time of session establishment. As an NN forwards a packet from an inbound link to an 

outbound link, it replaces the LFSID in the packet header with the LFSID from the session 

connector. APPN routing can therefore be classified as label-swap routing. There can be 

many SNA sessions at once on a logical link, each with a distinct LFSID. APPN nodes 

usually select LFSIDs dynamically, during session set-up. (Pre-APPN nodes may, have 

LFSIDs preassigned.) 

Because of APPN's original design point to support business-critical applications over 

good-to-poor link's, in additional to label-swapping, ISR performs additional, transport-layer 

functions at intermediate nodes. These other functions include segmenting and reas­

sembly, pacing, and priority queuing for transmission. Fig1.1re 11 illustrates function place­

ment in APPN intermediate session routing. Let's examine each of these functions more 

detail. 
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Segmenting and Reassembly 

Different links in a network may support different maximum packet sizes, for reasons of lin~ 

speed, transmission delay, data link control timing requirements, fairness, and node buffer 

capacities[38] . This point is illustrated by one of the graphs from "Data Link Control and 
Contemporary Data Links" by Traynham and Steen (IBM technical report 29.0168, June 

1977), reproduced in Figure 12. 

Effect of Bit Error Rate on Throughput Efficiency 

Throughput Efficiency 

·: ~ 
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! 
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I 

0.2-; er 
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18 30 
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60 

BER=10xE-8 
BER=10xE-7 

I Figure 12. Throughput Efficiency as a Function of Bit Error Rate and Packet Size 

In an architecture like APPN that embraces a variety of LAN and WAN transmission media 

of varying speeds and characteristics, it is not reasonable to expect every node to agree on 

the same "best" packet size. As a general strategy to maximize performance, APPN/ISR 

sends the largest packet size allowable on each link. When necessary, segmentation and 

reassembly are done at intermediate nodes. This is one of the functions performed by 

APPN intermediate session routing. Any changes to ISR must address the issue of packet 

size in some manner. 
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Adaptive Pacing 

Pacing is a flow control and congestion control technique to adjust the sender's trans­

mission rate according to the capacity of the receiving node's buffers. Pacing is another 

function performed by APPN intermediate session routing. In APPN/ISR, pacing occurs 

independently on each session stage or BIND hop. APPN nodes support both fixed and 

adaptive pacing. Adaptive pacing is preferred, while fixed pacing permits interoperation 

with older SNA nodes. Because each APPN session stage is independently paced, every 

node (nodes supporting applications, as well as routers) can adapt the pacing for the traffic 

it handles in accordance with its own local congestion conditions. This is the basis for 

global flow control and congestion management in APPN/ISR. Any changes to ISR must 

improve upon this already-superior existing function. 

With fixed pacing, a predetermined number of packets can be sent before the sender has 

to wait for the receiver to give permission to send more. Adaptive pacing is a more pow­

erfu I and flexible scheme wherein a sender can send only a limited number. or window. of 

packets per explicit grant of permission to proceed. The window size is changed dynam­

ically, based on conditions at the receiver. This lets a receiving node manage the rate at 

which it receives data into its buffers. Adaptive pacing provides a node supporting many 

sessions, or unpredictable bursts of traffic, a dynamic way to allocate resources to a 

session that has a burst of activity. and to reclaim unused resources from sessions that 

have no activity (rather than predefining a buffer pool of a particular size for every active 

session). Thus we see that adaptive pacing allows the receiving node to use its available 

buffer resources efficiently. It can also prevent potential protocol deadlocks. 

If a node is running low on buffer resources, it uses pacing to tell the upstream node to 

slow down. If that node becomes congested, it in turn may tell its upstream node to slow 

down. When a node is not congested, it gives the upstream node permission to send 

faster. When a receiving node gives a sender permission to send a certain window size, 

the receiver has reserved sufficient buffers in advance, guaranteeing that data, once sent, 

will not be lost .due to congestion. In practice, many products use statistical or demand 

buffering schemes, which are acceptable as long as confirmed buffers are available when 

needed. 

A separate instance of adaptive session-level pacing exists for each session running to or 

through a node, to manage the flow of data on one LU-LU session. Adaptive session-level 

pacing also applies to the sessions between APPN control points. Adaptive session-level 

pacing occurs independently on each session stage. Pacing is done by the half-session 

component of the LU in a node containing a session endpoint, and by the session con­

nector component in an intermediate node. This will become important when we examine 

how HPR can replace the ISR function (including the session connector) in network nodes. 

and how HPR can supplement the equivalent component-the LU half-session-in session 

endpoint nodes. 
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Priority Queuing for Transmission 

Transmission priority permits more important data to pass less important data.:• queui;;;; 

points in the network. Priority is another function performed by APPN intermediate session 

routing. Any changes to ISR must also be equal to or better than the existing S''.lpport in 

this area. APPN has four priority levels: a network priority, and three session-level priori­

ties: high, medium, and low. Network priority is the highest and is reserved for network -

control traffic such as pacing messages, topology database distribution, and session es!ab­

lishment. The other three priority levels are for user traffic. A user selects a priority level 

indirectly, by specifying a mode name defining a session's characteristics. The mode 

name maps to a class of service definition, which in turn specifies the priority level associ­

ated with that class of service. The transmission priority selected for a session is earrie:: 

in t~e session activation request (BIND) at session establishment. allowing every node 

along the path to assign the same priority value, to be used in routing. A trans·~1ission 

priority applies to the session for its lifetime,.at every node it traverses. Both ENs and NNs 

support transmission priority. 

Transmission priority is impiemented by the path control component in APPN. One func­

tion of path control is to direct traffic to the right outbound link. Path control can also mclti­

plex different sessions on a single link. Another function of path control is to ersure tha: 

higher-priority data is transmitted before lower-priority data. This is generally i11pleme:-::ed 

as four different queues into which message units are placed, depending on the priority 

associated with the corresponding session. After the DLC finishes transmitting :he curr-snt 

message, path control picks the next message for transmission, selecting from :he highest 

priority queue having a message unit waiting. To ensure that lower-priority data is not 

preempted indefinitely, an aging mechanism is also used. 
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A NEW SNA APPROACH TO ROUTING 

Many people have observed that some protocols duplicate certain functions at layers 2 

(data link control) and 4 (transport), leading to difficulties and ambivalence in discussions 

of the subject (especially at meetings of international standards bodies!). Furthermore, the 

current 7-layer model (see Figure 1), mirrored in the organization of standards bodies, 

does not adequately describe a new class of protocols that are so versatile they can act 

either as a transport (layer 4) or as a virtual link (layer 2). [19][28][36] The current 

paradigm is ripe for an overhaul. 

Logical link control (LLC-the upper half of layer 2) was originally created to permit the 

coexistence of both connection-oriented and connectionless service, between multiple link 

stations, on the same LAN segment. With the extension of this technology by bridging, and 

then remote bridging which introduced longer and variable end-to-end delays, came sensi­

tivities to the LLC timeout values which are used to detect link or link-station failure. Nev­

ertheless, the principle of extending a data link layer connection across multiple hops is 

now firmly established. The advantage of data forwarding at a low layer is performance. 

The disadvantage is that higher layer protocols (like APPN) that select routes based on 

APPN link characteristics can't see the actual characteristics of the links interconnecting 

remote bridges. A bridged link appears as a single link in the APPN topology database, 

with a single set of link characteristics hiding the complexity of multiple hops. The inability 

to know the true hop count, or to distinguish between a slow link and a fast one, can lead 

to poor route choices. 

One solution to this problem is to replace pairs of remote bridges by pairs of APPN/ISR 

network nodes. However, this only solves part of the problem, since the ISR functions of 

pacing and segmentation/reassembly, absent from bridges, would reintroduce delays, and 

current bridging standards lack support for priority. 

A solution was needed to better integrate the bridging concept into APPN. With good links, 

some of traditional SNA's error recovery is redundant. One possible way to reduce over­

head is to omit error recovery at the data link layer, replacing the usual connection­

oriented LLC with a connectionless LLC. The transport is replaced by APPN's versatile 

new transport protocol, RTP-Rapid Transport Protocol, which efficiently provides any 

needed error recovery over multiple hops.Figure 13 illustrates this approach with a simple 

two-node network (ignoring for the time being any changes needed in intermediate nodes). 
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Figure 13. A New Transport with a Connectionless Logical Link Control 

One drawback to this approach is the placement of transmission priority (path control) 
below the transport. 

An alternative function placement is shown in Figure 14. The new transport becomes part 

of the LLC sublayer in layer 2, acting as an enhanced logical link. This is true when the 

logical link comprises not only a single hop, but multiple hops. In this paper we'll call this 
versatile new class of protocols transport-oriented logical link controls. Thus, a transport­

oriented LLC like RTP, spanning multiple links and nodes, if it meets the needs of upper 

layer components to which it provides service, can replace one or more APPN/ISR session 

stages, acting as a "virtual link." APPN + takes advantage of this principle (see Figure 15!. 
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The function placement of Figure 14 is better than that of Figure 13 for several reasons. 

First, it places transmission priority above the new transport-important for a node with 

more than one link. Second, it permits the existing transport (such as an LU half­

session-see Figure 6) to be kept intact for the other key services it provides, and because 

of its integration and packaging into system software (like APPC). 

The first property, the coupling of priority scheduling to the rest of the protocol stack, can 

be understood as follows. In subarea and APPN SNA, the users declare the class of 

service (COS) needed for their traffic at the transaction program API or user logon API by 

giving a mode name. The mode name is mapped to a class of service, which in turn speci­

fies both the route through the network (either by listing valid choices in the subarea case, 

or by defining the parameters of the route selection algorithm in the APPN case) and the 

transmission priority to be used for the traffic. In subarea, the route is fixed by the ER 

routing tables and the VR-to-ER mapping, while the priority is carried in the transmission 

header of each packet. In APPN, the route is fixed by the route selection control vector on 

the session initiation request (BIND) and the priority is carried in the BIND and saved at 

each intermediate session routing point, where it is used on the fly for each packet. In 

both subarea and APPN, the actual priority queueing is done at the top of the DLC compo­

nent: when the line is finished transmitting the current frame (for example, at the end-of­

frame interrupt from the hardware), the highest priority message is taken off the DLC 

transmit queue (or, in the case of multilink transmission groups, the MLTG transmit queue). 

An aging algorithm ensures that even low priority traffic gets through under heavy loads. 
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HPR needs to preserve the relations above, so needs to have priority scheduling c;;eue~ ;:: 

the end-of-frame events even on connectionless DLCs. HPR ties the session class-of­

service to these queues by encoding priority bits into the HPR headers. If 1his we~e not 

done (e.g., as it cannot be done in networks that lack priority link queuing, or adequate 

coupling of it to user COS) then HPR would not have preserved the COS semantics at th-s 

user APls. 

One may well ask why, if the new transport is so much like ari LLC, IBM did not choose:::­

existing standard (on a LAN), with traditional bridging (to get across the WAN). The ans-...-=­

is that traditional LLCs are not up to the task. They are restricted to particular media anc 

are not optimized for multiple hops. f\ new class of transport protocols was needed. 

APPN/HPR is not limited to LANs: it can run over any transmission medium that st..::ipons 

an unacknowledged (or connectionless) type of service, for example: LAN LLC, L/:..?-0. 

LAP-E, or SDLC (using unnumbered information-Ul-frames) or X.25 (using QLLCI. Fur­

thermore, RTP provides advanced functions like selective retransmission and adaptive 

rate-based congestion control that no existing standard supports. Another reason is thar 

even when a particular bridging technology supports non-disruptive rerouting at layer 2 
(and many new ones, like frame relay or Data Link Switching [34], do), its selection of a 

new route is not integrated into APPN and is not based on class of service. An advantag~ 

for APPN/HPR, as compared with bridging or TCP/IP to span the wide area :ietwor~ .. is tl-2: 

its route selection includes awareness of link characteristics (speed, delay. cost, s-=curir: 

and node characteristics (route addition resistance, congestion). 

INTRODUCTION TO APPN HIGH PERFORMANCE ROUTING 

APPN/HPR augments APPN/ISR's layer 3-4 transport and network functions with two new 

elements: Rapid Transport Protocol (RTP) and Automatic Network Routing {ANR). shifting 

the locus of APPN routing from layer 4 down to layer 2. [3] [15] (14]. Each is described 

more fully below. 
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Figure 15. Multiple-Hop Transport-Oriented Logical Link Control. The data link layer (2) is split 
into multiple sub/ayers. Above the standard logical link and MAC sub/ayers resides the ANR sublayer in all 

three nodes. In the session endpoint nodes, layer 2 is topped off by an RTP sublayer. 

APPN/HPR also includes an ISR/HPR boundary function (not shown) to adapt an 

HPR-capable part of the network to an ISR-only part of the network, plugging one side of an 

!SR session connector to the end of an RTP transport-oriented logical link. 

Because APPN/HPR is completely integrated into SNA and does not change APPN's control 

plane at all, any node can be upgraded to the HPR level of function transparently, contin­

uing to interoperate with adjacent nodes still at the ISR level of function. As soon as two 

or more adjacent nodes are HPR-capable, initial benefits of HPR-non-disruptive rerouting, 

adaptive rate-based congestion control, selective retransmission, fair multiprotocol 

transport-start to be realized. As soon as two or more HPR-capable links exist back-to­

back, such that high performance routing replaces intermediate session routing in at least 

one intermediate node (shown in Figure 15), further HPR benefits are experienced-fast 

routing with priority and reduced intermediate node storage. 

HPR provides a connection-oriented transport (RTP), end to end, over connectionless 

source routing (ANR), over the minimal data link control. RTP acts as a "virtual link." The 

amount of function that RTP demands of the underlying DLC depends on the quality of the 

transmission medium. On high quality links, the DLC is not asked to provide reliable 

delivery, sequence numbering, retransmission, or acknowledgment. It merely provides a 

frame check sequence: errored packets are simply discarded. Links with bit error rates on 

the order of 10-7 or better are good candidates to use a connectionless DLC under RTP. 

Such links typically use digital transmission over fiber media. On high-error-rate links a 
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connection-oriented DLC with error recovery may be used under RTP. In either case the 

benefits of HPR are significant. 

An HPR path can also include multilink transmission groups-essentially, a bundle of links 

between adjacent nodes that are treated as a single "fat" pipe. Benefits of MLTG include 

high availability (if one link of a multilink group fails, the MLTG remains operational) and 

bandwidth on demand (additional switched links can be dialled up to augment the band- · 

width an existing link). Long a feature of subarea SNA networking, MLTG can easily be 

added to HPR, without the performance and storage penalty of refifoing disordered packets 

at each ML TG hop. Reordering only needs to be performed at the endpoints of the RTP 

logical link. a task RTP was designed to accomodate. 

RTP insulates the upper layers-the LU-and the user from any awareness of path 

switching, multipath routing, network-related congestion control activities. retransmissions. 

acknowledgments, packet resequencing, multiplexing, and so forth. Thus a user's invest­

ment in existing SNA applications is completely preserved. 

ANR-Automatic Network Routing 

The functions of ANR used by APPN/HPR are the following: 

• Source routing with locally specified labels 

• Connectionless, stateless, fast routing 

• Discarding incoming packets in the event of congestion 

• Servicing the outbound transmission link based on priority. 

There's not much more to say-ANR is elegant and simple. [3], [15], [14]. ANR functions 

are done at every node along the path of an RTP transport-oriented logical link. 

RTP-Rapid Transport Protocol 

The functions of RTP used by APPN/HPR are the following: 

• Connection awareness (of each individual session using the RTP logical link, the 

session partners of that session, the transmission priority, the current ANR route for the 

network connection, and if a path switch has occurred, all previous routes used by the 

logical link over its lifetime) 

• Optional reliable delivery (sequence numbering, acknowledgment, and selective 

retransmission) 

• Reordering, if needed (may be needed after a path switch, or if the route contains one 

or more multilink transmission groups) 
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• Determining the smallest maximum packet size along the path of the RTP logical link 

and ensuring (through segmentation) that all message units offered to the link are the 

proper size (this function eliminates the need for segmentation and reassembly at inter­

mediate nodes) 

• Flow control and congestion control/avoidance (Adaptive Rate-Based-ARB-explained 

in a subsequent section) 

• Providing an interface to the ANR sublayer (below) 

• Providing an interface to SNA path control (above) 

• Non-disruptive route switching 

• Multiplexing (more than one session having the same class of service and transmission 

priority requirements can share a single transport-oriented logical link). 

RTP is connection oriented. These RTP functions are done only at the endpoints of an 
transport-oriented logical link, n·ot at any intermediate nodes (as shown in Figure 15). 

At this point, the reader may be struck by apparent similarities between HPR and TCP/IP. 

One of the features that sets them apart, however, is HPR's congestion control mechanism. 

described in the following section. 

ARB-Adaptive Rate-Based Congestion Control 

A new technique for flow control and congestion control was needed for APPN +. to com­

pensate for the loss of adaptive pacing function in intermediate nodes. This new function 

is called ARB-adaptive rate-based congestion control. 

The function of ARB is to regulate the input traffic (load) offered to the RTP logical link in 

the face of changing network conditions. It is preventive, rather than reactive. When the 

network approaches congestion (increasing delay, decreasing throughput), ARB reduces 

the input traffic rate until the network's capacity is restored. When possible, ARB 

increases the sending rate without exceeding the rate that the receiving endpoint can 

handle. 

ARB uses a closed-loop feedback mechanism based on information exchanged periodically 

between RTP components at the endpoints of an RTP logical link. (No ARB function is 

performed in intermediate nodes.) The feedback consists of information about two rates: 

the rate at which RTP accepts data arriving from the network, and the rate at which the 

RTP hands off the data to a recipient (such as the SNA path control component). Based on 

this feedback, the sender predicts when congestion is likely to develop, and takes steps to 

prevent it. If congestion does occur, the sender takes stronger measures to bring the 

network back to normal. 
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Because ARB addresses fairness at the data link layer, among different RTP logical links 

(which may be carrying multiple SNA sessions), APPN's existing adaptive session-level 

pacing algorithm continues to be used in networks with APPN/HPR, to provide fairness 

among SNA sessions at the data flow control layer (layer 5) in the LU half-session. 

I Analysis and simulation convinced researchers Rong-Feng Chang et al. [13] that ARB is 

I superior to the "slow-start" congestion control algorithm of standard TCP/IP architecture· 

I [1], introduced after the Internet experienced a series of congestion collapses in October 

I of 1986 [30]. In particular, ARB allows high link utilization rates (on the order of 80-90%) 

I and is preventive, rather than reactive. The same study suggested that "slow-start" causes 

I expensive link under-utilization, with lower design loadings (which should be a matter of 

I concern to network administrators and people with budgets). The study also concluded 

I that TCP slow-start exhibited unfairness and bias against certain kinds of traffic due to wide 

I oscillations in packet delay and throughput (these should be of great concern to network 

I users). Additional deficiencies of TCP slow-start cited in [13] included periodic packet 

I losses, systematic discrimination against particular connections, bias against connections 

I with long round-trip times, and bias against bursty traffic. It is worthwhile to note that 

I many IP router vendors address these TCP architecture defiencies with proprietary exten-

1 sions or product-internal enhancements. One informal mechanism used by several 

I vendors is to give routing priority to short packets, which are assumed to be acknowledg-

1 ments. 

Figure 16 illustrates the relationship of effective congestion control algorithms to 

throughput and response time, which translate directly into cost savings and user satisfac­

tion. 
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I Figure 16. Relationship of Effective Congestion Control to Throughput and Response Time 

HIGH PERFORMANCE ROUTING VERSUS INTERMEDIATE SESSION 
ROUTING 

Like APPN/ISR, APPN/HPR is connection-oriented, with the entire route for a session deter­

mined in advance. 

Unlike ISR, which uses label-swapping, the entire route prefixes each HPR packet. The 

route is encoded as an arbitrary-length string of routing labels. This technique is classified 

as source routing. (The general concept of source routing may be familiar, being used in 

some LAN MAC-layer bridging protocols [23]). The particular source routing technique 

used for APPN/HPR is ANR-automatic network routing. The labels vary in length, typically 

1-2 bytes. Each routing label has local significance only: it is meaningful relative to the 

node processing the label. The first label always represents the next hop (or, at the last 

node, the terminus of the RTP logical link). Routing consists of stripping off the first routing 

label and transmitting the packet on the link indicated by the stripped label. 

Because of ANR's simplicity, existing platforms that implement it may well realize signif­

icant performance gains of 3-10 times on their existing hardware. That is, on many plat­

forms, HPR function might be deliverable in the form of a software upgrade. (By contrast, 

other advanced routing techniques such as ATM often require expensive and specialized 
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new hardware.) Performance gains at the upper end of this range can be expected on 

hardware optimized for ANR. 

A single RTP logical link between HPR-capable endpoints replaces two or more back-to­

back ISR session stages. There can be many RTP logical links at a time on a transmission 

link; intermediate nodes are unaware of, and unconcerned with, these individual con­

nections: they only see a stream of packets prefixed with routing labels representing their 

outbound Ii nks. 

Many SNA sessions can share a single RTP logical link, provided they have the same class 

of service and transmission priority. 

If a path fails, the RTP component at the endpoint of the logical link obtains a new path, 
still based on the desired class of service and transmission priority, and keeps going-all 

without the session's awareness. If packets get lost or out of sequence during the switch, 
RTP takes care of it transparently. As a result of path switch, it's even possible for the 

forward and reverse directions of data flow to follow different routes through the network. 

FRAME RELAY-A HIGH SPEED "SDLC" FOR HPR 

While SNA absorbs and runs over many different types of links. from S/390 channels to the 

synchronous framing mode of SDLC, SDLC has always played an important role in both 

subarea SNA and in APPN. In some sense, it has been the template DLC, the one on 

which the others were modeled. This shows up in the presence of XID exchanges on other 
DLCs, when XID is the name of a control frame within SDLC. SDLC, however, has the 

disadvantage of being a single access link, as contrasted with 802.x LANs and frame relay, 

both of which support link connections to multiple partners through a single hardware con­

nection. Multiple access helps to reduce costs of ports and access lines into private or 

public carrier networks. And, while 802.x MACs have difficulty in working directly over 

WAN distances and at commonly available carrier line speeds, frame relay is well-adapted 

to use in WAN configurations. 

In light of its benefits, frame relay has been adopted as one of the two preferred DLCs for 

HPR: preferred in the sense that products are encouraged to implement both frame relay 

and 802.x LAN connections for HPR support. This encouragement stops short of a manda­

tory architecture requirement because of the wide diversity of products and market niches 

in the world, but certainly the general-purpose networking products such as the IBM 6611, 

3745, 3174, 3172, AS/400, and CM/2 products are expected to support both FR and 802.2 

LANs for HPR connections. 

HPR's support of FR includes both "through a carrier" and "null carrier" configurations. 

Since FR uses HDLC framing, it runs on existing SDLC adapters as a software or micro­

code upgrade; being configurable as null network connections allows it to be used wher­

ever point-point full-duplex SDLC lines are now used, without changing line provisioning in 
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any way. Multidrop SDLC lines pose another problem: some can be converted to multiple­

connection FR services through a carrier network (the carrier's network becomes the 

"multidrop" in a certain sense, but with added function as compared to multidrop since the 

multidrop polling is removed); some can be reconfigured to use APPN/HPR routing ser­

vices, perhaps even with line cost savings; some will have to remain as SDLC multidrop 

until we can support multidrop FR configurations (while multidrop is not part of the FR 

standard, it is easy enough to add, and we intend to do so). 

AREAS FOR FUTURE STUDY 

It should also be possible to have multi-path RTP logical links-so that, by choice, a 

session uses two or more different ANR paths at once. This is sometimes called bifurcated 

routing. This would be advantageous in several ways. It could further reduce the impact 

of network failures (provided that at least one path remains viable). l_t could provide a way 

to aggregate the physical capacity of several links, each with inadequate bandwidth by 

itself, into a trunk with sufficient bandwidth. It could allow network providers to take advan­

tage of costly parallel capacity, installed for reasons of high availability. 

While such an option adds complexity to HPR's non-disruptive rerouting logic and to 

network management, it appears to be a fruitfui avenue for further research. Another pos­

sibility is to couple this function with awareness of actual bandwidth requirements of con­

nections and the knowledge of link utilization in a sophisticated high-speed network. 

Also for a future study is a thorough survey of the existing literature on congestion contr;pl 

and analysis of trends concerning connection-oriented and connectionless transports. 
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CONCLUSIONS AND IMPLEMENTATION RECOMMENDATIONS 

We've shown how APPN/ISR and APPN/HPR can work together and discussed HF~ routi-;; 

in some detail. What sort of a product can benefit from implementing HPR? An oavious 

candidate is a router. A router typically supports several high-speed WAN link attachme;::s 

and has the capacity to switch large numbers of packets. This appears to be natural fit 

with HPR's design points. 

Can a computer that supports user applications (typically, an end node) also bene:'it fron: 

implementing HPR? We believe the answer is a resounding yes. Consider a typical inst::'­

lation with many individual workstations attached to a LAN-possibly quite a large. bridg-=-: 

LAN, shown in Figure 17. Several routers (3 and 4, 10 and 11) provide connectivi!y 

between stations on the LAN (1 and 13) and a WAN backbone made up of additio1~21 rou:-=--s 

and packet switches (not shown). So far, we have shown HPR's benefit when a \\ .:.N fir· 

fails (if any of links 5-9 fails, the HPR-enabled routers can switch to a new route .::cross ::--3 

WAN). But one class of failures for which few solutions exist today is failure of a WAN 

access node such as routers 3, 4, 10 or 11. The typical user (1) is in session with applic2-

tions both on the local LAN (2) and across the WAN, perhaps to a remote LAN (12. 13). 

Today, if the router or LAN segment or bridge through which a session is routed ~Jes 

down or experiences problems, the session often fails. If the user's computer (1 er 13) 

inciudes HPR function, path switching will likely be successful if a local path to an c:ltern,:::= 

NN exists. Performance and storage benefits are also realized in network nodes ::.. 4. 1 C. 

and 10 if end nodes 1, 3 support HPR. 

5 
II 
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II 

7 
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2 8 12 
II 

9 
II 

NN NN 
EN routers WAN routers EN 

Figure 17. Benefits of HPR for Both End Nodes and Network Nodes 
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SUMMARY 

APPN/HPR, also known as APPN +, is a promising new technology for network nodes and 

end nodes that transparently extends SNA, replacing the intermediate session routing func­

tion in selected nodes with the faster high performance routing. APPN/HPR includes a new 

connection-oriented transport layer protocol, Rapid Transport Protocol (RTP), one of a new 

class of transport protocols that can also serve as a logical link (with priority) over multiple 

hops. APPN/HPR also includes a new type of connectionless source routing called Auto­

matic Network Routing (ANR). APPN/HPR provides nondisruptive rerouting based on class 

of service, fast packet switching, minimal intermediate node storage, a new adaptive rate­

based congestion prevention algorithm (ARB). and a drop-in migration to existing SNA net­

works based on an ISR/HPR boundary function, for seamless interoperation with current 

SNA products and protocols. 
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Abstract: After a brief review of APPN-Advanced Peer-to-Peer Networking-and a survey of 
existing routing techniques, a new SNA approach to routing called HPR-APPN High Performance 
Routing-is introduced. Topics covered in this overview include HPR function placement within 
the OSI layered model, priority scheduling for multilink transmission groups, Automatic Network 
Routing, Rapid Transport Protocol, Adaptive Rate-Based congestion control, the relationship of 
effective congestion control algorithms to throughput and response time, and HPR's selection of 
frame relay as a preferred data link control. 

Trademarks: IBM, Operating System/2, OS/2, VTAM, AS/400, APPN, and Advanced Peer-to­
Peer Networking are trademarks of International Business Machines Corporation. 

INTRODUCTION 

What is APPN?: APPN-Advanced Peer-to-Peer Networking-is an extension of 
SNA-Systems Network Architecture. APPN was first announced in 1987. At the time of writing, 
APPN was available on the following IBM products: 

• AS/400 [21] [6] [7] 
• 317 4 Establishment Controller [11] 
• OS/2 Communications Manager [25] [9] 
• System/36 [7] 
• DPPX/370 
• System/390 mainframe and 37 45 front end processor (VT AM 4.1, NCP 6.2) 
• 6611 Network Processor router 

Availability on the RISC System/6000 via AIX SNA Services is planned for 1993. A number of 
other companies also offer APPN in their products, including Brixton, lnSession Inc., and Systems 
Strategies Inc. Additional vendors have demonstrated APPN prototypes or are expected to off er 
APPN in their products, including: Advanced Computer Communications, Apple Computers, 
3Com, Cabletron Systems, Cisco Systems, CrossComm, Data Connection Ltd., Network Equip-
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ment Technologies, Network Systems Corporation, Novell, Retix, Siemens-Nixdorf, Ungermann­
Bass Access-One, Unisys, and Wellfleet Communications. IBM opened the APPN End Node 
protocols in 1991 by publication of the SNA Type 2.1 Node Reference [23]. In March 1993 IBM 
opened the APPN Network Node protocols by source code licensing, technology licensing, and 
publication [24]. 

What is APPN/HPR?: APPN/High Performance Routing, which IBM called APPN+ when 
revealing its future networking directions in March, 1992, is a further extension of SNA to take 
advantage of fast links with low error rates. It replaces ISR (intermediate session routing)-the -~ 
routing technique in current APPN products-with HPR (high performance routing). One of its key 
benefits is the ability to nondisruptively reroute · sessions around failed nodes and links. 
APPN/HPR can improve intermediate routing performance by 3 to 10 times, greatly reduce 
network node storage requirements, and augment existing LU-based flow · control with an 
advanced congestion avoidance algorithm called ARB-Adaptive Rate-Based congestion control. 
In late 1992, IBM said it intends to make APPN/HPR technology available in a future release of its 
network node source code license, then in March 1993, IBM announced plans to publish a draft 
specification of the HPR formats and protocols in the third quarter. 

APPN'S CLIENT-SERVER MODEL 

The term peer-to-peer is misleading because it captures only one of two equally important 
aspects of APPN. Equally descriptive terms could have been distributed or clientlseNer. Distrib­
uted means decentralized. APPN is not locked into the strict hierarchical topology required by its 
predecessor, SNA subarea architecture: APPN architecture supports a variety of physical 
topologies such as star, hub, mesh, and hierarchical, over a variety of transmission media 
including most popular LAN and WAN media. Distributed says that important data and important 
applications may reside on any computer in the network. In other words, computers other than 
mainframes are running significant applications. Such applications are network-centric rather that 
mainframe-centric. The term peer accurately characterizes this aspect of APPN. Client-seNer 
says that in application design, function placement is flexible (17]. It recognizes that computers 
differ in terms of physical location and physical security, the level of attended support (e.g. oper­
ator intervention, regular backup, and so forth), connectivity to other computers, permanent 
storage media (disk, tape, and the like), the amount of RAM for running large applications, support 
for multitasking, and computing capacity (MIPs, FLOPs). Client-server principles encourage flex­
ible application design so that smaller computers can take advantage of the capabilities of larger 
computers. It is the client-server aspect of APPN that the term peer does not suggest. 

With client-server concepts in mind, and to support emerging networked applications for dis­
tributed computing, APPN defines two main node types: the end node (EN) and the network node 
(NN). APPN also interoperates well with a pre-APPN node type called the Low-Entry Networking 
end node (LEN EN), a subset of the APPN EN. LEN was a precursor to APPN; APPN is the 
strategic base for enhancements to SNA. (All three of these node types are classified as SNA 
Type 2.1 nodes.) This general architectural structure makes sense. The control plane in an NN 
requires more physical resources (CPU, RAM, disk) to support the network control applications 
and services that it provides. By offloading most of these functions to an NN, an APPN EN can 
be relatively small and inexpensive, and/or have more of its resources left for applications, and still 
partake of APPN's automation and dynamics. An NN may also have specialized routing hardware 
and attachments to many WAN links. 

A network node is a server, in the sense of providing network services to its end node 
clients. The services are directory services and route selection services. An brief overview will 
illustrate the respective client and server roles of ENs and NNs. 

Directory services means locating a partner application: determining what computer the 
application currently resides on. This avoids the EN having that information predefined. This also 
gives network administrators flexibility in moving an application to the computer best able to 
support it. With APPN, moving an application requires only local definition changes at the com­
puter where the application used to be, and at the computer it moves to. All other computers 
learn this information dynamically, as needed. 
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Route selection seNices means picking the best route for the session, based on a user­
specified class of seNice and transmission priority, what possible routes are currently available 
through the network, and the destination computer's location. Route selection also avoids con­
gested nodes, and randomizes among equivalent routes, in order to distribute the load. 

These network control applications of APPN have been described extensively in the literature 
[30], [31], [10], [8], (12], (36], [20]. Less often discussed are its lower layers. 

A network node is also a router: it forwards traffic that crosses it on the way to somewhere 
else. The second half of this article discusses APPN routing techniques in more detail .. 

First though, let's examine the differences in these APPN node types using a layered archi­
tecture model. We will cover differences in network control applications (in the uppermost, or 
transaction, layer) and differences in the lower layers (Layers 2, 3 and 4-the data link, network 
and transport layers). With this foundation we can examine APPN high performance routing, 
describe its benefits, show how it complements existing APPN intermediate session routing func­
tions, and consider what kinds of networking products it is appropriate for. 
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Figure 1. Layered Model Showing SNA Function Placement 
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Figure 1 shows APPN's functions divided approximately into horizontal strata, according to the 
OSI networking model, like a layer cake. [18], {28] In addition, one can imagine vertical slices 
through these layers, like a slice of cake, containing some cake from each of the layers. There 
may be chunks of fruit in the cake, so that each slice is a little different. One of these slices is the 
user plane, the piece of system software on a computer directly supporting end user application 
programs running on that computer. APPC-Advanced Program to Program 
Communication-also called LU 6.2 or Logical Unit type 6.2-is an example of a user plane. 
Another slice is the systems management plane (shown behind the user plane). Systems man­
agement is often structured according to client-server principles, with a client component in an ~~ 
end-user's computer being called an agent or entry point, and a server component in a special­
ized (but not necessarily centralized) computer being called a manager or a focal point.[2] The 
slice that this paper focuses on is the control plane, sometimes called the control point in an SNA 
node. Its job is to support the user and management planes, automating such chores as the 
distribution of routing information and directories. Bear in mind that while some networking archi­
tectures (LAN architectures, in particular) combine the control and management planes, in APPN 
they are distinct. Discussion of the management plane is outside the scope of this paper. 

The next section introduces the APPN node types. 

LEN End Node: A LEN end node has no network control transaction programs at all, and no 
client support for requesting the services of a network node: it has no APPN control plane. The 
routing function in a LEN end node is simply to transmit to an adjacent node using a predefined 
link and any required link signalling information (such as the link station address on an SDLC link, 
the MAC and SAP addresses on a LAN, or a selected adapter and telephone dial digits for a 
switched connection). Without default routing (explained in Figure 2), a LEN end node must have 
definitions for the locations of all partner applications. One consequence is that if a network 
administrator decides to relocate an application to a different computer, she needs to distribute 
updated definitions to every LEN EN that accesses that application. (This is one of the things 
APPN was invented to fix!) The left panel of Figure 2 illustrates such a configuration and the 
definitions required at LEN EN A. 
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Figure 2. LEN End Node Explicit and Default Routing 
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Alternatively, a LEN EN may define all partner applications as residing on an adjacent NN 
(whether they actually reside there or not). This is termed "default" routing and is shown in the 
center and right panels of Figure 2. In this case the LEN EN acts as a passive client, accessing 
the services of a network node server indirectly, by simply attempting to route data to it (sending it 
a BIND, in SNA parlance). While this method relieves the LEN EN of predefining individual 
network addresses for all its partner applications (a single definition "all partners reside on the NN" 
will suffice), the resulting sessions always traverse the network node, not always an efficient route 
(especially where direct mesh connectivity exists between every pair of computers, as on a LAN). 
On the other hand, default routing may be quite acceptable if the LEN EN is a portable computer 
with a single dial-up line to access network computing resources. In such a cont iguration, all 
connections would traverse the NN anyway, as the right panel of Figure 2 illustrates. 
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APPN End Node: An APPN end node adds a small control plane, with client transaction 
programs (at the transaction layer-layer 7) to register its applications (Logical Units, or LUs, in 
SNA lingo) to a network node and request services like locating destination applications and 
selecting routes. [23] Figure 3 illustrates both APPN and LEN end nodes (the latter being a user 
plane without an APPN control plane). 
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•Resource 
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• Receive network 
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Figure 3. An APPN End Node 
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MAC 

Unlike the LEN EN which interacts with a network node server passively if at all, an APPN 
EN actively requests NN services. Some of the benefits over the LEN EN are better dynamics, 
less definition, and better routes. An APPN EN uses the route provided by its network node 
server. A different route may be provided every time a new session is set up, and the route 
provided does not necessarily traverse the NN. This point is illustrated below. In Figure 2, A was 
a LEN EN; in Figure 4, A is an APPN EN. 
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Figure 4. An APPN EN Knowing Only its Network Node Server 

The routing function in an APPN EN is still minimal: an EN can only be the endpoint of a session, 
never an intermediate node of someone else's session. The transport layer of an APPN EN is 
enhanced by its support for adaptive pacing. The network layer is the same as a LEN EN. 

APPN Network Node: A network node adds specialized network control transaction pro­
grams at the transaction layer in the control plane, to manage distributed directories and maintain 
the replicated topology database used for route computation, as well as server support for end 
node clients. [24] 
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Figure 5. An APPN Network Node's Extended Control Plane 

It also adds intermediate session routing--ISR-the ability to forward packets for applications that 
do not reside on the NN itself. ISR consists of enhancements at the transport and network layers. 
One part of ISR is a component called a session connector, occupying a similar position and per­
forming similar functions in the protocol stack as the LU haH-session in a session endpoint node. 
(Compare the shaded components in the user and control planes of Figure 5.) ISR functions 
include error recovery, adaptive pacing, and the adjustment of packet sizes via segmentation and 
reassembly. 

As Figure 5 shows, not every network node has a user plane. A router that does not host 
any end-user applications is an example of a specialized NN that does not need a user plane. 

Many people-even some of IBM's marketing literature-describe SNA as "non-routable." 
This is not strictly true. The capability for intermediate session routing previously existed in SNA 
Type 5 and Type 4 nodes such as VTAM and NCP, using FID4 transport (layer 4) over explicit 
routes and virtual routes (ERs and VRs-the SNA path control network-at layer 3). The back­
bone was physically structured as a mesh, and the peripheral network, using FID2 transport, was 
strictly hierarchical. Setting up the SNA "routing tables"-ER and VA path definitions-was a 
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laborious manual process or required the use of a tool like NetDA (Network Design Aid). APPN 
enhances the FID2 transport that first emerged in subarea SNA's peripheral network, and auto­
mates the maintenance of routing information and directories. APPN Is native routing tech­
nology for SNA. 

Let's examine intermediate session routing in more detail, to understand how High Perfonn­
ance Routing differs from it. 

EXISTING ROUTING TECHNIQUES 
-

The literature-and vendors' product lines-are filled with a variety of routing techniques, 
including routing by network address, label swapping, and source routing. And these routing tech­
niques are often supplemented by network control algorithms to dynamically distribute routing 
tables or maintain a topology database. They may also be supplemented by discovery or address 
resolution protocols to dynamically map the name of a desired communication partner to a 
network-layer address or routing information. All the routing techniques discussed below are suit­
able, in general, for implementation in either hardware or software, while network control algo­
rithms and address resolution protocols are frequently implemented in software. 

Routing by network address is the technique used in Internet Protocol (IP). A single 32-bit 
routing label that must be unique within the scope of an entire internetwork represents the final 
destination, and serves as an index into a routing table specifying the next hop. The next hop 
taken depends on the current state of the routing table at the node processing the packet [16]. 
Several algorithms exist to distribute IP routing tables, some standard and some proprietary. One 
of the mostly widely used standards, the Routing lnfonnation Protocol (RIP), distributes the entire 
IP routing table periodically at timed intervals. This type of table distribution is called a path status 
algorithm. As individual IP subnetworks become larger, the amount of administrative traffic gener­
ated by these regular routing table updates grows exponentially, placing an upper bound on the 
size of an individual IP subnetwork. IGRP, Cisco's proprietary routing algorithm, also uses a path 
status algorithm to distribute its routing table updates and, consequently, also places an upper 
bound on the size of a subnetwork. Within a single IP subnet, it is necessary that all routers 
support the same algorithm. Hence the focus on standards rather than on proprietary techniques. 
A relatively new standard algorithm for TCP/IP, Open Shortest Path First (OSPF), is gaining in 
support among router vendors [16] and uses a more efficient link-state type of algorithm (defined 
below). 

Label swapping is a technique used in current APPN (APPN/ISR) and, interestingly, also in 
the CCITT high-speed recommendation for Asynchronous Transfer Mode (ATM}. A packet bears 
a single network-layer routing label, representing the next hop. A router or high-speed switch 
substitutes a new label before transmitting the packet, In connection-oriented protocols, the label­
swap tables are generally set up in intermediate nodes when the connection is established, based 
either on predefined information or on a topology database reflecting the state of the network at 
the time of connection establishment. The APPN topology database updates are only distributed 
when information changes. This type of algorithm is called a link state algorithm. Link-state algo­
rithms generate much less administrative traffic than path status algorithms, removing one barrier 
to the growth of larger individual subnetworks. TCP/IP's OSPF is also a link state algorithm. 

Source routing is a third routing technique, commonly seen in LAN bridging. A source­
routing variant called Packet Transfer Mode (PTM) is currently being applied in high-speed trials 
such as the Aurora test bed. In source routing a list of routing labels, representing the entire 
route, prefixes the packet. The route is determined in advance, usually based on a discovery 
protocol or a topology database. Some argue that source routing is the most efficient of these 
three techniques, requiring the least processing at intermediate nodes, yielding the maximum 
throughput. 
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Link-Sharing--a Fact of Life: Whatever routing technique a protocol uses, most state-of­
the-art protocols (APPN included) provide a means for different routing stacks to share the trans­
mission medium. A medium access control (MAC) sublayer provides a graceful and standard way 
to share the link. Examples of media with a distinct MAC sublayer are token ring (802.5) [22], 
Ethernet, 802.3. and FDDI. The Point to Point Protocol for HDLC (PPP-RFC 1330 [4], [34)); and 
Frame Relay (Multiprotocol Encapsulation-RFC 1294 [5] and the Frame Relay Forum Implemen­
tation Agreements) are not strictly MAC-layer technologies but permit similar link sharing. H . the 
medium has a MAC sublayer, logical channels can be established between paired adjacent link 
stations on the basis of predefinition, discovery, or a capabilities exchange protocol peculiar to !hat -­
medium. It is likely that a MAC sublayer or similar standard will also be defined for any new 
transmission technologies that may emerge in the future. 

Traditional SNA Approaches to Routing and Error Recovery: Traditional 
SNA-subarea SNA and APPN/ISR-has been fundamentally connection-oriented in its approach 
to routing. In general, traditional SNA attempts to provide high reliability over a variety of links 
(including error-prone links with poor characteristics). Error recovery is performed at the data link 
layer (layer 2) with connection-oriented data link controls like SDLC, X.25 ELLC, or LAN logical 
link control type 2 (IEEE standard 802.2). [26] [32] Recovery is also performed at the transport 
layer-layer 4 (in reassembling segmented data, the transmission control component of the LU's 
half-session ensures that no packets are missing or out of order) and at the data flow control 
layer-layer 5 (the half-session enforces chains as the unit of application-level error recovery). 
Figure 6 illustrates these three levels of error recovery. If any of these protocols are violated, due 
to failure of the underlying transmission facilities, unrecovered packet losses in the network due to 
congestion at intermediate nodes, inability of the receiving application to buff er all the received 
data, or transparent rerouting by a subnetwork that causes some packets to arrive out of order, 
traditional SNA deactivates the session. With its key design point to support business-critical 
applications like finance, order entry, inventory control, and credit authorization, traditional SNA 
has industrial-strength algorithms to detect and prevent the occurrence of these error conditions. 
In addition, sync point (an APPC checkpointing service) ensures the integrity of distributed data­
bases. In case of session, database, or processor failure, an applications and databases assume 
a known state and a distributed transaction can resume exactly where it left off once communi­
cation is reestablished. 

appl1cat1on app 1 i cation 

sync point sync point 
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flow control 
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Figure 6. Four Levels of Error Recovery in Traditional SNA 
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Routing in APPN/ISR: APPN/ISR determines the route for a session when the session is 
set up; the route remains in effect for its duration. The route is chosen based on a user-specified 
class of service, a transmission priority, the destination, and the available routes, with 
randomization if more than one route is acceptable. Thus different sessions between the same 
pair of LUs can have different routes based on user-specified parameters. Every session has a 
unique identifier (an "FOPCID1, assigned by the origin node, that refers to the session at every 
node it traverses, throughout its lifetime. This identifier is used for network management and by 
the transaction programs in the control plane during session setup, but not for routing. 

The routing field or network-layer header in APPN/ISR has a single routing label 17 bits long 
called a Local-Form Session Identifier (LFSID), defined by the SNA FID2 transmission header 
format. It needs to be unique only on a given link. Because it uses FID2, APPN/ISR routing can 
coexist with pre-APPN traffic, such as 3270 terminal traffic, using the same link. An APPN route 
is a series of session stages, end to end, each with its own LFSID routing label. 

An FOPCID ldentlf1es the session from end to end 

end node network node network node end node 

r-J~~~sc~1l~~~l1scf--~-D LJ __ I I · 
sess 1 on stage 

LFSID a 
session stage 

LFSID b 
sess 1 on stage 

LFSID c 

Figure 7. Session Stages Interconnected by Session Connectors 

In a network node, the LFSID indexes a "routing table." This table is distinct from the topology 
database. Each entry in this table is called a session connector and is created at the time of 
session establishmem. As an NN forwards a packet from an inbound link to an outbound link, it 
replaces the LFSID in the packet header with the LFSID from the session connector. APPN 
routing can therefore be classified as label-swap routing. There can be many SNA sessions at 
once on a logical link, each with a distinct LFSID. APPN nodes usually select LFSIDs dynam­
ically, during session set-up. (Pre-APPN nodes may have LFSIDs preassigned.) 

Because of APPN's original design point to support business-critical applications over good­
to-poor links, in additional to label-swapping, ISR performs additional, transport-layer functions at 
intermediate nodes. These other functions include segmenting and reassembly, pacing, and pri­
ority queuing for transmission. Figure 8 illustrates function placement in APPN intermediate 
session routing. Let's examine each of these functions more detail. 
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Figure 8. APPN Intermediate Session Routing 
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Segmenting and Reassembly: Different links in a network may support different 
maximum packet sizes, for reasons of link speed, transmission delay, data link control timing 
requirements, fairness, and node buffer capacities. (37) This point is illustrated by one of the 
graphs from "Data Link Control and Contemporary Data Links" by Traynham and Steen (IBM tech­
nical report 29.0168, June 1977), reproduced in Figure 9. 
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Figure 9. Throughput Efficiency as a Function of Bit Error Rate and Packet Size 

In an architecture like APPN that embraces a variety of LAN and WAN transmission media of 
varying speeds and characteristics, it is not reasonable to expect every node to agree on the 
same "best" packet size. As a general strategy to maximize performance, APPN/ISR sends the 
largest packet size allowable on each link. When necessary, segmentation and reassembly are 
done at intermediate nodes. This is one of the functions per1ormed by APPN intermediate session 
routing. Any changes to ISR must address the issue of packet size in some manner. 

Adaptive Pacing: Pacing is a flow control and congestion control technique to adjust the 
sende(s transmission rate according to the capacity of the receiving node's butters. Pacing is 
another function performed by APPN intermediate session routing. In APPN/ISR, pacing occurs 
independently on each session stage or BIND hop. APPN nodes support both fixed and adaptive 
pacing. Adaptive pacing is preferred, while fixed pacing permits interoperation with older SNA 
nodes. Because each APPN session stage is independently paced, every node (nodes supporting 
applications, as well as routers} can adapt the pacing for the traffic it handles in accordance with 
its own local congestion conditions. This is the basis for global flow control and congestion man­
agement in APPN/ISR. Any changes to ISR must improve upon this already-superior existing 
function. 

With fixed pacing, a predetermined number of packets can be sent before the sender has to 
wait for the receiver to give permission to send more. Adaptive pacing is a more powerful and 
flexible scheme wherein a sender can send only a limited number, or window, of packets per 
explicit grant of permission to proceed. The window size is changed dynamically, based on condi­
tions at the receiver. This lets a receiving node manage the rate at which it receives data into its 
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buffers. Adaptive pacing provides a node supporting many sessions, or unpredictable bursts of 
traffic, a dynamic way to allocate resources to a session that has a burst of activity, and to reclaim 
unused resources from sessions that have no activity (rather than predefining a buffer pool of a 
particular size for every active session). Thus we see that adaptive pacing allows the receiving 
node to use its available buffer resources efficiently. It can also prevent potential protocol dead­
locks. 

If a node is running low on buffer resources, it uses pacing to tell the upstream node to slow 
down. If that node becomes congested, it in turn may tell its upstream node to slow down. When __ 
a node is not congested, it gives the upstream node permission to send faster. When a receiving 
node gives a sender permission to send a certain window size, the receiver has reserved sufficient 
buffers in advance, guaranteeing that data, once sent, will not be lost due to congestion. In prac­
tice, many products use statistical or demand buffering schemes, which are acceptable as long as 
confirmed butters are available when needed. 

A separate instance of adaptive session-level pacing exists for each session running to or 
through a node, to manage the flow of data on one LU-LU session. Adaptive session-level pacing 
also applies to the sessions between APPN control points. Adaptive session-level pacing occurs 
independently on each session stage. Pacing is done by the half-session component of the LU in 
a node containing a session endpoint, and by the session connector component in an intermediate 
node. This will become important when we examine how HPR can replace the ISR function 
(including the session connector) in network nodes, and how HPR can supplement the equivalent 
component-the LU half-session-in session endpoint nodes. 

Priority Queuing for Transmission: Transmission priority permits more important data 
to pass less important data at queuing points in the network. Priority is another function per­
formed by APPN intermediate session routing. Any changes to ISR must also be equal to or 
better than the existing support in this area. APPN has four priority levels: a network priority, and 
three session-level priorities: high, medium, and low. Network priority is the highest and is 
reserved for network control traffic such as pacing messages, topology database distribution, and 
session establishment. The other three priority levels are for user traffic. A user selects a priority 
level indirectly, by specifying a mode name defining a session's characteristics. The mode name 
maps to a class of service definition, which in turn specifies the priority level associated with that 
class of service. The transmission priority selected for a session is carried in the session acti­
vation request (BIND) at session establishment, allowing every node along the path to assign the 
same priority value, to be used in routing. A transmission priority applies to the session for its 
lifetime, at every node it traverses. Both ENs and NNs support transmission priority. 

Transmission priority is implemented by the path control component in APPN. One function 
of path control is to direct traffic to the right outbound link. Path control can also multiplex dif­
ferent sessions on a single link. Another function of path control is to ensure that higher-priority 
data is transmitted before lower-priority data. This is generally implemented as four different 
queues into which message units are placed, depending on the priority associated with the corre­
sponding session. After the DLC finishes transmitting the current message, path control picks the 
next message for transmission, selecting from the highest priority queue having a message unit 
waiting. To ensure that lower-priority data is not preempted indefinitely, an aging mechanism is 
also used. 

A NEW SNA APPROACH TO ROUTING 

Many people have observed that some protocols duplicate certain functions at layers 2 (data 
link control) and 4 (transport), leading to difficulties and ambivalence in discussions of the subject 
(especially at meetings of international standards bodies!). Furthermore, the current 7-layer model 
(see Figure 1), mirrored in the organization of standards bodies, does not adequately describe a 
new class of protocols that are so versatile they can act either as a transport (layer 4) or as a 
virtual link (layer 2). [19][27][35] The current paradigm is ripe for an overhaul. 

Logical link control (LLC-the upper half of layer 2) was originally created to permit the coex­
istence of both connection-oriented and connectionless service, between multiple link stations, on 
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the same LAN segment. With the extension of this technology by bridging, and then remote 
bridging which introduced longer and variable end-to-end delays, came sensitivities to the LLC 
timeout values which are used to detect link or link-station failure. Nevertheless, the principle of 
extending a data link layer connection across multiple hops is now firmly established. The advan­
tage of data forwarding at a low layer is performance. The disadvantage is that higher layer proto­
cols (like APPN) that select routes based on APPN link characteristics can't see the _actual 
characteristics of the links interconnecting remote bridges. A bridged link appears as a single link 
in the APPN topology database, with a single set of link characteristics hiding the complexity of 
multiple hops. The inability to know the true hop count, or to distinguish between a slow link and -~ 
a fast one, can lead to poor route choices. - -~ 

One solution to this problem is to replace pairs of remote bridges by pairs of APPN/ISR 
network nodes. However, this only solves part of the problem, since the ISR functions of pacing 
and segmentation/reassembly, absent from bridges, would reintroduce delays, and current bridging 
standards lack support for priority. 

A solution was needed to better integrate the_ bridging concept into APPN. With good links, 
some of traditional SNA's error recovery is redundant. One possible way to reduce overhead is to 
omit error recovery at the data link layer, replacing the usual connection-oriented LLC with a 
connectionless LLC. The transport is replaced by APPN's versatile new transport protocol, 
RTP-Rapid Transport Protocol, which efficiently provides any needed error recovery over multiple 
hops. One drawback to this approach is the placement of transmission priority (path control) 
below the transport. 

An better function placement is shown in Figure 10. The new transport becomes part of the 
LLC sublayer in layer 2, acting as an enhanced logical link. This is true when the logical link 
comprises not only a single hop, but multiple hops. In this paper we'll call this versatile new class 
of protocols transport-oriented logical link controls. Thus, a transport-oriented LLC like RTP, span­
ning multiple links and nodes, if it meets the needs of upper layer components to which it provides 
service, can replace one or more APPN/ISR session ste.ges, acting as a ''virtual link." APPN+ 
takes advantage of this principle (see Figure 11). 
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Figure 1 O. A Transport-Oriented Logical link Control 

The function placement of Figure 1 O is better for several reasons. First, it places transmission 
priority above the new transport-important for a node with more than one link. Second, it 
permits the existing transport (such as an LU half-session-see Figure 3) to be kept intact for the 
other key services it provides, and because of its integration and packaging into system software 
(like APPC). 

The first property, the coupling of priority scheduling to the rest of the protocol stack, can be 
understood as follows. In subarea and APPN SNA, the users declare the class of service (COS) 
needed for their traffic at the transaction program API or user logon API by giving a mode name. 
The mode name is mapped to a class of service, which in turn specifies both the route through the 
network (either by listing valid choices in the subarea case, or by defining the parameters of the 
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route selection algorithm in the APPN case) and the transmission priority to be used for the traffic. 
In subarea, the route is fixed by the ER routing tables and the VR-to-ER mapping, while the pri­
ority is carried in the transmission header of each packet. In APPN, the route is fixed by the route 
selection control vector on the session initiation request (BIND) and the priority is carried in the 
BIND and saved at each intermediate session routing point, where it is used on the fly for each 
packet. In both subarea and APPN, the actual priority queueing is done at the top of the DLC 
component: when the line is finished transmitting the current frame (for example, at the end-of­
frame interrupt from the hardware}, the highest priority message is taken off the DLC transmit 
queue (or, in the case of multilink transmission groups,. the MLTG transmit queue}.. An aging -­
algorithm ensures that even low priority traffic gets through under heavy loads. 

HPR needs to preserve the relations above, so needs to have priority scheduling queues at 
the end-of-frame events even on connectionless DLCs. HPR ties the session class-of-service to 
these queues by encoding priority bits into the HPR headers. If this were not done (e.g., as it 
cannot be done in networks that lack priority link queuing, or adequate coupling of it to user COS) 
then HPR would not have preserved the COS semantics at the user APls. 

One may well ask why, if the new transport is so much like an LLC, IBM did not choose an 
existing standard (on a LAN}, with traditional bridging (to get across the WAN}. The answer is that 
traditional LLCs are not up to the task. They are restricted to particular media and are not opti­
mized for multiple hops. A new class of transport protocols was needed. APPN/HPR is not 
limited to LANs: it can run over any transmission medium that supports an unacknowledged (or 
connectionless) type of service, for example: LAN LLC, LAP-D, LAP-E, or SDLC (using unnum­
bered information-Ul-frames) or X.25 (using OLLC}. Furthermore, ATP provides advanced 
functions like selective retransmission and adaptive rate-based congestion control that no existing 
standard supports. Another reason is that even when a particular bridging technology supports 
non-disruptive rerouting at layer 2 (and many new ones, like frame relay or Data Link Switching 
{33], do), its selection of a new route is not integrated into APPN and is not based on class of 
service. An advantage for APPN/HPR, as compared with bridging or TCP/IP to span the wide 
area network, is that its route selection includes awareness of link characteristics (speed, delay, 
cost, security) and node characteristics (route addition resistance, congestion}. 

Introduction to APPN High Performance Routing: APPN/HPR augments 
APPN/ISR's layer 3-4 transport and network functions with two new elements: Rapid Transport 
Protocol (RTP) and Automatic Network Routing (ANR), shifting the locus of APPN routing from 
layer 4 down to layer 2. [3] [15] [14]. Each is described more fully below. 
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APPN/HPA also includes an ISR/HPR boundary function (not shown) to adapt an HPR-capable 
part of the network to an ISR-only part of the network, plugging one side of an ISA session con­
nector to the end of an ATP transport-oriented logical link. 

Because APPN/HPR is completely integrated into SNA and does not change APPN's control 
plane at all, any node can be upgraded to the HPR level of function transparently, continuing to 
interoperate with adjacent nodes still at the ISR level of function. As soon as two or more adja­
cent nodes are HPR-capable, initial benefits of HPR-non-disruptive rerouting, adaptive rate­
basect congestion control, selective retransmission, fair multiprotocol transport-start to be 
realized. As soon as two or more HPR-capable links exist back-to-back, such that high perform- -~ 
ance routing replaces intermediate session routing in at least one intermediate node (shown in 
Figure 11), further HPR benefits are experienced-fast routing with priority and reduced interme­
diate node storage. 

HPR provides a connection-oriented transport (RTP), end to end, over connectionless source 
routing (ANR), over the minimal data link control. RTP acts as a "virtual link." The amount of 
function that RTP demands of the underlying DLC depends on the quality of the transmission 
medium. On high quality links, the DLC is not asked to provide reliable delivery, sequence num­
bering, retransmission, or acknowledgment. It merely provides a frame check sequence: errored 
packets are simply discarded. Links with bit error rates on the order of 10-1 or better are good 
candidates to use a connectionless DLC under RTP. Such links typically use digital transmission 
over fiber media. On high-error-rate links a connection-oriented DLC with error recovery may be 
used under RTP. In either case the benefits of HPA are significant. 

An HPA path can also include multilink transmission groups-essentially, a bundle of links 
between adjacent nodes that are treated as a single "fat" pipe. Benefits of ML TG include high 
availability (if one link of a multilink group fails, the MLTG remains operational) and bandwidth on 
demand (additional switched links can be dialled up to augment the bandwidth an existing link). 
Long a feature of subarea SNA networking, ML TG can easily be added to HPR, without the per­
formance and storage penalty of refifoing disordered packets at each ML TG hop. Reordering only 
needs to be performed at the endpoints of the RTP logical link, a task RTP was designed to 
accomodate. 

ATP insulates the upper layers-the LU-and the user from any awareness of path 
switching, multipath routing, network-related congestion control activities, retransmissions, 
acknowledgments, packet resequencing, multiplexing, and so forth. Thus a user's investment in 
existing SNA applications is completely preserved. 

ANR-Automatic Network Routing: The functions of ANR used by APPN/HPR are the 
following: 

• Source routing with locally specified labels 
• Connectionless, stateless, fast routing 
• Discarding incoming packets in the event of congestion 
• Servicing the outbound transmission link based on priority. 

There's not much more to say-ANR is elegant and simple. [3], [15], [14]. ANR functions are 
done at every node along the path of an RTP transport-oriented logical link. 

RTP-Rapid Transport Protocol: The functions of RTP used by APPN/HPR are the fol­
lowing: 

• Connection awareness (of each individual session using the RTP logical link, the session part­
ners of that session, the transmission priority, the current ANA route for the network con­
nection, and if a path switch has occurred, all previous routes used by the logical link over its 
lifetime) 

• Optional reliable delivery (sequence numbering, acknowledgment, and selective 
retransmission) 

• Reordering, if needed (may be needed after a path switch, or if the route contains one or more 
multilink transmission groups) 
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• Determining the smallest maximum packet size along the path of the ATP logical link and 
ensuring (through segmentation) that all message units offered to the link are the proper size 
(this function eliminates the need for segmentation and reassembly at intermediate nodes) 

• Flow control and congestion control/avoidance (Adaptive Rate-Based - ARB) 
• Providing an interface to the ANA sublayer (below) 
• Providing an interface to SNA path control (above) 
• Non-disruptive rerouting 
• Multiplexing (more than one session having the same class of service and transmission priority 

requirements can share a single transport-oriented logical link). 

RTP is connection oriented. These RTP functions are done only at the endpoints of an transport­
oriented logical link, not at any intermediate nodes (as shown in Figure 11). 

At this point, the reader may be struck by apparent similarities between HPR and TCP/IP. 
One of the features that sets them apart, however, is HPR's congestion control mechanism, 
described in the following section. 

ARB-Adaptive Rate-Based Congestion Control: A new technique for flow control 
and congestion control was needed for APPN+, to compensate for the loss of adaptive pacing 
function in intermediate nodes. This new function is called ARB-adaptive rate-based congestion 
control. 

The function of ARB is to regulate the input traffic (load) ottered to the RTP logical link in the 
face of changing network conditions. It is preventive, rather than reactive. When the network 
approaches congestion (increasing delay, decreasing throughput), ARB reduces the input traffic 
rate until the network's capacity is restored. When possible, ARB increases the sending rate 
without exceeding the rate that the receiving endpoint can handle. 

ARB uses a closed-loop feedback mechanism based on information exchanged periodically 
between RTP components at the endpoints of an ATP logical link. (No ARB function is per­
formed in intermediate nodes.) The feedback consists of information about two rates: the rate at 
which RTP accepts data arriving from the network, and the rate at which the ATP hands off the 
data to a recipient (such as the SNA path control component). Based on this feedback, the 
sender predicts when congestion is likely to develop, and takes steps to prevent it. If congestion 
does occur, the sender takes stronger measures to bring the network back to normal. 

Because ARB addresses fairness at the data link layer, among different ATP logical links 
(which may be carrying multiple SNA sessions), APPN's existing adaptive session-level pacing 
algorithm continues to be used in networks with APPN/HPR, to provide fairness among SNA ses­
sions at the data flow control layer (layer 5) in the LU haH-session. 

Analysis and simulation convinced researchers Rong-Feng Chang et al. (13] that ARB is 
superior to the "slow-start" congestion control algorithm of standard TCP/IP architecture (1], intro­
duced after the Internet experienced a series of congestion collapses in October of 1986 (29]. In 
particular, ARB allows high link utilization rates {on the order of 80-90%) and is preventive, rather 
than reactive. The same study suggested that "slow-start" causes expensive link under-utilization, 
with lower design loadings (which should be a matter of concern to network administrators and 
people with budgets). The study also concluded that TCP slow-start exhibited unfairness and bias 
against certain kinds of traffic due to wide oscillations in packet delay and throughput (these 
should be of great concern to network users). Additional deficiencies of TCP slow-start cited in 
(13] included periodic packet losses, systematic discrimination against particular connections, bias 
against connections with long round-trip times, and bias against bursty traffic. It is worthwhile to 
note that many IP router vendors address these TCP architecture defiencies with proprietary 
extensions or product-internal enhancements. One informal mechanism used by several vendors 
is to give routing priority to short packets, which are assumed to be acknowledgments. 

Figure 12 illustrates the relationship of effective congestion control algorithms to throughput 
and response time, which translate directly into cost savings and user satisfaction. 

RTP 15 
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Figure 12. Relationship of Effective Congestion Control to Throughput and 
Response Time 

HIGH PERFORMANCE ROUTING VS. INTERMEDIATE SESSION 
ROUTING 

Like APPN/ISR, APPN/HPR is connection-oriented, with the entire route for a session deter­
mined in advance. 

Unlike lSR, which uses label-swapping, the entire route prefixes each HPR packet. The 
route is encoded as an arbitrary-length string of routing labels. This technique is classified as 
source routing. (The general concept of source routing may be familiar, being used in some LAN 
MAC-layer bridging protocols [22]). The particular source routing technique used for APPN/HPR is 
ANA-automatic network routing. The labels vary in length, typically 1-2 bytes. Each routing 
label has local significance only: it is meaningful relative to the node processing the label. The 
first label always represents the next hop (or, at the last node, the terminus of the RTP logical 
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link). Routing consists of stripping off the first routing label and transmitting the packet on the link 
indicated by the stripped label. 

Beca1Jse of ANR's simplicity, existing platforms that implement it may well realize significant 
performance gains of 3-10 times on their existing hardware. That is, on many platforms, HPR 
function might be deliverable in the form of a software upgrade. (By contrast, other advanced 
routing techniques such as ATM often require expensive and specialized new hardware.) Per­
formance gains at the upper end of this range can be expected on hardware optimized for ANA. 

A single RTP logical link between HPR-capable endpoints replaces two or more back-to-back 
ISR session stages. There can be many ATP logical links at a time on a transmission link; inter­
mediate nodes are unaware of, and unconcerned with, these individual connections: they only 
see a stream of packets prefixed with routing labels representing their outbound links. 

Many SNA sessions can share a single RTP logical link, provided they have the same class 
of service and transmission priority. 

If a path fails, the RTP component at the endpoint of the logical link obtains a new path, still 
based on the desired class of service and transmission priority, and keeps going-all without the 
session's awareness. If packets get lost or out of sequence during the switch, ATP takes care of 
it transparently. As a result of path switch, it's even possible for the forward and reverse 
directions of data flow to follow different routes through the network. 

Frame Relay-A High Speed "SDLC" for HPR: While SNA absorbs and runs over 
many different types of links, from S/390 channels to the synchronous framing mode of SDLC, 
SDLC has always played an important role in both subarea SNA and in APPN. In some sense, it 
has been the template DLC, the one on which the others were modeled. This shows up in the 
presence of XID exchanges on other DLCs, when XID is the name of a control frame within 
SDLC. SDLC, . however, has the disadvantage of being a single access link, as contrasted with 
802.x LANs and frame relay, both of which support link connections to multiple partners through a 
single hardware connection. Multiple access helps to reduce costs of ports and access lines into 
private or public carrier networks. And, while 802.x MACs have difficulty in working directly over 
WAN distances and at commonly available carrier line speeds, frame relay is well-adapted to use 
in WAN configurations. 

In light of its benefits, frame relay has been adopted as one of the two preferred DLCs for 
HPR: preferred in the sense that products are encouraged to implement both frame relay and 
802.x LAN connections for HPR support. This encouragement stops short of a mandatory archi­
tecture requirement because of the wide diversity of products and market niches in the world, but 
certainly the general-purpose networking products such as the IBM 6611, 3745, 3174, 3172, 
AS/400, and CM/2 products are expected to support both FR and 802.~ LANs for HPR con­
nections. 

HPR's support of FR includes both "through a carrier" and "null carrier" configurations. Since 
FR uses HDLC framing, it runs on existing SDLC adapters as a software or microcode upgrade; 
being configurable as null network connections allows it to be used wherever point-point full­
duplex SDLC lines are now used, without changing line provisioning in any way. Multidrop SOLC 
lines pose another problem: some can be converted to multiple-connection FR services through a 
carrier network (the carrier's network becomes the "multidrop" in a certain sense, but with added 
function as compared to multidrop since the multidrop polling is removed); some can be reconfig­
ured to use APPN/HPR routing services, perhaps even with line cost savings; some will have to 
remain as SDLC multidrop until we can support multidrop FR configurations (while multidrop is not 
part of the FR standard, it is easy enough to add, and we intend to do so). 
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Areas for Future Study: It should also be possible to have multi-path RTP logical links-so 
that, by choice, a session uses two or more different ANR paths at once. This is sometimes 
called bifurcated routing. This would be advantageous in several ways. It could further reduce 
the impacrof network failures (provided that at least one path remains viable}. It could provide a 
way to aggregate the physical capacity of several links, each with inadequate bandwidth by itseH, 
into a trunk with sufficient bandwidth. It could allow network providers to take advantage of·costly 
parallel capacity, installed for reasons of high availability. 

While such an option adds complexity to HPR's non-disruptive rerouting logic and to network -~ 
management, it appears to be a fruitful avenue for further research. Another possibility rs to 
couple this function with awareness of actual band.width requirements of connections and the 
knowledge of link utilization in a sophisticated high-speed network. 

Also for a future study is a thorough survey of the existing literature on congestion control 
and analysis of trends concerning connection-oriented and connectionless transports. 

Conclusions and Implementation Recommendations: We've shown how 
APPN/ISR and APPN/HPR can work together and discussed HPR routing in some detail. What 
sort of a product can benefit from implementing HPR? An obvious candidate is a router. A router 
typically supports several high-speed WAN link attachments and has the capacity to switch large 
numbers of packets. This appears to be natural fit with HPR's design points. 

Can a computer that supports user applications (typically, an end node} also benefit from 
implementing HPR? We believe the answer is a resounding yes. Consider a typical installation 
with many individual workstations attached to a LAN-possibly quite a large, bridged LAN, shown 
in Figure 13. Several routers (3 and 4, 1 O and 11) provide connectivity between stations on the 
LAN (1 and 13) and a WAN backbone made up of additional routers and packet switches (not 
shown}. So far, we have shown HPR's benefit when a WAN link fails (if any of links 5-9 fails, the 
HPR-enabled routers can switch to a new route across the WAN}. But one class of failures for 
which few solutions exist today is failure of a WAN access node such as routers 3, 4, 1 O or 11. 
The typical user (1) is in session with applications both on the local LAN (2) and across the WAN, 
perhaps to a remote LAN (12, 13). Today, if the router or LAN segment or bridge through which a 
session is routed goes down or experiences problems, the session often fails. If the user's com­
puter (1 or 13) includes HPR function, path switching will likely be successful if a local path to an 
alternate NN exists. Performance and storage benefits are also realized in network nodes 3, 4, 
10, and 11 if end nodes 1, 13 support HPR. 
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Figure 13. Benefits of HPR for Both End Nodes and Network Nodes 
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SUMMARY 
APPN/HPR, also known as APPN+, is a promising new technology for network nodes and 

end nodes that transparently extends SNA, replacing the intermediate session routing function in 
selected nodes with the faster high performance routing. APPN/HPR includes a new connection­
oriented transport layer protocol, Rapid Transport Protocol (RTP), one of a new class of transport 
protocols that can also serve as a logical link (with priority) over multiple hops. APPN/HPR also 
includes a new type of connectionless source routing called Automatic Network Routing (At-!R). -­
APPN/HPR provides nondisruptive rerouting based on class of service, fast packet switching, 
minimal intermediate node storage, a new adaptive-rate-based congestion prevention algorithm 
(ARB), and a drop-in software migration from existing SNA networks based on an ISR/HPR 
boundary function, for seamless interoperation with current SNA products and protocols. 
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