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PREFACE 

This publication gives a logic overview of 
the ldvanced Com.unications Function for 
the Virtual Teleprocessing' lccess 
!ethod-Release 2, which is referred to in 
this publication as !£lLV~I!. It describes 
the high-level logic for ICF/VTI! as it 
operates with the system control programs 
OS/VS and DOS/15K with the program product 
VSB/ldvanced Function installed • 

This publication should be read to gain a 
general understanding of ICF/YTI! logic. 
The unique logic for the !ultisystem 
letworking Facility is described in 
ACFI!TI! ~ogic: Ag1tisystea letworting 
lacility (see Related Publications below). 
The Teleprocessing Online Test Bzecutive 
Program (TOLTBP) logic is described in the 
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ICF/VTI! publications for each operating 
system. Figure P-1 shows the relationships 
a.ong the ICF/VTI! service publications. 

Q!§A!IZITIOI Ql THIS PUBLICITIOI 

This pablication is divided into two parts: 

• Part 1, "Overview of ICF/YTIB,·' 
describes the general way that ICF/YTI! 
works and the interfaces between major 
gEOups of routines. Control blocks 
n~cessary for ICF/YTIB functions are 
described in Chapter 2. For a complete 
description of the data areas, refer to 
the publication ICFlITI! ~ ~. 

-

Figure P-l. ACF/VTAM Release 2 Service Publications 
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• Part 2, ·Co.ponents of ACF/VTAB,­
consists of 16 chapters, one for each 
ACF/VTAB ~omponent. A component is a 
collection of ACF/vTABaodules that 
perform related functions. The 
ACF/VTA~ logic. manuals describe 
ACF/VTAB at the component, subcoapo­
nent, and .odule levels. With the 
coding documented in this .anner, any 
function can be traced down to the 
level that is needed. For example, to 
find out how the Physical onit Services 
operates; refer in this publication to 
Chapter 14, ·Physical Onit Services.­
If aore detailed information about 
Physical Onit Services is needed, refer 
to the detailed description in the 
ACF/VTAB logic publication for your 
syste •• 

Bost chapters in Part 2 contain an overview 
diagram of the method of operation of the 
component. The conventions used in these 
diagrams are explained at the beginning of 
Part 2. 

jELATED PUBLI£ATIOIS 

Before reading this publication, you should 
be familiar with the external description 
of ACF/VTAB in ACFtyTAS·General !n!2£a!­
!!gn: Concept§, GC27-0463. To obtain a 
complete description of ACF/VTAS from the 
highest functional level down to the aore 
detailed module level, you should use this 
publication in conjunction with the follow­
ing appropriate publications: 

• For 

• For 

DOS/VSE 

mln!!! Logic: Blse syst!!5, Yo!!!!!! 
1, LY38-3022 

!&lL!~A! I!..2gj&: Base ~§~!!!, 101!H 
1, LY38-3024 

OS/VS 

A£F In!!! Logic: ~ syst!!!, !glume 
1, LY38-3027 

illill!!! L.UJ&: ~ sys;!:!!!, lo!!!!! 
1, LY38-3032 

The control blocks are described in detail 
in: 

• ACFI!TA! ~ Aieas (DOSlVSI), 
LY38-3026 

• ACFlVTAB ~ Areas (~), LY38-3030 

A graphic overview of ACF/VTAS control 
blocks is given in: 

• A~I!TAS Contr2~Block Overvitl' 
(~SI!SE), LX27-0004 

• ACFtyTAS Control Block OVei!i~~ 
(Q§lVS1) , LX27-0009 

.. AC FlvnB Control Block Overview (OSI!S2 
!~), LX27-0013 

The execution sequences of modules to 
process selected application program 
requests are described in: 

• ACFlVTU Execution Seguences (DOSlVSE) , 
LY38-3028 

• ACIlV~AS I!ecu;!:ion ~eguences (OSlI~1) , 
LY38-3031 

• ACFI!TAB Execution Seguences (OSlIS2 
AU) , . LY38-3035 

ACF/vna diagnostic information is given 
i1fr '. 

• ACFlVTl! Diagnostic Technigues 
(~SlVSE), SY38-3020 

• !&llVTAS Diagnostic Technigues (OSlVS), 
5Y38-3029 

The logic for the Sultisystea Bet working 
Facility of lCF/VTAB is described in: 

• ACFtyTll Logic: Bultisystem Betworking 
~ility, LY38-3023 

The logic for the Encrypt/Decrypt Feature 
is described in: 

• 

run: 
1. In this publication, references to 

OS/V5 are provided for planning 
purposes only. 

2. All references to lCF/VTlB assume 
Release 2 in this publication. 

3. Ensure that all DOS/VSE publications 
have been .odified by the appropriate 
VSE/Advanced Function supplements. 
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IR'l'B9DOCUOR 1:2 AClln'A.I 

The ldvanced Co •• unications Function/Virtual Teleprocessing lccess 
!ethod (ICP/TTA!) Release 2 is used by application prograas to control 
data trans.ission to and fro. terminals in a data co.munications 
network. Co •• unications controllers (3705s) are program.able devices 
that control the flow of information between ACF/VTA! and the re.ote 
terminals in the network. Because many access method funct~ons are 
perfor.ed in the communications controllers, the application programs 
can co.municate within the network without regard to how they are 
attached to the system. Thus, communication lines and communications 
controllers are transparent when coding application programs. ICF/VTA! 
provides the application progra.mer with macro facilities that allow for 
this com.unication. 

In addition to its primary role of trans.itting data, ACF/VTI! provides 
network-control and network-sharing capabilities. ACl/YTA! com.ands 
allow the network operator to redefine the network by activating or 
deactivating any part of the network. The operator can give ACF/VTI! 
the use of ter.inals, lines, co.munications controllers, or application 
progra.s or can ter.inate ICF/YTI!. The operator can .onitor the data 
com.unications network by displaying status information about any device 
or application proCJra.. Diagnostic (debugging) facilities can also be 
controlled by altering th~ata com.unications network. The • 
network-sharing capability allows multiple application progra.s to share 
leased, .ultipoint co.munication.lines in the network. Because of this 
sharing capability, different progra.s can co •• unicate with different 
terminals or nodes on the sa.e line simultaneously. Figure 1-1 illusr 
trates an ICF/VTI! network. 

Four operations are involved in setting up and running an ACF/VTAM dOmain: 

1. initializatiog,during which ICF/VTI! is started in the host 
operating syste •• 

2. Retwork configuration defini!i2!, during which the parts of the 
network and their relationships are defined and made available to 
ICF/TTI!. 

3. Establishing sessions, which involves identifyi ng application 
programs to ACF/VTI! and establishing sessions between logical 
units (for example, devices and application programs) • . 

4. Processing I/O requests, issued by application programs or initi­
ated by logical units In session with application programs, and 
controlling the flow of data through the domain. 

The first two operations must be performed before ~CF/VTl! can be used; 
the third and fourth operations are perfor.ed on a continuing basis. 

This chapter describes how ICIIVTI! establishes the operating-environ­
.ent and processes transaction requests from the application programs. 
The chapters in Part 2 provide more detailed descriptions of the 
ICF/V!l! co.ponents (Figure 1-2). Details beyond this level are 
contained in the ACFLYTll ~i~ !!!! SYS~, Volumes 1 and 2. (See 
Figure 1-3.) 
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Figure 1-1. Illustration of an lCF/V~rAJI Network 

INITIALIZING lCF/VTlJl 

The lCF/VTAJI initialization routines, which start lCF/VTlJl in the 
operating system, are invoked when the system operator issues an EXEC 
conand '(DOS/VSE) or a STlRT command (OS/VS) that names the lCF/VTAJI 
procedure. The lCF/VTlJl host-attachment routines are given control 
first. The start options specified for the system are exaained, and 
these options are used to establish various operating characteristics 
for the ACF/VTlJl network. lCF/VTlJl modules are loaded into the parti­
tion, storage is obtained for the ACF/VTAJI communication vector table 
(ATCVT) iind the configuration table (CONFT)., and these tables are 
initialized. The buffer pools controlled by ACF/VTA!!'s storage manage­
ment routines are built, lCF/VTlJl queues are initialized, and ACF/VTlJl 
files are opened. The ACF/VTlJl initialization routines then attach sets 
of lCF/VTAJI routines as subtasks (or threads) under lCF/VTlJl control. 
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Figure 1-2. Use of ACF/VTAM Components in Processing Macros and Commands 

In OS/'S, ACF/VTAB initialization .ay attach the following subtasks: 

• Dump/load/restart, which dumps, loads, or restarts the RCP in a 
com.unications controller and performs other SSCP fUnctions requir-
ing task waits • 

• System definition, which aaintains tables that define the character­
istics and status of each network node. 

• TOLTEP, the Teleprocessing Online Test Executive Program. 

• Tuning statistics, which collects data on the activity of each local 
prograaaable controller in the network. 

• ACF/VTAB teraination, which ensures that resources allocated to 
ACF/'TAB application programs and to ACF/'TAB centrol blocks are 
returned to the operating system at abnormal termination. 
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In DOS/VSB, lCljVT1! initialization can attach the following subtasts: 

• lCl/VT1! request processor, which handles asynchronous requests. 

• Trace I/O, which prints the output of the trace thread •. 

• TOLTEP, the Teleprocessing Online Test Executive Program. 

lCl/VTA! initialization also creates the following ACF/VTM threads: 

• Initialization, which pseudo-attaches the other threads. 

• System writer, which handles writing of aessages to the system 
console. 

• Operator control, which does initial processing of lCl/VT1! 
commands. 

• Trace, which traces various events during lCl/VT1! processing. 

• Tuning statistics, which collects data on the activity of each local 
programaable controller in the network. 

• Dump/load/restart, which dumps, loads, or restarts the RCP in a 
communications controller and performs other SSCP functions requir­
ing task waits. 

• System definition, which builds or deletes tabl~s that define the 
characteristics and status of each node in the domain. 

• subtask completion, which attaches and detaches TOLTBP and detaches 
other lCl/VT1! subtas~ ~ ~ 

Ifter this processing has been completed, lCl/VT1! is ready to accept 
lCl/VT1! cOllllands, which can be used to further define the network 
configuration. .~ 

RBT.OBK CORlIGUBITIOR DBlIRITIOR 

Ifter the system has been initialized, the parts of the network and the 
way in which these parts are connected to the system are established 
,see ligure 1-_). The configuration of the network and the characteris­
tics of its nodes are represented to lCl/VT1! by a series of control 
blocks called resource definition table ,~) segme!!§. Bach BDT 
.~egment represents a aajor node in the domain with which lCl/VT1! will 
~ommanicate. 1 resource definition table segment is composed of a 
header and a number of entries. Each entry represents a specific 
,ainor) node in the network. There are seven types of major nodes: 

llPJ.ication prograa niSlE ~: In application program that can use 
lCl/VTA! is defined by an IPPL statement. 1 group of application 
programs defined and naaed as a unit is an application program major 
node. _. 

RCP major nod!: The specific nodes within the RCP aajor node are the 
lines, SRI physical anits, logical units, cluster control units, and 
devices that are attached to the RCP. 
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Logical Unit 

Cluster Control Unit 

Logical Unit 

Logical Unit 
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Switched Terminal Set 
Devices 

Remote 
Communications 
Controller 

Communications 
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Devices Connected 
to Communications 
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Logical Unit 

Logical Unit 

Logical Unit 

Note: The devices in the network and their relationship to each other are specified in the AC.F/VTAM definition 
library (the source statement library data set in a DOS/VSE system and the !;YS1.VTAMLST data set in an 
OS/VS system). An entry for each network element is included in the symbol resolution table (SRT) and 
in the resource definition table (ROT). Except for switched terminal sets, an entry for each major node is 
made in the major node table (MNT). A specific node table is associated with each major node table entry. 
An entry for each device attached to the network through a mmmunications mntroller, for eech local 
device, and for each application program is made in the specific (minor) node table (SNT) associated with 
the major node. . 

Figure 1-4. Defining the Network Configuration 

§!itched ~!! lIajo~ node: The specific nodes of a switched SRI aajor node 
are SRI physical units and logical units that can be attached to the 
network through switched lines. 

~Rcal §!! major nodt: The specific nodes of a local 511 lIajor node are 
the SRI physical and logical units attached to the data channel. 

~Rca1 lon-511 aa10r node: Sets of local non-SRI terainals are defined to 
lCF/YTA! with LOCIL statements. The individual devices are the specific 
nodes. I set of such specific nodes defined and ·nalled as a group is a'--­
local non-SRI aajor node. 

~~O§s=90aaiB &!sour£! ma10r A2g~: One or 1I0re lIajor nodes can be defined 
for cross-doaain resources. Each major node represents a set of logical 
units in other doaains that can be used for cross-domain cOllaunication; 
each ainor node represents an application program or logical unit in 
another doaain. 
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££2§§-domai.B ~!!§2.Y~ lIanaqer !!!:i2~ !!2g!!: One or more major nodes can be 
defined for cross-domain resource lIanagers. Each major node represents 
a set of cross-dollain resource managers; each minor node represents a 
cross-domain resource aanager. 

Defining the initial configuration of the network can be a step in the 
series of operations initiated by a start procedure. The nodes in the 
~etwork can be initially defined to ACF/VTAB through the COIFIG option 
in the start procedure. The COIFIG option identifies a file (DOS/VS!) 
or data set (OS/VS) in which the ACF/VTAB major node names to be acti­
vated are f1led. These definition statements represent specific nodes 
in the network. The specific node definition statellents that are filed 
together as a book of a file (DOS/VS!) represent a major node. In a 
multisystem network, comllunication paths can be defined as part of the 
initial configuration. 

j~i19ing !h! Besourc!! ~!!!ini!ion !ables: The source stateaent library 
file is read, and definition statements are brought in and processed one 
at a time. The resource definition table (BDT) segments are built from 
the ACF/VTAB definition statements by the systell definition coaponent 
and chained off a queue anchor block (QAB) •. 

j~ildinq the Bi.BQ£ (Spec!!i£) lode Tables: In addition to the resnurce 
definition table, the systell definition coaponent builds the specific 
node tables (SBTs). These a~e addressing tables that are used during 
ACF/VTAB execution to locate resource definition table entries and other 
control blocks that describe the characteristics of specific addressable 
nodes within this host's ~aain. There is a specific node table entry 
for each device and application program entry in the BDT. BDT entries 
for switched terainal sets, cr9ss-domain resources, and cross-doaain 
resource managers are not included in the major or specific node tablts. 
The SIT for application prograas is built during initialization. Its 
size depends on the BAXAPPL start option value. 

ACF/VTAB configurat'ion services routines activate and deactivate nodes 
in the network in response t.o operator cOllllands and ACF/VTAB definition 
statements. They also perform autoaatic logon processing (that is, in 
addition to activating nodes, they allocate terainals to application 
prograas). Once the initial systea configuration has been specified, 
all the control blocks needed to process application prograa requests 
have been defined and initialized (see Figure 1-5). 

ACF/VTAB's system definition routines set up control inforllation about 
the network in such a way that the user can change the configuration 
while ACF/VTAB is running. 

The configuration of the network is defined through the ACF /VTAB ,defini­
tion stateaents. The configuration is changed when the network operator 
issues soae fora of the VABY comaand. The VABY coma and can also be 
issued by certain application prograas. These application programs use 
ACF/VTAB's program operator interface. An application using the program 
operator interface can perform most of the functions of a network 
operator. 

The remainder of this section contains a general description of what 
ACF/VTAB does to change the network's configuration. The exaaples 
selected represent some of the aore typical processing sequences. 
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~ opened 
(or) 

After node is 
opened 

- --

Specific Node 
Control Block 

'"'" - (lONCB, ICNCB, 
LUCB, or ROTE) 

Figure 1-5. Control Block Structure after Initialization and 
Configuration Processing 

Th!il lli! AC! Commans: When the VARY ACT command is passed froll the 
operating system to ACF/VTAB, the command processor checks the syntax of 
the command; a code indicating that a node is to "lle activated and the ID 
of the node to be activated are then placed in the network configuration 
services parameter list (BCSPL). The BCSPL is the work element for most 
ACF/VT~1 operator commands. The request/response unit processing element 
(RUPE) is the work element for most other ACF/VTAM commands. Most 
of the processing of the VARY command is done by the system services 
control point (SSCP) component. The SSCP first ensures that _the 
command is valid. Finding the command valid, the SSCP determines 
whether a resource definition table entry (RDTE) exists for the node. 
If no entry exists for the node, the system definition component 
performs the same processing described earlier under nInitial Betwork 
Configuration Definition. n After the RDT is built, entries exist for 
all the specific nodes (physical units, logical units, lines, applica­
tion programs, cross-domain resource managers, etc.) in the major node. 
In addition to the RDT, control blocks such as the node control blocks, 
which describe characteristics of the nodes, and function management 
control blocks, which represent the sessions between the SSCP and the 
specific network nodes, are built. During activate processing, the SSCP 
activates the logical units when (1) the major node has been activated, 
(2) the links have been activated, and (3) the physical unit has been 
contacted and activated. 

Examples of this sequence are given in several of the figures in Chapter 5. 
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The process of activating a node establishes sessions between the 
physical and logical units and the SSCP. A session is a logical connec­
tion between two addressable nodes that permits them to communicate with 
each other. Once a session is established between the SSCP and a 
logical unit, the SSCP aids in establishing and terminating sessions 
between that logical unit and other logical units. 

The VARY IRACT Command: The VARY IRACT command reverses the effects of 
the iiii AcTcomaand. It ends the session that exists between the SSCP 
and the logic~l or physical unit specified by the ID parameter. 

One of two processing sequences occurs when VARY IRACT is issued. If 
immediate deactivation was specified, the SSCP schedules the RSEX,IT exit 
routine of the application program that is in session with the node 
being deactivated. If there is no ISEXIT routine, SSCP schedules the 
LOSTERB exit routine of the application program that is in session with 
the node being deactivated. otherwise, if immediate deactivation was 
not specified, neither the ISEXIT nor the LaSTER! exit routine is 
scheduled. If the RSEXIT was not scheduled, the SSCP waits for the 
CLSDST macro instruction to be issued and for the session to be termi­
nated by the OPEW/CLOSE component. After the session is terminated, the 
SSCP begins the deactivation sequence. This sequence ends the session 
I!etween the SSCP and the node. The figures in Chapter 5 contain a 
detailed description of these sequences for ,various types of major 
Dodes. 

I§T1BLISBIRG §ESSIO!§ 

Sessions between logical units are established and terminated in 
response to session requed!s.' The logical unit that sends the sess£on­
activation request (BIRD) is the primary half of the session and the 
logical unit receiving the session-activation request is the secondary 
half of the session. Bore than one session between two applications~n 
the same or different domains is allowed. Any of these multiple (paral­
lel) sessions may be initiated by the primary or secondary half of the 
session (Pigure 1-6). 

Before an app~ication program can process I/O requests from another 
logical unit, three requirements must be met: 

1. At least one of the logical 
that is known to lCP/VT1B. 
result of an OPER ACB macro 
program. 

units must be an application program 
This knowledge is established as a 
instruction issued by the application 

2.. The logical units must be in session with each other. ~he logical 
unit that is to be the primary end of the session must 1ssue an 
OPIDST macro instruction before this session can be established. 
(If the secondary end of the session is an application program, the 
secondary end can initiate the session by issuing a REQSESS macro 
instruction.) To establish a session between two logical units, 
ACF/VTAM must set up pointers, build and initialize session­
establishment control blocks, and complete the necessary inter­
face. This process is called binding. Two separate aspects 
of binding are: 

• Establishing a communication path between the two logical units 

• selecting the ACP/VTAB routines needed to handle communication 
for these particular l'ogical units 
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Note: A logical path to the logical unit (terminal) is allocated to the application program, 
and data can be transmitted between the application program and the logical unit. 

Figure 1-6. Establishing Connection between Application Programs and 
Logical Units 

3. If the logical units are in different domains, a session between 
the cross-domain resource managers (CDRBs) of each domain .ust be 
established and the cross-do.ain resources must be defined before 
the session can be established. 

When an application program issues an OPIDST .acro instruction request~ 
ing a session with a logical unit that is not currently allocated to any 
other application progra., lCF/VTIB's session-establish.ent routines 
allocate the logical unit to the application prograll. Except when the 
logical unit represents an application program, once a logical unit is 
allocated, requests for sessions with it are not honored until it 
becomes available. Those session requests IIUSt wait until the logical 
unit is released fro. i.ts current allocation. The session-establish.ent 
routines build the control blocks required for the session. Information 
is obtained fro. the resource definition table (BDT) entries, the 
request parameter list (BPL), and the access .ethod control block (ICB) 
to form a session information block (SIB). 
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OpeD destiDatioD routiDes then build the fUDctioD maDage.eDt cODtrol 
block (FMCB), which associates the applicatioD program with the routiDes_ 
needed to support the session. The FMCB enables the application prograa 
and the logical uDit to communicate with each other. AD FMCB is queued 
to the logical uDit cODtrol block (LUCB) for the application program. 

~lectinq ACFI!TAM ~ines 

The other aspect of binding is deteraiDing which routines shall be used 
to handle co.munications for the particular logical uDits iD the 
session. The determiDation is made by usiDg a control block called the 
sk§l!!2! destiDation vect~ !ARle (~). This control block contains an 
entry for each routine that an application program can use for a 
session. 

PMCBADD routiDes select those routines in the skeletoD DVT that are 
required for this particular sessioD, and then build a real DVT. The 
real DVT represents the routines to be used and the sequence in which 
they are to be executed. 

After the FMCBADD routiDes have selected the required entries froa the 
skeleton DVT, they convert the symbolic addresses of the routiDe to the 
storage addresses that were assigDed to the routines wheD they were 
loaded dariDg initialization. A pointer to the real DVT is theD placed 
in the process anchor block (PAB) within the PMCB, aDd the Da.e of the 
real DVT is placed in the DVT entry pOiDt table (EPT). ACF/VTAM's 
process scheduling routines use the real DVT to schedule execution of 
the routines in the proper order. Pigure 1-7 illustrates the construc­
tioD of a real DVT froil a .kel-eton DVT.A skeleton DVT contaiDs en'tries 
for required aDd optioDal processes. In the figure, the skeleton DVT 
contaiDs required eDtries, which become the first and third eDtries in 
the real DVT. The skeleton DVT also contaiDs a set of eDtries for-three 
device-dependent routiDes. These routines perform equivaleDt functiois 
for different types of logical units. The process that is necessary for 
the logical unit in the curreDt sessioD is selected and is theD aade the 
secoDd eDtry in the real DVT. The skeleton DVT also contains another 
set of eDtries (two are shown) for device-dependent processes. The 
process that is needed for the logical uDit (LU) in the current session 
is theD selected aDd is made the fourth entry in the real DVT. The real 
DVT contains eDtries only for those processes that are needed to support 
a particular sessioD. 

BiDding includes sending a Bind RU to the secondary resource. When 
binding is completed, I/O requests from application programs caD be 
accepted and processed (see Pigure 1-8). 

R:BOCESSIIG I/O REQUESTS 

An I/O operation can be initiated at either end of the session. Two 
independent flows (one Doraal, the other expedited) are available for 
seDding and receiving requests and responses. Data caD flow in both 
directions simultaDeously because logical uDits can simultaneously 
receive input and seDd output. The direction of data fl01l at aDy one 
time is governed by the type of liDe and the line control discipline. 
Therefore, at the session level, requests aDd respons-es- may be iDter­
spersed. At the liDk level, requests aDd responses will be interspersed 
only on a duplex liDe. 
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Sl$eleton DVT RealDVT 

Required process First process 

Session-<lependent process 1 Second process 

I Session-<lependent process 
(See Note) 

Third process 

J Session-<lependent process ,.. Fourth process 

Required process 

Session-<lependent process I (See Note) 

Session-<lependent process 
,,) 

Note: When the real DVT is constructed from the skeleton DVT. only the processes 
required for communication with the terminal are selected. 

Figure 1-7. Constructing a Real DVT from a Skeleton DVT 

After an application progralDand a logical unit establish a session, 
data can be transferred between thea. ACF/VTAB ~/o-request processing 
consists of tvo general types of processing:--

• ForlDat conversion, which inserts control informationvithin the 
requests so that requests sent to a particular type of logical unit 
are in the proper format and so that requests received fro. that 
type of logical unit are handled properly. 

• Path control, vhich adds control information to the front of 
requests and responses so that they get to their destinations. 

l2~lDat Conversion 

Format conversion transforms information supplied to a logical unit 
into a request/response unit (RO), a request/response header (BB), and a 
transmission header (TB). Format conversion is done by the transmission 
subsystem cOlDponent (TSC) and builds a request units IIi table for the 
request unit's destination. Format conversion processing consists of: 

• Routines that insert control information into the request so that it 
is handled properly or displayed properly after it reaches its 
destination. The fundamental units of information in an StU data 
communications system are request units and response units. Format 
conversion formats and attaches a control field (a request or 
response header) to the request or response unit. These control 
fields contain routing information, indications as to what type of 
response is desired (for exaaple, respond only for error situation), 
and information as to whether a series of request units are related. 

• Routines that forllatthe request and insert other internal control 
information. 
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No",: After an application program and a terminal have been comected, ACF NT AM 
passes data received from the applic:ation program to the operating system's I/O 
supervisor for transmission to the terminal. ACFNTAM accepts input that the 
terminal sends to the 110 supervisor and passes it to the application program. 
An application program can send data to and receive data from another 
application program with which it has established a session. 

Figure 1-8. Sending and Receiving Data 

IA!h Control 

Path control uses the inforaation in the IB and TB to route a request or 
!response to its destination. Path control, which is done by the trans­
imission subsystem component (TSC), consists of adding additional 
control inforaation to the request to ens lire that the reqllest is handled 
properly as it passes through the network. 1 Itransmission header is 
added when coaaunicating with Sil terainals. The path control routines 
.ust handle requests for local terainals, as well as terminals attached 
through the ICP. 

L~ Matarial-Propany of IBM 

Chapter 1. Overview of lClIVT1! Operations 15 

• 



After the application program-s I/O request has been processed by TSC, 
it is passed by TSC to the host operating system-s I/O supervisor, which 
then initiates the I/O operation. 

lnbound Commgnicatioq 

Data sent from a logical unit to an application prograJi is received by 
the host operating system's I/O supervisor, which passes it to TSC. TSC 
then takes the data and passes it to the application program for which 
the data is intended. TSC then converts completion status information 
to a form that is meaningful to an application program and passes it to 
the application program through the RPL. 

CO!POREBTS THAT PERFOR! I/O-REQUEST PROCESSIBG 

Two ACF/VTA! components perform the processing needed to convert an 
application program's I/O request into a form that can be used by the 
operating system-s I/O supervisor, that is, into a channel program: 

• The application program interface (API) 

• The transmission subsystem component (TSC) 

The functions of ·each of these components are summarized below. 
.....-"" 

ARplication proqraa'Interfac~ (!l!) 

These routines process requests (issued as macro instructions) for 
session-establishment, session termination, and data transfer. The API 
routines filter both outbound and inbound infonation between the 
application program and other ACF/VTAII routines. For requests coming 
from application prograas, .the API checks whether the request is valid, 
interprets it, and passes it to the appropriate subcomponent. After the 
requested operation has been performed, the API routines notify the 
application program of its completion and provide the feedback (status 
information) that resulted froll the operation. . . 

Transmission subsyst,m Component (~~) 

The TSC is ACF/VTA!'s interface with the operating system for outbound 
and inbound requests. The TSC receives an outbound request from the 
API, determines the type of -request, ensures that it is a valid request, 
builds the appropriate channel program, and schedules it with the host 
operating system's I/O supervisor. The TSC receives an inbound request, 
response, or feedback from the I/O supervisor, and passes it to the API. 
then the TSCreceives a request from a logical unit, if a RECEIVE 
request is not currently queued, the inbound request is queued. The 
request is. sent to the application program only when it issues a RECEIVE 
request. 

Figure 1-9 illustrates how these components (API and TSC) transmit data 
from an application program and process the resulting feedback. 
Detailed examples of processing I/O requests are in ACF/VTA! Execution 
Sequences. 
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Figure 1-9 .~. Flow of Control and Data for I/O Requests 
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These macro instructions control data transfer between an application 
program and an SNA terminal: 

~!!Q: Causes ACF/VTAB to transmit a record or control information from 
an application program to a logical unit. The four types of records 
that can be transmitted are application program data, application 
program response to data received, a control request, and a response to 
a control request. . 

.B~£EIVE: Causes ACF/VTAB to transfer a record or control information 
from an ACF/VTAB buffer to a storage area in the application program. 
RECEIVE may be limited to one type of record, or it might handle all 
four types. 

~~~!£: Includes starting a transmission (start Data Traffic), pnrging 
requests (Clear), resetting sequence numbers (STSN), requesting recovery 
(RQR), rejecting a Bind by a secondary end, and responding to an STSN or 

SDT received with the SCIP exit routine • 

.B]i;g~: Cancels pending RECEIVE request(s) and/or silitches a logical 
unit's continue-specific mode or continue-any mode. 

Before an I/O request can be issued, an RPL must beeonstructed that 
points to the opened ACB, contains information describing the type of 
I/O request, and contains a communication ID (CID). 

After a session has been set up, both nodes.can start to send data 
immediately, provided that the session does not require a Start Data 
Traffic command. (If the session requires ci""-start Data Traffic command, 
neither node can send data until the primary end of the session issues 
the command.) . 

Application programs transfer data by issuing SEND and RECEIVE macro 
instructions. The flow of control and data that results from issuing 
these macro instructions is illustrated in Figures 1-10 and 1-11. 

This macro instruction requests that ACP/VTAB transfer a request or a 
response to it specific logical unit. An PID1 (Pormat lD=1) PlU speci­
fies the format used for Sll terminals. Data is transferred from an 
area pointed to by the RPL; response information is specified'osymboli­
cally in the RPL. Assuming that data is being sent from an application 
program, the TSC copies the data, builds a request header (RB) and 
transmission header (TH), formats channel command words (CCls), and 
schedules the channel program. The transmission header contains infor­
mation for routing the data through the network. If a response is 
necessary, the response from the logical unit is queued. Ihen the 
application program issues a RECEIVE for the logical unit, the response 
is then passed to the application program. Pigure 1-10 illustrates the 
processing of a SEID request. The example assumes that POST=SCHED was 
specified for the SEND. 
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Figure 1-10. Processing a SEND Request 
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BECEIVE 

The BECEIVE macro instruction transfers data from internal ACF/VTAB 
buffers to the application program's input data area. RECEIVE can be 
issued in two formats: BECEIVE SPEC and RECEIVE ARY. RECEIVE SPEC 
requests data that was sent in by a specific logical unit, while RECEIVE 
lRY requests data that was sent in by any logical unit with which the 
application program is in session • 

. The RECEIVE operation code is passed to lCF/VTAB in the RPL: 

• If data is available that will satisfy the RECEIVE request, the data 
is moved into the user's area. 

• If no data is available to satisfy the BECEIVE request and if the 
queue option was specified, the RPL is placed on a wait queue until 
data is received to satisfy it. 

• If no data is available to satisfy the RECEIVE request and the queue 
option vas specified, BECEIVE will fail. 

A BECEIVE request does not cause any activity in the network. III 
processing takes place. in lCF/VTA8. 

When the BECEIVE request is satisfied, the RPL is posted to indlcate to 
the application program that the RPL can be reused. 

Figure 1-11 illustrates the processing of a RECEIVE ARY request. The 
example assumes that no data is available at the time the RECEIVE is 
issued, so the BECEIVE is ~eqed. Later, data arrives to satisfy the 
BECEIVE. 

In addition to initialization, network configuration definition, estab­
lishing and terminating of sessions, and processing of I/O requests, 
lCF/fTl! also includes components that perform process scheduling 
services, storage management services, reliability, availability, and 
serviceability functions, termination, and multisystem n~tworking 
functions. These components are described briefly below and in more 
detail in Part 2. 

Process scheduling services and storage management services provide 
ACF/fTA! with a means of requesting resources from the host operating 
system. Because these components interact with host operating system 
routines, they are system-dependent and vary from one operating system 
to another. Bowever, the services that they provide to other ACF/fTA! 
routines are independent of the host operating system. Since these 
routines act as a central facility for the services they provide, other 
components can request system services from this central facility and 
thereby remain independent of the operating system. 

Process scheduling services (PSS) routines control the flow of requests 
through lCF/VT1! by scheduling and dispatching the routines needed to 
process requests from application programs. Because these routines 
serve as a dispatcher, lCF/VT18 does not need to use the operating 
system dispatcher to schedule its own work. 
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When an application program issues a request for a session or data 
transfer, the application program interface ensures that the request is 
valid and then issues a TPIO SVC. The TPIO SVC indicates to PSS that 
there is an application program request to be processed. In response to 
the TPIO SVC, system SVC handlers provide the change from problem­
program state to supervisor state needed to process the request. 
PSS then schedules the request and dispatches the routines needed to 
process the request. 

To schedule the application program's request, PSS routines place the 
request parameter list (BPL) that represents the request on the appro­
priate queue. Then, when the request is to be satisfied, lCF/VT1! 
routines find the BPL and do the processing needed to satisfy the 
request that it represents. 

To dispatch the routines needed to process the request, PSS routines 
first select the real DVTs and any device-dependent routines required 
for the request. The routines named in the real DVT are then dispatched 
to process the application program's request. PSS routines transfer 
control from one DVT to another and from one routine pointed to by a DVT 
to another routine pointed to by the same DVT. See "Scheduling an 
ACF/VTAM Process" in Chapter 2. 

~1Q~~~ Management Services (~!~) 

lCF/VTA!'s storage lIanagement routines operate with host operating 
system storage lIanagellent routines to provide lCF/VT1! components with 
storage areas for control blocks andI/O buffers. Storage managellent 
services are not directly available to~appliSi!~j,on programs, but only to 
ACF/VTAM components, which, in turn, perforll the following services for 
the application programs: 

• Building pools for buffers (either pageable or nonpageable), and 
variable-length storage areas 

• Expanding and contracting buffer pools 

• Allocating and releasing buffers 

ACF/VTAMcomponents issue the following macro instructions to request 
storage management services: 

• BLDPOOL macro instruction, which is used during initialization to 
build a buffer pool and make an entry in the pool directory 

• DELPOOL macro instruction, which is used during termination to 
delete a buffer pool from the systell and rellove its entry froll the 
pool directory 

• GETSTOB macro instruction, which requests variable-length storage 
from the appropriate storage area 

• FBEESTOB macro instruction, which releases storage obtained by 
GETSTOR and makes it available for reallocation 

• BEQSTOBE macro instruction, which makes requests for fixed-length 
buffers to be used to hold data or control block information 

• RELSTOBE macro instruction, which releases a buffer, or a chain of 
buffers, previously acquired through the REQSTOBE macro instruction 

• VTALLOC macro instruction, which requests variable-length storage 
from the appropriate storage area 
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• VTFREE macro instruction, which releases storage obtained by VTALLOC 
and makes it available for reallocation 

Reliability, Availabilit,Y, !!!.9 ~!:viceabilill (RA1D 

ACF/VTAM can trace the 110 activity of any addressable node and can also 
trace the contents of buffers as they enter and leave ACF/VTAM control. 
The lCF/VTAM internal trace keeps a record of ACF/VTAM resource usage 
and flow of control. 

j~~onfiqurinq the Retwork Dynam~ga~ly 

Dynamic reconfiguration (DR) allows lCl/VTlM to add and delete cluster 
control units and their associated logical units to or from nonswitched 
links without the need to do a new RCP generation. This allows the 
physical relocation of PUs and LUs temporarily until the clusters have 
been returned to their original configuration or, in the case of a 
permanent move, a new RCP can be generated. 

All PUs are added to or deleted from the physical unit dynamic recon­
figuration pool (PUDRPOOL) and all LUs are added to or deleted from the 
logical unit dyna.ic reconfiguration pool (LUDRPOOL). The DR function 
is provided through the VARY command by requesting the addition or 
deletion of control records and resoorce definition statements in the 
dyna.ie reconfiguration data set (DRDS). 

To shut down the network, the network operator issues a HALT command, • 
which invokes ACF/VT1M's termination routines. These routines perform 
operations that are the reverse of those performed by the initialization 
routines. The termination routines delete the ACF/VTA! modules and free 
all system resources acquired for ACl/VTA!. Control is then returned to 
the operating system. • 
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CHARTER ". !£Fan! ~O!TROL ~Q£!~ 

A general understanding of the most-used control blocks is needed to 
understand the overall operation of ACF/VTAB. These control blocks can 
be grouped into the following categories: 

• 

• 

£2nftquration cantrol a!2£k~, which define the components and 
structure of the domain 

lCFIV!AB-APplic~ R£Qg~ !B~I!~£! control blocks, which permit 
application programs to use ACF/VTAB facilities 

• §ession contro!-blQck§, which describe sessions between logical 
units 

.- Proces§ §!:I!edulinq control a!gcks, which are used in scheduling and 
processing I/O reguests 

The control blocks in these groups are described in the following 
sections. For more details about individual control blocks, refer to 
ACF In AB R!Ji~ Areas. 

gOBr.IGORA!IOR CORTR2L BLOCKS 

Go-n-trol blocks that define the ACF/VTAB configuration are: 

• 
• 
• 
• 
• 
• 

lCF/VTAB coallunication yector table (ATCVT) ---Boundary function table (BFT) 

Intelligent controller node control block (ICRCB) 

Local device node control block (LDRCB) 

Resource definition table (IDT) 

Sy_bol resolution table (SRT) 

• Bajor node table (BRT) 

• Specific (ainor) node table (SIT) 

The relationship of these control blocks is shown in Figure 2-1. 

ACF/VT1B COBBORIC1TIOR VECTOl TABLE (ATCVT) 

The lTCVT contains the addresses of routines that are not contained in 
destination vector tables (DVTs). The lTCVT also contains the addresses 

. of other control blocks (such as the resource definition table aud 
sYllbol. resolution table) that are needed for lCF/VT1B execution. 

BCOID1BY FORCTIOR TABLE (BFT) 

The BFT is used for path control and transmission: control functions for 
logical units and physical units connected to lCF/VTAB through a locally 
attached SRI cluster controller. There is one BFT for each cluster 

Licensed Materlal-Property of IBM 

Chapter 2. ACF/VT1! Control Blocks 25 

.e"' , 



H-n "oW '-"-'-~--l 

, 

controller, and one BPT entry for the physical llnit and for e.ach logical 
llnit attached to that physical llDit. 

The BPT entry for a logical llnit contains information that enables 
leF/VTI! to maintain the status of each session flowing through the 
bOllndary fllnction and to .aintain inforllation needed to sllpport pacing. 

System Communications vector 
Table (CVT) - OSNS or 
System Common (SYSCOM) OOSNS 

ACFNTAM Communication 
Vector Table (ATCvn 

~ 

Major Node 
Table (MNT) 

Add,.. Vector 
Table (AVn 

I--

OUaue Anchor Block (CAB) 

f--

<-

Symbol R:lu~ ReIoun:e 
Table (SRT) Definition 

Table (ROT) 

SRT Entry 
ROT Entry 

SRT Entry r---+- ROT Entry 

Specific (Minor) Node 
Table (SNn 

Figure 2-1. Tables That Define the Configuration of an ACP/VTAM Network 
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INTELLIGENT CONTROLLER NODE CONTROL BLOCK (ICNCB) 

The ICNCB is ACF/VTA!'s representation of a channel-attached physical 
unit. The ICNCB is created when the physical unit is activated under 
ACF/VTA! control (that is, when the operator issues a VARY ACT command). 
The ICNCB defines the characteristics and current status of the physical 
unit. This information is needed by ACF/VTA! to control I/O initiation 
and termination. It also defines scheduling queues and parameters 
required for communication with the I/O supervisor routines that actual­
ly perform the I/O operation. 

LOCAL DEVICE NODE CONTROL BLOCK (LDNCB) 

The LDNCB is ACF/VTA!'s representation of a local non-SNA terminal. The 
LDRCB defines the characteristics and current status of the terminal. 
This information is needed by ACF/VTA! to control I/O initiation and 
termination for the terminal. It also defines scheduling queues and 
parameters required for communication with the I/O supervisor routines 
that actually perform the I/O operation. The LDNCB is created when the 
operator issues a VARY ACT command for the terminal. 

RESOORCE DEFINITIOR TABLE (RDT) 

T he BOT describes the resources available to the sys tem. It contains 
entries for communications controllers, groups, lines, cluster control 
units, terminals, termina1:.sollPonents, logical units, physical unita;, 
cross-domain resources, cross-domain resource managers, and application 
programs. The resource definition table is a segmented table: each 
segment contains information about a major node defined during system 
definition. A major node consists of a communications controller an~ 
its attached terminals, a group of local non-SRA terminals, a group of 
physical and logical units attached through the switched network, a 
group of physical and logical units attached through a data channel, a 
group of cross-domain resources, a group of cross-domain resource 
managers, or a group of application programs. Reference is made to 
these major node subcomponents during ACF/VTA! star,tup and during 
OPEl/CLOSE, VARY, !ODIFY, and DISPLAY processing. Figure 2-2 illus­
trates the format of the RDT and the node entries· for a communications 
controller's RCP. The RDT consists of a chain of RDT segments that 
represent communications controllers, lines, cluster control units, and 
devices. Each 3705 communications controller is defined as a separate 
segment. (See Figure 2-3.) 

1 description of the RDT segment header and the various parts of the ROT 
segment follows: 

J~l ~~I!n! B!ader: Each RDT segment is preceded by a header that 
identifies whether this RDT segment applies to an application program 
major node, an RCP major node, a switched SRI major node, a local SRA 
major node, a local non-SII major node, a CDR! major node, or a CDRSC 
major node. The header is also used to chain the RDT segments together. 

J!~ Istry: The lPPL entry appears in the application program RDT 
segment. It defines a particular application program. 

£~J! IB!~: The CDR! entry appears in the CDR! RDT segment. It defines 
either the cross-domain resource manager for this domain or the 
cross-domain resource manager for another domain. 
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Figure 2-2. Resource Definition Table (ROT), Showing Node Entries 
for a Communications Controller NCP 
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GROUP 
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RIN 

GROUP 
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LUX 
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Header 
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PU 
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APP.L 
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Figure 2-3. Structure of ROT Segments 

£~ ~y: The CDRSC entry appears in the 
defines a particular cross-domain resource. 
a logical unit in another domain with which 
can communicate. 

Local Non-SNA 
ROT Segment 

Header 

DAN 

LU 

DAN 

LU 

CORSC 
ROT Segment 

Header 

CORSC 

CORSC 

CORSC 

CORM 
ROT Segment 

Header 

CORM 

CORM 

CORM 

CORM 

CDRSC RDT segment. It 
A cross-domain resource is 

logical units in this domain 

~hannel Attachment Entry (Q!!): The DAR entry appears in the local SRA 
and local non-SRA RDT segments. It defines a channel attachment to the 
host processor. There is one DAR entry for every channel-attached 
device defined in the major node. In a local SRA RDT segment, each DAR 
entry is followed by a PU entry. In a local non-SlU RDT segment, each 
DAR entry is followed by a single LU entry. 

§jQYR Entry: The GROUP entry appears in the RCP RDT segment. It defines 
a group of switched or nonswitched lines. Switched and nonswitched 
lines cannot appear together in the same GROUP. Each GROUP entry is 
followed by one or more LIRE entries. 
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!eID Entry: The LIBE entry 'appears in the 
particular switched or nonsvitched line. 
o'ne or more PU, PUI, or i'II entries. PU, 
mixed together on the same LIIE. 

ICP RDT segment. It defines a 
Each LIIE entry is followed by 
PUI, and RII entries cannot be 

!eY Entry: The LU entry appears in the ICP, switched 51!, local 51., and 
local non-SII BDT segments. It defines a logical unit. 

!eY! Entry: The LUI entry appears in the ICP iD! segment. It defines a 
network address for a switched-network logical unit. 

iY Entry: The PU entry appears in the ICP, ·swi.tched 51!, local 51!, and 
iDT segments.. It defines a physical unit. Each PU entry is followed by 
one or more LU entries. 

2YI Entry: The PUI entry appears in the ICP RDT segment.· It defines a 
network address for a switched-network physical unit. When a switched­
network connection is made between th.e physical unit and IClI'T!!!, the 
PUX is associated with a PU entry in the switched 511 aajor node. 

II! Ent!y: The RIB entry appears in the RCP iDT segment. It defines a 
cross-subarea link station. 

SI!!BOL iESOLUTIOITIBLE (SiT) 

The symbol resolution table (SiT) is used to convert the symbolic name 
of a node or table into the address of the node or table. The SiT is 
used most often for openlng and closing the 1/0 interface between an 
application program node and a destination nade ... and for displaying and 
altering the status of. nodes. . . 

T~e SiT, illustrated in ligure 2-4, is a multilevel table created during 
the activation process (by ViiI lCT) and during IClI'T!S initialization. 
The first level is the SRT directory (SRTD), which contains the addresses 
of the beginning of the SRT entry queues. There are 1023 such 
gueues. Whenever IClI'T!!! creates an SiT. entry, it applies an algorithll 
to the name field of the SiT entry to randollly allocate the SiT entry to 
one of the SiT queues. Ihen !ClI'T!!! has to find the SiT entry associ­
ated with a given nalle, it uses the same algorithm to find the appropri­
ate SiT queue to search. 

The SBT contains an entry for each symbolic node name that is known to 
!ClI'T!!!. Entries are included for all nodes defined in an active NCP 
lIajor node, all application programs, all cross-domain resources 
(CDRSCs), all cross-domain resource managers (CDi!!s), and all local 
devices tbat are defined to IClI'T!!!. Entries are also included for all 
USS definition tables, all logon mode tables, and all interpret tables. 
SRT entries exist for all nodes, not just for addressable nodes. 
Ronaddressable nodes include lines, line groups, and the logical units 
and physical units in switched Sil major nodes. 

There are four types of SiT entries: those that are part of anRDT 
entry, those that point to an' iDT entry, those that point to a table, 
and those that point to the iDT entry of an application program that is 
to receive a network services request unit. lithin the SiT entry is a 
type field that indicates which type it is. Each SiT entry also has a 
name field that corresponds to the name of the associated node. 
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---Figure 2-4. Symbol Resolution Table (SRT) 
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Every RDT entry beqins with an SRT entry. Therefore, every RDT entry 
can be found throuqh the SRT directory by use of the appropriate node 
name. lor example, when ACl/VTA! needs to find the RDT entry for a 
logical unit named LOGUIITS, it runs this name through the algorithm to 
find the appropriate SRT queue. ACl/VTA! then searches each SRT entry 
on that queue until it finds the SRT entry whose name field contains 
LOGUBIT5. ACl/VTA! also checks the type field to ensure that what it 
has found is really an RDT entry and not a table by the same name. The 
RDT entry for that logical unit immediately follows the SRT entry. 

Additional SRT entries can exist that point to the RDT entry, but are 
not part of the RDT. These additional SRT entries are used for the 
physical units in switched SNA major nodes. When a session is estab­
lished with such a physical unit, the physical unit! provides an excha~ge 
ID (lID). ACl/VTA! builds an SRT entry with the lID in the name field 
and chains this SRT entry to the SRT entry for the physical unit name. 
Therefore, the RDT entry for a switched physical unit can be found 
ei:ther through the physical unit name or through the lID supplied by the 
physical unit. 

SRT entries can also point to a table. This table can be a USS defini­
tion table, a logon mode table, a CS!I routing table, or an interpret . 
table. ACl/VTA! locates the table, using the name of the table and the 
SRT directory, in the same way as it locates an RDT entry. 

SRT entr~es are also. used to route a network services request unit. An 
application program can be authorized to receive certain network services 
request units. When ACF/VTAM processes the definition statements 
that indicate which application programs are to receive each of these 
request units, ACl/VTA! builds an SRT entry for e.ach request unit that 
has the request unit identifier in the nalle fTeld· and points this SRT 
entry to the RDT entry for the application program name. Should 
ACl/VTA! receive such a network services request unit, it searches the 
SRT for a matching entry. If such an entry exists, it points to the 
application program that is to receive this request unit. If the entry 
does not exist, lCl/VTA! discards the request. unit. 

!AJOR HODE TABLE (!NT) AID SPECIlIC lODE TABLE (SBT) 

The !IT and the base portion of the SIT are built during ACl/VTA! 
initialization. The !NTcontains entries for each subarea in the 
network (as specified by the !AISUBA parameter). The SIT contains 
entries for each specific node within a major node that can be addressed 
in the domain. However, the SIT does not contain entries for logical 
units and physical units in switched major nodes, because they are not 
supported as addressable nodes; nor do they contain entries for specific 
nodes in other domains, because their addresses are not known in this 
domain until a session is established with them. Although the address­
ing tables are built during initialization or when a VARY ACT cOllmand is 
issued for a node, they are updated .when an application program issues 
an OPIDST macro instruction for the particular node. Figure 2-5 shows 
the node addressinq table structure. 

The node addressinq tables are used to match the destination address 
portion of a communication address with the address of an internal 
control block that represents the destination node. The node addressing 
tables serve as a directory of all destination addresses for which one 
or more 1/0 interfaces exist. 
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A£lL!TA!-~O-AP?LICITIOB PROGRA! !lIIRl!£! CQBTROL BLOCKS 

The following control blocks define the interface between ACF/VTA! and 
application programs: 

• Access method control block (ACB) 

• ACF/VTA! data extent block (ACDEB) 

• Asynchronous process table (APT) 

• Logical unit control block (LOCB) 

The relationship of these control blocks is shown in Figure 2-6. 
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lCCESS RETHOD CORTROL BLOCK (lCB) 

The lCB represents an application prograa to lCP/VT1B. The lCB is 
initialized in response to an application prograll's OPER lCB request. 
The lCB is a part of the user's application prograll; it defines the 
interface between the problem state application program code (generated 
by macro instructions in the application prograa) and the supervisor 
state lCP/VT1B routines that support the application prograa. Once this 
interface has been established, the application prograa has access to 
such system facilities as destination open and close and the I/O inter­
face routines. 

lCP/VT1R D1Tl EXTERT BLOCK (lCDEB) 

The lCDEB contains information needed by lCP/VT1R to service application 
program requests. Por example, the lCDEB provides the application 
prograa with information needed for scheduling the open destination and 
close destination operations, which. are perforaed in supervisor state. 
The lCDEB also provides the required information for speciak forms of 
I/O requests. 

lCP/VT1B control blocks that represent the application program's.associ-
'ation with lCP/VT1B routines are chained off the lCDEB, which serves as 
an anchor point for request-processing operations. The lCDEB also 
serves as the control point for terminating sessions when an applicatio~ 
pro grail is terainated abnormally or issues a CLOSE lCB aacro instruction 
while sessions still exist. 

--
lSIRCHROROOS PROCESS TIBLE (lPT) 

The lPT is lCP/VT1B's representation of an application prograa's task~ 
This control block serves as the control point for scheduling all 
asynchronous functions related to the applicationprograa. These 
functions, include scheduling I/O-request processing, co.pletion process­
ing, session-request coapletion processing, and asynchronous user exit 
routines. . 

LOGICIL OIIT CORTROL BLOCK (LOCB) 

The LOCB is lCP/VT1R's representation of an active application prograll. 
There is one LOCB- for each active application program. Chained off the 
application prograll's LOCB are the PRCBs that represent the other half 
of the application prograa's active sessions. The LOCB is created when 
the application program is activated by OPEl lCB processing and is 
deleted by CLOSE lCB processing. lfter the LOCB is created, its address 
is placed in the specific node table. 

The size of the LOCB depends on the value specified for the EIS paraae­
ter in the lPPL stateaent that defines the application prograa. The EIS 
paraaeter specifies the greatest noaber of active sessions that the 
application prograa is expected to have at anyone tille. 

The content of the LOCB also depends on the EIS value specified. If the 
EIS value is sllall, the application program is represented by an LOCB 
that contains an entry for each active session. These entries consist 
of the 2-byte address of the logical unit and the 3-byteaddress of the 
associated PBCB. In this case, the PRCB is found by searching the 
entries in the LOCB for one whose network address aatches the one for 
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the specified node. If the EAS value is not specified or is large, the 
L.UCB contains pointers to rows of FftCB look-up table entries. A special 
algorithm is used to add, delete, and find entries in the FftCB look-up 
table .. 

§ISSIO! COBTBOL BLOC~S 

Several control blocks support four fundamental types of session: 

• SSCP-SSCP sessions 

• SSCP-PU sessions 

• SSCP-LU sessions 

• LU-LU sessions 

For the most part, the same types of control blocks are used" for all 
four types of sessions. These control blocks are: 

• Session information block (SIB) 

• Function management control block (FftCD) 

• Bode identification block (RIB) 

The relationship of these control blocks is shown in Figures 2-7 and 
2-8. 

SESSIOR IRFOBftATIOR BLOCK (SIB) 

The SIB indicates the status of an LU-LU session. SIBs are used by the 
session services subcomponent of the SSCP to keep track of which 
sessions exist and how far sessi()n establishaent or teraination has 
proceeded for a particular session. One SIB is created for every 
session request received by ICF/VTlft. . 

. ., 
Each BDTE has two SIB queues: one for SIBs that represent sessions in 
which the logical unit is the prillary end and another for SIBs that 
represent sessions in which the logical unit is the secondary end. 
Therefore, each SIB is queued off twoBDTEs, one of which represents the 
prillary end and the other the secondary end. The SIB contains pointers 
to the BDTEs for both logical "units participating in the session. 

To find all the sessions in which a logical unit is participating, one 
examines both SIB queues that are associated with the logical unit's 
BDTE. This reveals not only the active sessions ,(those for which OPNDST 
or OPISEC has cOllpleted),but also the pending active sessions (those 
for which the logon exit has been scheduled, but for which the session 
has not been established) and the queued sessions (those for which the 
logon exit has not been scheduled). The SIB indicates whether the 
session is active, pending active, or queued. 

FUICTIOR ftlRAGEftERT CORTBOL BLOCK (FftCB) 

The FftCB is ICF/YTAft'S representation of a half-session. The FftCB is 
associated with the application prograll by an LUCB, which contains 
pointers to FftCBs representing sessions with the ·application prograa. 
The FftCB contains the address of the ICDEB. 
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Figure 2-7. Control Blocks That Represent a Session 
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The major contents of the FMCB are the queue anchors to which requests 
and responses (including data) are quelled, the destination vector table 
(tVT) addresses that define the processing routines that were selected 
at session establishment, and the statlls of the half-session that this 
FMCB represents. 

The major Ilsers of the FMCB are the TSC and process scheduling routines. 

lODE IDEBTIFICATIOI BLOCK (BIB) 

The lIB describes the characteristics of a session reqllest and identi­
fies the logical unit for which the session is to be established or 
terminated. 
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The following control blocks are used for the inte~face between ACF/VTAM 
and a program operator application program: 

• Program operator control block (POCB) 

• Program operator message header (PaRD) 

• Program operator interface area (Pall) 

• Program operator message control block (POIlCB) 

• Program operator parameter work area (POPU) 

• Program operator reply control block (PORCB) 

• Program operator work element (POWE) 

The relationship of program operator control blocks "is shown in Pigure 
2-:9. 

iroqram Operator control Block (~Q£!): The POCB is the primary program 
operator control block. It represents an application program in session 
with the program operator interface (POI). Each POCB serves as an 
anchor point for all control blocks dealing with messages to be received 
(POIlCBs) and replies to be sent (PORCBs) by that application program. 

iI9SI~ Operator lIessag! Head!I (fQ~): The POSD is the header associ­
ated with each command s~hy ACF/VTAM to the program operator an~each 
message received by ACF/VTAM from the program operator. The POHD is . 
used for message association in the program operator application 
program. 

ATCVT POIA 

POMCB 

POMD{.-__ -t 

Figure 2-9. Relationship of Program Operator Control Blocks 
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groqra~ ~~Q~ Interface Area (ROIA): The POIA acts as an anchor block 
for the program operator control block (POCB) chain and the program 
operator interface (POI). 

g~oqr~~ ~~~ ~~saq~ CoB!~l ~loc~ (gOft~~): The POKCB contains a 
message generated by ACF/VTAft to be passed to the program operator 
application program. 

groqram 9perator Parame~ !2£~ A~~ (RQRWA): The POPWA is a data area 
used by the program operator interface (POI) to pick out command or 
reply text and do initial validation. 

g£~3~~~ OpeI§to~ ~ ~~~Ql BlQ£~ (PORCB): The PORCB represents 
ACF/VTAft waitIng for a reply to a iTOR macro instruction. 

R~~~~~ Qp~rat~ !gIk El~~~~! (fQ!E): The POiE represents a iTO or WTOR 
macro instruction issued by ACF/VTAft to a program operator. A POftCB 
and, if necessary, a PORCB are built from the POWE. 

The following control blocks are used in scheduling and dispatching 
ACF/VTAft processes: 

• Process anchor block (PAB) 

• Skeleton destination vector table (skeleton DVT or SDVT) 

• Destination vector table (DVT) 

• Bequest parameter he,ader (BPH) 

• Lock queue anchor block (LQAB) 

• Betwork address block (BAB) 

• Wai ting request element (WRE) 

Control blocks that contain PABs are the: 

• Asynchronous processing table (APT) 

• ACF/VTAft data extent block (ACDEB) 

• ACF/VTAft comaunication vector table (ATCVT) 

• Dynamic process anchor block (DIPAB) 

• Function management control block (FftCB) 

• Logical unit control block (LUCB) 

• Bode control, block (BCB) 

• User exit control block (UECB) 

Work elements queued to PADs are the: 

• Dump/Load/Restart Parameter List (DLRPL) 

• Betvork configuration services parameter list (BCSPL) 

• Pool control block (PCB) 
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• Program operator work element (POWE) 

• Request parameter list (RPL) 

• Request/response unit processing element (RUPE) 

• TOLTEP interface element (TIE) 

• Trace record (TRAC) 

• Trace parameter list (TRCPL) 

• Transmission subsystem control block (TSCB) 

• User exit control block (UECB) 

g£~§§ !n£ho£ ~2£! (~): Process anchor blocks are dispatching points 
for process scheduling services (PSS) i for example, a PAS may be ~ched­
uled to cause execution of the modules addressed by the DVT assoc~ated 
with the PAB. A PAB may be explicitly scheduled with no work elements, 
or a work element may be queued to a PAB to cause it to be scheduled. 
PABs are not stand-alone control blocks; they are always contained 
within another control block. 

~~~leton Destination ~Q£ Table (Skeleton DVT): The skeleton DVT 
contains a list of all routines needed to support a session. Routines 
named in a skeleton DVT are marked either as unconditional (always 
needed) or as conditional (for example, routines used only for a parti­
cular type of session). A real DVT is constructed from a skeleton DVT 
by selecting those routines needed for each session. 

Destination Vector Illi!! mYTf: The DVT is not a control block in tlie 
usual sense. Rather, it is a parameter list for the ACF/VTA8 execution 
sequence controller. A DVT lists, in the order they are to be executed, 
the addresses of the routines that must be executed to pass a request to 
the specified destination. The execution sequence controller uses th' 
DVT to determine the routine that should next be given control whenever 
execution of a preceding routine is completed. 

!~g~!§! ~£~~ Header (RPH): TheRPH is an internal parameter list 
and work area created by process scheduling routines. It contains the 
address of a queued work request element that is ready to be scheduled 
and other parameters necessary to define the processing environment for 
the routines that service the request. 

b~~ gueue Anchor ~ (LQAB): The LQAB is the anchor for a queue of 
waiting request elements (WREs) and network address blocks (BABs). 

!~!~~~ Address Bloek (~): The network address block (NAB) is used to 
find the RDTE for a resource, given the network address of the resource. 
Each BAB contains a network address and a pointer to the RDTE for the 
resource associated with that network address. A queue of BABs is 
searched until the BAB containing the required network address is found; 
then the location of RDTE is obtained from the BAB. With parallel 
sessions, there can be multiple network addresses fora network resource 
and, therefore, multiple NABs for that resource's RDTE. 

!~iti~ Request Elem~ (!!~): A WRE represents an ACF/VT18 process that 
is waiting for the completion of an event after having issued a CPW1IT 
macro instruction. WREs are queued to the LQAB specified in the CPWAIT 
macro instruction. When a CPPOST is issued for the event, the WRE is 
dequeued, and the waiting process is resumed, if appropriate. 
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Major control blocks in ACF/VTAM are de~ined as control blocks that 
contain PABs. See the heading "PABs Used by Major Control Blocks" for a 
list of the major control blocks, the PIBs they contain, and the work 
elements associated with the PABs. 

!2znchrono~2 ~rocess IgBle (AP!): This control block, discussed under 
the heading "ACF/VTAM-to-lpplication Program Interface Control Blocks," 
is also an important processing control block. It serves as the control 
point for scheduling all asynchronous functions related to an lCF/VTlM 
application program. 

!f!t!!AM Q~!$ ~xtent Blo£! (AC~EB): The lCDEB, discussed under the 
heading "ACF/VTAK-to-lpplication Program Interface Control Blocks," 
contains the RECEIVE ANY PAB and the system service PAB. 

!ffL!!!~ communicat~o~ !~ct~ Xabl~ (ATC!!): The ATCVT, discussed under 
the heading "configuration Control Blocks," contains several PIBs, as 
shown under "PABs Used by Major Control Blocks." 

QZ~~ic ~~ Anch~ §lock (~lR!§): The DYPAB is a control block used 
to contain a PIB that would not otherwise reside within a major control 
block. It contains a header and a PIB used to schedule an ACl/VTA! 
process. 

fy~ction A~naqement £Qn!~ol Block (lA~): The FMCB, discussed under the 
~eading "Session Control Blocks," contains inbound and outbound TSC 
PABs. 

. ' 

b.Q.9ic~! !!!!.i! f.Qnt£Q! Bloc! (LUf!H: The LUCB, ""discussed under the heading 
"Session Control Blocks," is also used in process scheduling. 

!.Qde f.Q~! ~loc! (!£§): The LDNCB and the ICNCB, discussed under the 
heading "Session Control Blocks," each contain a path control routing 
PAB, a PU services PAB, and a utility function PAB for TSC. 

~2~~ Ex!! ~g! ~ (UECB): The UECB is both a major control block 
and a work element. It contains the PIB used to schedule the user exit 
routine, and it is the work element that defines input to the user exit 
routine. 

~~~LLoad/g~~~ Parameter &!2! (~): The DLRPL contains the parame­
ters used by certain modules of the dump/load/restart thread. 

!~!!.Q~! f.Q~!igg~atioA ~~~vi£~2 Parameter List (~): The HCSPL repre­
sents an ICF/VTA! command (such as VARY) that is being processed. The 
BCSPL contains the symbolic name of the resource (the RDT entry) and the 
address of a storage area used both as a save area and working storage. 
The BCSPL reflects the status of processing for the command and is used 
to store status information when processing of the command is interrupted. 

g9.Q! ~ol §~ock (~): This control block describes the ACF/VTA! 
buffer pools and serves as the anchor for a queue of unallocated 
buffers. 

g~.Qg~ Q£~~at.Q~ !Q~! ~!~~ (~!~): The POlE represents a ITO or ITOR 
macro instruction issued by lCF/VTAM to the program operator. It is the 
work element for the program operator interface. 
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Request ~~A!§!~ kist (~PL):The RPL performs the following for an I/O 
or session request: 

• Indicates (with a node initialization block [NIB] pointer) the nodes 
that are to be put in session with the application program ~hen an 
OPNDST is issued or (with the communication ID [CID]) the node that 
is to receive data when output requests are made, and from which 
data is to be obtained when input requests are made. 

• Indicates the location and length of data supplied by the applica­
tion program for output requests, and indicates the location, 
maximum possible leng~h, and length of data actually received 
following an input request. 

• Indicates the location of the ECB to be posted by ICF/VTI! and 
checked by the application program after an I/O request, or, alter­
natively, indicates an exit routine to receive control when the EeB 
would otherwise have been posted. 

• Indicates which attributes of an I/O request are to be in effect 
(for example, processing is synchronous rather than asynchronous, or 
output requests are automatically followed by input requests). 

In RPL can be created during assembly with the RPL macro instruction, or 
it can be created during execution with the ·GENCB macro instruction. 
Except for indicating the CID, the functions listed above are controlled 
by the application program through the operands of the RPL macro 
instruction. 

J§ques!Ll!~pon§~ ~!S g~2£§§sinq Element (~): The ROPE is the major 
work element for ICF/TTI! ~!!nly in configuration services, logical~nit 
services, and PSS. It is the work element for request/response unit 
processing and contains the information needed to process an RO. 

19~1~R Interfac§ Ele~ (~I!): The TIE is th~ work element for inter~ 
facing with TOLTEP. It contains a request code that indicates the 
function to be performed. 

~~ Recorg (TRIC): The TRIC is the record that the trace writer is to 
write on the trace file. 

!~ace Para~ Lis! (~): The TRCPL contains flags that indicate the 
type of trace and the node affected. 

~~ansmissi2! ~ubsyst!m £2ntrol llgck (~£!U: The TSCB is the work 
element for TSC inbound and outbound processing. 

y§~ Exit ~21 112£& (~): The OECB is both a major control block 
and a work element for the user exit routine. 

AD ACF/VTA! process is a unit of work done by a group of routines to 
satisfy, or partially satisfy, a request from an application program, 
the network operator, the network (for example, a cross-domain or OSS 
logon request), or-anICF/TTI! component. The request is represented by 
a control block that is designated as the work element. See Figure 2-10 
for an illustration of the control blocks used to schedule a process. 
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Figure 2-10. Control Blocks Used to Schedule a Process 

For example, a request parameter list (RPL) could represent a RECEIVE 
request from· an application program, a network configuration services 
parameter list (BCSPL) could represent a VARY command from the network 
operator, or a transmission SUbsystem cOllPonent block (TSCB) could 
represent a SEID request from the SSCP to the TSC. 

A work element is normally passed from one component to another by 
queuing it to a process anchor block (PAB). The process anchor block is 
a control block that represents a specific set of routines. In the 
process anchor block there isa pointer to a table that contains the 
addresses of these routines. This table is called the destination 
vector table (DVT). consequently, the first step in preparing a work 
element for processing by a particular group of routines is to queue it 
to the PAB for that group. 

After the work element is queued to the PAB, the PAB is scheduled to be 
dispatched. A PAB is scheduled by queuing it to the asynchronous 
process table (APT) or to a chain of PABs already queued. 
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There are several chains of PABs. Each chain is for a different kind of 
processing, and each has a different dispatching priority. When 
ACF/VTAB has processed a work element, the APT is searched for the first 
PAB in the highest priority PAB chain. The address of the work element 
is taken from the PAB and placed in the request parameter header (RPH). 
The RPH is a control block that contains the work element address and 
other data pertaining to the processing environment. The address of the 
RPH is put into register 1, and control is given to the first routine 
designated in the destination vector table. ACF/VTAB execution then 
continues until a work element is queued to another PAB for the next 
process. The queuing, scheduling, and dispatching of a work element are 
done by the process scheduling services (PSS) component of ACF/VTAB. 

PABS OSED BY BAJOR CONTROL BLOCKS 

Figure 2-11 lists the standard PABs that are used in ACF/VTAB process­
ing. An entry in the list consists of the major control block that 
contains the PAB, the name of the PAB, and the names of the work 
elements that can be associated with the PAB. 
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. Control 
Block PAB 

lark 
Elements 

--'---------~------------------------------------------------------------
ACDEB 

ATPX 

ATCVT 

FltCB 

ICNCB 

LDNCB 

LUCB 

UECB 

ACDNEPAB (Receive Any PAB) 
ACDSSPAB (System Service PAB) 

APTXPAB (TPIO SEC PAB) 
APTXPABE (TPIO TSEXP PAB) 
APTXPABI (TPIO TSIP PAB) 
APTXPABN (TPIO TSRORlt. PAB) 

ATCCSPAB (SSCP Configuration Services PAB) 

ATCITPAB (Internal Trace DIPAB) 
ATCLUSRT (LUS Router DIPAB) 
ATCliOSPB (NOS DIPAB) 
ATCNSPAB (TSC No Session DIPAB) 
ATCPOPAB (Program Operator DIPAB) 
ATCPUIOP (PU Services I/O DIPAB) 

ATCPUPAB (PU Services DIPAB) 
ATCPXPAB (SltS Dynamic Expansion DIPAB) 

ATCSltPAB (SSCP DIPAB) 

ATCTCIPB (TOLTEP DIPAB) 

ATCTltRPB(Teraination Task DIPAB) 
A.TCVDPAB (VARY Definl"tion .»:llAB) 

TSPTSIP (TSC Inbound PAB) 

TSPTSOP (TSC Outbound PAB) 

ICNPCPAB (TSC Path Control Routing PAB) 
ICNUFPAB (TSC Utility Function PAB) 

LDNPCPAB (TSC Path Control Routing PAB) 

LDNUFPAB (TSC Utility Function PAB) 

LUCPAB (TSC Path Control Routing PAB) 

UECPAB (User-Exit PAB) 

Figure 2-11. Kajor Control Block PABs 
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RAIl ~. COB~OIEltS 2l ACl/!TAB 

Each chapter in this part describes the operation of an AClIVTAB coapo­
nent. A component is a collection of routines that act together to 
perfora a set of related functions. ACllVTAI ~gic, which is aore 
detailed than this manual, is organized by component in the same order 
as Part 2 of this manual. Bodule-naming conventions (which follow) show 
the coaponents, their chapter numbers in this aanual, and their aethod­
of-operation (BO) and program-organization (PO) SUbsection numbers in 
AS;Uft AB I,ogic. 

Chapter 3. Initialization and Termination 

Chapter 4. systea Definition (SISDEl) 

Chapter 5. System Services Control Point (SSCP) 

Chapter 6. letwort Operator Command lacilities 

Chapter 7. letwort Inquiry 

Chapter 8. OPEI/CLOSE 

Chapter 9~ Application Program Interface (API) 

Chapter 10. Transmission Subsystem Coapoilent (TSC) 

Chapter 11. Process Scheduling Services (PSS) 

Chapter 12. Storage Banagement Services (SBS) 

Chapter 13. Reliability, Availability, and Serviceability (BAS) 

Chapter 14. Physical unit Services (PUS) 

Chapter 15 Logical Unit Services (LUS) 

Chapter 16. Bultisystem letworting lacility (BSBl) 

Chapter 17. Encrypt/Decrypt leature 

Chapter 18. Teleprocessing Online Test Executive Program (TOLTEP) 

BODULE-11BIIG COIVEBtIOIS 

The naaes of the ACllVTAB aodules point to the component to which the 
aodule belongs. Bodule-naming conventions are in the following form: 

ISTxxyzz is the full aodule naae, where: 

IST identifies the module as an ACllVTAB module. 

xx identifies the component as follows: 

AC 
AI 
AP 
CD 

SSCP configuration setvices (activation) 
application program interface 
process scheduling services 
SSCP cross-doaain resource aanager 
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CF 
CP 
DE 
ES 
IN 
LU 
I!I 
I!G 
NO 
OC 
OR 
PU 
RI 
SD 
SQ 
ST 
TS 

network operator cO.llland facilities or initialization 
system services control point (SSCP) , 
SSCP configuration services (deactivation) 
process scheduling services 
initialization/termination or system services control point 
logical unit services 
SSCP maintenance services 
SSCP manageaent services 
network operator services 
OPEN/CLOSE 
storage management services 
physical unit services 
reliability, availability, and serviceability 
system definition 
network inquiry 
network inquiry 
transmission sUbsystem 

y identifies system dependencies as follows: 

I OS/VS1 
C common to DOS/VSE, OS/VS1, and OS/VS2 I!VS 
E DOS/VSE 
F common to OS/VS1 and OS/VS2 I!VS 
I! OS/VS2 BVS 

zz identifies the individual module 

Figure P2-1 relates the ICF/VTIB coaponents to the fourth and fifth 
characters of the module names. __ -. 

The chapters in this part describe how functions are performed by the 
components of ICF/VTIB. Each'component is illustrated by a 
method-of-operation (BO) diagram. These diagrams correspond to the 
overview diagraas in the more detailed ICFtVTl! Logic. 

The method-of-operation diagrams are based on the input-process-output 
sequence. The input to the component (or subcomponent) is shown on the 
left side, the process steps are listed in the center, and the output is 
shown on the right side., Arrows relate data in the input and output 
sections to the appropriate processing steps, show the sequence of 
processing, and indicate fields that contain important addresses. 
Figure P2-2 explains the meanings of the arrows used in the diagrams. 

Only the last five characters of control block names are shown. Fields 
within control blocks are indicated by name or by content. Field names 
usually start with the fourth, fifth, and sixth characters of the 
control block name. Only relevant fields are shown: if space is left 
before or after a field it means that the data area contains other 
fields that are not relevant as input or output for this function. I 
space does not indicate how many fields were oaitted. The order of the 
fields shown in the input and output boxes does not necessarily corre­
spond to the actual order of fields in the data area. 
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Unique 
Madule Cheptw MOIPO 

ACFNTAM Letters In This SuboaCllon 
Componontl (4th & 5th) Mlnuel inPLM 

Initialization IN,CF 3 
and 
Termination 

Systam SO 4 2 
Definition 

System Sarvice IN,CP 5 3 
Control Point 

Network CF 6 4 
Operator Com· 
mand Facilities 

Network So,ST 7 5 
Inquiry 

OPEN/CLOSE OC 8 6 

Application AI 9 7 
Program 
Interface 

Transmission TS 10 8 
Subsystem 

Process AP,ES 11 9 
. Scheduling 

Sarvices 

Storaga OR 12 10 
MIInagement 
Services 

Reliability, RA 13 11 
Availability, and 
Servi_billty 

Physical Unit PU 14 12 
Services 

Logicel LU 15 13 ;;:<--

Unit 
Services 

Multisystem CD,CP,IN, 16 Multisystem 
Networking SD,So Networking 
Facility Facility Legic 

Encrypt! CD,CP, IN, 17 Encrypt! 
Decrypt Feature OC,SD,So, Decrypt 

TS Featura Logic 

TOLTEP 18 Teleproceaing 
Online Test 
Executive 
Program 

• ~ 4 

Figur~ P2-l. ACF/V'l'AM Components 
and identifying 
Module 1D Characters 

Arrows used in the method of operation dlegrams: cd ------.. -. 
Indl_ thlt control il surrenderad and .ratumad. 

Arrwl used In pelrs to connact I step on ona 
~fOil dlagrllll to III_step on InOlher diagram or 121 I 
~O stap on I dlffarant _ of the _diagram. 

~ f'Oi1 Ar.- oitad In peirs to connact ona stlP to 
~ L:..::.J lnother step on the IImI _ of I diagram. 

S_ thlt I field In ona data area contains the 
----_ .. addrlll of Inother field or _ 1rII. 

Indlcatal dlt1i that II _ad or read (but not 
------- changadl by a procealng step. 

____ r;1 Arrows Indicating that _ is tlltad or rlld mlY 

L:.J be kayad to _lei crossing OIher arrows. 

====) IndlCltal data thlt Is movad or coplad by I 
procasslng stlp. 

--1\ r;1 Arrows indicating that data Is movad or copied ---v L:.J may bl kayed to _lei cronlng other arr_s. 

Figure P2-2. Arrows Used in the Method-of-Operation Diagrams 
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£H!fIJ! 1· INITIALIZATION!!R I1!AI!!TIQ! 

Initialization and termination services establish the ACP/VTAII operating 
environmenti that is, they define the domain structure and identify 
system resources. Ihen ACP/VTAII is to be terminated, these services 
stop I/O and session activities and close down the domain. 

An overview of initialization and termination is shown in 110 1. 

IBITIALIZATIOB 

Initialization is a synchron!)us process that begins when the system 
operator issues an EXEC PROC= (DOS/VSE) or a START command (OS/VS) that 
names the ACP/VTAft procedure. The load module or phase that connects 
ACP/VTAft to the host operating system is also loaded by the host operat­
ing system as the result of a START VTAft (OS/VS) or an EXEC VTAft 
(DOS/VSE) command. The initialization modules then process the start 
o~tio.Ds and network configuration parameters and load the other ACF/VTAft 
modules. Initialization then acquires buffer pools, builds the ACF/VTAII 
co.mand·proce~sor queues, opens the ACB for the SSCP, attaches ACP/VTAft 
suhtasks and threads, generates internal VARY ACT commands for each 
major node name specified·· in the configuration file and routes the 
commands to the SSCP (which processes them asynchronously), starts 
user-specified traces, and, in .DOS/VSE, initializes operator-to-ACF/VTAII 
communication. The initialization subcomponent then continues to run 
after starting is complet~~_acting ~s a co.mand router for all ACF~VTAft 
operator commands. 

lERUBATIOIl 

Termination is a synchronous process that reverses the actions under­
taken by the initialization subcomponent. Termination occurs as a result 
or a BALT command. The BALT command specifies whether ACP/VTAII is to be 
terminated in an orderly way (BALT), which allows application programs 
to end their sessions at their cODvenience and allows full operator 
command capability, or in an immediate manner (BALT QUICK), which 
disallows any communication between logical units and allows only 
limited operator command capability. In an order.ly halt, application 
programs are allowed to close their ACB •. Once all the ~pplication 
programs have closed their ACBs, immediate halt logic is entered auto­
matically. During immediate halt processing, ACF/VTAft subtasks and 
threads are terminated, application programs with open ACBs are notified 
of aBALT QUICK and I/O ~rocessing for their sessions is stopped immedi­
ately, major nodes are deactivated, queues are dismantled, and storage 
areas are released. Once the application programs have closed their 
ICBs, operator-to-ACP/VTAft communication is terminated, and all ACF/VTAft 
phases are deleted. 

In OS/VS systems, a BALT CANCEL command forces ACP/VTAII out of the 
system. This command causes the operating system's command scheduler, 
SVC 34, to schedule ACF/VTAft for abnormal terainaticn.---·----
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MO 1 (Part 1 of 3): Initialization and Terminatior 

Input Processinq OUtput 
See Note A 

~ Initialization 

El 
AVT 

I Start Parameters Process start options 4 

c~ I 
Reenterable Modules [§] Initialize primary 

ACF/VTAM tables, buffers, 
queues, and DVTs. r CONFT 

I I • Load reenterable modules;. 

• Build buffer pools. Reenterable Modules 

• Open SSCP ACB. 

• Attach subtasks and 
threads. 

.' Build basic network. ROT Chain 

@l Wait for operator command~ 

~ 0 
Network 
Operator' or I Termination 

VWAIT 

>8 Route command to proper 

I I 
component for program- Reg 1 p-rNSCPL 

c:J ming •. I I 
DISPLAY, I VARY, 
MODIFY, or To command 
HALT Processor 
command .. 

;:<-- .- .. 

Notes Routine Label Ref. Notes Routine Label Ret. 

~ Start options are stored in 
B.'ATCSTRxx in the source state-
ment library, or they can be 
entered from the' console by the 
network operator. 

B DISPLAY command is handled by MO 4 
network operator command 
facilities. 

HAL~'or HALT QUICK command is 
handled by Termination (Step 5). .. 

VARY command is handled by SSCP. MO 3 

MODIFY command is handled by MO 3 
SSCP. 

EI Entry is from system dispatcher 
(DOS/VSE) , system master 
scheduler (OS/VS1) , or system 
scheduler (OS/VS MVS). 

In OS/VS systems the ACF /VTAM 
partition or region size· or 
address space for the system 
must be specified in the JCL 
before the START options are 
processed .. 

S2 



MO 1 (Part 2 of 3). Initialization and Termination 

( Input Processinq Output 

( 

Termina tion 

fP 
ATCVT 

c=> @] Determine type of HALT I·~~··' I conunand. 

c:J 
From Step 4 
Command Router 

Indicate type in ATCVT. I 7 
Reg 1 

HALT, HALT If HALT QUICK: 

~ QUICK~ or 
HALT CANCEL 
command "I Shutdown 1 

Request 

8 Request each application 
program to handle its own 
shutdown. 

Return to the command 
router to process further Command Router 
commands until all appli- (Step 4) 
cation programs are closed. 

0==> B Notify ACF/VTAM suhtasks 
wi th open ACBs of HALT 
QUICK and wait for in forma 
tion. 

~ Request each active appli-
cation program to handle 
its own shutdown due to 
HALT QUICK. 

~ Schedule deactivation of 
CORM segments. DL B Schedule deactivation of VARY INACT, I (Internal) 
all other major segments a 

i:t--~ -
() 

Not.s Routine Label Ref. Notes Routine Label Ref. 

E] The operator can enter either ~ Termination waits for these 8e9-
HALT or HALT QUICK to terminate ments to be deactivated before 
ACF/VTAM. HALT means that ap-
plication programs connected to 

continuing .. 

ACF /VTAM are not forced to dis-
connect themselves, but applica-
tion programs not using ACF/VTAM 
at the time the HALT is issued 
are den-ied access .. 

Full command capability is allow 
ed until either a HALT QUICK is 
issued or all the application 
programs close their ACBs. HALT 
QUICK means that the network is 
to be shut down immediately. 
Application programs not using 
ACF /VTAM are denied access. 
Existing I/O requests are pro-
cessed, but new I/O requests 
and session requests are not 
allowed. Only a few commands, 
such as DISPLAY and VARY INACT, 
F, are allowed .. 

HALT CANCEL (available in OS/VS 1 
and OS/VS2 MVS only) means 
immediate abnormal termination 
of the ACF /VTAM task. ACF/VTAM 
application programs are noti-
fied by TPEND exit or are ab-
normally terminated to force 
ACF /VTAM out of the system. 
Locally attached data communica-
tion devices are freed, and 
ACF/VTAM storage is returned to 
the system. 

EJ Termination waits for the CORMs 
to be deactivated by SSCP before 
continuing. 
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MO 1 (Part 3 of 3). Initialization and Termination 

Input P""".ssinq 

§I In OSIVS. notify termina-
tion subtask of HALT QUICK 
and wait for it to termi-
nate. 

@] Dsactivate application 
proqram seqmenta and 
ACP /V'l'AlIJ threads (OOS/VSII) 
.without ACBs or subtasks 
(OS/VS) • 

B Notify system operator 
that ACP/V'l'AlIJ is termi-
nated. 

lli~ 
a .. ,.".. T" ... ,..T.nn ~ Delete tables, queues, 

-I-" :::> and loaded _ule,",. I Ad~ess ofl 
Modules 

System 

., 

, 

<;E--

Not •• Rov.tine Label Ref. Note. 

u...t ....... ,....,..,ofl_ 
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OUtput 

VTAlIJ 
'l'arminated 
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The composition of the network is identified to ACF/VTAM through the 
lCF/VTAM definition deck. There is a group of statements for each set 
of: 

• Application programs 

• Lines and terminals attached to the RCP 

• SRA terminal products attached over switched lines 

• SRI terminal products attached over the channel 

• Ron-SRI terminals attached over the channel 

• CDRKs and CDRSCs 

• Path tables 

B%cept for path tables, each group of statements represents a major node 
in the dOllain. 

1 resource definition table (RDT) segment is built for each major node 
and is composed of a header followed by a number of entries. Each entry 
represents a node within that major node. Consequently, each RDT 
segment is a collection of specific (minor) node entries that are 
related by being part of o~~_.II~jor node. After the generation decks ... 
have been processed, ACF/fTlM has a control block representation of the 
data cOllmunications system. There is an RDT segment for each: 

• 

• 

• 
• 
• 

• 
• 

Ipplication program major node (with an entry fo~ each applicatio~ 
program defined) 

ICP major node (with an entry for each line and device connected to 
that RCP) 

Switched"SRl major node (with an entry for each PU and LU defined) 

Local SRI lIajor node (with entries for each local PU and LU defined) 

Local non-SRI major node (with entries for each local non-SRI 
terminal defined) 

CDRM major node (with an entry for each CDRM defined) 

CDRSC major node (with an entry for each CDRSC defined) 

Ro RDT segment is built for a path table. 

In overview of systell definition operation is shown in MO 2. 

system definition also handles CIDCTL macro instructions issued by other 
lCF/fTl! components to obtain inforllation from the addressing control 
blocks. 

The lCF/VT1! system address shown in Figure 4-1 is called a communica­
tion ID (CID). I CID has a 2-byte secondary network address and a 
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2-byte primary network address. The primary and secondary networt. 
addresses each contain two values. The first value (the major node ID) 
is an index into the major node table to find an entry for a specific 
node table. The second value (the specific node ID) is an index to the 
specific node table. 

When an application program sends an I/O request or message to a specif­
ic node, the primary network address is used to find the node control 
block or LUCB; then the secondary network address is used to find the 
lllCB that is chained off the ICB or LOCB. The secondary field of the 
CID contains the destination node's network address, and the primary 
field contains the application program's network address.. Thus, the CID 
isa system address that uniquely identifies both the destination node 
and the application program with which it is in session. 

Communication 10 

r~------------------------------~A~--------------------------~, Secondary ·Address Primary Address 
~. 

I V , 
Major Specific Major Specific 
Node 10 Node 10 NodelD Node II;) 

, I 

14 Destination Node's Application Program s 
~-~------- ----------*I-~------ ------~.,~I ,- Network Address jIl;- Network Address I 
I ~ 2 bytes ~14 2 bytes ---------I.,~I· 

Figure 4-1. Format of a Communication ID 
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MO 2. System Definition 

Input Processing' Ott u pu 

( 
Generation Decks for Major 

SSCP(S 

ATC1/'l' 
Nodes and Path Tables 

:UJ ~ 
El Describe to ACP' /VTAM the 

§ characteristics of the > 

BY 
domain by building resource 
definition tables. 

ROT Segments I 
@!] Describe to ACF /VTAM the 

present 'configuration of R 
the addressable nodes in 
domain by buildinq or up-
datinq specific (minor) ~ node tables. 

~ Load interpret tables and 
build ROT suffix. 

El 
SNT 

Update table of symbolic ~ node names. Add and de- '- Before node is opened. 
lete segments and entries or as required. I > [ After node is opened 

Exit 

@] 
NCB or LOCB 

~ 8:=!~:t~ ~:J~:.I > I Node COntrol I Block 
Return 

c:> for CID ~ 
ROT Entry 

~ Process requ •• ta 

Qnterpret I 
handlinq. 

CIDCTL L:J) Macro Table 

Data for 

;;;~ ~ 
Loqons -SRT .... RDT Entry 

"'1 I 

... 

( Not •• ..... tin. Lab.l Ref. Note. ..... tin. Label Ref • 
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~BAPTn 2,. SISTER SEBVICES COBTBOI! mn (~) 

The slstem services control point (SSCP) is a collection of routines 
that control the domain configuration bl activating and deactivating 
nodes, participate in establishing and terminating sessions between 
nodes, and provide various lIeasureaent and maintenance services. The 
SSCP can be· divided into five lIain subcoaponents: 

• Configuration services :,' .. ' 

• .session services 

• Cross-doaain resource manager (CDBII) 

• lIaintenance services 

• lIeasurellent services 

An overview of SSCP operation is shown in 110 3. 

~gBTBOLLIBG!II BJTWOBK-COBPIGUBATIOB 

.:~ \., 

Once the initial network configuration has been defined, the SSCP 
roatines handle requests froa the network operator to activate and 
deactivate nodes. The opeEator. can aodifl the netwoElt configaratio~ to 
compensate for such changes as increased or decreased workload, hardware 
fail are of one or aore networt components, or a change in application 
prograa throughput. After changing' the confiquration, the operator qan 
display the status of the network or one of its coaponents(see Chapt~r 
4). The ACP/VTAB operator comaands used to aodifl the network are: 

• VABt, which activates and deactivates nodes . ~,' i 

• BODIH r . which chan.ges the operational characteristics of ACP/YTAII. 

BOBITOBIBG SESSIOBS 

The SSCP routines also assist in initiating and terminatin~ sessions 
between logical units in a network. TWO tlpes of sessions aust be 
established before coaaanication between logical anits can tate place. 
Pirst, theSSCP establishes a session between itself and the device 
(such as a cluster control anit) with which it vil1 coa.unicate. This 
session is between the SSCP and the controlling portion of the device, 
known as the phlsical unit services (PUS). Second, the SSCP establishes 
a session with one or lIore of the logical units associated with the 
device. 

When the SSCP has established sessions with one or aore logical units, 
it is readl to handle and monitor coaaunication between the logical 
units. The communication betveen the SSCP and a logical unit involves 
two tlpes of data flow: 

• Boraal flow (inbound ~ outbound): In this tlpe of flow, requests 
are sent sequential11, one after the other. A request that was sent 
before another request aust arrive sooner, and, if a response is 
indicated for both, the response to the first request mast be sent 
bact before the response to the second reqae~t. 
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• Expedited flow (inboand 2-' 2JJtbound): In this type of flow, an 
illportant request (usually one that contains control indicators) is 
transllitted illllediately, ahead of norllal flow re.<Juests that are 
awaiting transllission. Only one expedited flow request can be sent 
at a tille, and a response IIUSt be received to one expedited flow 
request before another can be sent. . 

These two types. of data: flow and the two types of sessions are shown in 
Figure. 5-.1. 

Through the SSCP, a session is established between two logical units. 
The cOllllands used for establishing and controlling sessions between the 
SSCP and logical units are: 

, 
£gnt!ct, which the SSCP sends to an RCP or PO services· to request the 
activation of data link control contact with the station associated with 
the specified adjacent physical unit. 

Activ!te Physj,C!A Unit, lIhich the SSCP sends to establish a session 
betlleen the SSCP and a physical unit (such as an RCP or cluster control 
unit). 

~tivate Logic!l Onit, which the SSCP sends to establish a session 
between the SSCP and a logical unit. 

~nitiate, lIhich is sent froll a logical. unit to the SSCP. to request that 
a session be established. This includes character-coded logons that the 
SSCP converts to Initiate Self cOllllands. 

;-. ", If 
. ,,' .~, 1.. • ' •• 

~rllj,nate, lIhich.is sent froll> a logical. unit to the SSCP to end a 
session between logical units. This in.cludeIS.:4aracter-coded logoffs 
that the SSCP converts to Terminate Self. commands. 

Deactivate Loqic!l !lilt, which the SSCP-'sends to. terllinate the session 
between the SSCP and a logical unit •. 

.D.!activate Physic!l Onj,t,which the SSCP sends to ter.inate the session 
between the SSCP and a physical. unit. 

Ihen a node receives .one of these cOII.ands, it returns a response, if 
requested, to indicate that theco.lland has been received. 

I Logical Unit I Clulter Control Unit 
Control Block I Function Management 

Control Block for SSCP-PU Session Physical 
SSCP-PU Session Unit 

(After SSCP-PU 
Session &tobltsheel) 

Nonnal Flow (OutbcNnd) 

; Function Manag_nt Nonnal Flow (Inbound) .. 
Logi~' . Control Block for expedited FI_ (Outbound) 

SSCP-L U Session Unit 
expedited Flow (Inbound) 

\ .. . J 

SSCP-LU Session 

Figure 5-1. Establishing SSCP Sessions for Data Transmission 
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Figures 5-2 through .5-21 illustrate the flow of requests and responses 
between the SSCP and logical and physical units to establish and termi­
Date sessions. The following cases are illustrated: 

• Activation of an RCP major node 

• Activation of a cluster control unit 

• Initiation of a session by a logical unit 

• Initiation of a.session by an application program issuing a SI!LOGOI 
macro instruction 

• Initiation of a session by an application program by issuing an 
OPRDST ACQUIRE macro instruction 

• Initiation of a session between two application programs 

• Establishment of a switched connection 

• Sending a character-coded request to the SSCP 

• I.mediate terminatioD of a session requested by a logical unit 

• Termination of a session by an application program that is the 
primary end 

• 
-.;", ~- .... :. 

Termination of a session by an application program that is the 
secondary end 
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0pe1'lltOr'1 
Console 

! VACTNCP 
SSCP 

.. l 

+RESP 

PUServices 
Communications 
ControJler 

CONDLOAD 

+RESP 

ACTPU 

+RESP 
'. 

SOT 

. +RESP 

STD 

+RESP 

ACTLINK 

+RESP(ACTLINK) 

'CONTACT 

t 
+RESP(CONTACT) 

CONTACTED 

ACTPu' , "' . ' . ,. '.i. ;-:Z.,.' .' 

NOTIFY ., 

~CTLU 

"Good Morning" Message 

PU 

"' 

, 

'. 

+RESP ., 

+RESP(ACTLU) 

+RESP(GMM) 

Figure 5-2. Activation of a Local Communications Controller 
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Operator's 
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CommunicatiOfll 
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I V ACTNCP .1 CONTACT • 
* 
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-j 

CONTACTED' .1 

i 
ACTPU 

+RESP 

I SOT j, 
- i +RESP ,! 

t 
STD J 

+RESP 1 +RESP .! 
ACTLINK :. • • • • 

+RESP(ACTLINK) 
• 

• CONTACT 
I • I • 

+RESP(CONTACT) 

'r 
CONTACTED .! 

ACTPU 
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ACTLU • • • • .. 
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Figure 5-3. Activation of a Remote Communications Controller 
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Operator's 
Console 

I V ACT LINE 
" 

+RESP 

SSCP 

.1 ACTLINK 
i 

Communica'tions 
. Controller 

+RESP .. 
!'CONTACT • J. 

" 
+RESP(CONT) '. 
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NOTIFY f 

I ACTLU 
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I 
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Figure 5-4. Activating a Line (ACTLINK) 
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Figure 5-5. Activating a Cross-Subarea Link Station 
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Operator'. 
Console 

r VACTPU • 

SSCP 
Communications 
Controller 

-J CONTACT • 

+RESP(CONT) 

CONTACTED 

ACTPU +RES~I. * 

~ +RESP • 
• ACTLU 
• • 

"Good Morning" Message 
* 

PU 

Note 
• 

Note: For PUT1. ACTPU is processed at the Boundary Function 
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LU 

+RESP(ACTLU) 

+RESP (GMM) 

I 

Figure 5-6. Activating a Physical Unit Type 1 or Type 2 
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Figure 5-7. Activating a Logical Unit 
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Figure 5-8. Activating an Application Program 
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Figure 5-9. Primary Logical Unit Initiate (OPNDST Acquire) 
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" 
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II 
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+RESP I. OPNSEC 
• 

1 +RESP 
SS 

,. 

I SOT 
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Figure 5-10. Primary Logical Unit Initiate (SIMLOGON) 
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SOT 

i +RESP .. 
+RESP I .. 
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Figure 5-11. Secondary Logical Unit Initiate (LOGON) 
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Figure 5-12. Secondary Logical Unit Initiate (REQSESS) 
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Figure 5-13. Secondary Logicl 
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Logical 
Unit 

Physical 
Unit 

Communications 
Controller 

Activate Link 

Definite Response 1 

Activate Connect In 
(Enable Answer) 

Definite Response 1 

Incoming Call 

XID "Who are you?" 

X I 0 Response 

Request Contact 
(Offhook) 

Set Control Vector 

Definite Response' 

Contact 

Definite Response 1 

o:;r:- c 

Contacted 

Activate Physical Unit 

Definite Response 1 

Assign Network Address 

Definite Response 1 

Set Control Vector 
(for each LU) 

Definite Response 1 

Activate Logical Unit 

Definite Response 1 

SSCP 

Note: To establish a switched connection the SSCP sends an Activate Link command to indicate 
the link is active. An Activate Connect In command is sent to enable the communications 
controller to answer incoming calls. (Instead of Activate Connect In, Dial could be sent to 
initiate an outbound calL) When a call comes in, the communications controller sends an 
XIO (exchange identification) and the physical unit responds with its 10 (station address). 
The communications controller sends a Request Contact (Offhook) command to the SSCP. 
SSCP sends a Set Control Vector command containing address and pacing information to 
the communications controller. The standard activation sequence (Figure 5·3) then occurs. 

Figure 5-16. Establishing a Switched Connection 
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Logical Unit 
Unformatted 
System Services 

Character·Coded 
Logon or Logoff 

SSCP 

SSCP Requlllt 
Processor 

Initiate or Terminate 

Return Code 

+RESP 

Character·Coded 
Message 

+RESP 

In this example, the logical unit sends a Character-coded logon or logoff to the SSCP. 
The unformatted system services portion of SSCP converts the logon into a field· 
formatted Initiate Self or Terminate Self command. The command is then passed to 
the SSCP request processor. If the return code indicates an unsuccessful transmission, 
unformatted system services converts the command, into a form understandable to the 
terminal logical unit. 

Figure 5-17. Sending an Unformatted Request to the 
i;IE-- '~ 

SSCP 
OPerator's . Session ·LU 

ssep 

'Console Services Services 

VARY TERM 
FORCED 

TERMINATE UNBIND 

in Progress 
; 

UNBIND; 
NOTIFY 

\ +RESP 

\ NOTIFY on +RESP 

CLSDT 

SESSION END 

NOTIFY 

Figure 5-18. VARY TElU4 Forced 
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Operator's 
Console 

VARY TERM 
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in Progress 

NOTIFY 

SSCP 
Session 
Services 

CLEANUP 

+RESP 

-. 

LU 
Services 

FREE Control BioCkI 

Primary 
End 

NSEXIT 

Figure 5-19. VARY TERM Cleanup 
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Figure 5-20. ERP Processing 
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Console 
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. 

CORM Session is lost 
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CORM 

TERMINATE CLEANUP 

+RESP 

CLEANUP 

~ LOST PATH 

PU 
Services 

LOST PATH 

LU 
Services 

Application 
Program 

CLEANUP 

NSEX! . 

-

• 
On 'V for sessions involving the subarea of the HOST and the subarea that is reported "LOST" 

Figure 5-21. Lost Subarea Processing 

Licensed Material-Property of IBM 

Chapter 5. systea Services Control Point (SSCP) 73 



.. _._--------------------_._---,-----, 

~QIPIGUR1TIQ! SER!lCES 

Configuration services is the SSCP subcollponent that. lIanages the 
configuration of the network. Configuration services records the status 
of each resource in the network. It updates these records should the 
status change as a result of requests received from network operators 
(such as V lRY ACT or V1RY DE1CT commands) and as the result of requests 
and responses received from the resources themselves (such as IIOP, REQ 
DISC, or lCTLU RUs). (See PiguJ::e 5-22.) Configuration services also 
supports lIiscellaneous commands that are used to lIodify the characteris­
tics of the network resources (such as a V1RY lIS cOllllan~). (See Pigure 
5-23.) 

T.he status of. each resource is kept in its RDT entry in the form of a 
finite state machine (PS!). At any instant, the finite state lIachine is 
in a single state. The PS! shifts to a different state only as a result 
of a specific triggering event. The triggering event could be either an 
ICF/VTI! cOllmand or an internal 511 cOllmand. Por example, if the 
current state of an PS! that represents a nons witched logical unit is 
INICTIVE and the triggering event is a V1RY lCT COli land for that logical 
unit, configuration services sends an lCTLU request and changes the 
state of th.e PSII to PEND ACTLU RESP. If the next triggering event is 
the arrival of a positive response to the lCTLU,configuration services 
changes the state of the PSII to lCTIVE. 

MAINTENABCE SERVICES 

!aintenance services is the SSCP subcollponent that handles terllinal-user 
echo test processing. The terllinal-user ech8'test allows a terllinal 
user to verify that a path to lCP/VT11I is operational. The user can 
optionally provide test data to be sent toICP/VTA! ,and specify how lIany 
times the data is to be returned. Should lCi/VTA! receive test data 
frail a terminal, ICP/VTA! returns the test data, preceded by "IB!ECBO", 
to the originating terllinal the requested nu.ber of tiaes. 

!lBlGE!EIT SERVICES 

lIanagement services is the SSCP subcollponent that handles Porward au 
process1ng. Porward RU processing is used when a communications network 
management (CBII) application prograll requests that the SSCP forward an 
RU to another network addressable unit. 
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ROT 

ACF/ 
VTAM 

Current State of 
Major and 
Minor Nodes 

Network or 
Program 
Operator 

Activation and Deactivation 
of Major Nodes 

*For delayed configuration 
restart only. There can be 
one deta set for each check· 
pointed malor node. 

YS1.VTAMOBJ 
(OSIVS Only) 

Figure 5-22. Recording Changes to the Network Configuration 

{

SYS1.VTAMLST 
(if it exists), or 

Os/VS .. SYS1. VTAMOBJ 
(if there is no 
SYS1.VTAMLST) 

SYSSLB 
(DOSNSE) 
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byCONFIG 
Operand or 

Major Node 
Information 
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Figure 5-23. Delayed Configuration Restart 
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MO 3 (Part 1 of 6). System Services Control Point (SSCP) 

Input Processing- OUtput 
From PSS (MO 9) 

~ §] 
Register 1 

Mainline router I routes 

l1, ~ control to appropriate 
Register 1 NCSPL routine to process NCSPL e command. 

t ATCVT I I 
t Work 
Area 

T 1- t RPH 

Command 
Processor 

Return 0 

[ 
To 
Caller 

C) 
~ Node Activation. 

SSCP Command 
Router (Step 1) 

IF 
RDT 

a. Node not known. I I Register 1 NCSPL 

~r 
I System 

Definition 
(MO 2) 

ROPE 
FMCB 

b. Node known issue 

>fr> I I FMCBADD. 

OPEN/ 
CLOSE 

.:;<- tMo 6) 

Notes Routine Label Ref. Notes Routine Label Ref; 

§] sscp processing is set up when 
the SSCP initial router is 
called by the ACF /VTAM task 
control routine to queue newly 
buH t NSCPLs to the VARY FE PAB. 
The SSCP mainline router re-
cei ves control from PSS and 
ei ther processes the NCSPL 
command internally or calls the 
appropriate routine to process 
the command. 
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MO 3 (Part 2 of 6). System Services Control Point (SSCP) 

( "". Input Proceaain9 output 

Active RDT Node Control 
entry Block 

c. Activate major nodes I VI I and minor nodes. 

Return. [ 
To Caller 

~ c ~ 

"" 

Note. _tine Label Ref. Not •• _tine Label Ref. 

§] The act1vat1on subcomponent of 
SSCP rece.ivea control from the 
SSCP router and mak.a major and 
minor nodes knoWn and available 
to ~/VTAK. 
a. rf the major node to. be 

activated is not known, this 
subcomponent uses system 
definition to build an ROT 
segment for the major node. 

b. The activation subcomponent 
issues an FMCBADD macro 
instruction to build an FMCB 
on which to schedule any SSCP 
I/O for the node. 

u.n..t ...... laI~ofl8M 

Chapter 5. System Services Control Point (SSCP) 77 

. •....••. t .... 



MO 3 (Part 3 of 6). System Services Control Point (SSCP) 

Input Processinq OUtput 

c::> ~ Node deactivation 
Inactive ROT 

SSCP Entry 
Command a. Deactivate major and :> 1 I Router minor nodes. 

~r~'" 
(Step 1) 

I 

R~turn. 

System 
Definition 
(MO 2) 

[ 
Caller 

c::> G Dump/load/restart subtask 
(OS/VS) or thread 

Register 1 NCSPL ISTINCDP (DOS/VSE) • 

I YI I to Post 
ECB .. 

or ATCVT 
Register 1 a. Route request to proper > I I 
I V OLRPL routine for processing. 

I r ECB I I I Wait for 
Next 
Request 

;Ji- ", 

Notes Routine Label Ref. Notes Routine Label R';f. 

~ The deactivation subcomponent 
of SSCP receives control from 
the SSCP ·router to deactivate 
major and minor nodes and make 
them unknown to ACF /VTAM. Once 
the major node is inactive, 
SSCP calls system definition to 
release the ROT. segment. 

a. For normal deac,tivation, it 
waits for the user session 
to end and then deacti va tes 
the node. For immediate or 
forced deactivation, it 
forces the end of the user 
session and then deactivates 
the node. 

B The dump/load/restart subtask 
receives control when a DLRPL 
or an NCSPL is queued to the 
O/L/R work queue and the O/L/R 
subtask is posted. 

a. Processing depends on the 
type of request. The func-
tion is performed by a call 
(OOS/VSE) or an ATTACH 
(OS/VS) to the appropriate 
D/L/R routir,es to handle 
the request. 

processing includes: 

• Dump NCP 

• Load NCP 
• Local PU acti vation/ 

deactivation 

• Opera tor query 

• Checkpoint configuration 
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MO 3 (Part 4 of 6). System Services Control Point (SSCP) 

Input: Proce .. inq out:put: 

Proms~ @] 
TSCB 

SSCP I/O 

~I 
I Reqist:er I NCSPL 

~UPE 
I SubcompcDent:s Process I/O operations for 

SSCP VARY commands. 

TSC 
Control commands and purqe PAD 

I reque.t:. for. 

• COmmunications 
au controllers TSC (MO 8) 

"I + • SUt:na and LU command 
for SMA cluster 
controllers or 
cCIDIIlunicatioDII 
cont:rollars 

• Faedback and raquest:s 
for local devices 

I 
PSS (NO 9) 

C) ~ Error recovery proce8sinq 

Reqister I Poree PSS (MO 9) 

rI I Deactivate 
NCSPL 

ROPB 

JJ 
a. For 110ft errors, I I INOP attempt: recovery. 

RU Requast issued to b. Por hard. errors, purqe 

I + connection •• dump/load/reat:art: 

IUl'1' BDt:ry of I > Pailinq lIode 

I PSS (MO 9) 

0:::- 0 ... 

Bat •• Routine Label Ref. Note. Rout:ine Label Ref. 

§! The I/O subcompcnant: of SSCP 
receives coDtrol f;t'Olll other 
SSCI? aubcompcnant:a. It hendla. 
I/O proce.sinq for aDY nod.s 
requirinq I/O. 

~ Tha Confiqurat:ioD Service. sub-
compoDent: of SSCP receives COD-
t:rol from PSS. EDt:ry i8 by 
TPQUE for aD INOP, force de-
activate, or when an I/O 
operation hea been complat:ad, 
for Confiqurat:ion Services. 

a. If the error i8 recoverable, 
attempt recovery and iasue 
soft purqa to SSCP aassion 
wit:h failinq node. 

b. If t:he error is not recover-
able, terminate all a ••• iona 
and schedule a deactivate 
requast for t:he node. 

~ ___ of_ 

Chapter S. System Services Control Point (SSCP) 79 



';:,:, 

'--,:. " 

MO 3 (Part 5 of 6) 

Input '< 
;;.-

Register 1 

CNCSPL 

"I 
rI 

I 

RPR 

T 
RD'l' Entry for Logi, 

"I 

Register 1 aOPI 

Ii ~C 
Ini tia te' au 
Terminate RU 
Session Started au 
Session Ended au 
Bind Pailure itu 
Notify au 

... 
/'V~ 

, 

; 

.~ 

Notes 
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Configuration S ... 
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the session mani,i 
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tiona are create! 
connections, are 1 
processing routil 

The session aerY: 
processing subcm 
receives control 
a aOPE being quel 
session moni tel:' I 

a. For character 
unformatted s~ 
function mana< 
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MO 3 (Part 6 of 6). System Services Control Point (SSCP) 

Input Proc8ssin9 OUtput 

c=:> EJ sSCP co~d processing 

t 

cgJi'" SSCP 

d I Router 
(Step 1) 

ROPE 

1J ~ and 

c:J VARY or NSCPL 

MODIFY I I command 

Return. [ 
SSCP 
Router 
(Step 1) 

!lCB c=:> ~ Write tuning statistics. Listing and 

I i:::j==)\ECB D 
optionally 

\ Posted c:J [ > 
Return 

~ -0 c=:> §] Acquire or release a 
phYsical unit. 

cgr~' 
SSCP 

I Router 
(Step 11 

iLf 
data se 

ROPB 

VARY ACQ or VARY RBL Return. 
~~ ~ --" ... 

[ 
SSCP 
Router 
(Step 1) 

() 
~ 

Not •• RoUtine Label Ref. Note. RoUtine Label Ref. 

8 This SSCP subcomponent is a @] This SSCP subcomponent provides 
collection of independent switched-line backup for a non-
coramand processors. Each switched line PU, through use of 
processor handles a specific the ACQ and RBL parameters of 
command as indicated in the the·VARY command. 
NCSPL. Each command is an 
operator command or an 
internally generated SSCP 
command. comaaands processed 
include: 

• VARY INOP 

• VARY PATH 

• MODIFY 

• VARY ANSWER 
All SSCP command processing 
routines are called by the SSCP 
router. 

~ The tuning statistics subcompo-
nent of SSCP is a subtaslc. of 
ACF /VTAM. lihen first entered. 
it sets up the operatinq environ 
ment and waits for the following 
BCBs to be posted: 

• Time BCB 
• ECB due to deactivation of a 

local programmable controller 

• ACF/VTAM termination ECB 

When one of the above ECSs is 
posted, this module gets control 
to format and write tuninq 
statistics. 
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Hetwork operator command facilities does the following: 

• The display processor displays information requested with DISPLAY 
commands issued by the network operator. 

• The TPMSG processor transmits operator messages to the network 
operator or routes them to application programs that have been 
designated to handle program operator functions. 

• The program operator interface (POI) receives ACF/VTAM operator 
commands from authorized application programs (SEHDCMD processing) 
and routes command responses and unsolicited ACF/VTAM operator 
messages to the authorized application programs (RCVCMD processing). 

• Betwork operator services (BOS) provides support for ACF/VTAB 
network operator commands. BOS is entered with an unformatted 
command issued by the network operator (for examJ;le, DISPLAY 
BCPSTOR), or with a formatted RU from .the SSCP (for example, DELIVER 
RECORD STORAGE to get the results of a DISPLAY BCPSTOR) • 

An overview of ACF/VTAB operator command facilities is shown in MO 4. 

Licensed Material-PropertV of IBM 
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MO 4 (Part 1 of 3). Network Opera~or Command Facilities 

Input Processing OUtput 
Initialization 

'~ts 
Displaying Status 

hUJ 
EJ Obtain the requested 

status information. 

II 
Reg 1 TfiNCSPL 

I < 
Network 
Inquiry (MO 5) 

§] Issue TPMSG macro 
instruction to display 
status. 1 n'~H-1l c:J zation 

(MO 1) 
System 
Console 
Status 
Message 

Transmitting Messages 

c=) 
TPMSG Macro 
Instruction 

~ Pass message to program c:J operator interface or I Req 1 in! tiate transmission. System 
[ I V NCSPL Console 

I Message or POWE I Return to I I Issuer of 

==:.... TPMSG 

Req 15 

I t or 0 VIOptions 

I .".- -

Note. Routine Label Ref. Notes Routine Label Ref. 

§] Issued as many times as neces-
sary to provide the requested 
information. 

--- -----
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MO 4 (Part 2 of 3). Network Operator Command Facilities 

Input Processing' OUtput 

C) Program Operator Interface 

POIA OPEN/CLOSE 

~OCB 
I Router (MO 6) 

F B For RCVCMD requests, RPL 
COMeB 

J pass oldest message to I r-.Message 
the application program. I I 

rPORCB 

I 
PAS-

I I C6 
~ 

CSCB 
For SENDCMD requests, I I -.. pass ccmmand to appro-

TIl, 
Reg 1 priate processor 1 for. 

rRPS 
I REPLY commands, pass 

the reply to. the- re-
quester .. 

GPEN/CLOSE I 
Work Element 

rRPL 
I Router (Me 6) 

.;:<- c -
() 

Kot •• RoUtine Label Ref. Not •• RoUtine Label Ref. 
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MO 4 (Part 3 of 3). Network Operator Command Facilities 

Input 

Register 1 

8UPE 

I 

I RUPERM I r,-' I 

RU 

T I 

Notes 

8 Network Operator Services pro-
vides support for the network 
operator's interface to VTAM. 
Requas ts are received by NOS 
from the network operator, as 
unformatted conunands, such as 
DISPLAY NCPSTOR, or from the SSCP, 
as formatted RUs, such as DELIVER. 

NOS is a Communication System 
Manager (CSM) LU. It uses its 
SSCP-LU session to request func-
tions that it cannot perform 
directly. 

a. NOS understands what has to be 
done for each operator conunand. 
Where possible, it performs the 
function directly. Otherwise, 
it sends RUs to the SSCP to 
request the desired function. 
These RUa can be either direct 
requests for SSCP action or 
FORWARDS of requests to be sent 
by the SSCP to a NAU. 

b. RUs are sent by the SSCP to the 
NOS complete procedure request-
ed on behalf of an operator 
command. For example, DISPLAY 
NCPSTOR causes NOS to forward 
a DISPSTOR RU to the SSCP. 
When the NCP replies with a 

it is de-RECORD STORAGE RU, 
livered to NOS, which formats 
the messages for the display. 

86 

Routine 

I 

Processinq 

~ Network Operator Services 

a.. Perform the function 
requested by the 
operator command, 
either directly or by 
requesting services of 
the SSCP. 

b. Associate the RU re­
eei ved from the SSCP 
with the NOS procedure 
that initl.ated it, and 
complete the procedure. 

r 

Label Ref. Not. •• 

OPEN/CLOSE 
Router (MO 6) 

OUtput 

RoIltine Label Ret. 



( '\ 
This component contains the macro instructions that are issued by the 
DISPLAY command processor to obtain all the information that can be 
requested by a DISPLAY command. 

An overview of network inquiry operation is shown in 80 5. 
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MO 5 (Part 1 of 2). Network Inquiry 

Input Processing' OUtput 

INQUIRE or 
INTERPRET 
Macro (See 
Note A, 
Part 2) 

Register 1 C=> §] User Area 

CRPH 

I For an INQUIRE request, I I locate the requested 
-informat.ion and move it 
to the user I s area. n I 

OPEN/CLOSE 
Work Element 

I 

. 

.;::::l:-- "-

Notes Routine Label Ref. Not •• Routine Lebel Ref. 

§] Types of data that can be re- • Session key - from the FMCB. 
quested by INQUIRE and the 

Ne-twork inquiry processing for source of information are as 
follows: domain display requests: 

• Logon date - from the location • DISPLAY MAJNODES - from the 
ROTE for each communications obtained from LOGON SIB. 
controller, local SNA major 

• Device characteristics - from n~de, local non-SNA major node, 
the node I s RDT entry. application program ROT segment, 

• Counts - by counting SIBs CDRM ROT segment, CDRSC ROT seq 
ment, and switched SNA major queued to the application 
node in the domain. program IS RD'l'E. 

• Tenninal - by search of RDT • DISPLAY LINES - from the RDTE 
for each line off each active entries for the specified node. 
communications controller in 

• Application program status - the domain and its associated 
from the application program ROTE. 
RDT entry. 

• DISPLAY TERMS/DISPLAY CLSTR -
• Display of a reSOurce - from from the ROTE for each LU or 

the ROT entry, node control terminal in the domain and all 
block, FMCB and/or SIB queue, their associated higher-level 
depending on the display re- node ROTES. 
quested. 

• DISPLAY APPLS - from the appli-
• ColtDllunications controller cation program RD'l' segments in 

name - from. the RDT entry. the domain. 
• CIO translation - if CID sup- • DISPLAY BFRUSE - from the buffer 

plied, from the RDT, if sym- pool control blocks for each 
bolic name supplied, from the ACF /VTAM buffer pool. 
FMCB. 

• DISPLAY CORMS/DISPLAY CDRSCS -
• Top request on LOGON applica- from the CORM or CDRSC ROT seq-

tion program's logon queue - ments respectively. 
from the SIB queue 'and ROT 

• DISPLAY PENDING - from the RDTE entry. 
for each node in the system that 

• Session parameters - from the has an outstanding SSCP request. 
logon mode table (pointed to 

• DISPLAY PATHTAB - from the MNT by the RDT entry or ATCVT), if 
the application program spec i- entries. 
fies NIBLMODE, or from the 
logon data buffers. 
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MO 5 (Part 2 of 2). Network Inquiry 

Input Processinq Output 

Register 1 
§] 

RPL 

[lRPH 

I 
For an INTERPRET reques t, 
translate the logon 
sequence number into the RECLEN or ARECLEN sequence specified in the rJ I 
interpret table for the Return Code 
resource. 

-UJ 
...... 

OPEN/CLOSE -" 
Work Element 

CRPL 

I 8 Set return code. 

lJ)~ L 
Logon 
Characteris-
tics Table 

I Caller 

=-- c .. 
o 

Notes Routine Label Ref. Notes Routine Label Ref. 

§] The logon sequence is specified 
by the AREA and RELCEN fields of 
the RPL. The sequence in the 
interpret table and its length 
are returned by the AAREA and 
ARECLEN fields of the RPL. 

§] If the rna j or return code is 0 
(successful) the RPL field 
RECLEN (for INQUIRE requests) 
or ARECLEN (for INTERPRET re-
quests) contains the length of 
valid data. If the major 
return code is 8 (error) and the 
reason code is 2B (area too 
small). the RPL field RECLEN 
or ARECLEN gives the length 
needed to hold the requested 
data. 

0 Entry is from LU services rout- MO 4 
ing after an INQUIRE or INTER-
PRET macro is issued in an 
applica tion pro,gram. or in net-
work operator command handling. 

-------

/ 
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£HAPTER~. QfE!L£L~ 

OPEl/CLOSE comprises four function groups; 

• OPEl and CLOSE access method control block 

• System services routing 

• FBCB handling 

• SRT handling 

An overview of OPEl/CLOSE operation is.shown in BO 6. 

OPEIL~ ACCESS BETHOD COITRO~ §&Q£! (A£§) 

The OPEN/CLOSE ICB receives control from the system to process the 
opening or closing of a ICF/VTAB ACB. An OPEl or CLOSE ACB ABRO (access 
method RO) is built and passed to physical unit services to perform the 
physical unit services portion of the OPEl/CLOSE ACB (Figures 8-1 and 
8-2) • 

~l~ SERVICES BOOTIRG· 

This function handles the end user requests and responses by setting up 
the proper interface and invoking the appropriate processor. SEIDCBD, 
RECVC!D, and IIQOIRE DISPLAY requests are passed to their respective • 
processors. All other requests are passed in the form of ROPEs to the 
LOS manager. Responses are also passed to LOS. 

ZIg HAIDLIRG 

The F!CB handler provides a macro interface (F!CBADD and F!CBDEL) to 
build and delete F!CBs. F!CBIDD invokes procedures to build the EPT, 
DVTs, and F!CB. FBCBDEL releases what F!CBADD builds • 

.§Bl ,HAIDLING 

SRT handling provides a macro interface for adding SRT entries and for 
finding and optionally deleting SRT entries for specific symbolic nalles. 
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AppI--. PfotIrHI ACPIVTAM . Openrting Sya.n. 

Appl icetion Program 

lasu.OPEN Svst"l" Common 
macro Open Processor 

f 
OPEN/CLOSE lOpen Applicationt AIIoI:i_ OPEN 

macro with· 

• EItabIlih. Intarfac:e to SVstem ACP/VTAM 
attachment routin •• 

• Makassure that ACP/VTAM I. 
active. 

• ·Builds work a .... and dynamic PAB. 

• Velid_ application program 10 
and paaword • 

• ' Inltializ .. control blockS to run 
under PSS control. , 

PrOC8ll Scheduling Sanric. 

• Gi_ control to open appli. 
cation asynchronoulphallt as 
a result of the TPOUE macro 
iSlued by open ltppllcetlon. ,. Ensures that ROT can be 
updated under protaction of lockS. 
if TPLOCK macro II iasuad by 
open application. , 

.. 
System Definition (Alert Handlingt 

p:- ", 

Finds applicetion program ROT 
ItntrV in actiVIt ROT segmant. 

t 
OPEN/CLOSE (Open APplicationt 

• Initializes application progrltm 
ROT !tAtry to indlcata application 
program is open and active. 

• RaI_IockS. 

• Initializes control blockS naad8d 
for active application progrltm 
(for example.ltpplication 
program LUCB, ACB, and System Common 

AppIicetion Program ACOEBt. Open~ 

.. 

Figure 8-1. Processing an OPEN Macro Instruction 
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Application Program 

l'lu .. OPNOST 
mIcro. 

U.., POd Routine-

NotfflH u.., thlt 
rlQUIIt h.b..., 

..... -. 
Figure 8-2. 

ACFNTAM 

API (V., AeQuast Hlnclling) 

• Determines th_ req.ultt tYpe il 
OPNOST. 

• Calli open dettlftltion routi"", , 
OPEN CLOSE Rou,lng· , 

LUS" .. vorm •. t/Iot·ACFNTAMJo.Ot 
holtl .... · 

e " SlMLOGONwlt!>·_·_: 
wa.requetted, n:tOYW logOn" 
datato_.bulforo.: • 

e. GOIO·RDT' .. trY for .- IIIIng' . ..... "".UIi .. SRl'FiJOl. , 
OPEN/CLOse ISRT H .... UngJ. 

• Finds·SRT envy ulinllYmbolic ...... 
• R.turns.-dd .... 0' ROT· ... try. , 

LUS 

• V .. iII··, .... _blint-'Od 
..... 0_110._.11 
i, online, end .... naVARV 
_Ingl •. 

• S-ion$erviCIII 

Co_dlltillltiO._to · ___ -bvbuildi .. 

lUI" end eMi"l,. .t ...... tq. 'M' 
ROT .nt,l. for the. application -----. t' -

OPEN/CLOSE 10_ Ontlnotioftl 

For Switched loIal. units 

• If not connected, SSCP I, Invoked 
to do. "diel out" oPltlltion. 

e ReceiYII control bide whln dial 
optl"ltlon I. camp_ted. 

'-
OPENICLOSE FMCBAOO 

• lultda ... , DVT. and entrY polm' 
tIbIe-'fOmlkelttOn DVTtto 

. TIC IUppon for tM _ion, 
e R_I_ BHSET '0 _ ..... 

"'-ng_for,M 
CDnnections, 

e Bulldo_ 00 ...... "_to 
__ 10' blo .... INCBoI 0' 

LUCB. _III far'M 
COftneetion. 

• Re.olVll ".me. fFOft'l entrY paint 
tobloto DVT .. 

• " Initi.,izw the TSC PAIl with the 
rllOl_ DVT poi"ten. 

• Fo"", communication ID lelD. 
.. _ .1_1t In FMCB.NCB. 

'''''_toblo. 

• ChIli ... LUCI.to ACDEB. 

• 
LUS 

• Ilndieppllc:8tlon programs to 
.... JcoIu.itI. 

• FilII in u.'. NI •• for ...... 11hId 
-.no. 

• Rot_ locka: _ ..... m_; 

• OPENICLOSE·IROutInoE"'" I 
J R._Ito_fordy ...... 
I 

PAB __ ._nt. 
L-TPEX'Tto PSS 

Processing an OPNDST Macro 
Instruction 
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MO 6. OPEN/CLOSE 
~ , 

llIPUt P"""e •• inq OU1!put l 

-..,...->;--
OPEN ACB 

~ connect the application 
IIII'1'/SN'l' LIlCB 

Macro I f-ij I Instructicn proqram to ACF/VTAM. 

CLOSS ACB §J Macro Terminate ACP/VTAM ser-
Instruction vices for this applica-

tion proqram. 

'~ .. 

,:' .,., 
-- ~---------- r· \; 

\~-j 

Ret. Notes Rou1!iDe Label .Raf. 
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The collection of ACF/VTA6 routines that initially handle Input/Output 
(I/O) requests from application programs is called the application 
program interface (API). 

When the API r.eceives a request from an application program (in the form 
of a macro instruct~on), it interprets the macro instroction and passes 
it (as an RPL) to TSC or OPEN/CLOSE. After the request has been trans~ 
mitted to the destination node, the API receives feedback information 
fro. TSC qr OPEl/CLOSE and checks that the operation has been completed 
successfully. The API then returns the feedback information to the 
application program. 

An overview of API operation is shown in 60 7. API synchronous process= 
ing is shown in Figure 9-1. API asynchronous processing is shown in 
Figure 9-2. 

TSCo. 
Application Program Application Program Int ..... OPEN/CLOSE 

Application Prog...., User Requ .. t Handling 
I..., .. I/O_t 

r-iiPl --
• Validat .. request type. If invalid request (not an 

macro. ACFIVTAM macra), ar a check on an inactive RPL, 
011 -.ora request (ather than CHECK) an active RPl, 
011 Invalid add .... for ECB 011 invalid contral block, 

LERAD I InvoIc .. LERAD .exit rautlne. 
• • Putt rec1UesTlype in RPL, 

Exit Routine I • P ..... RPL to TSC 0' OPEN/CLOSE. e--r'-· T 

I User Check Hand ling Process 

l Waih for compietion of the i/O. 
I/O Request 

4-
______________ ~'!. ____________ _ 'L0..som~~ 

LERAD or SYNAD 
Exit Routine 

Application Program 

Figure 9-1. 

Posh ECB 

User Request Feedback Handling 

Pooh u .. r's ECB or posts on E'('CR8 II_n' .t1h"e' lR~PP'IL 'iff "Use-'f "'_-+---POSh RPl 
did nat specify an ECB add ...... 

User Check Handling 

• examines RPl for campletlon status, 
• In c_ of errar, schedul .. use,', lERAD or 

SYNAD exit ,outlne. 
• Returns to application program's next sequential 

instruction. 

API Synchronous Processing 
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AppHCltIon Pl'OgI'IIm 

Application Program 

Issue. I/O request 
macro 

LERAD 
Exit Routine 

• Exit Routine 

• • • CHECK 

• • • 

LERAD or SYNAD 
Exit Routine 

RPL 

APPlication PI'OgI'IIm Interface 

User Request Handling 

• Validates user request type. If invalid request (not an 
ACFMAM macro), or a check on on inactive RPl, or 
macro request (other than CHECK) on active RPl, or 
invalid address for ECB or exit routine, or invalid 
control block, invokes lERAD exit routine. 

• Puts request type in RPL. 
• Pa_ RPL to. TSC or OPEN/CLOSE; 
• Returns to application pragfl,m. 

Data 

RPL 

TSCor 
OPEN/CLOSE 

---- Processes 
I/O Reque.t 

------------- ---- - - - - -- ---vo-C;;;i;t;-

I 
Pasts ECB 

' User'Requ •• t Feedback Handling 
Past. RPL 

• Pasts u .. r's ECB. 
(or) 

• Passes control to RPl .xit routine • 

User Request Handling 

• Validates request type (of CHECK macro). 

• Passes control to user check handling routin •• 

~ 
User Check Handling 

• If ECB was posted, clean out ECB; 
otherwl .. _its • 

• - If EXIT wasspeclfled, ensures exit routine has 
already been scheduled. Otherwise, Invok .. 
LERAD ."it routine. ' 

• Examines RPL feedback for'completiiij'l-stetuS. 
• In case af error, schedules u .. r's lERAD or SYNAD 

routine. 
• Retums to application program. 

I 

Figure 9-2. API Asynchronous Processing 

Exit routines are special interfaces between an application program and 
lCl/VTA!. These routines enable the application program to receive 
information from ACl/VTl! and respond to it. Exit routines do such 
things as receive logon requests (LOGOR exit routine), notify an appli­
cation program that contact with the other end of a session has been 
lost (LOST,ER! exit routine), or notify the application program that 
lC1/VTl!'s services are no longer available (TPERD exit routine). These 
exit routines are coded as part of the program they serve, but operate 
asynchronously: that is, they are driven by events that interrupt and 
occur in parallel with main line application programs. These routines 
enable an application program to order that a certain task be done and 
then continue with its own processing while the exit routine is handling 
the specific task. 
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EXLST EXIT ROUTINES 

The application program can use the EXLST macro instruction to identify 
a variety of exit routines that ACF/VTAft schedules when particular 
events occur: 

Event 

A logon has been received from or has been 
entered on behalf of a logical unit, and the 
logon is waiting to be processed. 

A session with a logical unit has been 
temporarily interrupted or permanently lost, 
the logical unit has requested that the session 
be terminated, or an event has occurred that 
might affect future operation of the session. 

A session with a logical unit has been broken 
because of a session outage, or a session 
that is partially established cannot be 
fully established. 

A logical unit already in session is 
wanted by another application program. 

ACF/VTAft is being shut down. 

The application program h~~ made 
an invalid request. 

A physical error has occurred during a 
session establishment or I/O operation. 

A special type of input has arrived from 
a logical unit (the types of input are 
discussed later) • 

E:J:it 
Routine 

LOGON 

LOSTERS 

NSEXIT 

RELREQ 

TPEID 

LERAD 

SY1rAD 

DPASY 
BESP 
SCIP 

When one of these events occurs, the e:J:ecution of the application 
program is interrupted, and the appropriate exit routine is given 
control. If another event occurs while the exit routine is being 
executed, the next exit routine is not invoked until the first has 
completed execution (this applies as well for RPL exit routines). 

... 

Unlike accounting, authorization, and logon-interpret exit routines, 
which are included as part of the system during ACF/VTAft definition, the 
EXLST exit routines are included as part of the application progra •• 
The addresses of these routines are placed in an EXLST control block by 
the application program. 

Each exit routine is scheduled by changing the program information block 
(PIB) Save area address. Any processing in the routine that places the 
routine in a wait state should be used with caution, because the appli­
cation program's entire task waits while the exit routine waits. Exit 
routines other ,than the LERAD and SYNAD exit routines must be reentera­
hIe only if two or more application programs share the same exit routine. 
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MO 7 (Part 1 of 2). Application Program Interface (API) 

Input Proce.sinq OUtput 
call by 
application 
program macro 
instruction 
expansion .. 

RPL ~ 
B 

r:uestl 

~ validate request. Pass ~ 
I Request I a-ll requests except CHECK 

to appropriate ACF/VTAM 
component 

I 
TPQUE- Process 
Schedulinq 
Services (M09) 

For asynchronous requests 1 
Application 
Program NSI 
TO 

For synchronous requests MO 7- 02 
and CHECK requests 

03 

RPt ~ 
from TSC 

El 110r OPEN/ Post feedback in RPL or 
Return CLOSE. ECS, or generate and 
Code schedule UECB for user RPL ECB 

asynchronous exit routine / I I I I + Data 

IJ or ••. J UECB 
TSPL Caller I I 

Not •• Routine Label Ref. Hote. Routine Label Ref. 

~ Valid input request codes are: 

x'02 1 CIIECX (OSIVS' only) 

x'14' CHECK (DOSIVSE only) 

x'lS' SETLOGON 

x'16' SIMLQGON 
x117' OPNDST 

x'lA' INQUIRE 

x'lB' INTERPRET 

x'IF' CLSDST 

x'22' SEND 

x'23' RECEIVE 

x'24' RESETSR 

x'2S' SESSIONC 

x'27' SENDCMD 

x'28' REVCMD 

x'29' REQSESS 

x'2A' OPNSEC 

x'2C' TERMSESS 

''''' 
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MO 7 (Part 2 of 2). Application Program Interface (API) 

Input' Proc:: •• sinq OUtput 

FROM 
M07- 01 
Stap-l 

~ ~ 
Retrieve feedback on 
request checksd for and 
present to user a8. RPL Reqister 0 
follows: c:::::J I I 
a. For error conditions, 

call LBRAD or SYNAn Reqister 15 
routine. I I 

Then. if no LBRAD or SYNAn 
routine exist.: 

LBRAD or SYNAn 
rou~. 

[ 
NSI ~ter 
CBEClt or 
synchronous 
request 

b. If request is completed I 
Reqister 0 Reqister 15 I successfully: I I I I 

I 
IISI aftar 
CBllCIt or 
.ynchrono ... · 
rsq .... t 

~. 
" .. 

~ 

Not •• RoUtine Label Ref. Not •• RoUtine Label Ref. 

u..d Mdww-Psupatf of 11M 
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The trans~ission subsystem component (TSC) provides a mechanism for 
information exchange between network addressable units (BAUs). The lfAUs 
supported by ACF/VTAB are logical units, physical units, and the system 
services control point (SSCP). A request for data transfer can be 
passed to the TSC from the application program interface (API), LOS, the 
SSCP, POS, or the system I/O supervisor (lOS). Data can be routed 
through the TSC to an application program (by the API or LOS), the SSCP o 
PUS, or a communication device (by lOS). 

The TSC consists of nine functional groups, as follows: 

1. ACILY!A! ~~~B! routes control to the proper part of the TSC 
and performs TSC control block initialization. 

2. W.§!nta!ion §!!~§ checks the validity of user req!1ests and 
converts requests and responses from the form used by the TSC into 
the form used by outside components. 

3. FunctiQ! manage men! ~ta fYB£!!gn in!!!~E~ builds message units 
suitable for the type of logical unit to which the message is 
destined. See Chapter 1. 

II. 

5. 

6. 

7. 

Rata t!2! ~~ &ali~ates the data flow protocols. 

Trans~i§§i9n ~~A1I21 builds the transmission header of the path 
information unit (PIO), which controls the flow of data through the 
network, and does SIA state checks. • 

Path £9n!I91 selects the path and routes information (within TSC) 
to the next node in the path. It also does the boundary function. 

!!2!!!lSarI and transf.Qu fun£!!QM establish sessions that flow 
through the boundary node, handles pacing between the prillary 
logical unit and the boundary mode, handles pacing between the 
boundary mode and the secondary logical unit, maintains the state 
of all the sessions flowing through the boundary node, and provides 
support for non-SRA terminals. 

8. Data lil!~ £9n!~.Ql interfaces with the system I/O supervisor, which 
controls the physical I/O paths to comllunication devices. 

9. f~n!~ti~ .,§!!rvi£!!§ converts input data to the format required by 
the other components, interfaces between TSC and the application 
program interface (API), and provides for transllitting data from 
TSC to the SSCP and TOLTEP. 

An overview of the operation of TSC is shown in BO 8. 
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MO 8 (Part 1 of 5). Transmission Subsystem Component (TSC) 

Input 
From API, 
SSCP, LOS, or 
TOL'rBP 

,...---~ ~ ICP/VTAH enviroJlllleftt 

:~~~~~ir.[::::::::~~~.-J function group • 
• Establish the environ- :;:==~ 

.... t UJI4ar which TSC 

Not •• 

§] Th. ICP/VTAIfJ' environment func-
tion group 881:. up the environ-
ment used within TSC. It 
e.tabliahe. a. atandard TSC 
parameter li.t, and route. 
control to the proper section 
of TSC to procea. the particular 
request. 

Having its own parameter' list 
allows TSC to remain independent 
of change. to the major ICP/VTAH 
I/O control blocks (like the 
FMCB) • The TSe statu. area. 
are actually contained within 
the control block structure 
under which TSC i. runninq. 
However, only the environment 
function'group has to cbange if 
one of these control blocks is 
red.fined. 

§] Input that originat.. from an 
application program is passed 
to TSC in an RPL. Input fro. 
other ICP/VTAH subcoapcnents 
is pas.ed to TSC in a trans-
mission subaystam control block 
(TSCB). 

The presentation .arvica. func-
tion group provides the interface 
betwsen the TSC and the applica-
tion program interface (API) • 
This includes converting API 
requests (RPLs) into a fo..,..t 
that is acceptshl. to the rest 
of the TSC (TSCBs). 

102 

Routine 

runa._ 

Per I1Ol18pplicatiOl1 
Plt'data. 

Por I1Ol18pplication 
Data flow controlo 

Por I1Onapplication 
seas ion control: 

Por network control. 

Pre.entatioD services 
function group 

.' convert' smn and 
SESSlOllC r_.ts to 
the fo..,. requir.d by 
TSC. 

'. COn.truct an au, for a 
data flow control or 
ae.don control requ .. t 
(or re.pon.e). 

Por data flow control 

!'or •••• 10D control: 

:L.bel Ref. Not •• 

t.l 

8.2. 
8.2. 
8.2. 
8.2. 

..-__ 011 ... 

TSCB 

completed 
with 
info..,..­
tion from 
the RPL 

Routin. 

.. }: X ·fmO ....... - 'J')! ·~3"'= 
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MO 8 (Part 2 of 5). Transmission Subsystem Component (TSC) 

Input OUtput 

~ EI Function management data 
function interpreter 
function group 

a Perform function 
management for an 
application proqram or 
the SSCP. 

Fixed 
buffer (a) 

• Move user's data to 

~ fixed buffer (a) • 
Data 

~ [~l Data flow control funct10n 
qroup 

• Monitor data flow 
control protocol U.89'8. 

~. ~ Transmission control 
function group 

• ProceS8 session control 
requests and respons.s. 

• Process network control 
reque.ts and responses. 

a Control all transmia-
sions durinq a sa.8ion. 

... - ~ ~ 

\IOta. _tiDe Lel>al Ref. Rota. _tina Lel>al Raf. 

~ The FII data function interpretar 8.3 the ae.sion that i. eatablishacl. 
funct10n qroup provides function between tha two RAOs. 
manaqement for an application 
proqram. Tranalllis8ion control consists of 

threa aect1ons: 
It also provides function manaqe 
ment for tha SSCP. This include. • S ••• lon control provide. the 
procassinq for aalectacl. network RAO with functions for control-
services requests. linq tha operation of its 

• ••• ioDa. 

EI The data flow control (DFC) fune- 8.4 • Network control provides trans-
tion qroup provide. the various mission control and path 
data flow control protocols control with administrative 
available to NAOs. The DFC functions. 
function qroup monitors all 
information flowinq from (and a The connection point manaqer 
to) an application proqram. (CPM) controls the transmission 

of requests and re8ponses dur-

EJ inq the sassion, inclucl.inq 
The transmission control (TC) 8.5 those generated by sa •• ion con-
function qroup controls all data trol and network control. 
flowinq throuqh the telecommuni-
cations network. TC provicl.ea a 
set of wall-definacl. data flows, 
control functions, and proto~l. 
which enable a network address-
able unit (NAU) to communicate 

-- .. -- "- throuqh the network to another 
IlAO. 

A host application proqram NAO 
is capable of supportinq multiple 
sa.sions with othar NAOa in the 
network. TC uniquely identifies 
anti maintains the il.nteqrity of 
each session usinq pairs of 
network addresse8. One network 
acl.cl.rass identifies each NAO, a 
pair of network addresses, 
tberefore, uniquely identifies 
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The path control (PC) function 
group routes information from a 
sending connection poin-t manager 
(CPM) to a receiving CPM. Path 
control selects the communica­
tions path, and all communica­
tion between CPMs is kept path­
independent. 

Path control allows communica­
tions between CPMs that reside 
in the same host (application 
program to application program), 
between CPMs that reside in the 
same domain· (application program 
to logical unit in the same 
domain), and between CPMs that 
reside in different domains 
(application program to loqical 
uni t or application program in 
a different domain). 

The path selected by path control 
may consist of several inter­
connecting links and associated 
nodes. The transmis s ion header 
eTH) is used to pass control 
information from the sending 
path control to the receiving 
path control, and to all inter­
mediate path cont-rols that are 
in the selected path. 

The boundary and transfo~ 
functions function group per­
forms the boundary functions 
for a locally attached cluster 
controller (PO type 2). 

Processing Output 

Path control function 
group 

• Route information to 
proper path control 
element. 

For CPM in same host: 

For CPM not in PU 
type 2: 

Boundary and transform 
functions functio'n group 

• Perform boundary 
function transmission 
control function. 

• Perfor.m boundary 
function pati). control 
function. 

Data link control function 
group 

• Schedul'e I/O request to 
send the data to the ~=====~~ next data link control -, 
in' the selected path. 

8' Presentation services 
function group 

• For POST=SCHEO, post 
the reques t as com­
pleted: 

• For POST_RESpc, 
request- until 
is received. 

To Telecommunications 
Controller or Terminal 

Routine Label Ref. Nota. Routine Label Ref. 

8.6 

8.8 

Boundary function transmission 
control consists of the follow­
ing -sections: 

• Boundary function common ses­
sion control (BF .CSC) estab­
lishes sessions that flow 
through the boundary node * 

• Boundary function connection 
point manager (BF .CPM) handles 
pacing between the PLU. and the 
boundary node, and between the 
boundary node and the SLU. 

• Boundary function session con­
trol function interpreter 
(BF.5C.FI) maintains the state 
of all sessions flowing through 
the boundary node. 

This function group also pro­
vides support for non-SNA dis­
play terminals by converting 
all outbound SNA requests into 
the appropriate series of FIDO 
BTOs. 

The data link control (OLC) func­
tion group manages the communi­
cations links. These include the 
data links to locally attached 
conununications controllers, 
locally attached cluster control­
lers, and locally attached dis­
play terminals. 

OLe provides the interface be­
tween the host operating system 
I/O supervisor and path control. 
It constructs and schedules 
channel programs. 
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Input ProcesBinq Output 

C) §] Data link control func-
tion qroup 

8 
From I/O 
Supervisor 

• Analyze status of I/O 
operation. 

B Path control function 
group 

Fixed buffer(s) 
From Telecommunications • Deblock inbound data 
Controller or Terminal into PIUs. and build t;3 TSCBs at the beginning 

of each input buffer. Data 

• Perform boundary func-
tions (if necessary) D 

Boundary and 
Transform 
Functions 
Function Group 

• Route information to 
proper path control 
element. 

C) §] ACP/VTAM environment 
function group 

Reqister 1 From API 

LRPR 

I lV ) • Establish the environ-
-v ment under which TSC 

~ 
RPR 

TSCB runs. 
or RPL W I~ RPHWEA I 

I RPIIliEA I t- Por a RECEIVE or TSPL C RPlIIIAJCB I RESETSR request: 17 I TSPTSCB r TSCB or RPL 

FMCB 

I rstatus 

I I I 
I I areas 

~ Pat!! control function 
I I 

~oup . ... 
• Assemble segmented BIUs. 

. 

~ 

Notes RoUtine Label Ref. Netes Routine Label Ref. 

§] The data link control (OLe) B.7.1 
function group manages the B.7.2 
cODDDunications links. These 
include the data links to 
locally attached communications 
controllers, locally attached 
cl.uster control.l.ers, and local.1y 
attached display terminals. 

OLe provides the interface 
between the host operating . 
system I/O supervisor and path 
control. It analyzes the status 
whenever a channel program ends. 

B The path control (PC) function B.6 
group routes information from a 
sending connection point manager 
(CPM) te a receivinq CPM. Path 
control selects the conununica-
tions path and all communication 
between CPMs is kept path-
independent. 
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§] 

Hot •• RoUtine 

~ Transmission control consists of 
three sections, 

• Session control provid.,s the 
NAU with functions for control-
ling the operation of its 
sessions. 

• Network. control provides trans-
mission conttol and path con-
trol with administrative 
functions. 

• The connection point manager 
(CPM) controls the transmis-
sion of requests and responses 
during the session, including 
those generated by session 
control and network control. 

§] The data flow centrel (OPC) 
function group provides the 
various data flow control 
protocols available to HACs. 
The OPC function group monitors 
all information flowing from 
(and to) an application program. 

EI The PM data function interpreter 
function group provides function 
management for an application 
program. 

It. also provides function manaqe- f" 
, 

ment for the SSCP. This includes 
processing for selected network ',---,' services requests. 
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A set of routines called proces§ §cheguling ~vice§ (PSS) provides 
queuing, scheduling, and dispatching services to allow ACF/VTM1 processes 
to control the flow of requests. They also provide locking services 
and establish a recovery environment. 

An overview of PSS operation is shown in ftO 9. 

R~~ ~CRO INSTRUCTIONS 

A set of macro instructions is used to invoke and centrol PSS opera­
tions. These macro instructions are used only in ACF/VTAH routines; 
they are not available for use in application programs. The PSS macro 
instructions are: 

• 

• 
• 
• 

• 
• 
• 

• 

• 

• 
• 
• 
• 
• 
• 

IPQUE: Adds a work element to a queue or a PAB and optionally 
schedules the process represented by the PAB to be dispatched. 

~: Removes a work element froll a queue or a PAB. 

TPSCHEQ: Schedules for execution a process represented by a PAB. 

I~: Indicates ~~t a process has terminated and the PAB can_be 
rescheduled. 

IPESC: Transfers control to the next routine indicated by the DVT. 

IPiA!I: Suspends execution of the issuing process. 4 

I~: Schedules a process to resume execution at the instruction 
after the TPiAIT. 

TPLOCK: Obtains shared or exclusive ownership of a lock or queues 
the request if a lock cannot be obtained immediately. 

TPUNLOC!: Releases ownership of a lock and, if the lock is now free, 
processes any queued lock requests. 

I~: Changes the list of processes located by the DVT. 

!RIEL: Locates the oldest work element on a queue. 

!£I!f! Schedules PSS to receive control asynchronously. 

~!!!I: Allocates and initializes PSS control blocks. 

APSTER~: Releases PSS control blocks when they are no longer needed. 

TPIO: Used by API to inform ACF/VTAft of an application program 
request. 

• I~: Creates, changes, or removes a STAE recovery environment 
(OS/VS1) • 
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Since ACF/VTAM routines run in supervisor state and under the ACF/VTAM 
protection key; an SVC interface is required for the application. program 
interface to initiate a request. This SVC is made system-independent by 
its inclusion within the expansion of the TPIO macro instruction. 

The TPIO .macro instruction causes an SVC state and protection key 
change. within the SVC routine, a TPQUE and TPSCHED are executed to 
initiate the processing required for the request. 

The execution sequence control routine provides linkage to a set of 
sequential processes. These processes are pointed to by entries in the 
destination vector table (DVT). Each DVT has a name that is located in 
the DVT entry point table (EPT). A DVT entry represents a routine, and 
many DVT 'entries make up a level of the system. The entry point table 
and corresponding DVT entries are constructed during the binding process 
from a skeleton DVT, and they determine the sequence in which routines 
process requests f10wiog through ACF/VTAM. 

The operation of the execution sequence c'ontro1"""rOul:ine is governed 
either by parameters received when it is called or. by information in the 
entry point table or in the real DVT. 

The execution sequence control routine transfers control in one of two 
ways, depending on the type of call used to enter the sequence control 
routine: 

Bext g~§§: Control is given to the routine whose address is in the 
DVT entry pointed to by the RPR. The pointer in the RPH is then updated 
to indicate the next DVT entry, that is, the entry for the next routine 
that is to be executed in processing this DVT • 

. ]!.!.!!S 12.!!: When entry is made with this type of call, '.the name passed is 
resolved into a DVT pointer through the entry point table. Control is 
then passed to the first entry in that DVT. A pointer"to the next entry 
in the DVT is saved in the RPH. 

PSS routines schedule the execution of other ACF/VTAM routines that are 
pointed to by the DVT, thus enabling ACF/VTAM to schedule its operation 
independently of the operating sytem dispatcher·. See "Scheduling an 
ACF/VTAK Process" in Chapter 2. 

PSS scheduling and dispatching routines are system-dependent. For a 
description of their operation in each system, see ACF£V~ ~ogic. 

Since ACF/VTAK offers a high degree of parallel and asynchronous opera­
tion, special attention must be paid to serializing ACF/VTAM's internal 
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use of shared resources. The .echanis. used to accomplish this seriali­
zation, the lock structure, is an internal function and is not visible 
to the user. The locking method used is to set locks on all the code 
that causes the updates (rather than setting locks individually on each 
resource to be updated). This method prevents lockout when waiting for 
several resources (that is, a task causing itself to be locked out of a 
resource while it waits for it). For a description of the locations and 
levels of lCF/VT1! locks, see !CF/!!l! D~agB2§!~£§. 

~~ gf ~ Bolders 

There are tvo classes of lock holders: 

ihared: 'hen a lock is obtained as shared, the obtainer can only read 
the resource. Any number of programs can hold a shared lock on a 
resource at the sa.e time. 

Ixclus~ve: 'hen a lock is obtained as exclusive, no other program can 
ottain the lock (either shared or exclusive) on the resource until the 
exclusive lock holder releases it. To change or dele-te a resource, a 
progra •• ust hold an exclusive lock on it. 

Access is controlled as follows: 

• 

• 

1 request to share a lock that is free or already shared (vith no 
outstanding exclusive~eqDests) is honored i •• ediately. ~ 

1 request for exclusive control of a lock that is already held is 
queued until all programs sharing the lock_ release it. The requett 
is then honored. 

• Any request for a lock that is held as exclusive or has an exclusive 
request outstanding is queued until the exclusive use is co.pleted. 

• fait requests are handled in a first-in, first-out order. 
-, 

Locti!9 Hierarchies· 

111 ACFjVTA! locks are allocated according to a predetermined hierarchy. 
This means that a program holding one lock cannot obtain a lock that is 
higher in the hierarchy without first releasing the lower one. Strict 
enforcement of this hierarchy prevents any possibility of a deadlock, in 
which tvo programs ~ach hold a lock and are queued for the lock held by 
the other p~ogram. 
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Instruction 

RPH 

CRA 

I I 
I t Lockwordr 
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Control 
Block 

Lock 
Indicator 

TPUNLOCK Macro 
Instruction 

Routine 

Processing OUtput 

Control serialization of 
resources' by managing 
locks: 

a. Set lock level held, :*=::::::::::~1 
and lock the resource. 

b. If'" the lock cannot be 
obtained inunediately,. 
queue the requester's 
RPH and issued TPWAIT. 

c. Reduce the number of 
owners. Unlock and 
TPPOST waiters if the 
caller' is the only 
user. 

Handle work element 
queues: 

a. Compare and swap the 
work element to the 
queue on the anchor. 

b. Locate the element. 

Lebel 

Dequeue the element 
(for TPDEQ) or return 
the element address 
(for TPFEL). 

Ref. Not •• 

"---

Control Requester's r:: ~ "i,--H ___ ... 

It Eleme.nt I 

Routine Label Ref. 
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Input OUtput 

=-

Rot •• _tiD. Lallel Ret. Rot •• _tiDe Label Ref. 

§] •. If the TPDVTS macro iDstruc-
tion specifie. -no return,· 
a TPEBe IIIIICrCI inatruction is 
i._ to advance the DB 
pointer to the next proce8. 
in the DVT. ot:harwis., re-
turn i. made to tbe caller. 
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Processinq 

Schedule asynchronous 
processes. 

a. Locate the PAS address. 
Issue an SVC to per- r-----.~ 

·From System 

form. the processing. 

b. Compare and swap the 
work element to the 
PAB. If reset, queue 
the work element to 
the reset queue. 

c. Scbedule tbe PAS tc be 
dispatched at the first 
routine pointed to by 
the DVT. 

~ Dispatch process: 

Dispatcher Select work to dispatch;: 
dispatcb the PAS. 

RoUtine Label Ref. Not •• 

Work to dispa tcb can be: .. ~ 
• Posted Process 

• Scbeduled PAS 

• User exit 

For PABs, locate an RPH to use. 
If continuing after TPEXIIT, 
reuse the RPR. The next choice 
is the preallocated RPH in the 
APT or PST. If neither is 
available, issue REQSTORE for 
LPBUF. 

User exit address MUS t be 
validatedr it comes from the 
RPL or ACB. 

Return from tbe dispatcbed 
process is by TPEXIT or TPWAIT 
for ACF/VTAM processes, Qr on 
register 14 for user exits. 

See Note 05 

OUtput 

RoUtine Label Ref. 
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storage management services provide storage services to all ACF/VTAB 
components by allocating or deallocating buffers. These services are 
provided only for ACF/VTAB components; they are not available to appli­
cation programs. 

An overview of storage management services is shown in BO 10. 

To obtain the services, ACF/VTAB components use internal macro instruc­
tions (described below). The macro instructions and return codes are 

. the salle for all components. In addition, the .acro· and return codes 
are the same for components in the DOS/VSE and OS/VS versions of 
ACF/VTA!. The interface to ACF/VTA! routines is common across all 
operating systems; however, the internal coding of the storage manage­
lIent service routines is different because of differences in the system. 
For example, in DOS/YSE, buffer pools are constructed during ACF/VTA! 
initialization by issuing the GETVIS macro; in OS/VS, the GETBAI. macro 
is issued to get storage. 

Storage management services provide all ACF/VTA! components with· fixed­
length buffer pools. Separate pools are maintained for fixed-storage 
and pageable-storage buffers. In addition to the fixed-length buffer 
services, the GETS 'lOB or VTALLOC and FBEESTOB or YTFBEE macro instruc­
tions provide a limited "contiguous storage area" service. 

1 buffer-pool directory, pointed to by the ATCVT, contains an entry ,for 
each pool. The entry pOinfs-to a chain of the buffers assigned to that 
pool and indicates whether the buffers are available for allocation. 

Each ACF/VTAB fixed-length buffer pool can be expanded when the delland 
for buffers from the pool exceeds the current supply of available 
buffers. Conversely, the expanded portions of an ACF/VTAM buffer pool 
are freed when the extra buffers are no' longer needed. 

Dynaaic expansion of buffer pools can be controlled by ACF/VTA!start 
options. These start options can specify an expansion threshold parame­
ter and an expansion size parameter. The pool expansion threshold 
parameter is used to determine-when to expand a buffer pool. When the 
number of available buffers in a pool reaches or drops below its expan­
sion threshold value, the pool is scheduled for expansion. The expan­
sion size parameter indicates the number of buffers by which a pool is 
to be increased whenever expansion is necessary. Space for pool expan­
sions is obtained in page-size increments, the amount obtained being the 
number of pages needed to supply the specified number of buffers. 
Storage management services calculates a contraction threshold value for 
each buffer pool. When the number of available buffers in a pool 
reaches or exceeds this threshold, extents that are not in use are 
scheduled to be freed. The contraction threshold value equals the 
expansion threshold value, plus the number of buffers in two extents. 

There are two pool service macro instructions: BLDPOOL and DELPOOL. 
BLDPOOL enables an ACF/YTA! routine to build a buffer pool, while the 
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DELPOOL macro instruction enables a routine to delete it. Because only 
shared buffer pools (in which space. is allocated for aore than one type 
of buffer) are supported, these macro instructions are issued only in 
the initialization and teraination routines. One BLDPOOL aacro instruc­
tion is included for each shared buffer pool in the initialization 
routine, and one corresponding DELPOOL macro instruction is included in 
the teraination routine. 

Buffer service provides tvo macro instructions: BEQS!OBE and BELS!ORE. 
!hese macro instructions enable lCF/V!lB routines to request or release 
fixed-length. buffers froa or to ·predefined buffer pools. 

Variable-length storage areas can be acquired and released with the 
GE!S!OB or V!lLLOC and FBEES!OB or V!FREE macro instructions. 
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Input OUtput 
BLDPOOL Macro 

General Registers Q 
~ Initializes buffer pools. 

Buffer Pool Directory 

I I t suffer Pool I 

RES? 
I t Buffer Pool I 

...... 
Macro r 

Retur--;;: to 
paller 

Reqister 15 
General Reqisters §] Suffer Obtain fixed-lenqth I Return I I buffers from the pool. I I Code 

REs? .Joo. 
Macro L 

Ret~ to 
Caller 

POol COntrol Block 

I ~ Return fixed-lenqth 
L buffers to the pool. 

-.. 

VTALWC9 
r,turn to 
aller 

GETSTOR Macro 

General Registers 
§] 

RPH or Register 3 

l OlItain variable storaqe. It storaqe I 

~RBBr;::> L > 
:;;:<- -. 

~~urn to -FREESTOR Macro paller 

-"--

Notee Routine ,Label Ref. NoteS Routine' Label Ref • 

..---.-, af 11M 
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General Reqisters 
~ Return variable 

I 
r storage. [ 

Return to 
caller 

c:) ~ Delete the buffer pool. 
~d release storage. [ DELPOOL 

Buffer Pool Directory Maoro Return 
caller r 

to 

--- ~ 

Notit. Routine Lebel 

~ _-I'>aportyof 11M 
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lCF/VT1! has two types of reliability, availability, and serviceability 
(RAS) aids, which enhance the usability of ACF/VTAB: 

• Serviceability aids, which assist in problem determination 

• Reliability and availability aids, which enhance ACF/VTA!'s opera­
tion and performance 

An overview of the operation of RAS routines is shown in !O 11. 

Internal ~ 

The internal trace keeps a record of ACF/VTAB resource usage and flow of 
control. The trace is kept in the form of predefined 32-byte records 
that can be read in a dump of ACF/VTA! storage or, in OS/VS, in the 
output of the system general trace facility. 

l~~£ing Facility -
In addition to the internal trace, ACF/VTA! provides internal traces of 
buffers, buffer pools, I/O operations, and lines. Information on how to 
use these traces in each operating system is given in AC!L!l!~ Diagno~ 
!i9!· 

ACF/VTA! provides four types of traces: (1) buffer ~pecified in the 
start procedure and in BODIFY operator commands as BUF), (2) line 
(specified as LINE), (3) I/O (10), and (4) buffer pool usage (SBS). 
This function takes place in three stages: 

• Establishing and aaintaining a trace environment in ACF/VTA! in 
response to operator commands. 

• Generating and writing trace records. In OS/VS, this is done in 
conjunction with the system general trace facility. 

• Formatting and printing trace information. In OS/VS, ACF/VTAB 
provides formatting for the system B!DPRDBP service. In DOS/VSE, 
ACF/VT1! both formats and prints the trace information. 

!~ffer ~: This trace provides a trace of buffer contents for any of 
these types of addressable nodes: terminal component, logical unit 
(which can be a terminal), physical unit (cluster control unit), or NCP. 
1 buffer trace is a means of identifying all changes to data caused by 
ACF/VT1!. As a message coming from or going to an application program 
enters lCF/VTA! control, it is placed in a trace record and written to 
auxiliary storage. Included in the record are the node name of the 
application program, the resource ID of the logical unit, and message 
data. 
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!£~ ~~ IrAc~: Operating parameters of a line are traced by the RCP 
line trace whenever a specified interruption level occurs. One line can 
be traced at a time. If more than one line trace request is made, 
additional requests are rejected until the preceding trace has ended. 

!LQ In£g: This trace collects information for a local or remote RCP or 
for remote devices attached to the RCP. The data collected is variable; 
it depends on the type of node being traced. 

~.!!tfe! !!a~ ~: The ACl/VTAft buffer usage trace aids the user in 
determining a reasonable size for each of the 11 buffer pools. Periodi­
cally, a trace record ,is created that identifies, for each pool, the 
number of elements in the pool, the number of currently unallocated 
elements, the maximum number of elements that were concurrently in use 
since the last trace record was written, a maximum number of concurrently 
queued requests for buffers since the last trace record was written, 
the maximum number of elements in the pool since the last trace record 
was written, and the number of times the pool was expanded since the 
last trace record was written. 

ACl/VTAft's formatted dump interacts with two different OS/VS components: 
AEDUftP and PRDftP. ABDUftP operates as part of the operating system's 
abnormal termination (ABEND) procedure; ABDUftP selects the storage to be 
dumped and dumps it. PRDftP formats and prints the dump. 

TOLTEP controls the selection, loading, and execution of online tests 
(OLTS) within an ACl/VTAft system. An OLT is a specific device test 
designed to help diagnose a hardware problem or to verify the usability 
of a control unit or terminal. lor more information about TOLTEP, see 
Chapter 18. 

~grdware ~ Recording 

Error recording is a part of the error recovery procedures of the 
configuration services subcomponent. The error data is placed in the 
system error record file (SYSREC) for subsequent editing and printing. 
Error recording takes place under these conditions: . 

• g~~~~ error: Errors that are either unrecoverable or errors from 
which ACF/VTAft has failed to recover 

• £Qgnt2£ 2ye£f!2!: Written whenever the SIO (Start I/O) counter, the 
temporary error counter, or one of the device statistics table 
counters is about to overflow 

• ~~-day: Written whenever the terminal or line is brought offline 
(with a VARY IRACT command) 

Licensed Material-Property of IBM 

118 



A patch area is supplied as a separate phase (DOS/VSE) or load module 
(OS/VS). This area is used to insert short service programs or fixes. 
This patch area is a separate ACF/VTAM module whose size can be varied 
by the nser with the nse of link-edit facilities. 

Each ACF/VTA! CSECT contains information indicating the CSECT's name and 
its change level. The first byte of certain control blocks and bnffers 
contains an identifier that is set when the control block or buffer is 
initialized. 

RELIABILITY ~ !YAILAB111!! !1~ 

~srdvare ~ ~very Procedu£2§ 

Ihen an I/O error interruption occurs, device-dependent and 
control-unit-dependent error recovery procedures (ERPS) are invoked. 
The ERPs examine the channel status word and the sense data to determine 
the type of error and the action required to attempt recovery from the 
error. If the ERP cannot correct the error (that is, if the error is 
permanent), the ERP,sends a lIessage to the operator and records the 
error in SYSREC. If the ERP corrects the error (that is, if the error 
is temporary), no operator ~ssage is issued, and the temporary error 
counter is incremented. 

~2~tvare ~ Handfinq in O~L!2 

lCF/VTlM handles three types of software errors: 

• lCF/VTA! errors that occcur during application program processing 

• lCF/VTlM errors:that occur during task processing 

• Errors resulting fro II application program requests for lCF/VTAM 
services 

For these types of errors, lCF/VTlM performs cleanup and recovery 
processing, dumps and records error condition information, and makes the 
aFpropriate entries in the ACF/VTIM audit trail. 

These facilities handle the initial recovery on an abnormal termination 
and dispatch recovery routines. If recovery is not attempted, or if it 
fails, abend handling ensures that resources allocated to ACF/VTAM are 
cleaned up. 
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ACF/VTAM commands enable the operator to define the network's configura­
tion and display its status. By using the commands, the operator can 
activate and deactivate nodes and change their attributes while the 
system is running. The command processing routines are supported by 
error messages and warning messages that notify the operator of the need 
for reconfiguration and report problems that occur during reconfigura­
tion. 

The logical unit may be tested by either the Echo Test or the Link Level 
2 Test. 

~~!2 Test: A logical unit to SSCP Echo Test allows a logical unit to 
test the connection between itself and the SSCP. Echo Test uses the 
Unformatted System Services (USS) function of the SSCP and provides the 
test for all logical units that support USS within the SSCP's domain. 

Echo test is initiated by the terminal operator and assures the operator 
that the communication link to the host system's SSCP is operable; 
however, the terminal's Fath to an application program in a host system 
is not verified by Echo Test because of the possibility of a different 
path's being used for logical unit to application program sessions. 

ki~! kevel ~ ~§!: The Link Level 2 Test provides the capability of 
testing a single or multiple secondary terminal and, at the same time, 
allowing other sessions on the same link to ~oD .. Hnue operations. The 
secondary terminal under test is dedicated to the test and is not 
available to network users until the test has been terminated. 

All requests from the network operator and application programs are 
initially tested for errors. If an error is detected when the request 
is made, ACF/VTAM notifies the requester and rejects the request. Any 
processing done on behalf of the rejected request is cleaned up. Later, 
if an error condition is encountered during the processing of a request, 
ACF/VTAM notifies the requester and stops processing the request. If 
possible, ACF/VTAM cleans up the processing that was done on behalf of 
the request. 

All ACF/VTAM routines, buffers, and control blocks (except user-defined 
ACBs, NIBs, and RPLs) reside in the ACF/VTAM partition or address space, 
which has its own storage protection key. The storage protection key 
prevents unauthorized user programs from using the ACF/VTAM partition or 
address space. In DOS/VSE systems, all ACF/VTAM routines, control 
blocks, and buffers reside in the ACF/VTAM partition, which has its own 
storage protection key. In OS/VS systems6 they are placed in the 
ACF/VTAM partition (OS/VS1), in address space (OS/VS MVS), or in 
protected system areas. 

ACF/VTAM's storage management routines enable storage requests to be 
queued if storage is not available at the time of the request. This 
queuing ensures that, once application program requests (such as SEND 
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MO 11 (Part 1 of 4). Reliability, Availability, and Serviceability (RAS) 
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0 
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Trace Report 

Not •• Routine Label Eat., Notes Routine Label Ref .• 

~ d. In DOS/VSE. the trace records 
can be printed either by the 
TPRIwr ut.tli ty in its own 
partition or as a subtask. 
In OS/VS the general trace 
facility and the HMDPRDMP 
utility are used to format 
and print the trace' records. 
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Physical unit services (PUS) is used to control network resources local 
to the host. for example: 

• Activate and deactivate local resources at SSCPs direction. 

• Process inoperative conditions for local resources. 

• lotify half-sessions within the host subarea of session failure on 
receipt Qf Lost Subareas RUs. 

An overview of the operation of PUS is shown in BO 12. 

!QY!l!§ ! REgYI§! Q! RESPQISE 

Physical' unit services is dispatched on a single PAB, with its input 
being a request/response unit processing element (RUPE). 

R!OCESSIIG ACCESS !ETHOD CLEAIUR IEgUESTS 

SSCP sends an Access !ethod Cleanup request to PUS when a line or 
physical unit fails. PUS not;ifi'es the SSCP of the session reset of 
logical units (for the LUS ~hat have sessions with application progra.s) 
by issuing a Terminate Other Force Cleanup request. SSCP also sends 
Cleanup requests to PUS when a Cleanup request results from a forced 
deactivate command for a logical unit. PUS notifies any application 
program that is a primary end of a session involving a deactivated • 
logical unit. It does this by issuing a Terminate Other Orderly (Clean­
up) request to the session services subcomponent of SSCP. The session 
services subcomponent terminates the sessions. 

Lost Subarea requests can be received by PUS from other subarea nodes. 
PUS responds to the Lost Subarea request, if necessary, aad calls system 
definition, passing the network address of the subarea that is lost, or 
which sent the Lost Subarea request. system definition returns a list 
of all the subareas that this domain might try to reach through the lost 
subarea. The list is made up from the matches found between the list 
received from the adjacent subarea and the list received from system 
definition. Each logical unit that has a session with a logical unit in 
this lost subarea list (including the CDR!) is notified that the session 
is 'lost. This is done by sending to logical unit services a Lost Path 
request for each active or pending active LU-LU session on the list. 
ForCDR!-to-CDR! sessions, the Lost Path request is sent directly to the 
CDR!, and an ISLSA is sent to the SSCP. 
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, Logical unit services (LOS) provides support for logical units in this 
domain by: 

• Establishing and terminating sessions between an application program 
and other logical units. This processing is performed by the 
open-destination and close-destination routines. 

• Providing the logical unit function for terminal systeas that do not 
provide their own LO function. 

• Handling and processing end user requests, LU-LO session requests, 
function aanageaent requests, and unforaatted requests. End user 
requests and LU-LU session requests are routed to the LUS manager 
for processing. Punction management BOs, which flow on the sscP-to­
LO session, are sent to the function interpreter for processing. 
Unforaatted requests are passed on to the operator. 

• Handling Lost Path, Cleanup, and Rotify request units (BUS). These 
BUs are sent to LO services and then forwarded to the application 
prograas affected. The BOs are used to notify the application 
programs of path errors so that sessions can be terainated in an 
orderly aanner. 

This component also handles IIQOIBE and IITBPBET macroinstructions 
issued in application programs or by ACP/'TAB itself. These macro 
instructions are issued to obtain data from control blocks that ar~ 
otherwise not available te-application programs. IRCUIBE macro instruc­
tions can be issued to obtain inforaation about the status of applica­
tion prograas, devices, and logons. 

An overview of the operation of LOS is shown in ftO 13. 

LUS ftAIAGEB 

The LOS aanager represents the interface from the end user to LUS. End 
Oser requests in the fora of access method requests (ABBUS) are passed 
to the LOS manager by the LUS router. End user requests processed by 
the LOS aanager include OPIDST, OPISEC, SIBLOGOI, BEQSESS, TEBBSESS, 
CLSSEC, and CLSDST. 

lYlCTIOI IITEBPBETEB 

The SSCP-LU secondary half-session represents the interface from the 
SSCP to LOS. Bequests are received froa the SSCP by the LUS router and 
passed to the function interpreter for processing. The function inter­
preter validates BUs received and passes thea on to the appropriate 
finite state aachine for processing. The finite state aachines will 
pass BOs to the LOS aanager for processing, if necessary. BUs processed 
by the function interpreter include IIITIATE, CIIIT, ISPE, 10TIPY, 
SESSIOI STABTED, BIID PAILUBE, OIBIID PAILUBE, SESSIOI EIDED, CTEB!, and 
TER!IIATE requests. 
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gil! DESTIN!~ION RJgCES~ING 

The processing of an OPIDST macro instruction is shown in Pigure 8-2. 
The two aspects of open-destination processing are: 

• Establishing a session between two logical units (for example, 
between two application programs) 

• Determining which routines will be used to prepare requests for and 
process requests from the type of logical unit for which the session 
is to be established (through construction of a real DVT) 

In processing an open-destination request, except for application 
~rograms, the open-destination routines must ensure that the desired 
logical unit has not been previously allocated. 

To establish the session, the open-destination routines use the session 
services component to build a session information block (SIB). The SIB 
represents the status of a session request and indicates one of three 
possible states for the request: session request queued, session request 
~ending, and session active. If the destination node is available for a 
session, session services indicates in the SIB that the session is 
active. If a SIIILOGON macro instruction is issued and the destination 
node is not available for a session, session services indicates in the 
SIB that the session request is to be queued until the destination node 
becomes available. Then, when the destination node becomes available 
for a session and an OPIDST ACCEPT macro instruction is issued, the SIB 
is converted to the session pending state. Then, the open destination 
routines build a logical unit control block (LOCB), and a function 
management control block (PIICB) to represent.,.tbe_ session. The PIICB is 
chained to the LUCB, which, in turn, is chained to the ACDEB for the 
application program. After the destination node has accepted the 
session"and 'LU services has issued the Session Started command, the SIB 
is marked session active. 

The second aspect of open-destination processing is determining which 
routines shall process requests going to and being received from the 
terminal. The application program provides the open-destination rou­
tine with the identification of the skeleton DVT, which symbolically 
identifies the processes required to support the session. Beal DVTs are 
constructed from the skeleton DVTs and are then chained to the PIICB for 
the appropriate half-session., This processing is performed by issuing 
the PBCBADD macro. The PIICB build routines are part of OPEl/CLOSE 
processing. 

If the destination node is an application program, a Bind is sent to the 
application program's SCIP exit routine, after which the secondary end 
issues either a SESSIOBC macro instruction to reject the session or an 
OPISEC macro instruction to establish the session. See "OPISEC Process­
ing" below. 

If the destination node is a device-type logical unit, the application 
program must be bound to the logical unit before open-destination 
processing is completed. The open-destination/routines send the Bind 
command to the logical unit. If a positive response is received, a 
Start Data Traffic command is sent (if required), and open-destination 
processing is completed. If a negative response is received, processing 
is terminated. 

The open-destination routines construct a communication ID for the 
session, add this ID to the CID table, and return the ID to the applica­
tion program. The application program then uses the communication ID to 
communicate with the terminal. 
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An application program can request that it become the primary end of a 
session by issuing an OPNDST .acro instruction or it can request that it 
become the secondary end of a session by issuing an REQSESS macro 
instruction (see "REQSESS Processing" below). A device-type logical 
unit can only make such a request indirectly by issuing an Initiate 
command. When the system services control point (SSCP) receives the 
Initiate, it invokes session services to build an SIB. After the SIB is 
built, the application program can accept logons from other logical 
units. When the application program issues an OPNDST ACCEPT macro 
instruction, the SIB is converted to indicate a pending session. 

]jQSE~ PROCESSING 

The REQSESS macro instruction is used by an application program to 
indicate that it wishes to be the secondary end of a session. When a 
BEQSESS macro instruction is executed, an Initiate RO is sent to SSCP, 
which causes entry into the LOGON exit routine of the application 
prograll that is to be the primary end of the session. If the primary 
end accepts the session, it responds by issuing an OPNDST macro instruc­
tion, which results in a Bind comlland's being sent to the secondary 
end's SCIP exit routine. The SCIP exit routine receives control, and, 
if the secondary end accepts the session, it issues an OPN$EC macro 
instruction to start the session. If the secondary end does not accept 
the session, it issues a SESSIONC (-BSP(BIND» macro instruction. If 
the prillary end rejects the session, it issues a CLSDST macro instruc­
tion. 

Q~ PROCESSIRG 
i 

The OPHSEC macro instruction sets up an application program's control 
block structure so that it can be the secondary end of a session. .~ 
OPHSEC processing starts after a Bind cOllmand is passed to the. secondary 
end's SCIP exit routine as a result of an OPIDST macro instruction 
issued by the primary end. The SCIP exit routine determines whether the 
secondary end can accept the session. If a session can be established, 
the OPNSEC macro instruction is executed and a positive response to the 
Bind is sent to the primary end. The primary end's OPNDST processor 
sends a Session Started RO to notify the SSCP that a session has been 
established. 

The CLSDST macro instruction terminates sessions between nodes and 
releases the resources for futu~e sessions. The nodes are returned to 
the state they were in prior to OPHDST processing. The session services 
component is used to terminate the sessions between primary and secon­
dary ends of sessions. The control blocks that defined the session are 
released or reset. Support functions in the host operating system are 
released. The environment is then as it was before open-destination 
processing. A new session can then be established if an outstanding 
session request is present. 

An application program acting as the primary end of a session terminates 
that session by issuing either a CLSDST or a CLOSE macro instruction. 
Any control blocks associated with the secondary end of the session are 
released. The F!!CB for the secondary end of the session is dequeued 
from the primary end's LOCB. The secondary end's session control blocks 
are cleaned up to allow it to have future sessions. 
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~here are two forlls of the CLSDS~ macroinstruction: 

• .CLSDS~ with the RELEASE option releases the allocated node and frees 
the support 1I0dules and control blocks. 

• CLSDS~ with the PASS option is used by an application prograll to 
pass a node to another application program. 

~he ~ERftSESS macro instruction is used to terminate a session and can be 
issued only by the application program acting as the secondary end of 
the session to be terminated. When the ~ERftSESS macro instruction is 
executed, a ~erminateRU is sent to the SSCP, which causes entry into 
the primary end's LOS~ERft exit routine. If it is an unconditional 
TERftSESS request, the SSCP sends an Unbind cOllmand to the secondary end. 
If it is a conditional ~ERftSESS request, the primary end then issues a 
CLSDS~ macro instruction, which causes an Unbind command to be sent to 
the secondary end, ~nd the break session processor of LUS to be invoked 
to clean up the secondary end's session control blocks to allow it to 
have future sessions·. 

llQUIRE fRQCES§!!§ 

~he IIIQUlRE macro instruction is issued by the application program to 
obtain specific types of information. Depending upon the type of 
IlgUIRE specified, inforaation is retrieved and passed back to the user. 
~ypes of information provided are: . ;<--. -

• 
• 

User data from a CI.I~ for a pending session (LOGORftSG) 

Device characteristics for a specific device (DElCHAR) 

• counts of active sessions and of queued CIII~s for this application 
(COUI~S) 

• Logical unit name and the session ID for the oldest queued CIII~ 
(~OPLOGOI) 

• CID corresponding to syabolic name or symbolic name corresponding to 
the CID (CIDXLATE) 

• lIB list for the specified resource and all associated resources 
(~ERftS) 

• Application or CDRSC status for a particular resource (APPS~A~) 

• Session parameters for a particular session (SESSPARft) 

• Session key and seed for a particular session (SESSKEY) 

~he information for a particular request is built directly in an area 
provided by the issuer of the IlgUIRE macro instruction. Because of the 
dynaaic nature of some of the information that can be requested, the 
caller cannot always know in advance how large a work area is needed to 
contain all the requested information. ~herefore, LUS places the' 
requested data in the. user's area if the user's area is large enough and 
provides feedback information to the user about the amount of data 
supplied.· ~hus, if the amount of data given to the user is less than or 
equal to the size of the work area provided, all the information is 
transferred. However, if the amount of requested information is greater 
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than the size of the .area provided, the user can recognize the need to 
reissue the request and proyidea wotk area large enough to contain all 
the requested data. 

I!!BPBE! PBOCESSIHG 

!he IH!BPBE! .acro instruction is issued by an application progra. to 
translate an input character strinq, usinq the interpret table associ­
ated with the resource, into an application name. An INTERPRET request 
results in an inspection of the interpret table associated with the 
specific resource, and the interpret table sequence is returned in the 
user-specified area. 

RBOCESSIIG ~ RA%! BUS 

Lost Path BUs are sent to LUS by PUS. LUS converts the Lost Path BUs to 
!erainate Other Orderly Cleanup BUs and queues thea to the session . 
services PAB. !he session serYicessubco.ponent of SSCP terainates the 
session and sends a Cleanup or Hotify request to LUS. 

RJOCISSIHG eLEAHup JY§ 

Cleanup RUs are sent to LUS by the session services subcomponent of SSCP. 
If the application proqram has an NSEXIT exit routine, LU services 
frees control blocks.such &a.the FMCB, DVT, and EPT, and then sched­
ules the NSEXIT exit routine. Otherwise, the application proqram is 
notified through its LOS!EBB ezit routine. 

jJOCESSI!G IO!IlY JY~ 

lotify RUs are sent to LUS by session services. Each Hotify RU is 
handled by building UECB and VRPL control blocks and scheduling,the 
application progra.'s ISEXI! routine. 
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B If the application proqram has 
an NSEXIT routine, LUS releases 
the control blocks associated 
with the session before calling 
the NSEXIT exit routine. If the 
NSEXI'l' routine is not coded, the 
application program is notified 
through its LOS'l'ERM exi t routine. 
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~~APTER 12. !QLTIStSTEM NETWORKI!~ ll£!~!~I (~l) 

The Multisystem Networking Facility (MSBF) is the ACF/VTAM feature that 
makes it possible to have a data communication network with more than 
one host system and more than one domain. lith this feature, Logical 
Units (LOs) can communicate between domains. LOs are application 
programs or logical unit devices (including BSC 3270 terminals defined 
as PO=YES). Local 3705 Communications Controllers are used to connect 
domains .• The cross-domain resource manager (CDRM) is the major component 

.of ACF/VTAM for the Multisystem Networking Facility. Other functions 
for the Multisystem Networking Facility are provided by modules that are 
extensions of the system definition (SYSDEF), system services control 
point (SSCP), and network inquiry components of ACF/VTAM. 

An overview of the operation of these components and their detailed 
descriptions can be found in the publication !£l/VTAM Logic: Multisystem 
!etworking F!cility. 
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The ACF/VTAft Encrypt/Decrypt Feature improves data security for communi­
cations between logical units that are capable of cryptography. The 
Encrypt/Decrypt Feature is available in ACF/YTAft for OS/VS1 and OS/VS2 
ftVS. It requires that the IBft Programmed cryptographic Facility be . 
active in the host processor and that cryptographic keys be defined in 
the cryptographic key data set (CKDS) as described in !!A g~2g~ed 
Cryptographic Facility InstallatioB Reference ftanual. 

The Encrypt/Decrypt Feature supports single-domain cryptographic 
sessions and, in conjunction with the ACF/YTAft ftultisystem Ret working 
Facility, it supports cross-domain cryptographic sessions. 

l!£KAGING Ql I~j EJCRYPILDECRYHI lj~ 

The Encrypt/Decrypt Feature consists of extensions to the initializa­
tion, system definition, SSCP, network inquiry, OPER/CLOSE, TSC, and 
CDRft coaponents of ACF/VTAft. Systems without the Encrypt/Decrypt 
Feature contain base modules in place of the Encrypt/Decrypt Feature 
modules. The base modules reject requests for cryptographic services 
and issue error messages stating that this feature is not supported in 
this host system. Descriptions of the base modules are included in the 
publications ACFLVIAft k2gic and ACF/YTAft ftultisyst!m RetworkiA9 lscility 
!ggic. When the Encrypt/D~~~y~t Feature is installed, the base aodQles 
are replaced by the feature modules, which are described in ACF/VTAft 
jncrypt/DecrY2! Feature Logic. 
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The Teleprocessing Online Test Executive Program (TOLTEP) schedules, 
controls, and supports the online test programs (OLTs). The OLTs 
exercise and evaluate the hardware capabilities of the various IB! 
devices supported by ACP/fTA!. TOLTEP is attached by ACP/fTA! when 
ACP/fTA! is started and resides in the ACP/fTA! partition or address 
space. 

Bore than one user can use TOLTEP concurrently under one ACP/fTA! tast~ 
TOLTEP runs concurrently with other tasks in the system. 

Befer to ACPt!TA! Diagnostic 1!chnigues for information on how to run 
TOLTEP and the devices that TOLTEP supports. 

SISTE! ~A!!Q!SBIP 

Pigure 18-1 shows the relationship of TOLTEP to ACP/fTA!,the operating 
system that selected ACP/TTA!, the OLTs, the control terminal, and the 
terminals being tested. 

Non-8NA 

DOStVSE or OSNS()perating System 
- ,;::t-_ ..• -

r--' VTAM 
I I 
I I r-, 
I I I 

-jIIIIIIj ~;: I 
I 1< 

I I 
I I 
L._.J 

~I 
!.......l_ r TOLTEP 

r 
I 
I, ,.._'" 

I I 
I I I 
I I In I 
I I u I ""z 

I : I JI 
L_.J L._ 

API - Application Program Interface 
lOS - Input/Output System 
NCS - Network Configuration Services 

Figure IS-I. TOLTEP/System Relationship 
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~QM~BP/API 

TOLTBP communieates with the control terminal, the alternate printer, 
and SIA test terminals by using the application program interface (API) 
in the same manner as other application programs. TOLTEP issues API 
macro instructions such as OPEl, OPIDST, IIQUIRE, SEBD, RECEIVE, CLSDST, 
and CLOSE. 

The 'OLTtest section communicates with TOLTEP by using the TOLTEP macro 
processing routines (describen in ACPI!TAB Logic: ~ase System). The OLT 
calls TOLTEP routines such as EIIO (to execute I/O) and D2RIIT (to print 
diagnostic .essages). This operation is the same as other online test 
executive programs. 

11§! PARABETER§ 

The test run definition (a response to EITER-DEV/TBST/OPT~ is the 
primary input to TOLTEP. The TOLTEPuser selects the devices to test, 
the tests to execute, and the options affecting the way'TOLTEP handles 
the testing process. .The TOLTEP user enters the test run definition 
fro. the TOLTBP control terminal. TOLTEP also provides the following 
verbs for other, non-testing operations. 

• 

• 

CT=term allows the user to specify another terminal as the TOLTEP 
control terminal. . ;:<-- • 

DUBP allows the user to dump a specified portion of TOLTEP virtual 
storage. 

• PROBPT allows the user to request examples of correct replies to the 
EITER-DEV/TEST/OPT message. 

• CABCEL allows the user to terminate a TOLTEP testing session fro. 
the control 'terminal.' 

• TALK allows the OLT to cOII.unicate with the control terminal opera­
tor. 

• UPDATE allows the user ,to exhibit, add, change, copy, or delete a 
configuration dai.a set (for OS/VS only). .." 

TOLTEP issues .essages during the testing that inform the TOLTEP user of 
the status of the testing. These lIessages and appropriate replies, if 
any, are described in ACP/VTAII TOLTEP. TOLTBP does not require the 
reply character and the lIessage ID but they are required by OS/VS if the 
system console is being used as the TOLTEP control terminal. They are 
not required by TOLTEP in DOS/VSE or OS/VS when the TOLTBP control 
terminal is other than the systell console. 

The OS/VS message prefix of ITA is used for TOLTEP messages. The 
DOS/VSE message prefix is P. The message ID and text are the same for 
all syste.s. 
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The formats of the resident common area and the test work area are 
provided in the lCFlVT1~ ~!A ~~§. 

RESIDENT CO!!ON'lREl (RC1) 

The resident common area is initialized when TOLTEP is attached by 
lCF/VTA!. This area serves as an anchor block for all TOLTEP modules 
and contains: 

• The TOLTEP lCB (access method control block) 

• Pointers to the chain of test work areas (TWAs) 

• Pointers to several TOLTEP routines 

• Control information 

• The TOLTEP RPL (request parameter list) 

• A work area 

TEST WORK AREI (TW1) 

For each user that starts ~UP, the test initialization routine _ 
creates a test work area for-- th'at particular user. The test work area 
is associated with the user and contains several subtables and fields 
that allow the user to control testing. The subtables in the test work 
area are: ~ 

.§!ctl.on Control lUu (~) 

The section control table contains: , 

• Flags associated with the t~st section and the OPT response to the 
EITER-DEV/TEST/OPT aessage. 

• 1 copy of the first 20 bytes of the CDS for the primary device (the 
device currently being tested as specified in the DEV response to 
the EITER-DEV/TEST/OPT message). 

Connection D!scrietion Area (£LQ) 

The connection description area contains: 

• Chain pointers to other test work areas 

• Pointers to. areas within the OLT area 

• TOLTEP processing condition flags 
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The device entry table is filled in by the device decode routine. There 
are 18 entries in the table: the first is for the control terminal, the 
second is for the alternate printer, and the remaining 16 (the maximull 
number of devices that lIay be specified) are for the devices specified 
in the DEV response to the EITEB-DEV/TEST/OPTmessage. Each entry 
contains: 

-Device information 

- Flags indicating TOLTEP's use of the device 

The section list table is filled in by the test decode routine. This 
table contains: 

-The nfallily namen of the test section (for example, 1'3700) 

- Flags indicating testing status 

- The 'IDs and flags associated with each test section specified 
(repeated 26 times) 

- Pointers and values used in selecting the test sections 

§eneral Work !rea{lli), 

The last subtable in the test work area is the general work area, which 
contains: 

- Save areas for individual TOLTEP routines that have calls to other 
routines in response to an OLT request 

- Buffers for messages from TOLTEP 

- Work areas 

- Request Parameter Lists (RPLS) for the control terminal and alternate 
printer. 

- various other fields used by TOLTEP routines during testing 
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ABBREVIAT!Q!§ 

ABEND 
ACB 
ACDEB 
ACF 
ACF/VTA! 
ACTLU 
ACTPU 
API 
APPL 
APT 
lSCB 
ASXB 
lTCVT 
AVT 

BFT 
BBSET 

CA 
CCI 
CDR! 
CDRSC 
CID 
CIDCTL 
CLSDST 
COIFIG 
COIFT 
CRA 
CRR 
CSII 
CSIlI 
CSI 
CVT 
C/D 

DACTLU 
DACTPU 
DAF 
DET 
DEV 
DLRPL 
DVT 

ECB 
ERP 

FIDO 
FID1 
FID2 
FIFO 
F!CB 

ID 
ICNCB 
IRB 
I/O 

LDICB 
LIFO 
LOAB 
LU 

Abnormal end of task 
Access method control block 
ACF/VTA! data extent block 
Advanced Communications Function 
Advanced Communications Function for VTA! 
Activate Logical Unit 
Activate Physical Unit 
Application program interface 
lpplication (program) 
Asynchronous processing table 
lddress space control block 
Address space extension block 
ACF/VTA! communication vector table 
lddress vector table 

Boundary function table 
Block handler routines 

Channel adapter 
Channel command word 
Cross-domain resource manager 
Cross-domain resource 
Com.unications identifier 
CID control 
Close destination 
Configuration 
lCF/VTl! configuration table 
Component recovery area 
Component recovery record 
Communication system manager 
communication system manager interface 
Channel status word 
Co.munications vector table 
Connection Description (TOLTEP) 

Deactivate Logical unit 
Deactivate Physical Unit 
Destination address field 
Device entry table 
Device 
Dump/load/restart parameter list 
Destination vector-table 

Event control block 
Error recovery procedure 

Format identifier 0 (PIU) 
Format identifier 1 (PIU) 
Format identifier 2 (PIU) 
First-in first-out 
Function management control block 

Identification 
Intelligent controller node control block 
Interruption request block 
Input/output 

Local device node control block 
Last-in first-out 
Lock queue anchor block 
Logical unit 
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,I 
J 
i 

LUS 
LOCB 

!IT 

lAB 
ICB 
JCSPL 
lIB 

OL! 
OPIDS! 
OP! 

PAB 
PIO 
PL! 
PSS 
PS~ 
PO 
POS 

QAB 

BAS 
BCA 
BDT 
BD!B 
BB 
BPB 
BPL 
BU 
BOPB 

SAP 
SCT 
SD! 
SDVT 
SIB 
SIO 
SL! 
S!S 
SBA 
SB! 
SBB 
SB! 
SB!D 
SB!B 
SSCP 
STSI 
SISDBP 

!IB 
!BAC 
!RCPL 
!iA 
!OL!BP 
!SC 
!SCB 
!SPL 
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Logical unit services 
Logical unit control block 

!ajor node table 

Betvork address block 
lode control block 
letvork configuration services paraaeter list 
lode identification block 

Online test 
Open des.tination 
Option 

Process anchor block 
Path infonation unit 
Program logic aanual 
Process scheduling services 
Process scheduling table 
Physical unit 
Physical unit services 

Queue anchor block 

Reliability, availability, and serviceability 
Resident common area 
Besource definition table 
Besource definition table entry 
Request/response header 
~~Qest processing header 
Bequest parameter list 
Beqaest/response unit 
Bequest/response unit processing element 

Source address field 
Section control table 
Start Data !raffic 
Skeleton destination vector table 
Session information block 
Start I/O 
Section list table 
storage management services 
Systeas letvork Architecture. 
Specific (ainor) node table 
Service request block (OS/VS2 only) 
Symbol resolution table 
Symbol resolution table directory 
symbol resolution table entry 
Systea services control point 
Set and !est Sequence lumbers 
Systeadefinition 

!OL!BP interface element 
!race record 
!race parameter list 
!est vork area 
!eleprocessing Online !est Bxecutive Program 
Transmission subsystem component . 
!ransmission SUbsystem control block 
!ransaission SUbsystem parameter list 
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OECB Oser exit control block 

~. VTAB Virtual Telecommunications Access Bethod 
".~..--

IRE laiting request element 

XID Exchange identification 
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Glossary 

This glossary defines terms and abbreviations that are 
important in this book. It does not include terms 
previously established for ffiM operating ,systems and 
ffiM products used with ACF /VT AM. Additional 
terms can be found by referring to the index, to ' 
prerequisite and corequiaitebooks, and to the IBM 
Data Processing GI08:III17, GC20~1699. , 

This glossary includes definitions, developed by the 
American National Standards Institutec(ANSI) and the 
International Organization for Standardization. (ISO). 
This material is reproduced from the American ", ' 
National DictionaryIorlTi/omU:ltion Processing. ' 
copyright 1977 by the Computer and Business 
Equipment Manufacturers Association, copies of 
which may be purchased from the Americari.National· 
Standards Institute; 1430 Broadway, New York, New 
York 10018. " 

A,complete commentary'taken frolll;I\NSlis.identlfied 
by an asterisk that appears between the term andthe 
beginning ofthecommentaty; a definition takettfrom 
ANSI is identified'bYllnasterisk after the item,number 
for that definition. ' ,',' 

The symbol iSOat~btginnmgof adefinitioll 
indicatesthatit has~discussedand agreed upotJ;at 
meetings of the liiternati,ottal Organization for' ""'-- , 
Standardization Technical Committee 
97 /Subcommitteet(Data,l*rocessing), and has alsO 
been approved by.:t\:NSI. ',' " ' , 

The symbolSCl.at tJiebeginningof a definition, 
iildicates that it is,reprinted,fromaneariyworking 
document of ISO Techm"alCommittee', " ,.,','. ' 
97 /Subcommittee J' and that final agreement hunot 
yet been reached among its participating members. ' 

A 

ACB. kcess method control bt~. 

ACB name. (1) The nlUXl.eof an ACB macro instruction. (2) A 
nlUXl.e that can be specified in the ACBNAME parlUXl.eter of an 
APPL statement. ThiS name allows an ACF /VT AM 
application programth8tis used in more than one domain to 
specify the slUXI.e application progrlUXl. identification (pointed to 
by the APPLID parlUXl.eter ,of the program's ACB statement) in 
each copy. ACF/VTAMkriowsthe program by both its ACB 
nlUXl.e and its network name (the name of the APPL statement). 
ProgrlUXl. USers within the domain can request logon using the 
ACB nlUXl.e or the network name; progrlUXl. users in other 
domains must use the network name (which must be unique in 
the network). Contrast with network name. 

accept. In ACF /VT AM, to establish a session between a logical 
unit and a primary .application program as the result of a logon. 
The logon may be originated by the logical unit, the terminal 
operator, the network operator, aIlother primary application 
progrlUXl., or ACF/VTAM. Contrast with acquire (1). 

access method coJrtroI block (ACB). A control block that links an 
application program to VSAM or ACF /VT AM. 

aciolllltlDg exit roatlDe. In ACF /VT AM, an optional, 
user-written routine that collects statistics about sessions in the 
<;ommunication network. 

ACF. Advanced Communications Function. 

ACF INCP.· Advanced Communications Function for the 
. Network Control PrograJn. 

ACF /TCAM.Advanced Communications Function for the 
Telecolllmunications Access Method; 

ACF IVTAM Advanced Communications Function for the 
Virtual Telecommunications Access Method. 

ACF/VTAMapplieatiOD program. A progrlUXl. that has opened an 
ACB to identify itSelf to ACF/VTAM and can now issue 
ACF/VTAM macroinstructions. 

ACFtVT'lt..'M defllllt1ou. The process of defurlng the 
co~Wric:8tion network to ACF /V'tAM (which iscaUed 
"neiworkdefinition") and modifying IBM-defined 
characteristicsw·suit the needs of the user; 

ACF/VT MIl. deflDitioD ,library. The DOS/VSE files or OS/VS 
data sets that contain the definition statements' and start 
options filed during ACF /VT AM definition. 

acqaJre. (Oln relation to an ACF/VTAM application progrlUXl., 
to establish a session betwee~ a logical Unit and an application. 
program in the absence of alogon. The session is-established at 
the.pJimary application program'sinitiative~ Contrast with 
ac~~Pt (2) In reilltionto ACF /VT AM resource control, to take 
over resolJrc:es-(communiCations controllers or physical Units) 
that werefopnerly controlled by a data commUnication access 
methOd m an.other dotDain, or to assume control of resources 
that were conti'olled bythisdoroain but released. Contrast with 
release. See also resouT,ce takeover, 

active. Pertaining toa major node that has been made known to 
ACF /VT AM or .pertaining to a minor node that is in session or 
available fora sessio~ Contrast with inactive. 

adJaceDt domaiD. A domain that is physically connected to 
another domain by a single cross-domain link or by a shared 
local communications controller. 

adJaceDt Bode. 'A node that is physically connected to another 
node by a single data link. 

Advaueed CommanicatioDs F'anctiOD (ACF). ' A group of progrlUXl. 
products for users of DOS/VSE and OS/VS that can provide 
improved single-domain and, optionally, multiple-domain data 
communication capability. 
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AdvlUlCed COlltlD1lDieatioD FuDetioosfor the Network Control 
Program (ACF /NCP). A program product that provides 
communications controller support for single-domain and 
multiple-domain data communication. 

Advaneed ColltlD1lDieatioDS Funetioo for the TeJeeommUDications 
Access Method (ACF/TCAM) •. A program product that provides 
single-domain data communication capability, and, optionally, 
multiple-domain capability •. 

AdvlUlCedCommwdcatioos FlmctloD·for the VIrtual 
TelecolltlD1lDicationsAcc.ess MethOd (ACF /VT AM).A program 
product that provides single-domain data communication 
capability andioPtionally •. multiple-domaincapability. 

aay-mode.lI1.ACFIVTAM: . (1)The'fo~,of a receive request' 
that obtains.(bUa·.t:tomti~ .. unspecifiedterminal •. ··(2) The ·form 
of request that establishes uession with an unspecified logical 
unit that has logged on. (3-) Contrast with· specific-mode. See 
also. continutt"any mode. 

. ':. . 

appllc8tiolllayeJ'.lnS~A,the·futtctiQrill1·l8yer of each. individual 
session in which the.end user'sapplicatiOn program is executed •.. , 
See also/unction ~anag~nt,t7tUrn:nisSIO" subsystem. 

appIlcatioD.~:ldeat1f1catiolk Thesyr,itbolic name by which. " 
an applicationpregtamisidentifie40t9 ACF/VTAM~:It is 

.. specified in the ~Pimp~e~.of;tM'ACB macro· '.' ' ..•. , .... 
instructiOlJ. ItCC)~~iocth~'.AQlNAMEpariunetetinthe.· 

'1\PPL statement or. if theACBNAMs;S defaulted~.'to the name 
of th"APc,LstateIl1em; ;';: "", ,,;::.., .' , 

appncatioD~,lIIIijotDOae.,tn:ACFIVrAM, a'member 
(OS/YS)or~oOk(I)OS/VSE);of,the'ACFlYT AM definition 
librarythatcolltams'One or. moreA!'PL Statements, each> 
representing;~application~&~~:' ' 

IIS)'IlChrODO_Op(,"'D./hiAt:EM#MZ~O~~ti,,~.sucJias,'a:·: 
req~fol'~esta~ep.tO';d~~ell.'.iJI:wIrlch:tbe '.~ 
applicationprCJ8ra'$.,~:au~e4·~~~tinueexeC1ltiOri;whlle ; ',. 
ACF /VT'.AM~Onris,t4e:lOperat~9iL,.A¢F/VTA;¥futettupts· 
theprogr,am'lISsoo~8stheoPera~oil:isCompleted •.. ' . 

, ',,, - ".. 'c., . ,''';''_ -._ . ""'; 

asyncbroDousrequJiL·iJ;'~fvIr!.Mi~~~eSt;to~~ 
asynchronous().,e~ati~ll~· ,. , 

authorlzati~nxitroutble.: lnACFNrAM;'anoP.titmat;. ". . . 
user-writtenroUtine .• tbatai!Pfoves ordisapproves!requests.for 
session establishmentor-:!essioa termination. . .' . 

autborizedpath.IriAC~~AM;(6r6slVS~ MVS;'dacittty .' 
that enables .anauthorizedapplication programtospeeifytha:ta' 
data transferor relatedoperatiori becairiedout~afaSt~ , .•. 
manner than usual." . . ',' ,. '. " 

aatoJilaticIOgOL . .A proce~by ~hicb ACFIVT AMcfektes a '. 
logon for.alogicalunit to a deSipated lippllcatiott,progtam: '. 
wheneverthelogicalunit is not in session with or queued for. a . 
session withanotherprogl"am:SPecifications for the automatic" . 
logoncan.bemadewhen,thelogicalunit isdefined'orcan be . 
made by the network operator. in t)le Y ~XNET,LOGO~" 
.~~:\~.~~j~j1.i.c;~:~4'nf: ... ,. 

available. In ACF /VT AM: (1) Pertaining to a logical unit that 
supports only one session, is active, and is not in session with or 
queued for a session with an application program. (2) 
Pertaining to an exit routine that has been specified by an 
application program and that is not being executed. 

B 

baste information unit (DIU). In SNA, the unit of data and 
control information that is passed between connection point 
managers. It consists·of a request/response header (RH) 
followed by arequest!response unit (RU). 

baslemode.·InACF/VTAMRelease 1 and in VTAM, a mode of 
data transfer in which the. application program can 
communicate with non-SNA terminals. Contrast with record 
mode. 

basic tnnsmisslon UDit (BTU). (1) In the network control 
program,. the unit of exchange. between the host processor and 
the communications controller." It consists of control 
information and may also include data. The control 
information consists of a basic transmission header (BTH) and 
a basic device unit (BDU); .Alfdata transferred between the 
ProteS1lingunit. and the communications controller is preceded 
by aB;TU' •. (Z)IriSNA;ilieunU of data and contI'olinformation 
passedbetweenpath~nitc:Jt;corriPonents. The BTlJcail consist 
,ofonetirIlKl;re:pathinfoittiatiQn,umts,(PWs),dependingon 
. whether blockinsisdOne by the path control that builds the 
BTU/' . . . 

.;::r-- ... , ':-, ' : '.' - , .,', _', '," -'" 

bcnmdurrmetioJl.'InSNA:.(l)A'8e~ralterm used for anyone 
.ofseverat ,capabilitie.,Otacom.munications controller node: (a)' 
transformin8the'n~rk addreSs form to a local address form, . 
aildvice versa., fOr'attached telU\inais or cluster control unit 

}lodes; (b)perf6rmingphysicattanitservices and seq:uence 
'numbering for,~.ac:hed.l~w~f~ctiontermina1s within its 
subarea;.and(c)pro.Yi~g'Pllcing()tthedata flows for 
Secondary LUs witbiii.:,It,subarea,'(+)The programming 
Component andfun~QrialStructurethat performs the above 
capabilities. . 

boudaiyDOde •. ln.S"N'.,:8'networknode that peiforms 
•.. boundiir)1f1iricti()liS~SeeaLsO boundary/unction; 

braeke~' In ACF/VT.AM; anuninterruptible unit of work, 
coIlSistingof .one orinorecpaiJiS ofrequest uhits, and their 
respo~. exchangedbe~eentwo logical units. Examples are 
database inq~respOnses, update transactions, remote job 

.•• lllitryoutputseCJuences to work stations, and similar 
applications. . 

brUte.tPl9t~L}In~NA,adata fltiwcontrolprotocol in which 
Fhanges betW~logiCalunits (Llls) are achieved through .the 
U.'ofbf;llCkets, With.oneLU designated at session iJiitiation as 
thetirst Speaker ,.andtheother.LU as the bidder. The bracket 
protcx:ol involves bracket initiation and termination. rules. 

c· 

caaeelclosedOWD ••. A .closedown in which ACF /VTA~ is 
.:a!?.uor~~'lIll'the:~tfi)fanoperat~,~tnniarici;. 
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CDRM. Cross-domain resource manager. 

CDRSC. Cross-domain resource. 

cbange-dlrection protocol. In ACF /VT AM, a method of 
communication in which the sender stops sending on its own 
initiative, signals this fact to the receiver, and prepares to 
receive. 

c:baracter.-coded. In ACF/VTAM, pertaining to a logon or 
logoff command usually entered by a terminal operator from a 
keyboard and sent by a logical unit in character form. The 
character-codedcommand must be in the syntax defined in the 
installation's unformatted system services definition table. 
Contrast with field-formatted. 

checkpoint. A point at which the information about the status of 
a data communication system is recorded. The system can then 
be reconstructed to its status at or near the time of failure. 

cm. Communication identifier. 

ciphertext. In ACF/VTAM, synonym for enciphered data. 

dell' datL Data that is not enciphered. SynonymQUS with 
plaintext. 

dell' session. A session in which only clear data' is.transmitted 
or received. Contrast with cryptographic session. ' 

dosedown. The deactivation of a device, program;or syster:.--· 
See also cancel closedown, orderly closedown, and quick 
closedown. 

duster coRtrolUDit. A device that can control the input/output 
operations of more than one device. A remote c1uster'control 
unit is attached to a host processor only through a 
communications controller. A local cluster control unit is 
attached through a channel. A cluster control unit may be 
controlled by a program stored and executed in the unit; for 
example, the IBM 3601 Finance Communication Controller. 
Or it may be controlled entirely by hardware; for example, the 
IBM 2972 Station ControlUnit. See also communications 
controller and SDLC cluster controller; , 

duster controDer. See cluster control unit and SDLC cluster 
controller. 

colDlDlllld. (1) A request from a terminal for the performance of 
an operation or the execution of a particular program. (2) In 
SNA, a request unit initiating an action or beginning a protocol; 
it is used in contrast with reply, which is a request unit (not a 
response) that is sent in reaction to a command. Forexample: 
Quiesce (a data flow control request), isa command, while' 
Quiesce Complete is the reply. (3) In SNA, a data flow control 
or session control request that may be sent or received by an 
application program. 

common network. In SNA, the network consisting of path 
control and data link control elements that routes and moves 
path information units between any two transmission control 
elements. 

communication control character. *(lSO) Synonym for 
transmission control character. 

communication control unit. A communication device that 
controls the transmission of data over lines in a 
telecommunication network. Communication control units 
include transmission control units and communications 
controllers. 

communication controUer. A type of communication control unit 
whose operations are controlled by one or more programs 
stored and executed in the unit. Examples are the IBM 3704 
and 3705 Communications Controllers. 

communication Identifier (Cm). In ACF /VT AM, a key for 
locating the control blocks that represent an active session. The 
key is created during the session-establishment procedure and 
deleted when the session ends. 

communication line. Any physical link, such as a wire or a 
telephone circuit, that connects one or more remote terminals 
to a communication control unit, or connects one 
communication control unit with another. Contrast with data 
link. 

conflgDration restll'!. In ACF /VT AM, the facility for immediate 
recovery after a failure in the NCP or communication controller 
or after a loss of contact with a physical unit or logical unit, or 
for delayed recovery after a failure or deactivation of a major 
node, ACF /VTAM, or the host processor. Recovery may 
include reloading the NCP or restoring the network by means of 
a checkpoint. Restarting by means of checkpoint data requires 
the user to specify one or more VSAM data sets in which 
ACF /VT AM keeps a record of changes to initial configuration 
data. .. 

connection. See physical connection. 

connection point lI1IIUger (CP lIIlIIlager). In SNA, one of the three 
components of transmission. control; it provides a common 
mechanism by which session control, network control, and 
network addressable units communicate with their 
corresponding elements through the common network. The 
unit of information handled by the connection point manager is 
a request/response unit (RU). The unit of control information 
built by the sending connection point manager and interpreted 
by the receiving connection point manager isa 
request/response header (RH). See also session control, 
network control. 

continue-any mode. In ACF /VT AM, a state into which a logical 
unit is placed that allows its input to satisfy an input request 
issued in any-mode. While this state exists, input from the 
logical unit can also satisfy input requests issued in 
specific-mode. Contrast with continue·specific mode. 

continne-speclfie mode. In ACF /VT AM, a state into which a 
logical unit is placed that allows its input to satisfy only input 
requests issued in specific-mode. 

eontroUIDg appHcation program. An application program to which 
a logical unit (other than a secondary application program) is 
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automatically logged on whenever the terminal is active and 
available. See also automatic logon. 

eoDverted COIIIIDIIIld. An intermediate form of a character-coc:led 
logon or logoff command produced by ACFIVTAM through 
use of an unformatted'system.services definition table. The 
format of a converted logon or logoff command is fixed; the 
unformatted system services ddmition table must be 
·constructed in·sue,h.a manner that.the c:haracter-coc:led 
command (as entered bya logical unit) is converted into the 
predefined. conVerted command format., See also 
chllract~codH. ' 

CI'OSSu)'L.fuACF/VTAM, see cross.domaln ke;~. ' 

G'OII"dOlUla. P'erta.inbtg to control or resources involving'Diore 
than one domam... " . 

cross-dO .... key.. ,A pair oicryptographickeys used at a host 
processor to enCipherthe.oryptOaraphic. sCs8ion key that. is sent 
to anothel:hoat~randio decipher the cryptographic 
sessi()1ikey that is 'sent from another lioitprocessor during 
cros&<IOmainc~grapbiCSesiion estahlishment. 

.. 

~~. A·d8ia.~tioi1:iine pl1)r8ically 
. Co.~""o:dOin8.ius .. S~;ats6 local-to-iocollink. ' . . . .', . , . 

~iPreIOIIn:e;(CDRSC)~: A re80Urce owned by another', 

~:~~=n~!'Y~JUUl8ssociated' ' 
~""'~!""""'CCDilMk'Theportionofthe ' 
systeuiserv;,ce.~i,ci Point' (sscp) that controls cross-dOmain 
seSsioIis~ , . , . . . , , . , 

eron-do-ba ...... 'Aiessionbetween network addressable .. 
unitS'in·differentdomainS' . " , 

" . 

CRV. C~apJJ.icve~ication:. 

Ciypt~ ~I to tb.e.tiaDsformationof data;~~ , 
conceal its Damna.,' " 

'erntt",;algoiitIuL ·A set~ :ruteBthat specify the 
mathematic;al steps. requited. to enciPher and deciplier data.: ' 

cryptoj.pldc key. 'A Mobit value (containing '6 independent 
bits and 8,parity bitS) that functionswitli the DES algorithm in 
determining theoutpuiof the DES algorithm. See also· 
. cross-domain keys, cryptographic seulon key, host master key, 
and secondary.loglcal unit key. 

cryptopapJalc ......... A session in which data may be . 
enciphered before it is. trlinsmittecl and deciphered after it is 
teceiVecL, See also required cryptographic seulo" and selective 
cryptographic susi"n. Contrast with clear seuio~ , 

ernttOlftPldc selli .. key. In ACF IVT AM, a data encrypting 
key used to encipher and decipher data transmitted'in a 
cryptographiC session. 

cryptopaplde "erlflciltiOD (CaV) teqaest,: A request unit used to 
return ,an initial chaining value,tothe secOndilrylogical unit to ' 

3 t t ;¢e.-s 

verify that the secondary logical unit is using the same 
cryptographic session key. 

D 

data eollllllllJlieatioD. *The transmission and reception of data. 

data eaayptilll( key. A cryptographic key used to encipher and 
decipher data transmitted in a cryptographic session., See also 
cryptogrpahic lusion, key. Contrast with key encrypting key. 

Data EacryptioD Studard (DES) 8IgorltluD. A cryptographic 
algorithm designed to encipher and decipher 8-byteblocks of 
data using a 64-bit cryptographic key, as specified in the 
Federallnlormatiolt Procusing Standard Publication 46, 
January IS, 1977. 

data no". In SNA, any of several flows in a given session, 
characterized as either primary-tcHIecondary or 
secondary-to-primary, each of which may be normal or 
expedited., 

dataflo"eoDtioLIn SNA,a set of protocols and control 
functions within function management used to assist in 

'. controll.i:il. the,f1owofrequests and responses within a session. 
Contrast with IUflCtion management data (FND) services. 

data flow eoatrol protocoL ,In SNA, the sequencing ruleSfor 
requests and responses by which network addressable- units in .. 
co2P-!l~on:network Coordinate and control data transfer, 
,and'other,operations. For example, see bracket protocol. 

data IIak. (1) (SCI) An assembly of thOse parts of two data 
terminal equipments that are controlled by a link protocol, 
together with their interconnecting data circuit, ~t' enables 
data to be traDaterredfroiD: a data source to'a data sink. (2) 
The communication channel, modem, and communiCation 

. controls of all stations connected to the communication 
channel, used in the transmission of information between two 
or. mOre st&uons. (3) The physical connection and the ' 
connection protocols between the host and communication 
controller nodes via the host data channel. (4) Contrast with 
communication line. 

Note:..4 communication line Is the .physical medium;.!or 
example, it telephone wire, a microwave beam. .4 data link 
includes the physical medium 01 tra1l81llission. the protocol, and 
fUStlciated communication'devlce, and programs-it is both 
logical and physical • 

data BIlk eoatrol(DLC). In SNA, one of the constituent parts of 
the transmission subsystemt and one of two constituent parts of 
the common network. It initiates" controls, checks, . and 
terminates the data transfer over a data link between'two 
nodes. Two distinctDLCs, are defmed in SNA: the DLC for 
the System/370 data channel, and SDLC for serial-by-bit data 
links. See also path control and transmission control. 

data IlDk eoDtrol protocol. A set of rules used by two nodes on a 
data link to accomplish an orderly exchange of information. 
Synonymous with line discipline. 
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data tnDIfer. In data communication, the sending of data from 
one point in a communication network and the receiving of the 
data at another point in the network. 

data traDsminioo. The sending of data from one point in a 
communication network for reception elsewhere. 

decipher. To convert enciphered data into clear data. Contrast 
with encipher. 

deflDiterespolllJe. In SNA, a form of response requested in the 
reqUest header for a request unit; the receiver'is requested to 
return a response whether positive or negative. Contrast with 
uceptlo" rupOMe and "0 rapOMe. 

deflDltloa stat_at. In ACF /VTAM, the means of. describing 
an element of the communication network. 

DES. Data Encryption Standard •. 

device eoatroI ebuacter. (ISO) AcontrQI Cllaracter used for the 
control of ancillary devic:esassociatedwith it data processing 
system or data communic8.tion system, for example •. for 
switch.iq suclideVic:es on or off; .. 

dmce-tnJe ioctcal UDIt. A logicial Unit that ~reserdssometliing 
other tb.&n an ACf/VTAMapplicatioli program (sUch as a 
10gic81. unit for a 3270 t8rmmaJ. or a 10gical1mit for a 3790:: 
application program);. . . 

diIcOJm8dloiL' The termination of a physical connection., ~--"" "-

DLC. Data link coiiirOl. 

d ........ In a data Communication system. the portion Of the ' 
total network that Is ~trolled by the SSCP in oriedata .. , 
cooimunication access method. .' 

d"'op8ntor. In a.mUltiple-domain network, the person.or 
program that controls theoperatlOn of the resource.controlled 
by one acceis method. Contrast with "etwork opuator (3). 

dOlmUIt state. In ACFIVTAM, when processing a VARY 
NET.INACT,I command,; ihestage at which aUI/O for the 
node has been completed. At this stage; the node's session has 
ended. thcfnode may be physiCally disconnected as well. 

DRDS. Dynamic reconfiguration dataset; 

duplex. *(1) (ISO) Indatacolnmunication. pertaining toa ' 
simultaneous two-way independent transmission in both· 
directions. Synonomous with full duplex. (2) Contrast with 
half duplu. . 

d1JlalDlc recollflpratloa. In ACF /VT AM. the process of . 
.changing the. network configuration (SNA clusters and 
terminals), 'associated With· an NCP boUl'l.dary node,without '. 
regeneratiDi the NCP's configuration tables. 

dyaamlc recollflpradoD data,set:(DRDS). In ACF /VTAM, a data . 
setused for storing definition data that can be applied toa 
generated NCP configuration at the operator's request. 

E 

emuiadoD mode. The function of a network control program 
that enables it to perform activities equivalent to those 
performed by a transmission control unit. Contrast with 
"etwork co"trol mode. 

eadplter. (1) To scramble data or convert it, prior to 
transmission. to a secret code that masks the meaning of the 
data to any unauthorized recipient. (2) In ACF/VTAM., to 
convert clear data into enciphered data. Contrast withtleclphu. 

enciphered dat.. Data that is intended to be illegible to all 
except those who legitimately possess the means to reproduce 
the clear data. Synonymous with clphmext. 

cad user. The ultimate source or destination of information 
flowing through a system. An end user may be an application 
program. an operator (such as a terminal user or a network 
operator/administrator), or a data medium (such as cards or 
tapes). 

exceptloDJDeIISIIIC •. See uception nquut. 

exceptloa reqaest. In communicating with a logical unit. a 
request unit that indicates an unusual condition such as a 
sequence n.w:I1berbeing ~pPed. When ACF/VTAM detects 
such a~ndition, it nOtifies. the 'application program.· 
ACF/VTAMorthe application program provides sense' 
information which. is included in the response that is sent to the 
logical unit. ~ 

exceptioD respo.e.(l)1n SNA, a response requested in the RH 
. for a request unit;· the receiver is requested to return a r~e 
only if it is negative. Contrast with deflnlte,apoMe. (2) 
Synonym for "egatlve nlpOnle. 

exit .... (EXlST) •. A control block that contains the addresses of 
routines that receive control when specified events occur during 
execution; .for example, routines that handle ·Iogon processing 
or I/Oerron-. 

esIC ruatIDe •. Any of several types of special-purpose 
user-written routines. See accou"ti"g exit routi"e, authorization 
exit routine, EXLST t!XIt routi"e, logo"-i,,terprttt routi"e, and 
RPL uit routl"e. 

EXLST'exlt.routiDe. A type of user-written routine whose 
address has been placed in an exit list (EXLST) control block. 
See also RPL ull routl"e. 

expedIted.fIow. In SNA, a data flow designation indicated in the' 
transmission header (TH). It is independent of and controls the 
normal flow. Both the primary-to-secondaryand 
secon~-to-primary flows are split into normal and expedited 
flows. Requests. and ·responses on a given (normal or expedited) 
flow are processed sequentially within the path, but the 

. expedited flow traffic may be moved ahead of the normal flow 
traffic within the path. Contrast with normal/low. 

extel'lllll domala. A domain controlled by a different system 
services control point (SSCP). 
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FD. Full duplex. See duplex. 

FDX. Full duplex. See duplex. 

FID. Format identification «(ield). 

field.formatted. Pertaining to a logon or logoff command that is 
encoded into fields, each having aspecuied format such as 
binary codes, bit-signifieant flags~ .and symbolic names. 
Contrast with character-coded. 

format Ideutlflc:atloD(FID).fleld.InSNA, afield ina 
transmission header (TIl) that defines the subsequent format of 
the header and the type of TIl fields involved with a· 
transmission. 

~formatted syst1lm semces(FSS) • .Aportion ofACF /VT AM that 
provides certam system services as a result. of receiving a 
field-formatted command, such as an Initiate or Terminate 
command_Contrast with unformatted system services (USS). 
See also/ield-formatted. 

fUll dUplex (FD, FDX)~ *Synonym tor duplex. 

faactioD IDIIIlfIPIDeat (F~ (1) In SNA, the layer of functional 
capability between the application layer and the transmission 
subsystem .. It includes data flow'·controland function. 
management data (FMD)serviceS;..See also application layer, 
transmission subsystem •. (2). In ACF /VT AM,.the insertion of 
controliDformation within requestunits.so that the request 
Writs sent to a particular type. ofterminal are in the required 
format and so that request units received from thattype of 
terminal. are. handled.properly ~ 

fanetioD maaagemeDtdata (FMD) serriees. In SNA, the 
component of function management respOnsible for 
request/response units marked as "function management data;" 
This includes presentation services and logical unit services 
(within· the logicalunith physical unit services . (within the 
physical unit), and network services (within the system services 
control point). Contrast with data flow control. 

H 

half duplex. *(1) In In data communication, pertaining to an 
alternate, one way at a time, independenttransmission. (2) 
Contrast with duplex. 

host computer. (1) The primary or controlling computer in a 
multiple computer· operation. (2) A computer used to prepare 
programs for use on another computer or on another data 
processing system; for example, a computer used to compile, 
link-edit, or test programs to be used on another system. (3) In 
a data processing system that includes ACF /VT AM or 
ACF/TCAM, the computer in which ACF/VTAM or 
ACF /TCAM resides_ 

host master key. (1) A cryptographic key used to encipher 
operational keys that will be used at the host processor. 
decipher cryptographic session keys. 

host processor. In a data communication system, the processing 
unit in which the data communication access method resides .. 

lev. Initial chaining value. 

iDaetive. In ACF /VT AM, pertaining to a major node that has 
not been made known to ACF/VTAM and is unavailable for 
use, or pertaining to a minor node that is not in session with nor 
available for a session with an application program. Contrast 
with active. 

iDitiaI chaiDiDg value (lev). An 8-byte random number used to 
verify that both ends of a cryptographic session have the same 
cryptographic session key. Itis generated by the secondary end 
of the. session upon receipt of a Bind request for a cryptographic 
session and is returned to the primary end of the session in the 
Bind response, enciphered under the cryptographic session key 
received in the Bind request. The initial chaining value is also 
used as input to the CIPHER macro to encipher or decipher 
data in a cryptographic session. 

iDteasiye mode. error recordiDg. The recording of information by 
ACF /NCP!VS about temporary errors on SDLC links. In 
addition to recording the initial error status that starts an error 
recovery process and the final error status that causes a 
permanent error record to be generated, intensive mode error 
recording. causes each temporary error between the initial error 
and final error to be recorded in a RECMS RU and sent to the 
SSCP~that requested intensive mode error recording. 

iDtermediate Dode. In SNA, a physical unit that is capable of 
routing path information units to another subarea. 

iDterpret table. In ACF /VT AM, a user-defined correlation list 
that translates an argument into a string of eight characters. 
Interpret tables can be used to translate logon data into the 
name of an application program for which the logon is 
intended. 

K 

key eacryptiDg key. A cryptographic key used to encipher and 
decipher other cryptographic keys. Contrast with data 
encrypting key. 

L 

liDe. See communication line. 

liDe coDtroL . The scheme of operating procedures and control 
signals by which a data link is controlled. For example, 
synchronous data link control (SDLC). 

liDe group. One or more communication lines of the same type, 
that can be activated and deactivated as a unit. 

liDk level 2 test. In ACF /VT AM, a test of a dedicated secondary 
station on a shared link with a shared communications 
controller .. 
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local. (1) .Pertaining to the attachment of devices directly by 
I/O channels to a host computer. Contrast with remote. (2) In 
data communication, pertaining to devices that are attached to 
a controlling unit by cables, rather than by data links. 

local address. In SNA, an address transformed to or from a 
network. address by the boundary function (for example, in a 
communications controller node) for use by a cluster control 
unit or terminal node. See also network address, boundary 
function. 

local NCP. An NCPthat is channel-attached to a host 
processor. Contrast with.remote NCP. 

IocIIl Don-SNA major BOde.' In ACP/VTAM, a major node whose 
minor nodes are locally-attached non"sNA terminals. 

local SNAmajoi.aode. In,ACF/VTAM, a major node whose 
minor nodes are locally-attached physical and logical units. 

Iocal-to-localliDk. . A data communicatiOn link. between two local 
co~unications controllers;. The link caD. be either a 
crOsHomain link. (communications controll~ in· different 
domains) or it can exist within a domain between local 
communications controllers controlled by the same system 
services control poUit. 

locaI3l-70 major D04e.; . See focid non-SNA major' node. 

. logical error. In ACPIVT'AM, an error condition that reSUltF-­
from an invalid request;. a program logic error. 

logical _t. In SNA~ aneof three types of network addressable 
units (NAUlt). It is the port through which an end user accesses 
function management in order to communicate with another 
end user. It is also thi:rportthrough which the end user' accesses 
the services provided .by the system servic:'es control point 
(SSCP). Itmustbecapableof supporting at least two 
sessions-one with the SSCP. and one with another logical unit. 
It may be capable of supporting many sessiol\S with other.' 
logical units; ACF /VTAM application programs must 
communicate with logical units in record mode. See also 
physical unit. system services control point. 

log off. In ACF/VTAM, to request that a session be 
terminated.' 

logoff •. In ACF/VTAM, a request that a session be terminated. 

log OD. In ACF /VTAM, to request that a session be established 
between an application program and a logical unit. 

logo8. In ACF /VT AM,a request that a session be established 
between an application program and a logical unit. See also 
automatic logon and simulated logon. 

logoD datL In ACF/VTAM: (1) The data portion of a 
field-formatted or character-coded logon from a terminal. (2) 
The entire logon sequence or message from a non-SNA 
terminal. 

-·'t o.-

logoD-iDterpret routiDe. In ACF /VT AM, a user-written exit . 
. routine, associated with a logon-interpret table entry, that 

translates logon data. Synonymous with APPLID routine. 

10goD message. Synonym for logon data. 

logoD mode. A subset of session parameters specified in a logon 
mode table for communication with a logical unit. See also 
session parameters. 

IogOD mode table. In-ACF /VT AM, a set of entries for one or 
more. logon modes. Each logon mode is associated with a logon 
mode name. 

LU. Logical unit. 

LU-LU llellioD. In SNA, a session between two logical units in 
the network.. It provides communication between two end 
users, each associated with one of the logical units. 

M 

major D04eo In ACF/VTAM, a set of minor nodes that can be 
activated and deactivated as a group. See also minor node. 

meSSllle. (1) *An arbitrary amount of information whose 
beginning and end are defined or implied. (2) (SCl) A group of 
characters and control bit sequences transferred as an entity. 

. (3) A combination of characters and symbols transmitted from 
one point to another • -
mIDorD04e. In ACF/VTAM, a uniquely-defined resource within 
a major node that can be activated or deactivated by the VARY 
command. Synonymous with specific node. See also major. 
node. 

modem. (1) (SCI) A functional unit that modulates and 
demodulates signals. One of the functions of a modem is to 
enable digital data to be transmitted over analog transmission 
facilities. (2) *(modulator-demodulator) A device that 
modulates and demodulates signals transmitted over data 
communication facilities. 

. multiple-clllmDel-!dtaebed commllDicatloD coutroDer. A 
communication controller that is channel-attached to more than 
one host computer. 

multlpoiDt 1iDe. A line or circuit interconnecting several stations. 
Contrast with point-to-point line. 

Multisystem NetworkiDg Fadlty. In ACF, a feature that supports 
communication among multiple host processors operating with 
DOS/VSE, OS/VSl, and OS/VS2. 

multltbread appDcatlOD proinm. An ACF /VT AM application 
program that processes many requests from many logical units 
concurrently. Contrast with Single-thread application program. 

N 

NAU. Network addressable unit. 
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NCP. Network control program. 

NCP major node. In ACF /VT AM, a set of minor nodes 
representing devices (lines, terminals, and cluster control units) 
controlled by a network control program. 

negative response. A response indicatmgthat a request did not 
arrive successfully or was not processed successfully by the 
receiver in a session. Synonymous with exception response. 
Contrast with positive response. 

negative response to polling Omit. Forastart-stop or BSC 
terminal, the maximum number of. consecutive negative 
responses to polling that the communications controller accepts 
before suspending polling operations. 

negotiable bind. In SNA, a session-establishment protocol that 
allows the secondary end of the session to accept. reject, or 
change the session parameters. 

network. (1) (SCl) The assembly ofequipment through which 
connections are made between terminal installations. (2) In 
data communication, a configuration in which two or more 
locations are physically connected for the purpose of 
exchanging data. 

network address. In SNA, the address, consiating of subarea and 
element subfields, that uniquely identifies a link or the location 
of a network addressable unit. The conversion from a local 
address to a network address, orviceversa,.is accomplished.as 
part of the boundary function in the node attached to a cluster 
control unit or a terminal. See· local address. See also network 
name. 

network addressable UDit (NAU). In SNA,.a logical unit, a 
physical unit, or a system services control point. It.is the origin 
or the destination of informationttansmitted in the···· . 
transmission subsystem. Each. NAU has a network-address that 
represents it to the transmission. subsystem..The tranSmission 
subsystem and the NAUs collectively constitute:the. 
communication system. See also .. network name, netWork 
address. 

network control (NC). In SNA, a transmission control 
component that permits logically adjacent connection point 
managers to communicate through the common network, using 
sessions established for other purposes and thereby avoiding . 
special session establishment. See also connection point 
manager, session control. 

network control mode. The functions of a network control 
program that enable it to·direct a communications controller to 
perform activities such· as polling, .deviceaddressing, dialing, 
and answering. See also emulation mode. 

network control program (NCP) •. A program, generated by the 
user from a library of IBM-supplied modules, that controls the 
operation of a communications controller. 

network control program generation. The process, performed in a 
host system, of assembling and link-editing a macro instruction 
program to produce a network control program. 

network definition. In ACF /VT AM, the process of defining the 
identities and characteristics of each node in the network and 
the arrangement of the nodes. Network definition is part of 
ACF /VT AM definition. 

network name. In SNA, the symbolic identifier by which a 
network addressable unit or a data link is referred to by end 
users. See also network address. In a multiple-domain network, 
the name of the APPL statement is the network name and must 
be. unique across domains. Contrast with ACB name. 

network operator. (1) A person responsible for controlling the 
operation of a communication network .. (2) An ACF /VT AM 
application program authorized to issue network operator 
commands:. (3)1n a.multiple-domain network, the person or 
program that controls all the domains in the network. Contrast 
with domain operator. 

network operator commaad. A command used> to monitor or 
control the communication network. 

network operator console. A system console or terminal in the 
network from which a network operator controls a 
communication network. 

network operator logo... i\.logon requested on behalf of a 
terminal by means of a network operator command. 

NIB. Node initialiZation block. 

Nq!J!st.·A series of contiguous node initialization blocks. 

no response. InSNA, an indication in the RH for a request unit 
. that no response is to be returned to the request, whether or not 
it is received and processed successfully. Contrast with definite 
response and exception response. 

node. (1) In SNA, a junction pointin.a network, represented by 
a physical unit..Anode contains network addressable units •. (2) 
In ACF /VTAM, a point in a communication network defined 
by a symbolic rlame~. See. also major node and minor node. 

node initialization block (NIB). In ACF /VT AM, a control block 
associated with.a particular node that contains information 
used by the application program to identify a node and indicate 
how communication requests directed at the node are to be 
implemented. 

node name •. In ACF/VTAM, the symbolic name assigned to a 
specific major or minor node during network definition. 

non-sNA terminaJ. Aterminal that does not use SNA protocols •. 

normal flow. In SNA, a data flow designation indicated in the 
transmission header (TH). Both the primary-to-secondary and 
secondary-ta-primary flow are split into. normal and expedited 
flows. The expedited flow is independent of and used to control 
the normal flow. Requests and responses on a given flow 
(normal or expedited) are usually processed sequentially within 
the path, but the expedited flow traffic may be moved ahead of 
the normal flow traffic within the path. Contrast with expedited 
flow. 
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orderly dosedoWil. The orderly deactivation of ACF/VTAM 
and its domain. An orderly closedown does not take effect until 
all application programs have closed their ACBs. Until then, all 
data transfer operations continue. Contrast with cancel 
closedown and quick closedown. 

p 

padua. (1) In data communication, a technique. by which a 
receiving station controls the. rate of transmission of a sending 
station to prevent overrun •. (2) In SNAj. a mechanism that . 
permits a receiviq CQnnectionpoint (CP) manager to control 
the data transfer rate'(therateatwhich it receives request units) 
on the normalfiow. It is used to preventoVerioading, a receiver 
with unprocessed requests when the sender can pilerate 
requests faster than either. the receiver or the netWork can 
process them. ' 

paiaDel sesslo ..... ,In ACF/VTAM, two or mote simultaneously' 
. active sessions between the same: two logical units. Each 
session can employ, a different function Dianagement protocol,· 
a different ~~semciesprotoco4·and have' 
inclependen~SeSsiOn'controi. " 

itartttto-d' ..... tadoD ~(PEP)lAfeature of the 
networkeontrol program"verSions 2 and later. that allows a 
local IBM 3104 or 370S CbntroI1er to opetate.as an IBM 2701, 
2702~,or2703cOntrol witt (or any combination of the threeHoi 
certaiJi data links, while p:m0l'lIliq netWork controUunc:tioas-· 
for other links in the netWork.' , , , 

patJa. (1) In ACF!VT:AM,the ~terVeDing:ri.ocleBand data:linb 
connecting " temiinal8:ri.dan application prograni. in, the.host 
processor. (2) l:ri. defining a Switched major node., a potenti8l 

,dia),;outport thatc8n be,used to reach It physical:unit; (3).I:ri.. 
def'ming path tables; a route through an,adjacent subarea,to one 
or more ·destination' subai:'eiis. (4) III SNA. 'the' series of nodeS, " 
data liD.ks"and common network CompOnents (path c6ntrol and , 
data link coJitrol) that foim the complete route traversed by the ' 
iDforination ~ between two netW§rk addressable units 
in:session. 

path COIItroI (pc). IIi SNA, one of the components of the 
transmission subsystem, and 'one of two Components of the ' 
common network, It is responsible for managing the sharing of 
data link resources of the common network and for 'routing 
basic iDformationunits (BlUs) through it. It is aware of the 
location ofNAUs in the network and of the paths between 

'them. Itmaps·the BlUs,.handled by transinissiemcontrol, into 
pathiDformation units (PIUs), and then intO basic transmission, 
units (BTUs) that are passed betnen pathcontroland,data linlt 

, controL The: unit of control iDformatio:ri. built by the "lnding .. 
. path control component and interpreted by the receiving path 
Control component is a transmission header (TH). See also , 
data link control. transmission control. 

path lDfonaatioll1Ulit (PIU). In SNA, the unit of transmission 
consisting ofa transmission header (TH) and either a basic 
iDformation unit (DIU) or a BIU segment. 

path bbIe. A table whose entries contain path iDformation for a 
network node. 

PEP. Partitioned emulation programming. 

physical connection. A point-to-point connection, multipoint 
connection, or switched connection. 

pbysical wdt (PU). In SNA, one of the types of network 
addressable units; a PU is associated with each node that has 
been defined to a system services control point (SSCP). The 
SSCP establishes a session with the physical unit as part of the 
activation process. See also logical unit, system services control 
point. 

PIU~ Path iDformation unit. 

plailltext. Synonym for clear data. 

poiDt-to-poiDtlbae. A data link that connects a single remote 
station to the computer; it may be either switched or 
nonswitched. Contrast with multipoint line. 

positive "",lISe. A response that indicates a request was 
received and processed successfully • .contrast with negative 
response. 

primary ippllcadoll pfOll'lllll. An application program acting as 
the primaiy' end of a session. 

primary elld of a.session. The end of Ii session that has more 
. Control of the session through the use of primary protocols. 
Contrast with secondary end of a session. ~ 

propam opentor. An ACF/VTAM application program that is 
authorized to issue network operator commands and receive 
ACF/VTAM network operator awareness messages; See'" 
solicited messages and unsolicited messages. 

protocoL InSNA, the sequencing rules for requests and 
responses by which network addressable units in a 

, communication network coordinate and control data transfer 
, . operations and other operations. See also bracket protocol. 

PU. Physical unit. 

Q 

queued for a session. In ACF /VT AM. the state of a logical unit 
that.has logged on to ,an application program but has not yet 
been accepted by that application program. 

quick dosedoWil. In ACF /VT AM, a closedown in which current 
data-transfer operations are completed, while 

. session-establishment and new data-transfer requests are 
canceled., Contrast with cancel closedown and orderly 
closedown. 

qulesce protocoL In ACF /VT AM, a method of communicating 
in one direction at a time. Either the application program or 
the logical unit assumes the exclusive right to send normal-flow 
requests, and the other node refrains from sending such 
requests. When the sender wants to receive, it releases the 
other node from its quiesced state. 
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RDT. Resource definition table. 

record mode. In ACF/VTAM, the mode of data transfer in 
which the application program can communicate with logical 
units. Contrast with basic mode. 

release. In ACF/VTAM resource control, to relinquish control 
of resources (communications controllers. or physical units). 
See also resource takeover~ Contrast with acquire (2). 

remote. In ACF /VT AM, pertaining to devices that are 
physically connected by a communications line. Contrast with 
local. 

remote NCP. An NCP that is not attached directly through a 
channel, but is attached through a data link to a local NCP that 
is channel-attached. Contrast with local NCP and peer NCP. 

request header. See request/response header. 

request parameter Ust (RPL). In ACF/VT AM, a control block· 
that contains the parameters necessary fClr processing a request 
for data transfer, for establishing or ending a sesSion,or for 
some other operation, 

request/response header (RH) •. In SNA" Ii control field, attached 
to a request/response unit (RU), that specifies the type of RU 
being transmitted-request or response-and contains control . 
information associated with thatRU. See also request/respons;; 
unit. 

request/response unit (RU). In SNA, the .basic unit"of 
information entering and exiting the transmission subsystem. It 
may contain data, acknowledgment of data, commands that 
control the flow of data through the network, or responses to 
commands. 

request unit. See request/response unit. 
, , 

required cryptographic session. A cryptographic session in which 
all outbound data is enciphered and all inbound data is 
deciphered. Contrast with selective cryptographic session and 
clear session. 

resource definition table (RDT). In ACF/VTAM,a table that 
describes the characteristics of each node available to 
ACF/VTAM and associates each node with an address, CID, or 
sessionID. 

resource takeover. In ACF/VTAM, the action of a network 
operator to transfer control of resources from one domain to 
another. See also acquire (2) and release. 

responded output. In ACF/VTAM, a type of output request that 
is completed when a response is returned. Contrast with 
scheduled output. 

response. See request/response unit. 

response header. See request/response header. 

response unit. In SNA, the request/response unit following- a 
response header; it is sent in response to a request unit. 
Synonymous with response. See also request/response unit. 

RH. Request/response header. 

RPL. Request parameter list. 

RPL-base.dmacro iDstruction. In ACF/VTAM, a macro 
instruction whose parameters are specified by the user in a 
request parameter list. 

RPL exit routine. In.ACF/VTAM, a user-written routine whose 
address. has been placed in the, EXIT field of a request 
parameter list. ACF /VTAM invokes the routine to indicate 
that an asynchronous request has been completed, See also 
EXLST exit routine. 

RU. Request/response unit. 

s 
sclIeduiedoutput. InACF/VTAM,·a type of output request that 
is compleled,asfarasthe application program isconcemed, 
when the program's output data area is free. Contrast with 

. respo1uJed oUlput. ' 

,SDLC.Synchronousdata link con.trol. 

SDLC dastercootroDer.A cluster cOntrol unit for a data 
, cOl!miunication subsystem~ 

. secondary applleationprogram. An application program acting as 
the' secondary end of a· session .. - .r 

secondary end of a session.. That end of a.session, that has less 
control of the session and, uses. secondary protocols .. For 
example, a terminal,or a secondary application program. 
Contrast with primary application program. 

secondary 1000caluDit (SLU) key. A primary key encrypting key 
used to protect a cryptographic session key during its . 
transmission to the secondary end of the session. 

selective Cryptographic session. A cryptographic session in which 
an authorized application program is permitted to specify the 
enciphering of certain request units. 

sequence number. A numerical identifier assigned by 
ACF /VTAM to each request/response unit exchanged between 
two nodes. 

session. (1) The period of time dUring which a user of a 
terminal can communicate with an interactive system; usually, 
the elapsed time between logon and logoff. (2) The period of 
time during which programs or devices can communicate with 
eal:}fother. (3) In SNA, a logical connection, established 
between two network addressable units (NAUs) to allow them 
to communicate. The session is uniquely identified by a pair of 
network addresses, identifying the origin ~nd destination NAUs 
of any transmissions exchanged during the session. See LUJ.U 
session, SSCP·LU session, SSCP·PU session. 
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spedfieDOde. See minor node. 

sessiODCOutrol. In SNA,. one of the components of. transmission 
control. It is responsible for allocating resources necessary for 
a session, for purging data flowing in a session if an 
unrecoverable error occurs, and for resynchronizing the data 
flow after such an error. 

sessioll correlatloD value. In ACF!VT AM, when parallel sessions 
are activated, the value returned in the USER field in the NIB 
specified on a SIMLOGON or REQSESS·macro instruction. It 
is used to correlate RUs and sessions. 

session Dmlt. (1) In the network control program, the maximum 
number of concurreritline-seheduling sessions on a non-SDLC, 
multipointline •. (2) In SNA;themaximumnumberof 
simultaneous sessions a.particular network addressable unit can 
support. 

session parameters.. The communication protocolS that govern a 
session between a logical unit and an application p~ogram or 
between two application programs. See also logon mode. 

__ Dmlt. The limit of the number of SSCPs that can .. 
simultaneously share a resource. 

, .- ." . ... 

shared. Pertaining to the avai!.8bility of a resource to more than . 
one use at the saw,etimeo . . 

simaJatedlogo •• Alogo~ 8enerated fora terminal by .. 
ACF/VTAMatthe primary application program's request. 
The primary application program accepts ot rejects the ;<---

terminal as if it,hiulJogged on, . 

sing)e-dwmel-attached:eollllllllllic:atioD: coutroDer. A 
communication controller that is channel-attached to. only one 
host computer. 

single-tbreadapplaition:prognm.An ACF /VT AM application 
program that processes requests from terminals one at a time. 
Such a programUsualIy requests synchronous. operations from 
ACF /VTAM,waiting until each operation is completed before 
proceeding. Contrast with multithread application program. 

SLU. Secondary logical unit. 

SNA. Systems network architecture. 

SNA termin"~ A terminal that is compatible with systems 
network architecture. 

SNBU. Switched network backup. 

soldtedmessage •. · A response from ACF /VTAM to a network 
operator command entered· by a program operator. Contrast 
with unsolicited message. 

specific-mode. In ACF/VTAM: (1) The form of request that 
obtains data from one specific terminal. (2) The form of 
. request that establishes a session with a specific terminal that 
has logged on. (3) Contrast with any-mode. See also 
continue-specific mode. 

SSCP. System services control point. 

SSCP ID. An identifying number associated with an SSCP (that 
must be unique in a multidomain system) that enables a device 
(especially a dial-in device) to identify an SSCP at a particular 
location and enables another SSCP to identify this SSCP when 
establishing a session with it. 

SSCpuLU session. In SNA, a session between a logical unit (LU) 
and the system services control point (SSCP). It is used to 
support logicalunit-rell'.ted control and use of the 
communication system. Each logical unit in the network 
participates in .a. session with the SSCP that provides services 
for that logical unit. 

SSCP-PUsessioD.InSNA, a session between a physical unit 
(PU) and the system services control point (SSCP) that is used 
to control the physical configuration and to control an 
individual node. Each physical unit in the;: network must 
participate in a session with the SSCP that provides services for 
that physical unit. 

start options.. In ACF /VTAM, the user-specified or 
IBM-suppliedoptions that determine certain conditions that are 
to exist during the time anACF /VTAM. system is operating. 
These options include: the size of ACF /VT AM buffer poolS, 
which major and minor nodes are to be traced by the 
ACF/VTAM trace facility, and which major nodes are to be 
~ade initially active. Start options can be predefined or 
specified by the network operator when ACF/VTAM is started. 

subarea. A group of network addressable units that have the 
same subarea ID. 

subareaID •. A subfield of network address. 

switched network backup (SNBU). An optional facility that 
allows a user to specify , for certain types of stations, a switched 
line to be USed as an alternate path (backup) if the primary line 
becomes unavailable or unlisable. 

switched SNA major Dode. In ACF /VT AM, a major node whose 
minor nodes are physical and logical units attached by switched 
SDLClinks. 

synclJronous data IiDk CODtrot (SDLC). A discipline for managing ; 
synchronous; transparent, serial-by-bit information transfer 
over a communication channel. Transmission exchanges may 
be duplex or half duplex over switched or nonswitched data 
links. The communication channel configuration may be 
point-to-point, multipoint, or loop. 

synchronous operation.·· In ACF /VTAM, a (;ommunication, or 
other operation in which ACF/VTAM, after receiving the 
request for the operation, does not return control to the 
program until the operation is completed. Contrastwith 
asynchronous operation. 

synchronous request. In ACF /VT AM, a request for a 
synchronous operation. Contrast with asynchronous request . 
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system services control point (SSCP). In SNA, a network 
addressable unit that provides configuration and session 
services via a set of command processors (network services) 
supporting physical units and logical units. The SSCP must be 
in session with each logical unit and each physical unit for 
which it provides services. It also provides services for the 
network operators or administrators who control the 
configuration. The SSCP is commonly located at a host node. 

systems uetwork architecture (SNA). The total description of the 
logical structure, formats, protocols, and operational sequences 
for transmitting information units through the communication 
system. Communication system functions are separated into 
three discrete areas: the application layer, the function 
management layer, and the transmission subsystem layer. The 
structure of SNA allows the ultimate origins and destinations of 
information-that is, the end users-to be independent of, and 
unaffected by, the specific communication-system services and 
facilities used for information exchange. 

T 

TC. Transmission control. 

telecoDlllDlDication subsystem. In ACF /VT AM, a secondary or 
subordinate',network and set of programs that are part of a 
larger telecOmmunication system;.for-example, the combination 
consisting of an SDLe cluster:controller, its stored programs, 
and its attached terminals. Synonomous with terminal system; 

telecoDlllDlDieationsystem. The devices and functions concerned. 
with the transmission of data between the central. processing 
unit and.the remotely located users. 

terminal. (1) A device, usually equipped. with a keyboard and 
some kind of display, capable of'sending and receiving 
information over a communication channel. (2) In 
ACF /VTAM, the secondary end of a session; that is, a logical 
unit,. a DSC device, Ii local non-SNA3270 device, or an 
application program. . . 

terminal component •. A separately· addr~sable part·of a: terminal' 
that. performs an input or output function, such as the display 
component of a keyboard-display device or a printer . 
component of a·keyboard-printer device: 

terminal system. In a data communication network, a terminal 
control unit or a cluster control unit and its attached devices. 
Synonymous with telecommunication subsystem. 

TH. Transmission header. 

traIISit node. An intermediate node that is capable of routing 
path information units to. another domain. 

transmission. In-data communication, one or more blocks or 
messages. For BSC devices, a transmission is terminated by an 
BOT character. See also message. 

transmission control (TC). In SNA, one of three components of 
the transmission subsystem. It has three subcomponents: the 
connection point manager, session control, and network 
control. It establishes, controls, and terminates sessions, and 
also controls the flow of information into and out of the. 
common network for a session between network addressable 
units. It provides access to the transmission subsystem; this 
direct access is used by function management components. A 
transmission control element exists for each active session. See 
also data link control, path control. 

traIISmission control character. *(ISO) Any control character 
used to control or facilitate transmission of data between data 
terminal equipment. Synonomous with communication control 
. character. 

transmission header (TH). In SNA, a control field attached to a 
basic information unit (DIU) or to a BIU segment, and used by 
path control. It is created by the sending path control 
component and interpreted by the receiving path control 
component. See. also path information unit. 

traDsmissioDsubsystem. In SNA, the innermost layer of the 
communication system. It provides the control in each session 
to route and move data units between NAUs, and to manage. 
the NAUs and their interconnecting paths. Its three constituent 
pafti,!l.re data link control, path control, and transmission 
·control. See also application layer and function management. 

TSO/VTAM. TimeSharing Option for the Virtual 
Telecommunications Access Method. 

u 

unformatted system services (USS). A portion of ACF/VTAM 
that translates a character-coded command, such as a logon or 
logoff command, into a field-formatted command for 
processing by formatted system services (FSS). Contrast with 

. formatted system services (FSS) and character-coded. 

unsoHdted message. A network operator message, from 
ACF /VT AM, to a program operator. that is unrelated to any 
command entered by the program operator. Contrast with 
solicited message. 

USS. Unformatted syStem services. 
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abbreviations, list of 147-149 
access method control block (AeB) 12, 34 
ACF/VTAM communication vector table 

(ATCVT) 25, 42 
ACF/VTAM control blocks 

ACF/VTAM-application program interface 
control blocks 

access method control block (ACB) 34 
ACF/VTAM data extent biock (ACDEB) 35 
asynchronous process table (APT) 35 
description 33 
logical unit control block (LUCB) 35 

configuration control blocks 
ACF/VTAM communication vector table 

(ATCVT) 25 
boundary function table (BFT) 25 
description 25 
intelligent controller node control 
block (ICNCB) 27 

local device node control block 
(LDNCB) 27 

major node table (MNT) 32 
resource definition table (ROT) 27 
specific (minor) node table (SNT) 32 
symbol resolution table (SRT) 30.,.---

process scheduling control blocks 
ACF/VTAM communication vector table 

(ATCVT) 42 
ACF/VTAM data extent block (AeDES) 42 
asynchronous process table (APT) 42 
description 40 
destination vector table (DVT) 41 
dump/load/restart parameter list 

(DLRPL) 42 
dynamic process anchor block 

(DYPAB) 42 
function management control block 

(FMCB) 42 
lock queue anchor block (LQAB) 41 
logical unit control block (LUCB) 42 
network address block (NAB) 41 
network configuration services 

parameter list (NCSPL) 42 
node control block (NCB) 42 
pool control block (PCB) 42 
process anchor block (PAB) 41 
request parameter header (RPH) 41 
request parameter list (RPL) 43 
request/response unit processing 
element (RUPE) 43 

skeleton destination vector table 
(SDVT) 41 

TOLTEP interface element (TIE) 43 
trace parameter list (TRCPL) 43 
trace record (TRAC) 43 
transmission subsystem control block 

(TSCB) 43 
user exit control block 

(UECB) 42, 43 
waiting request element (WRE) 41 

program operator control blocks 
description 39 
program operator control block 

(POCB) 39 
program operator interface area 

(POIA) 40 
program operator message control 
block (POMCB) 40 

program operator message header 
(POHD) 39 

program operator par~eter work area 
(POPWA) 40 

program operator reply control block 
(PORCB) 40 

program operator work element 
(POWE) 40 

session control blocks 
description 36 
function management control block 

(FMCB) 36 
node initialization block 38 
session information block 36 

ACF/VTAM data extent block (ACDEB) 35, 42 
ACF /VTAM domain 

definition 3 
establishing sessions 11 
initialization 4-
network configuration definition 7 & 
processing I/O requests 13 ~ 

ACF/VTAM operations 
dynamic reconfiguration (DR) 

LUDRPOOL 23 
PUDRPOOL 23 

process scheduling services (PSS) 21 
reliability, availability, and 
serviceability (RAS) 23 

shutting down the network 23 
storage managemen-t services (.I3MS) 

BLDPOOL macro instruction 22 
DELPOOL macro instruction 22 
FREESTOR macro instruction 22 
GETSTOR macro instruction 22 
RELSTORE macro instruction 22 
REQSTORE macro instruction 22 
VTALLOC macro instruction 22 
VTFREE macro instruction 22 

ACF/VTAM slowdown processing 121 
ACTAP macro instruction 107 
application program interface (API) 

description 95 
exit routine facilities 

LOGON exit routine 97 
LOSTERM exit routine 97 
TPEND exit routine 97 

EXLST exit routines 97 
application program major node 7 
APSINIT macro instruction 107 
APSTERM macro instruction 107 
asynchronous process table (APT) 35, 42 
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BIND 11 
binding 11, 13 
BLDPOOL macro instruction 22, 113 
boundary function table (BFT) 25 
buffer trace 117 
buffer usage trace 118 

channel program 16 
CIDCTL macro instructions 55 
Clear 18 
CLSDSTmacro instruction 11, 132 
commands and messages 120 
communication ID (CID) 18 
communications controller 3 
component, definition of 47 
components of ACF/VTAM 

conventions used in method-of-operation 
diagrams 48 

module-naming conventions 47 
components that perform I/O-request 
processing 

application program interface (API) 16 
I/O facilities 

macro instructions 18 
RECEIVE 18 
RESETSR 18 
SEND 18 
SESSIONC 18 

RECEIVE 21 
SEND 18. 

configuration services 74 
connection description area (C/D) 145 
controlling the network configuration 

MODIFY command 59 
VARY command 59 

cross-domain resource major node 8 
cross-domain resource manager major node 9 

data flow 
expedited 13, 60 
normal 13, 59 

DELPOOL macro instruction 22, 114 
destination vector table (DVT) 41 
diagnostic facilities 3 
dump/load/restart parameter list 

(DLRPL) 42 
DVT 

real 13 
skeleton 13 

dynamic process anchor block (DYPAB) 42 
dynamic reconfiguration (DR) 23 
dynamic reconfiguration data set (DRDS) 23 

EAS parameter 35 
echo test 120 
Encrypt/Decrypt Feature 141 
entry point table (EPT) 13 
error detection and indication 120 
exchange ID (XID) 32 

FID1 (Format ID=1) PIU 18 
finite state machine (FSM) 74 
FMCB handling 89 
FMCBADD routines 13 

formatted dump 
ABDUMP 118 
PRDMP 118 

FREESTORE macro instruction 22, 114 
function management control block 

(FMCB) 36,42 

general work area (GWA) 146 
GETSTOR macro instruction 22, 114 

HALT command 23 
hardware error recording 118 
hardware error recovery procedures 119 

IBMECHO 74 
initialization 51 
initializing ACF/VTAM 

ACF/VTAM threads 
dump/load/restart 7 
initialization 7 
operator control 7 
subtask completion 7 
system definition 7 
system writer 7 
trace 7 
tuning statistics 7 

description 4 
DOS/VSE subtasks 

O:::---ACFjVTAM request processor 5 
TOLTEP 7 
trace I/O 7 

OS/VS subtasks 
dump/load/restartS 
system definition 5 
termination subtask, ACFjVTAM 5 
TOLTEP 5 
tuning statistics 5 

INQUIRE macro instruction 132 
intelligent controller node control block 

(rCNCB) 27 . 
INTRPRET macro instruction 133 
I/O trace 118 

link level 2 test 120 
local device node control block (LDNCB) 27 
local non-SNA major node 8 
local SNA major node 8 
lock queue anchor block (LQAB) 41 
locks 121 
logical unit control block (LUCB) 35, 42 
logical unit dynamic reconfiguration pool 

(LUDRPOOL) 23 
logical unit services (LUS) 

close destination processing 
CLSDST with PASS option 132 
CLSDST with RELEASE option 132 
description 132 

function interpreter 129 
INQUIRE processing 

APPSTAT 132 
CIDXLATE 132 
COUNTS 132 
DEVCHAR 132 
LOGONMSG 132 
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SESSKEY 132 
SESSPARM 132 
TERMS 132 
TOP LOGON 132 

INTRPRET processing 133 
LUS manager 129 
OPEN destination processing 130 
OPNSEC processing 131 
processing cleanup RUs 133 
processing lost path RUs 133 
processing notify RUe 133 
TERMSESS processing 132 

LOSTERM exit routine 11 

macro instructions 
ACTAP 107 
APSINIT 107 
APSTERM 107 
BLDPOOL 22, 114 
CIDCTL 55 
CLSDST 11, 132 
DELPOOL 22, 114 
FREESTOR 22, 114 
GETSTOR 22, 114 
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Advanced Communications Function 
for VT AM Release 2 
Logic: Overview 

Order No. L Y38-3021-0 

This manual is part of a library that serves as a reference source for systems analysts, programmers, and 
operatoa of IBM sys1emL This fonn may be used to communicate your views about this publication. 
They wiD be sent to the author's department for whatever review and action, if any, is deemed appropriate. 
Comments may be wdtten in your own 1anguage; use of EngIisb is not required. 

IBM may use or distribute any of the infonnation you supply in any way it believes appropriate 
without incurrin8 any obligation.whatever. You may, of course, continue to use the infonnation 
you supply. 

Note: Copie. of IBM publication. fI1'e not .tocked at the location to which thi. form i. addre"ed. 
Please direct any reque.tII for copie. of publicationll, or for am.tance in ulling your IBM system, to 
your IBM representative or to the IBM b1tlnch office ,e1'lling your locality. 

How did you use this publcation? 

[ ] As an introduction [ ] As a text (student) 

[] As a reference manual [ ] As a text (instructor) 

[] For another purpose (explain) 

Is there anything you especially like or clistike about the orpnization, pJeSentation, or writing in this manual? 
Helpful comments include senerai useruln. of the book; POlll"ble additioos, deletions, and clarifications; 
specific errOD and ommissions. 
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Newsletter number of latest Technical Newsletter (if any) concerning this publication: ________________ ........ _________ _ 
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lhank you for your cooperation. No postage stamp necessary if mailed in the U.S.A. (Elsewhere, an IBM 
office or repteSelltative will be happy to forwud your comments or you may mall directly to the addrellll 
in the Edition Notice on the back of the title pap.) 
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