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[57) ABSTRACT 

A data processor input/output controller which is par
ticularly useful as a microcontroller for the transfer of 
data between a host processor and one or more periph
eral input/output devices in a digital data processing 
system. This input/output (1/0) controller is a subchan
nel controller for offioading a goodly portion of the 
subchannel control function from the host processor. 
This I/0 controller includes a microprocessor for as
sisting and supervising the controller internal opera
tions. Also included in the controller is an automatic 
high-speed data bypass mechanism whereby data may 
be transferred from the host processor to the I/O device 
or vice versa without having to pass through the micro
processor and without requiring any intervention on the 
part of the microprocessor during such automatic trans
fer. Provision is made for enabling the microprocessor 
to perform other functions, such as the presentation of 
interrupts to the host processor and the servicing of 
additional 1/0 commands from the host processor con
currently with the transfer of data via the automatic 
bypass mechanism. This capability is particularly useful 
where two or more 1/0 devices are connected to the 
controller. The automatic bypass mechanism is con
structed to communicate with the host processor in a 
cycle steal mode. A look-ahead mechanism is provided 
for more quickly issuing the cycle steal requests to the 
host processor when operating in the automatic bypass 
mode. 

13 Claims, 13 Drawing Figures 
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DATA PROCESSOR INPUT/OUTPUT 
CONTROLLER 

FIG. 10 is a logic circuit diagram showing in detail 
the internal construction of the device interface con
trols of FIG. 2; 

DESCRIPTION 

BACKGROUND OF THE INVENTION 

FIG. 11 is a logic circuit diagram showing in detail 
5 the internal construction of the bypass transfer controls 

of FIG. 2; and 

This invention relates to input/output (I/O) control
lers and microcontrollers for transferring data between 
a host processor and one or more peripheral input/out- IO 
put (1/0) devices in a digital data processing system. 

It has been heretofore proposed to employ micro
processors as I/O controllers for transferring data be
tween host processors and I/O devices. In such cases, 
the data is transferred from the host processor into the 15 
microprocessor and then from the microprocessor to 
the 1/0 device for an 1/0 device "write" operation and, 
conversely, from the I/O device into the microproces
sor and then from the microprocessor to the host pro
cessor for an I/O device "read" operation. This is some- 20 
what time consuming in that numerous instructions 
must be executed inside the microprocessor for each 
byte or word of data transferred. It is a purpose of the 
present invention, therefore, to provide a new improved 
automatic high-speed bypass mechanism whereby, 25 
when operating in the automatic mode, data may be 
transferred directly from the host processor to the 1/0 
device, or vice versa, without having to pass through 
the microprocessor and without requiring any interven
tion on the part of the microprocessor in the absence of 30 
errors or malfunctions. 

It is another purpose of the present invention to pro
vide a new and improved I/O controller for enabling a 
host processor to communicate with a plurality of 1/0 
devices in a more rapid and efficient manner. In particu- 35 
lar, in the embodiment described herein, the controller 
includes mechanisms for enabling servicing of an I/O 
command from the host processor for one I/O device 
while high speed data transfers in a cycle steal mode are 
taking place for a second I/0 device and while the 40 
microprocessor is initiating an interrupt sequence to the 
host processor for a third I/O device. 

For a better understanding of the present invention, 
together with other and further advantages and features 
thereof, reference is made to the following description 45 
taken in connection with the accompanying drawings, 
the scope of the invention being pointed out in the ap
pended claims. 

FIG. 12 is a timing diagram used for explaining cer
tain concurrent processing capabilities of the FIG. 2 
controller; 

DESCRIPTION OF THE ILLUSTRATED 
EMBODIMENT 

Referring to FIG. 1, there is shown a known and 
more or less representative digital data processing sys
tem showing the incorporation therein of an input/out
put (110) controller 10 constructed in accordance with 
the present invention. The I/0 controller 10 controls 
the transfer of data and other information between a 
host processor 11 and a device control unit 12 to which 
are connected a plurality of peripheral 1/0 devices 13, 
14, 15 and 16. The overall system may also include 
other I/0 controllers, such as the I/O controller 17. 
Coupled to the output side of the controller 17 is a 
device control unit 18 followed by an 1/0 device 19. 
The I/O controller 17 may take the same form as the 
I/O controller 10 or it may have an entirely different 
form of construction. 

The host processor 11 includes a processor unit 20 
and a main storage unit 21. Incorporated within the 
processor unit 20 is an 1/0 channel subsystem 22 for 
communicating with the various 1/0 controllers via a 
channel interface bus 23. The 1/0 controller 10 in turn 
communicates with the device control unit 12 by way of 
a device interface bus 24. As indicated by a cycle steal 
storage bus 25, data and other information can be passed 
from the main storage unit 21 to the channel subsystem 
22 or vice versa without interrupting a user program 
being executed by the host processor 11. This is com
monly referred to as a "cycle steal" mode of operation. 

For sake of example, it is assumed herein that the host 
processor 11 takes the form of the Series/1, Model 5 
minicomputer manufactured and marketed by Interna
tional Business Machines (IBM) Corporation of Ar
monk, New York, and described in the following refer
ences: 

(I) IBM manual entitled "Series/I, Model 5, 4955 
Processor Description'', IBM Order No. GA 34-0021 
(first edition dated November, 1976); 

BRIEF DESCRIPTION OF THE DRAWINGS 

Referring to the drawings: 

(2) IBM manual entitled "IBM Series/I 4955 Proces-
50 sor Theory", IBM Order No. SY 34-0041 (first edition 

dated January, 1977); 
FIG. 1 is a schematic block diagram of a digital data 

processing system showing the incorporation therein of 
an I/O controller constructed in accordance with the 
present invention; 

FIGS. 2a and 2b, when placed side by side, provide a 
schematic block diagram showing in greater detail the 
construction of the novel I/O controller of FIG. 1; 

FIGS. 3-6 show various command, control block and 
status word formats and the like used in the FIG. 1 data 
processing system; 

FIG. 7 is a logic circuit diagram showing in detail the 
internal construction of the cycle steal controls of FIG. 
2; 

(3) U.S. Pat. No. 4,038,642, entitled "Input/Output 
Interface Logic For Concurrent Operations'', granted 
to Messrs. Bouknecht et al on July 26, 1977, and as-

55 signed to International Business Machines Corporation 
of Armonk, New York. 

The IBM manuals cited as items (I) and (2) may be 
obtained through any IBM branch office throughout 
the world. The descriptions set forth in all of these 

60 references, namely, all of items (I), (2) and (3) above, 
are hereby incorporated herein by this reference 
thereto. These references give detailed descriptions of 
the construction and operation of the host processor 11 
and the channel interface bus 23. 

FIG. 8 is a timing diagram used in explaining the 65 
operation of the FIG. 7 cycle steal controls; 

It should be carefully noted that reference (3) above, 
namely, the U.S. patent to Bouknecht et al, describes, 
among other things, an 1/0 controller which can be 
thought of as being the predecessor of the 1/0 control-

FIG. 9 shows in greater detail the nature of the de
vice tag bus of FIG. 2; 
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4 
!er 10 shown in FIG. 1 hereof. The principal description 
of this predecessor controller is given in connection 
with FIGS. 18-21 of the Bauknecht et al patent. 

As shown within the 1/0 controller 10, the channel 
interface bus 23 is comprised of a channel data bus 26 5 
and a channel control bus 27. In a similar vein, the 
device interface bus 24 is comprised of a device data bus 
28 and a device control bus 29. For automatic high
speed cycle steal operations, data busses 26 and 28 are 
interconnected by a cycle steal data register 30, a bypass 10 
data bus 31 and a device data register 32. Each ofbusses 
26, 28 and 31 is a bidirection.:ll bus and data may be sent 
in either direction on any of them. (In some implemen
tations, bypass bus 31 may be comprised of two unidi
rectional busses, one for transferring data in one direc- 15 
tion and the other for transferring data in the other 
direction, but this is clearly the equivalent of a single 
bidirectional bus.) 

For non-automatic cycle steal operations, data and 
other information can be transferred in either direction 20 
between the host processor 11 and a microprocessor 33 
located within the controller 10, such transfer being by 
way of the channel data bus 26, the cycle steal data 
register 30 and a microprocessor (MP) data bus 34. 
Similarly, data and other information can be transferred 25 
in either direction between the microprocessor 33 and 
the device control unit 12 by way of the microprocessor 
data bus 34, the device data register 32 and the device 
data bus 28. 

The channel control bus 27, the device control bus 29 30 
and the microprocessor data bus 34 each communicate 
with control hardware 35 located in the controller 10. 
In response to a start cycle steal command from the host 
processor 11, microprocessor 33 functions to provide 
various initial parameters and values to the control 35 
hardware 35. Thereafter, the control hardware 35 is 
capable of automatically controlling the data transfer 
operations without further intervention from the micro
processor 33. In other words, for the case of an auto
matic cycle steal operation, the microprocessor 33 pro- 40 
vides the initial set-up of the control hardware 35, 
whereafter the control hardware 35 takes over and runs 
the actual data transfer operations. This includes the 
supplying of register load pulses via lines 36 and 37 to 
the cycle steal data register 30 and the device data regis- 45 
ter 32. A load pulse on line 36 transfers data from the 
device data register 32 via the bypass data bus 31 to the 
cycle steal data register 30, while a load pulse on line 37 
transfer data in the opposite direction. The automatic 
control provided by control hardware 35 further in- 50 
eludes performance of the appropriate handshaking 
sequences on the channel control bus 27 for transferring 
data between the host processor 11 and the cycle steal 
data register 30 and the performance of the appropriate 
handshaking sequences on the device control bus 29 for 55 
purposes of transferring data between the device con
trol unit 12 and the device data register 32. 

on the left side of FIG. 2, the channel control bus 27 
includes a 16-bit address bus 40 and various other busses 
and signaling lines 41-53. These busses and lines 40-53 
and their functions are described in considerable detail 
in the above cited U.S. Pat. No. 4,038,642 to Bauknecht 
et al and such descriptions will not be repeated in detail 
herein. As indicated on the right side of FIG. 2, the 
device control bus 29 includes an 8-bit device tag bus 54 
as well as various signaling lines 55-60. 

For the embodiment described herein, a "byte" is 
comprised of eight bits and a "word" is comprised of 
two bytes (sixteen bits). 

The microprocessor 33 is assumed to include therein 
a random access storage unit having a storage capacity 
of 4096 bytes or more. The microprocessor data bus 34 
includes two separate unidirectional busses, namely, a 
Data Bus In (DBI) for bringing data and other informa
tion into the microprocessor 33 and a Data Bus Out(
DBO) for outputting data and other information stored 
in the microprocessor 33. The microprocessor 33 also 
includes an Address Bus Out (ABO) for supplying ex-
ternal "addresses" to an ABO decoder 62. Sometimes 
the "address" on the ABO bus will identify a particular 
register in the controller which is to send data to or 
receive data from the microprocessor 33. At other 
times, the "address" on the ABO bus will identify par-
ticular functions to be performed by the FIG. 2 control
ler. In any event, the "address" on the ABO bus is 
decoded by the decoder 62 to develop the particular 
control signal or signais which are need to accomplish 
the desired purpose. Some of these control signals will 
be used to load particular registers, while others will be 
used to enable different combinations of the various 
control gates (not shown) associated with the various 
data flow busses and lines of the FIG. 2 controller. 

For simplicity, the connections for the control lines 
from decoder 62 are mostly not shown in FIG. 2. For 
sake of example herein, each of the DBI, DBO and 
ABO busses is assumed to be an eight-bit bus. The mi
croprocessor 33 also has a control strobe output line 63 
which is used to· provide strobe signals to various ele-
ments in the FIG. 2 controller. 

As is customary with microprocessors, the micro
processor 33 is a stored program machine and has 
stored therein the appropriate program for use in con
nection with the FIG. 2 controller. This pr,Jgram in-
cludes the various routines needed to perform the vari
ous functions and operations either required or desired 
to be performed within the FIG. 2 controller. Some of 
these routines will be mentioned at various points here
inafter. 

There will now be considered the method by which 
the host processor 11 establishes a connection with and 
carries on communications with the 1/0 controller 10. 
In general, the host processor 11 tells the 1/0 controller 
10 what to do by issuing I/0 commands to the control-
ler 10. For the assumed case where the host processor 
11 is of the type described in the above-cited U.S. Pat. 
No. 4,038,642 to Bauknecht et al, there are two basic 

The microprocessor 33 may be, for example, of the 
type described in connection with FIG. 17 of the above
cited U.S. Pat. No. 4,038,642 to Bouknecht et al. 

Description of FIG. 2 Controller Data Flow 

60 classes of I/0 commands. One class is known as Direct 
Program Control (DPC) commands. Each such com
mand is capable of transferring one word (two bytes) of 
data from the host processor 11 to the 1/0 controller 10 Referring to FIG. 2, there is shown the principal data 

flow elements and data flow busses located within the 
1/0 controller 10 of FIG. 1. The term "data" in the 65 
previous sentence is used in the broader sense of mean
ing any kind of information and including addresses, 
status words, condition codes and the like. As indicated 

or vice versa. In other words, a new command is issued 
for each word that is transferred. Since each command 
is issued as a result of a separate instruction in the host 
processor program, each word transfer is under the 
direct control of the host processor program. 
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The other class of 1/0 commands provided by the 

host processor 11 will be referred to herein as cycle 
steal commands. Each cycle steal data transfer com
mand is capable of causing the transfer of a relatively 
large number of data words, with each word transfer 5 
being done in a cycle steal mode such that the host 
processor program is not interrupted. In other words, 
one program instruction is used to issue a cycle steal 
start command and thereafter the I/O controller 10 
causes the transfer of a specified number of bytes with- 10 
out need for any further program instructions or I/0 
commands. 

The host processor program instruction used to cause 
the issuance of an 1/0 command is herein referred to as 
an Operate I/O (OIO) instruction. Execution of an 010 15 
instruction causes a two-word block of information, 
referred to as an Immediate Device Control Block 
(IDCB), to be fetched from the main storage 21 and sent 
to the 1/0 controller 10 via the channel interface bus 23. 
The format of this IDCB is shown in FIG. 3. As there 20 
indicated, the first word is sent out over the channel 
address bus 40 and such word contains the 1/0 com
mand code and 1/0 device address. The second word is 
sent out over the channel data bus 26 and, for a DPC 
write operation, comprises the word of data which is to 25 
be written onto the 1/0 device. For a DPC read opera
tion, the word on the channel data bus 26 is the word 
read from the 1/0 device and being sent to the host 
processor 11. For the case of a cycle steal type com
mand, the second word of the IDCB contains the start- 30 
ing address in the main storage 21 of a Device Control 
Block (DCB). For the case of either a DPC write com
mand or a cycle steal command, both words of the 
IDCB are transferred to the I/O controller 10 at one 
and the same time, the first word being transferred by 35 
way of the channel address bus 40 and the second word 
being transferred by way of the channel data bus 26. 

Each IDCB word is transferred to an 1/0 controller 
by means of an initial selection sequence by means of 
which the host processor 11 selects the particular 1/0 40 
controller to which the IDCB is sent. As an initial step, 
host processor 11 places the first word of the IDCB on 
the address bus 40. This sends the device address out to 
all of the 1/0 controllers and other units which are 
attached to the channel interface bus 23. For the 1/0 45 
controller 10, this device address is looked at by a de
vice address compare circuit 64, which compares it 
with the acceptable device addresses which are pro
vided by address jumpers 65. Since, in the present exam
ple, the 1/0 controller 10 is used for communicating 50 
with up to four different 1/0 devices, address jumpers 
65 supply address bits for recognizing up to four differ
ent but contiguous device addresses having the same 
higher order address bits to the address compare circuit 
64. If there is a match with any one of these four contig- 55 
uous device addresses, then the address compare circuit 
64 activates a controller select line 66. 

Shortly after the host processor 11 places the com
mand and device address on the address bus 40, it acti
vates Address Gate line 41. Assuming that the control- 60 
!er select line 66 is activated, this causes AND circuit 67 
to activate the Address Gate Return line 42 to tell the 
host processor 11 that an address match has been estab
lished. In response thereto, the host processor 11 sends 
out a data strobe pulse on the Data Strobe line 53. Since 65 
the Address Gate Return line 42 is active, this data 
strobe pulse is passed by AND circuit 68 to a command 
register 70 to cause the command code, which is also on 

the address bus 40, to be loaded into the command 
register 70. This data strobe pulse from AND circuit 68 
is also supplied to an 010 register 71 to cause the sec
ond word of the IDCB (on channel data bus 26) to be 
loaded into such 010 register 71. 

During this initial selection sequence, the host proces
sor 11 also checks the status of the controller 10 by 
looking at the condition code present on the three-bit 
Condition Code In bus 43. This condition code is pro
vided by the controller condition code register 72. The 
contents of register 72 reflect the current status for the 
controller 10. 

After completion of the foregoing steps, the host 
processor 11 deactivates the Address Gate line 41 
which, in turn, causes the AND circuit 67 to deactivate 
the Address Gate Return line 42. This concludes the 
initial selection sequence. Shortly thereafter, the com
mand in command register 70 and the data word or 
DCB address in 010 register 71 are transferred to the 
microprocessor 33 via the Data Bus In (DBI) bus. The 
microprocessor 33 examines the command and, depend
ing on the current status of the controller 10, decides 
what to do next. More accurately, depending on the 
particular command code and the current status, the 
program in the microprocessor 33 branches to the ap
propriate routine or subroutine for accomplishing the 
next step. 

Assume, for example, that none of the 1/0 devices 
13-16 are busy and that the command is a DPC Write 
command. In this case, the program in microprocessor 
33 branches to a routine which causes the data word 
received from the 010 register 71 to be loaded into the 
device data register 32 via the DBO bus. This routine 
also invokes the appropriate signalling or handshaking 
sequence with the device control unit 12 to cause the 
data word in the device data register 32 to be trans
ferred to such device control unit 12. The device con
trol unit 12 will thereafter transfer this data word to the 
proper one of 1/0 devices 13-16 in the proper format 
required by such 1/0 device. 

Now consider the case where the command received 
from the host processor 11 and set into the command 
register 70 is a Start cycle steal command. In this case, 
the Start cycle steal command in command register 70 
and the DCB address in 010 register 71 are transferred 
to microprocessor 33 via the DBI bus. Assume, for the 
moment, that the controller 10 is not busy with other 
tasks and that none of the I/O devices 13-16 are busy. 
In this case, the program in microprocessor 33 branches 
to a routine for fetching the Device Control Block 
(DCB) from the host processor 11 and storing it into the 
storage unit inside the microprocessor 33. 

The format of this device control block is shown in 
FIG. 4. This device control block contains all the infor
mation necessary for enabling the controller 10 to con
trol and carry out the desired cycle steal data transfer 
operation. It is comprised of eight 16-bit words. Word 
6, for example, specifies the number of bytes of data to 
be transferred up to a maximum of 65,536 bytes. An 
even larger number of bytes can be transferred without 
interrupting the host processor 11 by chaining to an
other DCB after the byte count in Word 6 is exhausted, 
the starting address of the next DCB being contained in 
Word S of the first DCB. 

The starting address in the host processor main stor
age 21 for the data to be transferred is specified in Word 
7 of the DCB. For an output (device write) operation, 
this is the starting address for the data to be taken from 
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the main storage 21. For an input (device read) opera
tion, this is the starting address for the data being read 
from the 1/0 device and transferred to the main storage 
21. One of the bits in the DCB control word (DCB 
Word 0) tells whether the operation is an input (device 5 
read) operation or an output (device write) operation. 
Another of the bits in the DCB control word tells 
whether or not there is to be chaining to a next DCB 
when the byte count in the current DCB is exhausted. 
Further details of the device control block shown in to 
FIG. 4 are described in the above-cited references and 
need not be considered herein. 

The controller 10 fetches the DCB words from the 
host processor 11 by cycle stealing them one word at a 
time from the host processor 11. In particular, the mi- 15 
croprocessor 33 sets the DCB address obtained from 
OIO register 71 into an address counter 73. This address 
is then transferred to a cycle steal address register 74, 
the output side of which is connected to the host pro
cessor address bus 40. Since the DCB contains eight 20 
words (16 bytes), the microprocessor 33 sets a count of 
16 into a byte counter 75. The microprocessor 33 then 
causes cycle steal controls 76 to activate a Cycle Steal 
(CS) Request In line 44 to the host processor 11. This is 
accomplished by sending to the cycle steal controls 76 25 
the microprocessor (MP) control strobe via line 63 and 
the appropriate decoder output signal from the ABO 
decoder 62. 

In response to the Cycle Steal Request In signal, the 
host processor 11 initiates polling and service gate se- 30 
quences during the latter of which the cycle steal ad
dress on address bus 40 is used to fetch DCB Word 0 
from the main storage 21 and such word is transferred 
to the cycle steal data register 30 via the channel data 
bus 26. The actual loading of the data word into the 35 
cycle steal data register 30 is accomplished by the data 
strobe pulse sent out on Data Strobe line 53 during the 
service gate handshaking sequence. These polling and 
service gate sequences will be discussed in greater detail 
hereinafter. In should be noted, however, that during 40 
the service gate sequence the address counter 73 is 
incremented by a count of two and the byte counter 75 
is decremented by a count of two to prepare the con
troller 10 for the next cycle steal request in signal. Fol
lowing completion of the service gate sequence, the 45 
new address in address counter 73 is set into the cycle 
steal address register 74 to prepare same for the next 
cycle steal request in. 

The DCB word residing in the cycle steal data regis-
ter 30 at this point, namely, Word 0, is then transferred 50 
to the microprocessor 33 via the DBI bus. After storage 
of the DCB Word 0 into its storage unit, microproces
sor 33 causes the cycle steal controls 76 to issue a new 
cycle steal request in by again activating the CS Re
quest In line 44. This causes DCB Word 1 to be fetched 55 
from the main storage 21, sent out over the channel data 
bus 26 and loaded into the cycle steal data register 30. 
Address counter 73 is again incremented by two and 
byte counter 75 is again decremented by two, the new 
address thereafter being transferred to the cycle steal 60 
address register 74. DCB Word 1 is then transferred 
from the cycle steal data register 30 via the DBI bus and 
stored into the storage unit in microprocessor 33. 
Thereafter, microprocessor 33 causes the cycle steal 
controls 76 to issue a new cycle steal request in on line 65 
44. The foregoing steps are then repeated to transfer 
DCB Word 2 from the host processor main storage 21 
to the storage unit in the microprocessor 33. This pro-

cess continues until the count in byte counter 75 reaches 
a value of zero. In this manner, all eight DCB words are 
set into the storage unit in the microprocessor 33. 

Following completion of the foregoing DCB fetch
ing operation, the microprocessor 33 sets up the con
troller 10 to perform the desired automatic transfer of 
data from the host processor 11 to the device control 
unit 12, or vice versa, via the bypass data bus 31. With 
respect to the host processor 11, these data transfers are 
performed in the cycle steal mode with the assistance of 
the cycle steal controls 76. As part of the initial set-up 
for the automatic transfer, the microprocessor or 33 
places an auto mode latch 77 in a set condition. This is 
accomplished by the microprocessor (MP) strobe on 
line 63 and the appropriate decode signal Dt from the 
ABO decoder 62. (When appropriate, the auto mode 
latch 77 is reset by the MP strobe and a decode signal 
D2 from the ABO decoder 62.) The set condition of 
auto mode latch 77 (Auto Mode output =1) signifies 
that automatic data transfer operations are in progress 
in the controller 10. 

As a further initial step, the microprocessor 33 places 
an In/Out mode latch 78 in a set condition if input 
(device read) operations are to be performed or in a 
reset condition if output (device write) operations are to 
be performed. The MP strobe and the D3 decoder sig
nal are used to set the latch 78, while the MP strobe and 
the D4 decoder signal are used to reset the latch 78. The 
output of latch 78 is used for logic purposes in various 
other of the unit in the controller 10. It also provides the 
In/Out indicator on the control line 52 which runs to 
the host processor 11. The state to which the latch 78 is 
placed is determined by the input/output indicator bit in 
the DCB control word stored in the microprocessor 33. 

As further initial auto mode setup steps, the micro
processor 33 sets into the address counter 73 the main 
storage data address contained in Word 7 of the device 
control block and sets into the byte counter 75 the byte 
count contained in Word 6 of the device control block. 

After completion of the initial auto mode set-up steps, 
the hardware portion of controller 10 commences the 
automatic transfer of data via the bypass data bus 31. A 
key element in the bypass transfer operations is the 
bypass transfer controls 80. For an output transfer, the 
bypass transfer controls 80 supply a load pulse via line 
37 to the device data register 32 when it is desired to 
transfer data from the cycle steal data register 30 to the 
device data register 32. For an input transfer, the bypass 
transfer controls 80 supply a load pulse via line 36 to the 
cycle steal data register 30 when it is desired to transfer 
data from the device data register 32 to the cycle steal 
data register 30. 

In the present embodiment, it is assumed that the 
device data register 32 is a 16-bit register and that the 
by-pass data bus 31 is a 16-bit bus and that each transfer 
passes one data word from the cycle steal data register 
30 to the device data register 32 or vice versa. It is to be 
understood, however, that in some implementations the 
device data register 32 may be an 8-bit register and the 
bypass data bus 31 may be an 8-bit bus. In such case, 
each transfer on the bypass bus 31 will pass one data 
byte from the cycle steal data register 30 to the device 
data register 32 or vice versa. Nevertheless, the channel 
data bus 26 will continue to be a 16-bit bus and the cycle 
steal data register 30 will continue to be a 16-bit register. 
Thus, two one-byte transfers will be required on the 
8-bit bypass bus to load or unload, as the case may be, 
the cycle steal data register 30. In such case there will 
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be two bypass data bus transfers for each channel data 
bus transfer. For simplicity of explanation, only the 
initially assumed case of a 16-bit bypass data bus 31 and 

10 
controls 80 to tell it that the cycle steal data register 30 
is now full. 

If the device data register 32 is empty or subsequently 
becomes empty, the bypass transfer controls 80 supplies a 16-bit device data register 32 will be considered in 

detail herein. 5 a load pulse thereto via the line 37. This transfers the 
data word in cycle steal data register 30 to the device 
data register 32. At this point, the bypass transfer con
trols 80 makes a note of the facts that the device data 

The general procedure for automatic mode input data 
transfer operations will now be described. For each one 
word transfer, the device control unit 12 will activate 
the request in line 55, which comes into device interface 
controls 81. This signifies that the control unit 12 is 10 
ready to send data. If the device data register 32 is 
empty, interface controls 81 will respond by activating 
the acknowledge request in line 56. In response thereto, 
the control unit 12 sends in a strobe in pulse on control 
line 60. This strobe in pulse is sent to the device data 15 
register 32 to load therein the data appearing on the 
device data bus 28. This strobe in pulse is also sent to the 
bypass transfer controls 80 to tell it that the device data 
register 32 now has a word of data in it. 

If the cycle steal data register 30 is empty, then the 20 
bypass transfer controls 80 sends a load pulse thereto 
via line 36. This transfers the data word in device data 
register 32 to the cycle steal data register 30. At this 
point, the cycle steal data register 30 is "full" and the 
device data register 32 is "empty". The bypass transfer 25 
controls 80 makes a note of both of these facts in a pair 
of register status indicator latches located therein. 

Shortly prior to the loading of the data into the cycle 
steal data register 30, the bypass transfer controls 80 
tells the cycle steal controls 76 to activate the cycle 30 
steal request in line 44 running to the host processor 11. 
Such cycle steal request in signal initiates a signalling 
sequence which causes the host processor 11 to take in 
the data word then resident in the cycle steal data regis
ter 30. During the course of this transfer to the host 35 
processor 11, the host processor 11 tells the cycle steal 
controls 76 to turn off its cycle steal request in line. 
Near the end of this process, the host processor 11 tells 
the cycle steal controls 76 to tell the bypass transfer 
controls 80 that the cycle steal data register 30 has been 40 
emptied. 

The foregoing steps are repeated each time another 
word of data is transferred from the device control unit 
12 to the host processor 11. These steps continue to be 
repeated until the byte counter 75 goes to zero. In this 45 
regard, each time a data word is transferred from the 
cycle steal data register 30 to the host processor 11, the 
address counter 73 is incremented by two and the byte 
counter 75 is decremented by two. When the byte 
counter 75 goes to zero, this zero condition is detected 50 
by the microprocessor 33, which then performs the 
appropriate ending sequence routine. 

The general sequence of events for automatic mode 
output type data transfer operations will now be consid
ered. Each one-word output transfer is initiated by the 55 
controller 10 by activating the cycle steal request in line 
44. More particularly, when the cycle steal data register 
30 is empty, the bypass transfer controls 80 tells the 
cycle steal controls 76 to activate the cycle steal request 
in line 44. In response thereto, the host processor 11 60 
fetches from main storage 21 the data word, the first 
byte of which is indicated by the cycle steal address 
appearing on the address bus 40. Thereafter, host pro
cessor 11 places this data word on the channel data bus 
26 and sends out a data strobe pulse on the data strobe 65 
line 53. This loads the data word on the channel data 
bus 26 into the cycle steal data register 30. The data 
strobe on line 53 is also supplied to the bypass transfer 

register 32 is now full and that the cycle steal data regis
ter 30 is now empty. The later fact, namely, that the 
cycle steal data register 30 is empty, is conveyed back to 
the cycle steal controls 76 so that such controls can 
issue a new cycle steal request in signal. 

Looking in the device direction, the fact that the 
device data register 32 is now full is conveyed by the 
bypass transfer controls 80 to the device interface con
trols 81 so that it can respond to the device control unit 
12 when such control unit 12 indicates that it is ready to 
receive data. More particularly, when the device con
trol unit is ready to receive data, it activates the request 
in line 55 to the device interface controls 81. If the 
device data register 32 is full, or whenever it thereafter 
becomes full, the interface controls 81 activate the ac
knowledge request in line 56 running to the device 
control unit 12. Shortly thereafter, the interface con
trols 81 send a strobe out pulse to the device control 
unit 12 via the strobe out line 59. This strobe out pulse 
causes the device control unit 12 to take in the data 
word then residing in the device data register 32 and 
appearing on the device data bus 28. At this point, the 
interface controls 81 tell the bypass transfer controls 80 
that the device data register 32 is now empty. This 
enables the bypass transfer controls 80 to issue a new 
load pulse to the device data register 32 via line 37 as 
soon as the cycle steal data register 30 again becomes 
full. 

The foregoing automatic output mode steps are per-
formed each time a word of data is transferred from the 
host processor 11 to the device control unit 12. This 
process continues until the count in byte counter 75 
goes to zero. In this regard, each time a new data word 
is loaded into the cycle steal data register 30, the address 
counter 73 is incremented by two and the byte counter 
75 is decremented by two. Shortly after the byte 
counter 75 goes to zero, the microprocessor 33 detects 
such occurrence and performs the appropriate ending 
sequence routine. 

A device tag register 82 is used in connection with 
the device tag bus 54 for purposes of sending control 
type information to the device control unit 12. Such 
information is obtained from the microprocessor 33 via 
the DBO bus. Conversely, the tag register 82 is also 
used for receiving control information from the device 
control unit 12. Such control information is then con
veyed to the microprocessor 33 by way of the DBI bus. 

A device interrupt register 83 is also connected to the 
tag bus 54 and is used to tell the microprocessor 33 that 
one or more particular I/O devices want to interrupt 
the microprocessor 33 and send it a message. The inter
rupt register 83 contains a separate bit position for each 
one of the four I/0 devices 13-16. Bit position 0 is 
turned on when 1/0 device 13 has an interrupt pending, 
bit position 1 is turned on when I/O device 14 has an 
interrupt pending, and so forth. If the tag bits supplied 
to the interrupt register 83 are coded, as opposed to 
being bit significant, then the interrupt register 83 in-
cludes at the input thereof a decoder for determining 
which of the four register bit positions is to be turned on 
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for any given interrupt code value on the tag bus 54. 
The supervisor program routine in the microprocessor 
33 periodically senses the contents of the interrupt reg
ister 83 to determine which, if any, 1/0 devices have 
posted an interrupt. 

After all the data has been transferred for any given 
Direct Program Control (DPC) command or cycle steal 
data transfer command, the 1/0 controller 10 performs 
an ending sequence to advise the host processor 11 of 
such fact. In the present embodiment, this ending se- 10 
quence takes the form of a priority interrupt sequence 
and is performed by means of priority interrupt controls 
84 and an interrupt ID register 85. As a preliminary step 
in this priority interrupt routine, the microprocessor 33 
loads an interrupt ID word into the interrupt ID regis- 15 
ter 85. The format of this interrupt ID word is shown in 
FIG. 6. The first byte thereof is an information byte 
containing various status information. The second byte 
of the interrupt ID word contains the device address of 
the particular 1/0 device for which the interrupt is 20 
being performed. As a further preliminary step, the 
microprocessor 33 loads the appropriate condition code 
into the condition code register 72. For a normal end
ing, the condition reported will be "Device End". 

The priority interrupt handshaking sequence is initi- 25 
ated by the priority interrupt controls 84 upon receipt 
by such controls of the MP strobe from the micro
processor 33 and the appropriate decode signal from the 
ABO decoder 64. In response thereto, the priority inter
rupt controls 84 energizes one of the plurality of lines in 30 
the Priority Interrupt (PI) request in bus 51. This bus 51 
includes as many lines as there are priority levels. The 
lines are bit significant, with each line being used to 
signal a priority level. A single priority level is assigned 
to the controller 10, even though multiple 1/0 devices 35 
are serviced by the controller 10. A coded indication of 
the priority level is contained in a priority level register 
or prepare level register located within the priority 
interrupt controls 84. This priority level register is 
loaded from the channel data bus 26 during the issuance 40 
of a prepare command by the host processor 11, such 
command being of the DPC type. In this manner, the 
host processor 11 assigns the interrupt priority level to 
the 1/0 controller 10. 

In due course, the host processor 11 responds to the 45 
activated priority interrupt request in line of bus 51 by 
sending out a poll ID to the controller 10 via the poll ID 
bus 46. The poll ID bus 46 is a five-bit bus and the 
coding of the five bits thereon identifies the particular 
priority level which is being recognized. This priority 50 
level is compared within the priority interrupt controls 
84 with the code in the priority level register located 
therein. If a priority level match is detected, the priority 
level controls 84 activate the poll return line 47. In 
response thereto, the host processor 11 sends out a ser- 55 
vice gate signal to the controller 10 on the service gate 
line 49. Upon receipt of this signal, the priority interrupt 
controls 84 send out a service gate return signal on the 
service gate return line 50. At the same time, the con
tents of the interrupt ID register 85 are placed on the 60 
channel data bus 26 and the contents of the condition 
code register 72 are placed on the condition code in bus 
43. The service gate return signal tells the host proces
sor 11 that the desired information is available on the 
channel data bus 26 and the condition code in bus 43. 65 
Shortly thereafter, the host processor 11 takes in this 
information and stores it in the appropriate registers 
therein. After this is completed, the host processor 11 

deactivates the service gate line 49 to cause termination 
of the interrupt handshaking sequence. 

The host processor 11 uses the information contained 
in interrupt ID word and the condition code as a basis 
for determining which 1/0 program routine should be 
next performed. If, for example, the condition code 
indicates a normal device ending and no other inter
rupts are pending, then the host processor 11 may pre
cede to issue the next 010 instruction for the particular 
1/0 device which presented the just received interrupt 
information. If, on the other hand, the condition code 
and the status byte in the interrupt ID word should 
indicate a problem condition, the host processor 11 1/0 
supervisor program will, in due course, branch to the 
appropriate routine for servicing the problem condition. 

The priority interrupt controls 84 are generally simi
lar to the priority interrupt controls described in the 
above cited U.S. Pat. No. 4,038,642 to Bauknecht et al. 
Consequently, a detailed description of their construc
tion will not be given herein. 

FIG. 7 Cycle Steal Controls 

Referring to FIG. 7, there is shown the internal con
struction of the cycle steal controls 76 of FIG. 2. The 
"auto mode" input in FIG. 7 is obtained from the auto 
mode latch 77 of FIG. 2. The "in mode" input of FIG. 
7 is obtained from the In/Out mode latch 78 of FIG. 2. 
The "byte count=O" input of FIG. 7 is obtained from 
the byte counter 75 of FIG. 2. 

The first item to note in FIG. 7 is the cycle steal 
request latch 90. The placing of this latch 90 in a set 
condition activates the cycle steal request in line 44 
running to the host processor 11, provided neither a poll 
capture signal nor a service gate capture signal are at 
their active levels. The various conditions that can 
cause the cycle steal request latch 90 to be set are repre
sented by the inputs to AND circuits 91, 92 and 93. The 
output of AND circuit 91 goes to the "latch set" level 
when the controller 10 is not in the auto mode, the 
microprocessor (MP) strobe is present and the appropri
ate ABO decoder 62 output line is activated. This mech
anism enables the microprocessor 33 to set the cycle 
steal request latch 90. 

The output of AND circuit 92 goes to the "set" level 
when operating in an automatic output (device write) 
mode when the cycle steal data register 30 is in an 
empty condition, provided the byte count is not zero. 
The CS data register empty line 94 comes from the 
bypass transfer controls 80, which are shown in greater 
detail in FIG. 11. 

The output of AND circuit 93 goes to the "set" level 
during an automatic input (device read) operation at 
that point in time when the device data register 32 is 
loaded with a data word from an 1/0 device, provided 
the byte count in counter 75 is not zero. As will be 
discussed further hereinafter, this initiating of the CS 
request in signal on line 44 before the data word is trans
ferred to the cycle steal data register 30 provides a 
desirable lookahead action which increases the data 
transfer rate. As indicated in FIG. 7, the output of AND 
circuit 93 goes to the "set" level upon occurrence of a 
"set device data register full latch" pulse on line 95. 
This pulse Is obtained from the bypass transfer controls 
80, which are shown in greater detail in FIG. 11. 

The next item to be considered is an AND circuit 96 
which is used to decode the bit code on the poll ID bus 
46 to produce a binary one-level output when the cycle 
steal ID code is detected. In the present example, it is 
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14 
assumedthatthecyclestealIDcodeis"IXXll",where controller 10 is operating in the input mode, the In 
the X's denote "don't care" bits. The detection of the Mode line, and hence the data input of the flip flop 112, 
cycle steal poll ID by AND circuit 96 causes a request is at the binary one level. The clock input of flip flop 
compare latch 97 to be set, provided that a cycle steal 112 is connected to the load cycle steal data register line 
request is in fact pending for the controller 10. The set 5 36, which, as indicated in FIG. 2, runs from the bypass 
condition of latch 97 indicates that an ID match has transfer controls 80 to the cycle steal data register 30. 
been obtained. Since the load CS data register pulse is a positive-going 

A "match" (binary one level) output from latch 97, pulse, the trailing edge of this pulse is effective to clock 
together with the presence of a poll signal on poll line the flip flop 112 to the binary one condition or "set" 
45, causes the generation of a poll return signal on poll 10 condition. This set condition is effective via OR circuit 
return line 47. This is accomplished by means of poll 109 and AND circuit 108 to set the service gate return 
return latch 98 and AND circuit 99. The two signals latch 107 since the latch 104 was previously set by the 
just mentioned serve to set the poll return latch 98 via service gate signal on line 49. 
an AND circuit 100. The set condition of latch 98, Thus, for input operations, the trailing edge of the 
together with the poll signal on line 45, causes AND 15 load cycle steal data register pulse determines the mo-
circuit 99 to activate (place at binary one level) the poll ment of activation of the service gate return line 50. 
return line 47. Termination of the poll signal on line 45 Since the host processor 11 will not accept the data 
resets the poll return latch 98 via NOT circuit 101. This appearing on the channel data bus 26 until it receives 
causes termination of the poll return signal on poll re- the service gate return signal from the controller 10, this 
turn line 47. 20 means that the host processor 11 will not read the data 

If a poll ID match is not obtained, then the poll return on the channel data bus 26 until the loading of the cycle 
latch 98 is not set and the poll signal on line 45 causes steal data register 30 has been completed. This precau-
activation of a poll propogate line 48 via AND circuit tion is needed because, as previously mentioned in con-
102. As discussed in the above cited references, this, in nection with the AND circuit 93, the cycle steal request 
effect, causes the poll signal to be passed on to the next 25 in signal is sent to the host processor 11 before the data 
I/O controller on the channel interface bus to see if word is transferred to the cycle steal data register 30. 
such next controller was the one that issued the cycle Without this precaution, the host processor 11 might 
steal request in. read erroneous data if the data word is somewhat late in 

The poll ID "match" level at the output of latch 97 getting into the cycle steal data register 30. 
also serves to set a cycle steal poll capture latch 103, 30 The timing diagram of FIG. 8 illustrates the forego-
provided the poll signal is present on line 45 and pro- ing relationships for the case of automatic cycle steal 
vided that the poll return latch 98 has been set. The set input mode data transfer operations. Waveform C 
condition of poll capture latch 103 indicates that the shows the cycle steal request in signals sent to the host 
poll sequence initiated by the host processor 11 has been processor 11 via CS request in line 44. Waveform J 
captured by the I/O controller 10. 35 shows the load CSDR pulses on the line 36, which are 

The next item to note is a cycle steal service gate used to load the data word into the cycle steal data 
capture latch 104. This latch 104 is set by the occur- register 30 from the device data register 32. Case 1 
rence of the service gate signal on service gate line 49 illustrates the case where the cycle steal data register 30 
via AND circuit 105, provided that the poll capture is loaded fairly promptly and the service gate return 
latch 103 is already set. The set condition of latch 104 40 signal (waveform H) is issued in its normal manner after 
indicates that the service gate issued by the host proces- the occurrence of the service gate signal (waveform G). 
sor 11 has been captured by the controller 10. Among Case 2 iJlustrates the case where the loading of the cycle 
other things, such service gate capture condition will be steal data register 30 is behind schedule relative to the 
used in the generation of the service gate return signal occurrence of the service gate signal. In this case, the 
sent back to the host processor 11. Latch 104 is reset via 45 delay provided by flip flop circuit 112 prevents issuance 
NOT circuit 106 when the service gate line 49 is deacti- of the service gate return signal until the loading and 
vated by the host processor 11. settling of the new data into the cycle steal data register 

The service gate return signal on line 50 is produced 30 has been completed. 
when a cycle steal service gate return latch 107 is in a FIG. 8 also illustrates the advantage of the look-
set condition. When the controller 10 is operating in an 50 ahead mechanism which enables the CS request in to be 
output (device write) mode, the service gate return issued before the cycle steal data register 30 is loaded. 
latch 107 is immediately set via AND circuit 108 by the In both cases, the data transfer overhead (the time re-
setting of the service gate capture latch 104. In this quired to move the data from device data register 32 to 
output mode, the second input to AND circuit 108 is cycle steal data register 30) is overlapped with the cycle 
always at the binary one level because the In Mode 55 steal request/poll sequence overhead (the time required 
signal is zero, thus producing a binary one level at the to issue the cycle steal request and to perform the pol-
output of OR circuit 109. The service gate return latch ling sequence). This is in contrast to the previous prac-
107 is reset via NOT circuit 110 following the resetting tice followed for 1/0 controllers wherein the cycle 
of the service gate capture latch 104, this latter event steal request in signal is not issued until after completion 
being caused by the discontinuance of the service gate 60 of the loading of the data register connected to the 
signal on line 49. channel data bus. In contrast thereto, the lookahead 

When the controller 10 is operating in an input (de- mechanism of the present embodiment enables a time 
vice read) mode, a special mechanism is provided to saving for each data word transferred, which time sav-
delay, when necessary, the setting of the service gate ing is equal to the request/poll overhead time. This time 
return latch 107. This mechanism includes an edge trig- 65 overlap, though relatively small and perhaps insignifi-
gered flip flop circuit 112 which is flipped to the binary cant to slow speed types of 1/0 devices, is very signifi-
level present on its data input upon occurrence of a cant for the case of high speed 1/0 devices capable of 
negative-going pulse edge at its clock input. Since the operating in the 300 to 400 kiloword per second range. 
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FIG. 9 Description of Device Tag Bus 

Referring to FIG. 9, there is shown in greater detail 
the tag bus 54 of FIG. 2, which is used for enabling the 
microprocessor 33 in the controller 10 to communicate 5 
with the device control unit 12 and vice versa. As indi
cated in FIG. 9, tag bus lines 0-3 are used in a bidirec
tional manner and tag bus lines 4-7 are used in a unidi
rectional manner. Tag lines 2 and 3 are used to transfer 
a two-bit binary code to identify the particular 1/0 10 
device to which or for which the communicating is 
being done. Thus, for example, device ID code "()()" 
may be assigned to 1/0 device 13, device ID code "01" 
to 1/0 device 14, and so forth. Tag lines 4-7 are used to 
supply to the device control unit 12 a 4-bit binary code 15 
identifying either a particular register in the device 
control unit 12, to which or from which information is 
to be transferred, or to identify a particular function to 
be performed within the device control unit 12. As 
such, tag lines 4-7 are analogous to the ABO bus of the 20 
microprocessor 33. 

Tag line 1 is an input/output indicator line for indi
cating whether information is to be transferred from the 
device control unit 12 to the controller 10, or vice 
veras. For a transfer in to the controller 10 (Bit 1 =In), 25 
tag line 0 indicates whether the transfer is an interrupt 
transfer (Bit 0=1) or whether it is a read/write data 
transfer (Bit 0=0). If, on the other hand, the transfer is 
a transfer out to the device control unit 12 (Bit 1 =Out), 
then tag line 0 indicates whether tag lines 4-7 represent 30 
a register address (Bit 0= 1) or a function ID (Bit 0=0). 

FIG. 10 Device Interface Controls 

Referring to FIG. 10, there is shown in detail the 
internal construction of the device interface controls 81 35 
of FIG. 2. Initial communication with a particular 1/0 
device is established by means of a request out se
quence. As a preliminary matter, the microprocessor 33 
loads the device tag register 82 with the appropriate 
control information and, where appropriate, also loads 40 
the device data register 32 with data or other informa
tion. Microprocessor 33 also tells the bypass transfer 
controls 80 to turn on a device data register (DDR) full 
line 120 which, among other things, runs to the device 
interface controls 81. Microprocessor 33 then turns on a 45 
request out flip flop 121(FIG.10) via AND circuit 122 
by means of the microprocessor (MP) strobe on line 63 
and the appropriate ABO decode signal on line 123, 
such line being connected to the output of the ABO 
decoder 62. Microprocessor 33 also sets the controller 50 
in/out mode latch 78 to the not in mode (out) condition 
(In Mode=O). 

In response to the request out signal, the device con
trol unit 12 activates the acknowledge request out line 
58. This acknowledge request out signal is supplied by SS 
way of OR circuit 124 and AND circuit 125 to set a 
latch circuit 126. As a result, the next four occurring 
oscillator pulses on line 127 cause edge trigger circuits 
128 and 128a to produce a strobe out pulse of precisely 
fixed duration on the strobe out line 59. The duration of 60 
this strobe out pulse is equal to twice the time interval 
between the leading edges of two successive oscillator 
pulses. This strobe out pulse on line 59 is supplied to the 
device control unit 12 and causes such unit to load in the 
information residing in the device tag register 82 and 6S 
the device data register 32, such information then ap
pearing on the tag bus 54 and the device data bus 28, 
respectively. This strobe out pulse also resets the re-

quest out flip flop 121 by way of OR circuit 129. This 
terminates the initial selection sequence for the particu
lar 1/0 device in question. 

For the case of cycle steal data transfer operations, 
the information supplied to the device control unit 12 
during the initial selection sequence provides the device 
control unit 12 with the control information it needs to 
perform the desired data transfer operations with the 
desired 1/0 device. After the initial selection sequence, 
the device control unit 12 takes over and signals the 1/0 
controller 10 each time the device control unit 12 is 
ready for the transfer of a data word. More particularly, 
the device control unit 12 activates the request in line 55 
each time it is ready for the transfer of a data word. In 
response thereto, AND circuit 130 supplies an acknowl
edge request in signal back to the device control unit 12, 
provided one or the other of AND circuits 131 and 132 
is supplying a binary one level to the second input of the 
AND circuit 130. For an output (device write) transfer, 
AND circuit 131 provides the one level signal when the 
device data register (DDR) 32 becomes full. For an 
input mode (device read) transfer, the AND circuit 132 
provides the one level signal when the device data reg
ister 32 is not full (empty). 

What happens next depends on whether the transfer 
is an input mode transfer or an output mode transfer. 
For the case of an input mode transfer, the device con
trol unit 12 responds to the acknowledge request in 
signal by sending in a strobe in pulse on line 60. As 
indicated in FIG. 2, this causes the data word appearing 
on the device data bus 28 to be loaded into the device 
data register 32. As will be seen in connection with 
FIG. 11, this strobe in pulse also sets a device data 
register full indicator latch in the bypass transfer con
trols 80 to a DDR full condition. 

For the case of an output mode transfer, on the other 
hand, the occurrence of the acknowedge request in 
signal on line 56 causes the edge triggers 128 and 128a 
to produce a strobe out pulse on line 59. This is accom
plished by means of AND circuit 133, OR circuit 124, 
AND circuit 125 and latch circuit 126. This strobe Out 
pulse causes the device control unit 12 to load in the 
data word then appearing on the device data bus 28. As 
will be seen in connection with FIG. 11, this strobe Out 
pulse on line 59 also resets the DDR full latch in the 
bypass transfer controls 80 to a "Not Full" or "Empty" 
condition. 

FIG. 11 Bypass Transfer Controls 

Referring to FIG. 11, there is shown in detail the 
internal construction of the bypass transfer controls 80 
of FIG. 2. For simplicity of illustration, some of the 
NOT circuits have been omitted with respect to some of 
the input signal lines in those instances where such 
omission will not cause confusion. For example, some of 
the input lines are labeled "not in mode". Such "not in 
mode" signals are obtained by taking the "in mode" 
output of mode latch 78 and running it through a NOT 
circuit. Alternatively, the "not in mode" signals may be 
obtained from the complement output (not shown) of 
the mode latch 78. Similar considerations apply to a 
FIG. 11 input line labeled "not auto mode", in this case, 
the mode latch in question being the auto mode latch 77. 

The bypass transfer controls shown in FIG. 11 in
clude two primary bistable circuits, namely, a cycle 
steal data register (CSDR) full flip flop circuit 140 and 
a device data register (DDR) full latch circuit 142. 
These circuits 140 and 142 are one-bit indicator circuits 
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for keeping track of when the cycle steal data register This returns the output of AND circuit 151 to the bi
nary zero level. 

When operating in the automatic output mode, the set 
signals for the latch 145 are produced by the AND 
circuit 152. One such set signal is provided for each 
joint occurrence of the DDR empty and the CSDR full 
conditions. 

30 and the device data register 32 are full and empty. In 
particular, the "set" state of the CSDR full flip flop 140 
indicates that the cycle steal data register 3-0 is full and 
the "reset" state of the CSDR full flip flop 140 indicates 5 
that the cycle steal data register 30 is empty. In a similar 
vein, the "set" state of the DDR full latch 142 indicates 
that the device data register 32 is full and the "reset" 
state of the DOR full latch 142 indicates that the device 
data register 32 is empty. 

When desired, the microprocessor 33 can cause a set 
pulse to be supplied to the latch circuit 145. This is 

10 accomplished by means of the AND circuit 153 when it 
receives the MP strobe pulse and the appropriate ABO 
decode signal. 

The CSDR empty output line 94 of the flip flop 140 
is the complement of the CSDR full output line 143 of 
such flip flop 140. In a similar vein, the DDR empty 
output line 144 of the latch 142 is the complement of the 
DOR full output line 120 of such latch 142. 

Considering now the logic circuitry for setting and 
resetting the CSDR full flip flop 140, it is first noted that 

15 the flip flop 140 can be set by the occurrence of a binary 
one level at the output of an AND circuit 154. This 
AND circuit 154 is used to cause a setting of the flip 
flop 140 when operating in the automatic input mode 

The circuitry shown in the middle third of FIG. 11 is 
used to generate the Load CSDR and Load DDR 
pulses which are, respectively, used to transfer data 
from the device data register 32 to the cycle steal data 
register 30 and vice versa. The portion of this circuitry 20 
represented by latch circuit 145 and edge trigger cir
cuits 146 and 146a constitutes a precision pulse genera
tor for generating one pulse of very precise duration 
each time a new pulse is applied to the set input of the 
latch circuit 145. In particular, a new pulse applied to 25 
the set input of latch 145 switches same to its set state. 
This places a binary one level on the data (D) input line 
of the edge trigger 146. The leading edge of the next 
occurring oscillator pulse on line 127 (the clock input 
line of edge trigger 146) is effective to switch the edge 30 
trigger 146 to the one state or set state. This supplies a 
one level to the data input of the next trigger 146a. The 
next oscillator pulse turns on trigger 146a. The output 
of 146a is supplied back to reset the first trigger 146a to 
supply a zero level to the second trigger 146a. The third 35 
oscillator pulse then switches the trigger 146a back to 
the zero state. Thus, the resulting pulse appearing at the 
output of trigger 146a has a duration which is precisely 
equal to the time interval between the leading edges of 
two successive oscillator pulses. 40 

The oscillator pulses appearing on line 127 are ob
tained from the timing pulse oscillator circuit (not 
shown) which is used to provide the timing pulses for 
the microprocessor 33. 

Each pulse produced by the edge trigger 146a is 45 
supplied to a pair of AND circuits 147 and 148. When 
operating in the input mode, AND circuit 147 is enabled 
and AND circuit 148 is disabled. This passes the edge 
trigger pulse to the output line 36 to provide thereon the 
load CSDR pulse. Conversely, when operating in the 50 
output mode (not in mode), the AND circuit 148 is 
enabled and the AND circuit 147 is disabled. This 
causes the edge trigger pulse to be passed to the output 
line 37 to provide thereon the load DOR pulse. 

At the appropriate moments, pulses are supplied to 55 
the set input of the latch 145 by way of an OR circuit 
150. Depending on the operating mode, these pulses are 
developed by the appropriate one of AND circuits 151, 
152 and 153. When operating in the automatic input 
mode, these pulses are provided by the AND circuit 60 
151. In particular, at the moment of joint occurrence of 
the DDR full and CSDR empty conditions, AND cir
cuit 151 produces a one level output. This is supplied by 
way of OR circuit 150 to switch the latch 145 to the set 
state. Shortly thereafter, the load CSDR pulse is pro- 65 
duced on line 36. As will be seen, this load CSDR pulse 
sets the CSDR full flip flop 140 to the full condition and 
resets the DOR full latch 142 to the empty condition. 

and at the moment when data is transferred from the 
device data register 32 to the cycle steal data register 30 
by the load CSDR pulse. It is further noted that the flip 
flop 140 can be reset to its empty state by means of an 
AND circuit 155. Such a resetting occurs when operat
ing in the automatic output mode and at the moment the 
data word is transferred from the cycle steal data regis
ter 30 to the device data register 32 by the load DDR 
pulse. 

The remainder of the flip flop 140 input logic cir
cuitry is used to provide sets and resets in connection 
with the transfers of data words from and to the host 
processor 11. In particular, an OR circuit 156 supplies 
to the data input of flip flop 140 a binary zero level 
when operating in an automatic input mode and a bi
nary one level when operating in an automatic output 
mode. A positive-going pulse edge on the clock input 
line of flip flop 140 switches the flip flop 140 to what-
ever state is indicated by the binary level on its data 
input line. 

When operating in the automatic output mode, the 
positive-going pulse edge for the clock input is pro
vided by an AND circuit 157 by way of an OR circuit 
158. In particular, the leading edge of the data strobe 
pulse sent out by the host processor 11 via line 53 pro
vides the positive-going pulse edge which switches the 
flip flop 140, in this case, to a one state ("full" state) 
since the data input line is at the one level at this time. 

When operating in an input mode, the positive-going 
pulse edge for the clock input of flip flop 140 is pro
vided by way of AND circuit 159 and OR circuit 158. 
In fact, it is the trailing edge of the service gate return 
signal on line SO which produces the positive-going 
pulse edge for the clock input of flip flop 140. In partic
ular, the service gate return signal is inverted by a NOT 
circuit 160 so that the trailing edge of such signal is a 
positive-going pulse edge. By this time, that is, by the 
trailing edge of the service gate return, the host proces-
sor 11 has taken in the data word from the cycle steal 
data register 30. Hence, this is the appropriate time to 
reset the flip flop 140 to the CSDR empty condition. 
The flip flop 140 is reset because the OR circuit 156 
provides a binary zero level to the data input for the 
automatic input mode. 

Considering now the logic circuitry for setting and 
resetting the DOR full latch 142, it is noted that such 
latch is set to the DDR full state each time a pulse 
appears at the output of an OR circuit 162 and is reset to 
the DDR empty state each time a pulse appears at the 
output of an OR circuit 163. Considering first the logic 
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which drives the OR circuit 162, three possibilities exist. 
The first possibility is that the DDR full latch is set each 
time a data word is transferred from the cycle steal data 
register 30 to the device data register 32. This is accom
plished by the load DDR pulse appearing on line 37. 

The second case is where the DDR full latch 142 is 
set by the microprocessor 33. This is accomplished by 
way of AND circuit 164. 

The third case occurs when data is transferred from 
the device control unit 12 to the device data register 32 10 
via the device data bus 28. In this case, the setting of 
latch 142 to the DDR full state is accomplished by way 
of AND circuit 165. The key input for accomplishing 
this is the device strobe in pulse when it appears on the 
line 60. For cycle steal mode transfers, this device 15 

strobe in pulse is bracketed by a device request in signal 
on line 55 and the not tag bit 0 line 134 is at the binary 
one level. Thus, at the time of occurrence of the device 
strobe in pulse on line 60, an AND circuit 166 is provid
ing a binary one level signal to the second input of 20 

AND circuit 165 by way of OR circuit 167. The device 
strobe in pulse on line 60 and the device request out 
signal on line 57 are used to provide the latch set signal 
when receiving information from the device control 

25 
unit 12 during the initial selection sequence for an 1/0 
device. 

Considering now the logic for resetting the DDR full 
latch 142 to the empty state, three possible ways of 
accomplishing this are provided. The first case is that 30 
the latch 142 is reset to the empty state by the load 
CSDR pulse which transfers a data word from the de
vice data register 32 to the cycle steal data register 33. 
The second case is that the latch 142 is reset to the 
empty state by the device strobe out pulse on line 59 35 
which transfers a data word from the device data regis
ter 32 to the device control unit 12. The third case is 
that the DDR full latch can be reset to the empty state 
by the microprocessor 33. This is accomplished by 
means of the MP strobe and the ABO decode supplied 40 
to the input of an AND circuit 168. 

FIG. 12 Description of Concurrent Controller 
Operations 

Referring to FIG. 12, there will now be explained a 45 
more or less representative e.xample shown how the I/O 
controller 10 can concurrently perform different opera
tions for different ones of the 1/0 devices 1316. In par
ticular, an example will be given showing how the con
troller 10 can present interrupts to the host processor 11 50 
and service additional 1/0 commands from the host 
processor 11 concurrently with the transfer of data via 
the automatic bypass mechanism. 

With reference to FIG. 2, a major factor which 
which makes possible this kind of concurrent operation 55 
is the provision of three separate data registers, each of 
which is connected to the channel data bus 26. These 
registers are the cycle steal data register 30, the OIO 
register 71 and the interrupt ID register 85. As men
tioned, the cycle steal data register 30 is used as part of 60 
the automatic bypass mechanism. The 010 register 71, 
on the other hand, enables the servicing of additional 
1/0 commands from the host processor 11 concurrently 
with the automatic transfer of data via the cycle steal 
data register 30. In a similar vein, the interrupt ID regis- 65 
ter 85 enables presentation of interrupts to the host 
processor 11 concurrently with the automatic transfer 
of data via the cycle steal data register 30. 

With reference to FIG. 12, the example there shown 
is divided into four successive time intervals labeled as 
Intervals 1 through 4. Cycle steal data transfers via the 
cycle steal data register 30 are performed during Inter
vals 1 and 3, while the servicing of an 1/0 command for 
a different 1/0 device is performed during Interval 2 
and the presentation of an interrupt request to the host 
processor 11 is performed for a third I/0 device during 
Interval 4. 

FIG. 12 is drawn for the case where the automatic 
bypass mechanism would like to present a new cycle 
steal request in signal at the beginning of each of the 
four time intervals. In other words, in the absence of the 
new I/O command and the priority interrupt, the cycle 
steal request in waveform would show the same kind of 
pulse at the beginnings of Intervals 2, 3 and 4 as is 
shown at the beginning of Interval 1. 

For sake of example, it is assumed that an automatic 
bypass transfer is in progress via cycle steal data register 
30, bypass data bus 31 and device data register 32 for the 
first I/0 device 13. In this regard, it should be noted 
that the automatic bypass mode operations always com
municate with the host processor 11 in the cycle steal 
mode. For this example, then, the CS request in wave
form of FIG. 12 is being produced by the controller 10 
on behalf of the first 1/0 device 13. At some point in 
time (approximately the middle of Interval 1 in FIG. 
12), a priority interrupt (Pl) request is presented to the 
host processor 11 on behalf of a second 1/0 device, for 
example, the 1/0 device 14. This is accomplished by the 
activation of a particular line in the PI request in bus 51 
and is indicated by the positive-going step in the PI 
request in waveform of FIG. 12. The host processor 11, 
however, does not get around to responding to this Pl 
request until Interval 4. In the meanwhile, the automatic 
bypass mechanism continues its cycle steal data trans
fers as often as possible. 

At about the beginning of Interval 2, the host proces
sor 11 executes an 010 instruction for a third 1/0 de
vice, for example, the I/0 device 15. As part of such 
execution, host processor 11 activates the address gate 
control line 41 and places the two words of the IDCB 
on the channel address bus 40 and the channel data bus 
26, respectively. The presentation of the address gate 
signal on line 41 causes the cycle steal request In signal 
on line 44 to be temporarily ignored by the host proces
sor 11. 

During the initial selection sequence for the 1/0 com
mand of Interval 2, the command byte on the address 
bus 40 is set into the command register 70 and the data 
or DCB address word on the channel data bus 26 is set 
into the 010 register 71. After this is accomplished, the 
address gate signal on line 41 is turned off and the auto
matic bypass mechanism is allowed to resume its cycle 
steal data transfers, such resumption being indicated by 
the cycle steal data transfer shown in time Interval 3. 
While this is going on, the microprocessor 33 takes in 
the command byte from the command register 70 and 
the data or DCB address word from the 010 register 
71. 

If this new I/0 command should be of a type not 
requiring a data transfer, then the microprocessor 33 
may commence further servicing of such 1/0 com
mand. Examples of such non-data transfer commands 
are read status commands, prepare commands and vari
ous types of control commands. For a command of this 
type, the microprocessor 33 may shortly thereafter 
cause the controller 10 to present a priority interrupt for 
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such command. If, on the other hand, the new 1/0 
command calls for a transfer of data, then such com
mand and its accompanying data or DCB address are 
stacked in a queue in the microprocessor storage unit 
and held there for future servicing after the current 5 
automatic data transfer operation is completed. In any 
event, acceptance of the I/O command by the control-
ler 10 means that the host processor 11 is relieved of the 
necessity of having to keep representing the command 
when the controller is busy with a previously started JO 
automatic transfer operation. 

Interval 4 shows the case where the host processor 11 
finally gets around to servieing the priority interrupt 
request first presented during Interval 1. In particular, 
the host processor 11 sends out a priority interrupt poll I 5 
ID, as opposed to a cycle steal poll ID. The coding of 
the interrupt poll ID corresponds to the priority level 
assigned to the controller 10. After capture of the prior-
ity interrupt poll by the controller 10, the host proces
sor 11 sends out a service gate signal on line 49. In 20 
response thereto, the controller 10 sends in the address 
gate return signal (not shown in FIG. 12) and the inter
rupt ID word contained in the interrupt ID register 85 
is transferred to the host processor 11 via the channel 
data bus 26. In this regard, the interrupt ID word was 25 
set into the interrupt ID register 85 by the microproces
sor 33 at about the time the PI request is signal was first 
presented during Interval 1. After completion of the 
priority interrupt transfer of Interval 4, the host proces
sor 11 can proceed to the servicing of the cycle steal 30 
request in signal pending on the cycle steal request in 
line 44. 

On the device side of the controller 10, the controller 
10 can accept device interrupt requests from the device 
control unit 12 concurrent with the performance of the 35 
automatic bypass data transfer operations. These device 
interrupt requests are received by the device interrupt 
register 83 and are periodically taken in by the micro
processor 33 for further servicing or for stacking in the 
appropriate device interrupt queue in the microproces- 40 
sor storage unit. 

The foregoing example illustrates the versatility of 
the controller 10 where multiple 1/0 devices are con
nected thereto. Of course, where desired, the controller 
10 can be used to handle only a single I/O device. In 45 
such case, the controller 10 continues to provide im
proved performance relative to prior art controllers 
because of the presence in the controller 10 of the new 
and improved automatic high speed data bypass mecha
nism whereby data may be transferred from the host 50 
processor to the 1/0 device or vice versa without hav
ing to pass through the microprocessor 33 and without 
requiring any intervention on the part of the micro
processor 33 during such automatic transfer. 

While there has been described what is at present 55 
considered to be a preferred embodiment of this inven
tion, it will be obvious to those skilled in the art that 
various changes and modifications may be made therein 
without departing from the invention, and it is, there
fore, intended to cover all such changes and modifica- 60 
tions as fall within the true spirit and scope of the inven
tion. 

What is claimed is: 
1. An input/output controller for transferring data 

between a host processor and one or more input/output 65 
units and comprising: 

first plural-bit data storage means for sending data to 
and receiving data from a host processor; 

second plural-bit data storage means for sending data 
to and receiving data from an input/ouput unit; 

a microprocessor for controlling input/output activi
ties; 

circuitry for transferring data between the first data 
storage means and the microprocessor; 

circuitry for. transferring data between the micro
processor and the second data storage means; 

a data transfer bus providing a direct data transfer 
connection between the first and second data stor
age means; 

selectively operative automatic transfer control cir
cuitry coupled to the first and second data storage 
means and effective, when operative, for automati
cally and sequentially transferring multiple units of 
data between the host processor and an input/out
put unit via the first and second data storage means 
and the direct data transfer bus and without requir
ing any action on the part of the microprocessor, 
said automatic transfer control circuitry further 
including: 

first load signal generating circuitry operative during 
input data transfer operations for supplying load 
signals to the first storage means when the second 
storage means is not empty and the first storage 
means is not full; 

and second load signal generating circuitry operative 
during output data transfer operations for supply
ing load signals to the second storage means when 
the first storage means is not empty and the second 
storage means is not full; 

and auto mode circuit means responsive to a start-up 
signal from the microprocessor for rendering the 
automatic transfer control circuitry operative. 

2. An input/output controller in accordance with 
claim 1 wherein the first data storage means is a plural
bit data register. 

3. An input/output controller in accordance with 
claim 1 wherein the second data storage means is a 
plural-bit data register. 

4. An input/output controller in accordance with 
claim 1 wherein both the first and the second data stor
age means are plural-bit data register. 

5. An input/output controller in accordance with 
claim 4 wherein the automatic transfer control circuitry 
further includes: 

first status indicating circuitry responsive to host 
processor transfer indicative signals and to the first 
and second load signals for providing indications of 
the full/einpty status of the first data register; 

second status indicating circuitry responsive to input
/output unit transfer indicative signals and to the 
first and second load signals for providing indica
tions of the full/empty status of the second data 
register; 

and circuitry for coupling the first and second status 
indicating circuitry to the first and second load 
signal generating circuitry for controlling the oper
ation thereof. 

6. An input/output controller in accordance with 
claim 1 wherein the automatic transfer control circuitry 
includes: 

input transfer control circuitry operative during input 
data transfer operations for automatically transfer
ring data from the second data storage means to the 
first data storage means via the direct data transfer 
bus; 
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and output transfer control circuitry operative during 
output data transfer operations for automatically 
transferring data from the first data storage means 
to the second data storage means via the direct data 
transfer bus. 5 

7. An input/output controller in accordance with 
claim 6 and further including circuitry operative when 
the automatic output transfer control circuitry is opera
tive for supplying service requests to the host processor 10 
when the first data storage means is not full. 

8. An input/output controller in accordance with 
claim 6 and further including: 

circuitry operative when the automatic input transfer 
control circuitry is operative for supplying service 15 
requests to the host processor when the second 
data storage means is not empty; 

and circuitry operative when the automatic input 
transfer control circuitry is operative for delaying 
acceptance of input data by the host processor if 20 
the first data storage means is empty. 

9. An input/output controller in accordance with 
claim 6 wherein: 

both the first and the second data storage means are 
plural-bit data registers for holding a plural-bit unit 25 

of data; 
and the controller includes a lookahead mechanism 

operative during automatic input data transfer op
erations for sending service requests to the host 30 
processor before each unit of data being transferred 
is passed from the second data register to the first 
data register via the direct data transfer bus. 

10. An input/output controller in accordance with 
claim 1 wherein the host processor includes a main 35 
storage unit and the input/output controller further 
includes: 

plural-bit address counter circuitry for supplying 
plural-bit main storage addresses to the host pro
cessor when the automatic transfer control cir- 40 
cuitry is operative; 

circuitry for enabling the microprocessor to load a 
starting main storage address into the address 
counter circuitry before the commencement of 

45 
automatic data transfer operations; 

and circuitry for automatically incrementing the ad
dress counter circuitry as each unit of data is trans
ferred to or from the host processor during the 
automatic data transfer operations. 50 

11. An input/output controller in accordance with 
claim 1 and further including: 

third plural-bit data storage means for transferring 
command information from the host processor to 
the microprocessor concurrently with the auto- 55 

60 
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matic transfer of data via the direct data transfer 
bus; 

and fourth plural-bit data storage means for transfer
ring interrupt information from the microprocessor 
to the host processor concurrently with the auto
matic transfer of data via the direct data transfer 
bus. 

12. An input/output controller for transferring data 
between a host processor and one or more input/output 
units and comprising: 

interface connection means for coupling the input
/output controller to a host processor input/output 
interface bus; 

a microprocessor located in the input/output control
ler for controlling input/output activities; 

first plural-bit register means coupled to the interface 
connection means for sending data to and receiving 
data from the host processor; 

second plural-bit register means for sending data to 
and receiving data from an input/output unit; 

automatic data transfer circuitry coupled to the first 
register means for automatically transferring data 
between the host processor and an input/output 
unit via the first register means and independently 
of the microprocessor, said automatic transfer con
trol circuitry further including: 
first load signal generating circuitry operative dur

ing input data transfer operations for supplying 
load signals to the first register means when the 
second register means is full and the first register 
means is empty; 

and second load signal generating circuitry opera
tive sduring output data transfer operations for 
supplying load signals to the second register 
means when the first register means is full and 
the second register means is empty; 

third plural-bit register means coupled to the inter
face connection means and to the microproces
sor for receiving host processor command infor
mation and supplying same to the microproces
sor concurrently with the automatic transfer of 
data via the automatic data transfer circuitry; 

and fourth plural-bit register means coupled to the 
interface connection means and to the micro
processor for receiving interrupt information 
from the microprocessor and supplying same to 
the host processor concurrently with the auto
matic transfer of data via the automatic data 
transfer circuitry. 

13. An input/output controller in accordance with 
claim 12 and further including circuitry for enabling the 
microprocessor to provide an initial set-up of the auto
matic data transfer circuitry before commencement of 
automatic transfer operations by such circuitry. 

• • • • • 


