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Scope and Contents

CH I T.0. 31P2-2FSQ7-112

PART 1
EQUIPMENT INTRODUCTION

CHAPTER 1
INTRODUCTION

SECTION 1
SCOPE AND CONTENTS

This manual presents the information necessary for
understanding the program-controlled operation of
AN/FSQ-7 Combat Direction Central. The manual is
divided into two parts: the first covers information basic
to an understanding of programming; the second sum-
marizes and suggests applicatiions of this information to
the programming of this equipment.

The first two chapters of Part 1 review the meaning
of programming for digital computers and the basic con-
cepts of number systems, with particular emphasis on the
binary number system and the arithmetic of that system.
The purpose and the function of the systems within
AN/FSQ-7 Combat Direction Central are also described
briefly. In Chapter 3, the computer portion of the equip-
ment is described, first in general terms, then in terms of
programmed. operations and some of their applications.
Chapter 4 describes the system through which most infor-
mation passes to enter or leave the computer portion of
the equipment. Each of the remaining chapters of Part 1
describes one of the special systems within AN/FSQ-7
Combat Direction Central on a block diagram level, pro-

viding programmers with a knowledge of the operation
of each system. More detailed descriptions of each sys-
tem’s operation are available in the manuals on these
systems.

Part 2 summarizes all information pertinent to the
programming of AN/FSQ-7 Combat Direction Central
and discusses the approaches that can be used in pro-
gramming many of the required operations. Part 2 can
therefore be used conveniently as a reference source for
the preparation or interpretation of programs. Chapter 1
of Part 2 presents a general description of the overall
program for AN/FSQ-7 Combat ‘Direction Central and
of each major bleck within that program. Chapters 2, 3,
and 4 present (in summary form) the instructions for
the equipment, the techniques and considerations useful
in programming, and the programming for various input-
output equipment. Each of the remaining chapters of
Part 2 ‘investigates a large block of the overall program
and the means of accomplishing the desired result within
each block.
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DIGITAL COMPUTERS

2.1 ADVANTAGES

Electronic digital computers are used in military
applications because they offer the advantage of rapid
calculation. A manually controlled calculator is limited
in speed of calculation to the rate at which its operator
can direct its operations. To escape this limitation, an
electronic digital computer must be capable of control-
ling its own operations to achieve a result independent
of manual control.

In order to operate automatically, an electronic
digital computer must be capable of:

a. Performing a relatively small number of simple

operations.

b. Executing the intermediate steps within each
simple operation under its own control, in re-
sponse to a code signal arbitrarily designating
which of the possible operations is to be per-
formed.

c. Storing within itself the series of code signals
that will designate the sequence of simple oper-

ations to accomplish the desired mathematical .

result.

2.2 DESIGN REQUIREMENTS

2.2.1 Basic Operaticons

Most mathematical operations, even those with a
high degree of complexity, can be reduced to a series of
simple arithmetic operations. Therefore, a digital com-
puter that can perform the four basic arithmetic opera-
tions (addition, subtraction, multiplication, and divi-
sion) can soive aimost any mathematicai equation.

2.2.2 Coded Instructions

The use of code signals to direct the digital com-
puter in the solution of a problem is easily accomplished.
For example, a desk calculator is directed to add, sub-
tract, multiply, or divide by the depression of one of
four pushbuttons. The ADD pushbutton directs the
desk calculator to perform an addition. The pushbutton
itself carries no meaning. The calculator is designed to
respond to the depression of that pushbutton by per-
forming an addition. The pushbutton is, in effect, a code
signal to the calculator.

A digital computer can be designed to respond to

each of a set of code signals by performing a different
operation for each signql These signals, known as in-

11 Il cad =S, L AROC Siglinas

structions, must be separately recognizable by the digi-

tal computer. Since the digital computer must be capa-
ble of handling numbers, each instruction can be identi-
fied by assigning it a code number. Code numbers desig-
nating instructions to be performed by the digital com-
puter have no quantitative significance. Instead, the code
numbers identify instructions to the digital computer
in the same manner as telephone numbers identify par-
ticular telephones in a dial telephone system.

2.2.3 Internal Storage

The third feature required for automatic computa-
tion is implicit in the nature of a high-speed digital com-
puter, Without some means of storing internally both
instruction and numbers to be processed, a digital
computer is limited to manual insertion rates. This inter-
nal storage, generally referred to as memory, must be
capable of delivering instructions and operands (num-
bers to be processed) at rates comparable to the rate at
which the digital computer can execute these instruc-
ions. In general, the computation rate of a digital com-
puter is determined by the random access time of its
memory; i.e., the average time requited for a transfer
into or out of a random memory location.

2.3 PROGRAMMING

2.3.1 introduction

Although a digital computer with the features re-
quired for automatic operation may be designed, some
problems arise in its use. A digital computer is limited
to the direct execution of a simple arithmetic operation.
Some specialized knowledge is required in adapting
mathematical expressions for solution in terms of these
operations. Once the solution is developed, it must be
formulated as a program, a series of instructions, for
presentation to the digital computer, Personnel trained
in meeting these needs are called programmers,

A programmer must prepare a program in terms of
possible digital computer operations, guarding against
the possibility that the digital computer will attempt a
meaningless operation within a program, thus rendering
useless the results of the program. For example, if a
problem requires the division of the result of one calcu-
lation by the result of another calculation, the divisor
may be zero, making the division meaningless mathe-
matically. Unless the program provides for some check
on this possibility and for an alternate course of calcula-
ion if the possibility occurs, the digital computer will
execute the division operation and use the result in fur-
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ther calculation. Therefore, the program must direct 1. Bring a from memory.
every operation and every choice of alternatives which 2. Multiply by x. )
the digital computer is to perform. 3. Add b to product.
2.3.2 Program Definition 4. Multiply by x.
A program may be defined as a series of instruc- 5. Add c.

tions, coded in a form recognized by the digital com-
puter, calling for the operations to be performed by the
digital computer in the order necessary to solve a given
problem. Even the solution of a simple arithmetic prob-
lem requires a program, whether the problem is solved
by a digital computer or by a man with pencil and paper.
Although the man can recognize the necessary steps in
a program if the problem is simple enough, the digi-
tal computer must be given step-by-step directions for
the solution of any problem.

2.3.3 Examples

As an example of the solution of a problem, con-
sider the evaluation of the expression

ax? + bx ¢
when a, b, ¢, and x are given. The problem could be
solved manually by performing the following calculation:
1. Multiply x by x,
. Multiply x? by a.
. Multiply x by b.
. Add ax2 to bx .
. Add c to sum of ax? and bx.

W W N

The stéps in this solution are not particularly sim-
ple. A number of intermediate operations would be
required for a digital computer which can usually oper-
ate on only two numbers at a time.

The full sequence of instructions necessary for a
digital computer in solving the problem as it was solved
manually is as follows:

1. Bring x out of memory,

. Multiply by x.
. Multiply x2 by a.
. Store result in memory.

. Bring b out of memory.

A MR W N

. Multiply by x.

7. Bring previous result, ax?, out of memory and
add to bx.

8. Add c to sum of ax? and bx.

An experienced programmer could use a shorter,
and hence faster, series of instructions to accomplish the
same result. By inspection, the expression

ax2 | bx ¢
can be rewritten as
(ax4-b)x 1+ ¢

and evaluated by this series of instructions:

2.3.4 lterative Programming

If the expression ax? + bx - ¢ is to be evaluated
for many different values of x, the digital computer can

~be programmed to repeat its calculations for each value

of x. The program directing the evaluation can simply
repeat the series of instructions necessary for any one
evaluation of x for each value of x to be used. For five
values of x, 25 instructions are required. However, many
digital computers avoid the necessity of writing out and
storing all 25 instructions. Instead, the same five instruc-
tions are repeatedly used, once for each value of x. The
repetitive calculations are controlled by several other
instructions which count the number of repetitions re-
maining to be performed. The repeated series of instruc-
tions is called an iterative loop.

The use of an iterative loop in solving a problem
requiring repetitive operations is highly desirable. The
instructions within a program, as well as the numbers
to be processed by that program, must be stored in mem-
ory. If the number of instructions within a program  is
large, the space within memory for operands is small.
Therefore, the number of operations that can be per-
formed before exhausting the supply of operands in
memory is small, and calculation must be interrupted to
place more operands in memory.

It should be noted that an entire program may be
iterative. The last instruction may cause the digital com-
puter to start again with the first instruction in the pro-
gram. An iterative program is used to perform the same
sequenice of operations on each of several sets of num-
bers. One use of an iterative program is discussed in
Section 3.

2.4 NEEDS OF PROGRAMMER

Personnel preparing programs for digital computers
require specialized knowledge in several fields to meet
the requirements of their task, A knowledge of higher
mathematics is mandatory in otder to reduce a mathe-
matical problem to a series of simple operations within
the capabilities of the digital computer, A general fa-
miliarity with digital computer operation is desirable,
both in the task of formulating problems and in
the prior step of learning the operation of the specific
digital computer to be programmed. Included within
this field of general familiarity with digital computer
operations is a knowledge of the number systems used by
and with digital computers and of the method of exe-
cution of the basic arithmetic operations by digital com-
puters.

UNCLASSIFIED 3
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In addition to this general background knowledge,
programmers require information in three specific areas:
a. The possible operations of the digital computer
to be programmed and the instructions that call

for these operations.

b. The requirements placed upon the programming
of the digital computer by any special input or
output equipment used with the digital computer.

c. The type of problem to be solved by the digital
computer being programmed.

The progr must know wh I com-
puter can do and what it cannot do. The programmer
must know the features of the digital computer that can
reduce the time required to execute a program, thus
extracting the greatest advantage from the high operat-

The nroeorammer must know what the digita' e

ing speed of the digital computer. To write up a program,
the programmer must know the instructions recognized
by the digital computer; i.e., the machine language.

If the digital computer being programmed uses
special input and output equipment, the programmer
must know what requirements this equipment places
upon programming, Specifically, the programmer must
know how to write a program which can most rapidly
obtain information from the input equipment and then
prepare processed information for presentation to the
output equipment,

A knowledge of the type of problems to be solved
is patently necessary before these problems can be for-
mulated in terms of possible digital computer opera-
tions.
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SECTION 3

AN/FSQ-7 COMBAT DIRECTION CENTRAL

.1 PURPOSE OF EQUIPMENT

3.1.1 Air Defense Problem
The equipment designated as AN/FSQ-7 Combat
Direction Central is the result of applying automation
techniques to the problem of defense against air attack.
The defense of an area against air attack requires:

a. Compilation of information from many sources
on air movements within the area.

b. Processing of this information for presentation
in a common form.

c. Sorting and presentation of the processed in-
formation to tactical air defense personnel.

d. Provisions for direction of air defense weapons
by ‘tactical personnel on the basis of the- infor-
mation presented.

The operations involved in an air defense problem
can be classified as data simplification operations; i.e.,
operations that reduce a large body of discrete items of
information into a smaller, better-organized, more com-
prehensible body of information,

The operations carried on by AN/FSQ-7 Combat
Direction Central during the processing of an air defense
problem are of several types. Each type of operation is
controlled by a separate subprogram. All the subpro-
grams taken together constitute the air defense pro-
gram.

The air defense program may be divided into two
major blocks, an air surveillance program and a weap-
ons direction program. In general terms, the air surveil-
lance portion of the program compiles and processes in-
formation on air movements, while the weapons direc-
tion portion of the program utilizes this information in
directing the defense of the area.

3.1.2 Iterative Air Defense Program

In order to employ a digital computer, which works
with discrete numbers or measurements, in processing
continuously changing information on airplanes in
flight, a sampling technique must be used. In effect, the
air defense program accepts one report on each airplane
within the defense area during a specific time interval to
produce a still picture of the air movements within the
area. During the next time interval, and during each
succeeding time interval, another still picture of air
movements is assembled, This series of still pictures pro-
vides information on the motion of aircraft within the

defense area in much the same way as a motion picture
camera achieves the illusion of motion by taking a series
of still pictures, called frames, at regular short inter-
vals. To accomplish this sampling, the air defense pro-
gram must be an iterative program, one which is re-
peated during each sampling interval. The sampling in-
terval is called a program frame,

The time allowed for a program frame must be

" long enough to obtain a complete picture of air move-

ments within the entire defense area. This time is related
to the scan rate of the radar sets supplying information
to AN/FSQ-7 Combat Direction Central. The time al-
lowed for one program frame must also be sufficient
to complete one iteration of the air defense program,
which includes an immense number of operations.

3.1.3 Sample Program Routine

As an example of the operations included within
the air defense program, consider the conversion of ra-
dar target reports from different radar sets into a com-
mon form for presentation. Each radar set reports its
targets in polar co-ordinate form; namely, range from
the radar set to the target and the azimuth angle from
radar north clockwise to the radar target line. All re-
ports must be converted into rectangular co-ordinate
form and shifted onto some reference co-ordinate sys-
tem common for all radar sets. While the conversion
cannot,yet be discussed in terms of the operation of this
equipment, it can be followed mathematically. Figure
1—1 shows the conversion to be accomplished,

A radar set furnishes data designated as R, range,
and @, azimuth angle. This polar co-ordinate represen-
tation must first be converted to X, and Y,,, rectangular
co-ordinates based on the radar set. Mathematically, the
conversion is accomplished as follows:

X, =Rsin§ Y, =Rcos ¢ (1)

If the location of the radar set with respect to the com-
mon reference point is known, the target location with
respect to the reference point may be calculated as fol-
lows:

Xt - Xtr + Xr Yt - Ytr + Yr (2)

The time allowed to perform this conversion for all ra-
dar reports and to perform all other operations within
a program frame is approximately 15 seconds.
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Figure 1—1. Radar Co-ordinate Conversion

3.2 EQUIPMENT FUNCTIONS

3.2.1 Component Systems
The equipment included in AN/FSQ-7 Combat Di-
rection Central is divided into six operational systems
(as shown in fig, 1—2):

WARNING
OUTPUT LIGHT

SYSTEM SYSTEM

DISPLAY
SYSTEM

r— — 7
TAPES
AND CARD
DRUM | MacHINES |

SYSTEM i
INPUT

CENTRAL
SYSTEM COMPUTER SYSTEM

Figure 1—-2. AN/F5Q-7 (DC-1) Combat Direction
Central Information Flow

. Central Computer System
. Input System

Drum System

. Display System

Output System

o oan TR

Warning Light System.
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To introduce the programmer to this equipment, a brief
description of each system follows:

3.2.2 Central Computer System

3.2.2.1 Logical Divisions

The Central Computer System performs all data-
processing involved in the air defense problem under
control of the air defense program. As shown in figure
1-3, the Central Computer System is divided ito six
logical elements:

a. Core memory element

b. Arithmetic element

¢. Program element

d. Instruction control element
e. Selection control element

f. Maintenance control element.
3.2.2.2 Element Functions

The core memory element provides internal storage,
for the program followed by the Central Computer Sys-
tem, for raw information and for processed informa-
tion ready for presentation to the output equipment.
The core memory element provides storage for 8,192
binary words (binary numbers of fixed length) with a
random access time for obtaining a given word of 6 mi-
croseconds; ie., 6 microseconds must elapse between
successive transfers into or out of core memory.

The arithmetic element performs the actual process-
ing operations, arithmetic and nonarithmetic, carried on
by the Central Computer System. It receives raw data
from core memory and returns the result of its opera-
tions to core memory for temporary storage prior to
presentation to output equipment, The arithmetic ele-
ment operates on numbers in parallel rather than se-
rially. For example, addition is done by adding the cor-
responding order digits of two numbers simultaneously
in separate circuits rather than sequentially in the same
circuit. This parallel operation, although requiring more
equipment than serial operation, allows higher comput-
ing speeds.

The type of information handled within the proc-
essing of an air defense problem is such that dual oper-
ation (simultaneous manipulation of the two halves of
a polar or rectangular co-ordinate) materially reduces
computation time. The arithmetic element contains two
arithmetic units, each capable of separate, simultaneous
calculation, Thus, the radar co-ordinate conversion, dis-
cussed in 3.1.3, can be handled more rapidly by per-
forming each of the two calculations contained in equa-
tion (1) or in equation (2) simultaneously in the two
arithmetic units.

The step-by-step operations of the arithmetic ele-
ment are directed by commands from the instruction
control element. Each command causes the execution
of one intermediate step in an operation called for by
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Figure 1—3. Ceniral Computer System, Element Block Diagram

an instruction. Thus, the instruction control element re-
ceives a program instruction, -recognizes the operation
to be performed, and generates the series of commands
necessary to execute, in the correct order, all the inter-
mediate steps of that operation.

Instructions are delivered for decoding to the in-
struction control element under the control of the pro-
gram element. The instructions comprising a program
are stored in sequential locations in core memory. As
the operation called for by an instruction is completed,
the program element directs the transfer of the next in-
struction from core memory to the instruction control
element, An operand required for a particular opera-
tion is transferred from core memory to the arithmetic
element as directed by the program element during the
execution of an instruction. Further, the program ele-
ment contains the circuits necessary for the control of
an iterative loop. (Refer to 2.3.4.) In general, the pro-
gram element controls all internal transfers of informa-
tion (transfers between elements of the Central Com-
puter System) and all internal aspects of input-output
(IO) transfers of information.

The external aspects of IO transfers are controlled
by the selection control element. These functions in-
ciude the selection, and mechanical opération if neces-
sary, of a specific unit for an IO transfer. They also
include selection of units for sensing of certain condi-
tions within the Central Computer System. For example,
the selection control element contains provisions for
examining the result of a calculation held in the arith-
metic element. The examination may be used to prevent
a meaningless operation with that calculated result.
(Refer to 2.3.1.)

Included within the Central Computer System are
several units which can supply information to, or receive

information from, the Central Computer System. (See
fig. 1—2.) These units include six magnetic tape units,
a card reader, a card punch, and a line printer. These
units, known generally as included IO units, offer valim-
ited storage space at the expense of long access time.
Therefore, these units are used only for bulk transfers
of information when no time limitation exists. For ex-
ample, programs are usually loaded initially from the
card reader. The line printer may be used to obtain a
printed tabulation of a program or of processed infor-
mation. Generally, none of these units is used during
the execution of an air defense program because of their
low speed of operation,

The maintenance control element is used primarily
in testing the Central Computer System. However, this
element also includes controls used in loading programs
into core memory and in determining the response of the
Central Computer System to certain errors and alarm
conditions,

3.2.2.3 System Information Flow

There are two general classes of information flow
in the Central Computer System, internal information
flow and IO information flow. The internal information
flow paths are shown in figure 1—4. For each operation
performed by the Central Computer System, an instruc-
tion must be obtained from core memory. The program
element specifies the address in core memory from which
the instruction is to be taken. The instruction is trans-
ferred in two parts: one part to the instruction control
element; the other part to the program element. In the
instruction control element, the operation called for by
the instruction is identified, and the necessary commands
are generated, If the operation requires an operand
from core memory, the program element receives a com-
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Figure 1—4. internal Information Flow

mand causing it to specify the address in core memory
from which the operand is to be taken. The operand is
transferred from core memory to the arithmetic element,
where it is operated on in accordance with the com-
mands generated in the instruction control element.
Upon completion of the operation, the program element
receives a command from the instruction control ele-

PROGRAM
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CONTROL
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CORE MEMORY CONTROL
ELEMENT SIGNALS
10
WORDS
\

INTERMEDIATE SELECTION
TRANSFER ;;:'f:“ CONTROL
REGISTERS ELEMENT

| 10
WORDS
_ START
~ 1 10 UNIT
e
INPUT-OUTPUT
| UNITS |
L BREAK
REQUEST

Figure 1-5. 10 Information Flow

Figure 1—6. Input System Information Flow

ment to obtain the next instruction from core memory.
It should be noted that instructions may cause the trans-
fer of information from the arithmetic element back to
core memory, or initiate the transfer of information
between core memory and an IO unit,

Input-output operations are generally carried on as
block transfers; i.e., a group of information units is as-
sembled for transfer and then transferred as rapidly as
possible in one programmed operation. Input-output in-
formation flow paths are shown in figure 1—5. Each IO
operation requires a series of preparatory instructions
to perform the following functions:

a. To notify the selection control element which
IO units is to be used

b. To indicate to the program element the first core
memory address to be involved in the IO opera-
tion

c. To specify the direction of transfer and the
amount of information to be transferred.

Upon initiation of the IO operation proper, infor-
mation words are transferred between core memory and
the selected IO unit via intermediate transfer registers
located in the program and arithmetic elements. The 10
units operate slowly enough to allow the processing of
information between steps in an IO transfer. Thus, the
Central Computer System continues to process informa-
tion between successive IO word transfers that bring in
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raw information or deliver processed information to
other systems.

3.2.3 Input System

All information on air movements is supplied to the
Central Computer System by the Input System. Figure
1—6 shows the four elements of the Input System:

a. Long-range radar input {(LRI)

b. Gap-filler input (GFI)

c. Crosstell (XTL) input

d. Manual data input (MDI).

The bulk of the information supplied to the Cen-
tral Computer System is received by the LRI and the
GFI elements. These two eiements receiver target re-
ports from radar sets, convert them into forms suitable
for use in the Central Computer System, and supply them
to the Drum System. (Refer to 3.2.4.) The Drum System
assembles these randomly received messages for a rapid
block transfer of many reports to the Central Computer
System in one IO operation.

Reports from other Combat Direction Centrals are
received by the XTL input element. These reports are
also assembled in the Drum System for a block IO trans-
fer into the Central Computer System.

The manual data input element handles three dif-
ferent types of information. Verbal messages reporting
aircraft, weather conditions, or any other miscellaneous
information are prepared on punched cards and read
into the Drum System through three computer entry
punches. The other two types of information handled by
the manual data input element are closely related to the
Display System and are discussed with that system.

3.2.4 Drum System

The Drum System performs two functions in AN/
FSQ-7 Combat Direction Central, It acts as a time buffer
between the rapidly operating Central Computer System
and the slower Input, Output, and Display Systems. The
Drum System also provides added memory capacity to
supplement the capacity of the core memory element of
the Central Computer System. Figure 1—7 shows the
operational elements of the Drum System. (Three ele-
ments not shown are used solely for test purposes.)

The two general types of information flow involv-
ing the Drum System comprise CD (Computer System-
Drum System) operations and OD (other than Central
Computer System-Drum System) operations.

Elements on the OD side operate independently of
each other and of elements on the CD side of the drums.
Thus, the OD input element may be receiving data from
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System. (Refer to 3.3.) Simultaneously with all these
operations, one of the CD elements may be handling an
information transfer between the Drum System and the
Central Computer System.
The drums shown pictorially in figure 1—7 are di-
vided physically into two groups of six drums each: OUTPUT GROUND To|  MESSAGES To
surFEr _ | OUTRUT GROUND | . OTHER CENTRALS
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b. Auxiliary drum (AXD) group
. Auxiliary memory C (AM-C)
. Auxiliary memory D (AM-D)
. Auxiliary memory E (AM-E)
. Auxiliary memory F (AM-F)
. Auxiliary memory G (AM-G)
6. Auxiliary memory H (AM-H).

With one exception, each physical drum is divided

into six logical fields. (The RD drum contains nine

fields.) Each field has a storage capacity one-quarter the
capacity of core memory. Total drum storage capacity is
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Figure 1—9. Output System Information Flow

approximately twenty times that of core memory.
The CD average access time for the Drum System is 10
milliseconds, as compared with 6 microseconds for core
memory. However, successive CD information transfers
can occur at 10-microsecond intervals on addressable
drums, almost as rapidly as successive transfers from
core memory (6-microsecond intervals).

Auxiliary memory drums A through H provide
added memory capacity for the Central Computer Sys-
tem. The LOG drum (named from the initial letters of
the logical field names contained thereon) includes two
fields for information from the LRI element, three fields
for information for the Output System, and one field
for information received from the GFI element,

The MIXD drum includes one field of manual data
input element information, one field for supplying in-
formation to the OD intercommunication element, one
field for XTL element information, and one field for
Display System information. The remaining two fields
on this drum are spares and are usable for auxiliary
memory storage. The LOG, MIXD, TD, and RD drums
perform time buffer functions for information transfers
between the Centrai Computer System and the other
systems.

3.2.5 Display System

The Display System provides for visual observation
of the data processed by the Central Computer System.
It receives this information from the Drum System at a
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rate that can be handled by the Display System equip-
ment, The Display System generates displays from the
binary information prepared by the Central Computer
System. The blocks shown in figure 1—8 handle dif-
ferent types of information. Situation display handles
air movement information, which requires the displays
to change as the information changes. A situation dis-
play is equivalent to the plotting board display of a
manual air defense center. Digital display handles
statistical information or information summaries that
need not be changed as rapidly as situation displays.
The digital display is equivalent to a tote board display.

The Display System is closely related to the Input
System through the manual data input element. At al-
most every console is a keyboard, part of the manual data
input element. The air defense personnel at a console
may direct the action of the Central Computer System, on
the basis of information displayed, by setting up a mes-
sage on the manual input keyboard. (Sel fig. 1-6.) If a

_specific target is to be reported back to the Central Com-

puter System, information on that target may be trans-
ferred out of the situation display subsystem (by a light
gun or by an area discriminator) through the manual
data input element to the Central Computer System. (See
fig. 1-8.) .

3.2.6 Ovutput System

Among other functions, the programs of the Cen-

tral Computer System make up messages directing the
actions to be taken against hostile aircraft. These mes-
sages are presented to the Qutput System via the output
buffer fields of the Drum System. In the Output System,
shown in figure 1-9, each message is processed for
transmission to a specific receiving station. Three types
of messages are processed by the Output System:

a. Ground-to-air, to airborne interceptors

b. Ground-to-ground, to other centrals

¢. Teletype, to manual centrals, airbases, etc.

3.2.7 Warning Light System

The Warning Light System provides the means for
the Central Computer System to notify operators at
various units in AN/FSQ-7 Combat Direction Central of
situations that require their attention or action. The
Warning Light System controls neon indicators and aud-
ible alarms located at the various consoles of the Display
System and at consoles of the GFI element. As shown
in figure 1—2, the Warning Light System is controlled
directly by the Central Computer System.

3.3 DUPLEXING

The equipment within each system discussed so far
is duplicated in whole or in part within AN/FSQ-7
Combat Direction Central to attain the greatest possible
operational reliability for that equipment. This duplex
equipment is contained in two groups designated com-

UNCLASSIFIED n



Duplexing

UNCLASSIFIED

PART |

33 T.0. 31P2-2FSQ7-112

puter A and computer B, (See fig. 1—10.) Computer A
and computer B each contain an entire Central Com-
puter System, Drum System, Output System, and those
elements of the other three systems whose failure would
render all systems useless if not replaced or repaired.
For example, since the failure of a generator element in
the Display System renders the entire Display System
inoperative and limits the usefulness of the entire equip-
ment, the generator elements are duplex (duplicated in
computer A and computer B). On the other hand, the
failure of one display console will not render the entire
Display System inoperative. Therefore, display consoles
are not duplex. Instead, spare display consoles are avail-
able as substitutes in case of failure of a console. Non-

duplex units are known as simplex equipment and are
not shown in figure 1—10. They are discussed in suc-
ceeding chapters on the systems within AN/FSQ-7 Com-
bat Direction Central,

It should be noted that only one set of duplex
equipment is processing raw air defense data at any one
time, This set, called the active computer, may be either
computer A or computer B. The nonactive computer,
called the standby computer, may be undergoing main-
tenance or, if operative, may be performing supplemen-
tary data-processing operations. The intercommunica-
tion fields of the two Drum Systems allow for inter-
change of information between the active and the
standby computers,
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CHAPTER 2
NUMBER SYSTEMS

SECTION 1
GENERAL

1.1 THE CONCEPT OF NUMBER

There exist two general definitions of number. In
one definition, a number denotes a quantity or amount
of units. For example, the term dozen denotes a quantity
or amount of eggs, rolls, or any other unit items.
Similarly, the symbols 12 and XII denote the same
quantity. These three symbols (dozen, 12, and XII),
although each is from a different system of notation,
all designate the same amount of unit items.

The other general definition describes a number as
a member of an ordered set of symbols. Although the
number in an ordered set of numbers is capable of
denoting quantity, the idea of quantity is unimportant.
For example, a house or telephone number is a'member
of an ordered set of symbols. A house number identifies
the house to which it is assigned and generally locates
that house with respect to other numbered houses. House
number 26 gives no idea of the size of the house or the
quantity of houses. The number does imply that a house,
numbered 26, lies between the houses numbered 24 and
28 on the same street and is distinct from them. The
number 26 gives the address of the house; the address
locates something and asserts its distinction from other
addresses.

A telephone number, like a house number, gives
no indication of quantity but rather distinguishes a
particular telephone from other telephones. A telephone
number, unlike a house number, contains no implication
of location. Thus, while both a house number and a
telephone number belong under the definition of a
number as a member of an ordered set of symbols, only
the house number can properly be called an address.
The telephone number must be called an identification
code, instead. There are, therefore, three applications
of numbers that must be considered:

a. Quantity designators
b. Addresses

c. Identification codes
The application of numbers to the designation of
quantity will be discussed most completely. The demon-
strations using this application are valid in the other
two applications as well.

1.2 DECIMAL NUMBER SYSTEM
1.2.1 General Properties

When the decimal number 333 is read by anyone
familiar with the decimal number system, it is read
as three hundred thirty-three. Although the digits in
each position are identical in appearance, their positions
indicate their relative magnitude. The leftmost 3 is in
the hundreds column, the next 3 in the tens column,
and the last 3 in the units column. Thus the number
333 is an abbreviation of 300 + 30 - 3. The advantage
of using position to represent magnitude becomes
apparent when the Roman numeral designation of the
same quantity, CCCXXXIII, is examined. In this nota-
tion, a different symbol is used for hundreds, still
another for tens, and yet another for units. Further, the
order in which these symbols are written does not indi-
cate their magnitude; rather, the magnitudes of the
symbols determine the order in which the symbols are
written. The Roman numeral system requires a more
unwieldy set of symbols than does a system employing
positional notation of magnitude.

1.2.2 Positional Notation of Magnitude

Pgsitional notation of magnitude in the decimal
number system can be described this way. Each position
to the left of the decimal point represents a different
positive power of 10 with the power increasing by 1
from each position to the next leftward position. The
first position is known as the units position; 10° = 1.
The second position is the tens position; 101 — 10.
Similarly, each position to the right of the decimal
point represents a negative power of 10 with the nega-
tive power increasing in absolute magnitude by I from
each position to the next rightward position. Thus the
number 2,437.923 actually represents the sum of the
terms: 2 x 103 + 4x 102 4+ 3 x 10 + 7 x 10° 4 (.)
9 x 10~ 42 x 10—2 4 3 x 10~3, Decimal numbers
are seldom written out in this form since the convention
of positional notation of magnitude is generally under-
stood. In scientific calculations, use is made of the
convention to abbreviate long numbers. The velocity of
light can be written as 299,800,000 or abbreviated as
2.998 x 10° meters per second.
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1.2.3 Radix

The decimal number system is so called because it
uses the base 10 in counting. In any position in a
decimal number, one of 10 symbols is admissible. These
symbols are 0, 1, 2, 3, 4, 5, 6, 7, 8, or 9. When counting,
adding a 1 to any number from O through 8 gives the
next number in the series. Add a 1 to 9, however, causes
a return in that position to 0 and the appearance of a 1
in the next higher value position. On every tenth count,
the stepping of the next higher column from 0 to 1 and
the return of the preceding column from 9 to 0 repeats.
The decimal number system thus works with the base
ot radix 10. The term radix denotes both the number of
steps in the counting cycle of each position before a
step to the next higher column is necessary and the
number of symbols from which one symbol may be
chosen to appear in a given position.

The decimal number system uses the same radix in
each position. This is not a necessary feature of a
number system. For example, the English system of
linear measure uses radix 12 in the first (inches) position,
radix 3 in the second (feet) position and radix 1760 in
the third (yards) position, with each radix expressed
decimally. Since a number system using several radices
is not as easy to manipulate as is a system using a single
radix, number systems used in calculations are based on
a single radix.

1.2.4 Modulus

Just as the radix of a number system specifies
certain properties of each digit position, the modulus
specifies certain properties of a given combination of
digit positions. If a list of all the decimal numbers
that can be written in m digit positions is prepared,
it will be found that there are 10m numbers in the list,
ranging in value from 0 to 10™ — 1. This number of
numbers which can be written in a limited number of
digit positions is called the modulus of that number
of digit positions. ‘

For example, the mileage indicator on an automobile
uses the radix 10 in each digit position. Most mileage
indicators provide six digit positions. They are thus
modulo 10% decimal counters. The Iargest number which
such a counter can represent is 999999 or 106 — 1. How-
ever, most mileage indicators place a decimal point to
the left of the last significant digit. The largest distance
the counter can represent is therefore 99,999.9 miles.
The mileage indicator counts in tenths of miles. After
counting 10® tenths of miles, its represented contents
return to 0. Thus, the radix specifies both the number
of counts, R, between 0 and a return to 0 and the largest
count, R—1, in a single digit position, while the
modulus specifies both the number of counts, R™, between
0 and a return to 0 and the maximum count, R® — 1, in
a group of m digit positions. The significance of the

UNCLASSIFIED
T.0. 31P2-2FSa7-112 CH 2

PART |

modulus becomes apparent upon considering the number
represented on a mileage indicator after the automobile
has traveled a distance greater than the modulus. The
distance indicated is the difference between the actual
distance and the modulus. If the distance travelled is
105,000.0 miles, the indicator will show only 5,000.0
miles. More generally stated, a modulo M counter
(where M — R™) cannot recognize the difference
between two numbers which differ in magnitude by
integral multiples of M. Thus, for the mileage indicator
used as an example, the numbers 105,000.0, which is
M 4- 5,000.0, and 5,000.0 are indistinguishable.

1.3 GENERAL NUMBER SYSTEM

The two features of the decimal number system
discussed above, positional notation of magnitude and
radix, are features of most number systems. This dis-
cussion is limited to systems using a constant radix
but, with slight modification, is applicable to other
number systems.

The most general expression of a number, con-
structed in a system employing the two features men-
tioned, is as follows:

N,xRP+ N, —1xR—14+...NyxR(()N_,x
R-14...R_,xR—¢

Where R — radix
N = any integer from 0 through R — 1
(.) = radix point

— most significant position and power of that
P g P
position

q = least significant position and power of that
position

When R is specified, the expression applies to the
number sysiem based on ihe radix. If R is specified as
10 as in the decimal system, N can be replaced by one
of the integers O through 9 and (.) becomes the

decimal point.

If it were desired to construct a number system
using the radix 7 for example, N could be replaced
by one of the integers 0 through 6, (.) would become
the septenary point, and positions would ascend or
descend in significance by powers of 7. The decimal
number 49 would be written in septenary form as 100;
ie, 1 x 72 4+ 0 x 7' 4+ 0 x 7% The two numbers,
49, and 100,, represent the same quantity. (Subscript
indicates radix.) They are different notations of equal
validity, just as twenty in English and vingt in French
are different notations of equal validity for the same
thing.
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SECTION 2

BINARY NUMBER SYSTEM

2.1 INTRODUCTION

The binary number system is important in the
understanding of digital computers for one simple
reason. The binary number system, with a radix of 2,
utilizes combinations of only two allowable digits to
represent any number. Therefore, a binary numbet can
be represented in a computer by the settings of a group
of two-position switches, by a series of pulses and no-
pulses on a transfer line, or by the settings of a group
of flip-flops with the two possible conditions of each
flip-flop defined, respectively, as 0 and 1.

Some of the mystery of an unfamiliar system of
notation may be resolved by counting binarily from
0 through decimal 10:

Decimal 01 2 3 4 5 6 7 8 9 10

Binary 0 1 10 11 100 101-110 111 1000 1001 1010

The decimal and binary notations for 0 and 1 are
identical. The radix of the binary number system, how-
ever, is expressed binarily just as is the radix of the
decimal system expressed decimally as 10. Similarly,
4 (22) and 8 (2%) are expressed binarily as 100 and
1000 respectively.

In Section 1, a definition for a general number
system is given as equation (1). Limiting this definition
to apply to the binary number system yields:

B,x2r +B, ;x2r-1.L ..  Byx204 (.)
B_;x2714...B_,x2-¢ (2)

With the radix specified as decimal 2, B can be either
0 or 1. The radix point (.) becomes the binary point
and, as in any number system, separates positive powers
of the radix from negative powers.

As an example of binary notation, consider binary
101111.01 which is equavalent to decimal 47.25. The
definition of the binary number system, equation (2)
above, can be used to demonstrate the equivalence of
the two notations. Decimal notation is used in this
demonstration.

47.25,, = 101111.01,
=1x2° 4+ 0x2++ 1x23 4 1x22 4 1x2L
+1x2° 4 ()0ox2-1 4 1x2-2
=32404+844+24+1101L1/4
= 4725

2.2 CONVERSION FROM DECIMAL TO BINARY
NOTATION

2.2.1 Conversion by Definition

A decimal number may be converted to binary
notation using the definition given in equation (2).
By inspection, determine the highest power of 2 which
is smaller than or equal to the decimal number. For
example, in converting decimal 26 to binary notation,
inspection reveals that 2* or 16 is the highest power
of 2 which is yet smaller than or equal to 26. There-
fore the binary notation must be of the form, 1———,
The difference between the decimal number and the
decimal value of the power of 2 chosen by inspection
is subjected to the same sort of inspection. In this case
the remainder is 10 (26 — 16). The highest power of
2 smaller than or equal to 10 is 23 or 8. The binary
notation of decimal 26 now has the form, 11———,
The remainder (10 — 8) is equal to 2! or 2. Thus, the
decimal number 26 has the binary notation, 11010.

2.2.2 Systematic Conversion

2.2.2.1 Integral Decimal Numbers

A more systematic method of conversion of integral
decimal numbers to binary notation involves the use
of successive divisions of the decimal number by the
radix of the binary system expressed decimally. Decimal
26 is again used as the example in the procedure shown
in table 1-1.

TABLE 1—1. INTEGRAL DECIMAL TO BINARY

CONVERSION
DECIMAL
NUMBER -+ 2 — QUOTIENT REMAINDER
26 i3 0 (least significant digit)
13 6 1
6 ‘ 3 0
3 1 1
1 0 1 (most significant digit)

The remainders written from right to left in the order
obtained represent the binary notation of the given
decimal number. Thus:

2610 = 110102
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2.2.2.2 Fractional Decimal Numbers

A fractional decimal number may be converted to
binary notation by a process similar to that used for
conversion of integral decimal numbers. Instead of
successive divisions by the binary radix in decimal form,
the decimal fraction is successively multiplied by the
binary radix in decimal form. Each multiplication yields
an integral and a fractional part as the product. The
integral part is taken as the binary digit while the
fractional part is again multiplied by decimal 2. Using
decimal 0.625 as the example, the conversion process
is shown in table 1-2.

TABLE 1—-2. FRACTIONAL DECIMAL TO BINARY

CONVERSION
DECIMAL PRODUCT
NUMBER x 2 —  INTEGRAL FRACTION
0.625 1 25
0.25 0 .50
0.50 1 .00

The result of the conversion is obtained by writing
the integral parts from left to right after the binary
point in the order obtained. Thus:

0.62 510 panemy 0.1012

2.2.2.3 Mixed Decimal Numbers

A mixed decimal number (containing an integral
and a fractional part) is converted to binary notation
by treating the two parts independently, Thus, to convert
26.625;, to binary notation, the procedures shown in
tables 1—1 and 1-2 are followed, yielding:

26.625,, = 11010.101,

2.2.2.2 Jystification

These systematic methods of conversion from
decimal to binary notation are based on this principle:
Given a mixed number (containing an integral and a
fractional part) expressed in both notations, both
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notations for the integral part are equal to each other
and both notations for the fractional part are equal to
each other. Thus, using the example just given:

26.62510 = 11010.1012
26, = 11010,
.62510 = .1012

When the integral part of the decimal number is
divided by 2, a mixed number results. This mixed
number is the integral quotient and a remainder of the
value 1/2 or 0/2. The remainder must equal the
fractional part of the binary number produced by
dividing it by 2. For example:

26 +2=1340/2
11010, +— 2 = 1101, } .0,
0/2 == .02

Division of the integral quotient by 2 will yield the
least significant bit of its binary equivalent, and so forth.

When a decimal fraction is multiplied by 2, the
result is a mixed number containing an integral part,
equal to 1 or 0, and a fractional part. The integral part
must equal the integral part resulting from multiplica-
tion of the binary equivalent by 2. For example:

625 x2=1 4 .25
.1012x 2= 12 —I— .012
1:12

Multiplication of the remaining fraction by 2 will again
yield the most significant bit of the binary equivalent
of the remaining fraction, and so forth,

2.3 CONVERSION FROM BINARY TO DECIMAL
NOTATION

It has been shown that a number in binary notation
may be converted to decimal notation using equation
(2). Conversion using this method empioys decimal
arithmetic. It is also possible to convert from binary
to decimal notation using binary arithmetic. This con-
version follows the pattern used in conversion from
decimal to binary notation described in 2.2.
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SECTION 3

BINARY ARITHMETIC

3.1 GENERAL

Binary arithmetic is identical in principle to decimal
arithmetic. The procedures of binary arithmetic however
are unlike those of decimal arithmetic to the extent
that binary notation differs from decimal notation. This
Section is devoted to descriptions of the four basic
arithmetic operations, addition, subtraction, multiplica-
tion, and division, as they are performed binarily.
Although no special attempt is made in this Section to
describe these operations exactly as they are performed
in AN/FSQ-7 Combat Direction Central, it is desirable
to describe these operations within the limitations
imposed upon their execution by the design of that
equipment. The description of these operations as per-
formed by AN/FSQ-7 Combat Direction Central is
presented in Chapter 3.

3.2 ARBITRARY LIMITATIONS

3.2.1 Design Limitations

The design of the Central Computer System of
AN/FSQ-7 Combat Direction Central imposes certain
limitations upon the execution of basic arithmetic
operations. The physical size of the computing elements
of the Central Computer System places a limit upon
the number of significant figures within a binary number.
The limit is set at 16 bits (binary digits) and each 16-bit
group is designated a half-word. (The designation, word,
is reserved for a 32-bit group which contains two half-
words, one half-word for each half of the dual arithmetic
element of the Central Computer System.)

3.2.2 Sign Convention

Although 16 bits are available in each half-word
for binary notation of a quantity-designating number,
only 15 bits are used for the representation of the
magnitude of the number (modulo 21%). One bit, called
the sign bir, is reserved for the representation of the
sign of the number. By convention, a 0 in the sign bit
position indicates the number is positive; a 1 in that
position indicates the number is negative. This con-
vention is not entirely arbitrary as will be seen in 3.4.3.1.

3.2.3 Fixed Binary Point
The sign bit is distinguished from the remaining
bits in a half-word by fixing the position of the binary
point between the sign bit and the remaining bits in
the half-word. Since the sign bit is placed in the leftmost
position in the half-word, the magnitude of the number

designated by the half-word is restricted to fractional
values lying between decimal 41 and —1. The form
of the half-word is thus:

14 15
2-14 2-15

Bit position: S .1 2 3 4
Significance: Sign bit 2-1 2-2 2-3 2+

One advantage of fixed binary point operation
appears when contrasted with floating point operation.
Floating point operation requires the use of some bits
within the half-word to indicate the position of the point,
thus reducing the number of bits in the half-word avail-
able for representation of significant figures. Thus, given
the same size for the half-word, fixed point operation
allows greater precision than does floating point
operation.

An advantage resulting from the restriction of
numerical values within the range of decimal 1 to —1
becomes apparent upon consideration of ‘the multiplica-
tion operation. Since multiplication of two fractional
numbers yields a fractional result smaller than either
of the original terms, no special programming pre-
cautions are necessary to prevent the result from exceed-
ing the capacity of the computing elements as would
be the case in working with integers.

No difficulty is encountered in converting into
fractions the numbers on which the Central Computer
System is to operate. Each physical measurement can
be presented to the Central Computer System as the
ratio of that measurement to the maximum possible
measurement. For example, when the measurement of
the distance between two points is presented to the
Central Computer System, that measurement can be
interpreted as the ratio of the distance measured to the
maximum distance of which the Central Computer
System is cognizant.

Another point to be considered in regard to the
scaling of all numbers down to fractional values is this;
all numbers are represented in the Central Computer
System as integral multiples of 1/32,768, or 215, This
fractional conversion factor can be eliminated from any
calculation performed by the Central Computer System
with no significant change in the results,

In effect, the Central Computer System converts all
numbers supplied to it, whether constants or measure-
ments of variables, into fractional form by multiplying
those numbers by 2-15, then reconverts the results into
integral form by multiplying by 215,
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3.3 BINARY ADDITION

The basic rules of binary addition are shown in
table 1-—3.

TABLE 1-3. RULES OF BINARY ADDITION

ADDEND + AUGEND = SUM
0 0 0
1 0 1
0 i 4
1 1 #(1)0

*Carry of 1 to higher order column.
As an example of binary addition, consider the follow-
ing, using 5-bit binary numbers for convenience:

5/16  0.0101 3/16  0.0011
+9/16  +0.1001 +1/16 +0.0001

14/16 0.1110 4/16

0.0100

One difficulty, known as an overflow, may occur in
addition if the sum of the two numbers added equals
or exceeds unity:

0.1001 9/16
+0.1001 +9/16
1.0010 18/16

In this case, although the binary number representing
the sum is correct, the sign convention will cause its
interpretation to be incorrect. If the magnitude bits are
read directly and the sign convention is observed, the
sum of 9/16 and 9/16 will be interpreted as —2/16.
Overflow is discussed further in 3.4.5.

3.4 BINARY SUBTRACTION

3.4.1 Direct Subtraction

The rules of direct binary subtraction are shown
in table 1—4,

TABLE 1—4. RULES OF DIRECT BINARY

SUBTRACTION
MINUEND —  SUBTRAHEND =  DIFFERENCE
0 0 0
1 0 1
1 1 0
*(1)0 1 1

*Borrow of 1 from bigher order column.
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As an example of direct binary subtraction, consider
the following:

0.1101  9/16
—0.0101 —5/16

0.1110  14/16
—0.1001 —9/16

0.0100  4/16 0.1001  5/16

Although direct subtraction is possible, certain dis-
advantages in its execution make alternative methods of
subtraction attractive. For example, direct subtraction of
a number from another number smaller than the first

yields an incorrect resuli:

0.0101 5/16
—0.1001 —9/16
1.1100 = —4/16

The binary number recorded as the result, if the
magnitude bits are read directly and the sign conven-
tion is observed, is —12/16.

The difficulty encountered with negative results
and the problem of mechanically providing for borrows
is elminiated by converting the subtraction process to
an addition process using negative numbers expressed
in what is known as the complement form. Subtraction
by addition of complements offers the further advantage
of using the same computing elements as are used for
addition.

3.4.2 Complements

The use of complements in performing subtraction
by addition of a negative number is based upon the
fact that computing elements of fixed modulus (due
to fixed capacity) are unable to recognize the difference
between two numbers which differ in magnitude by
an integral multiple of the modulus. In the equipment
under consideration, the computing elements are
restricted in size to 16-bit positions and are, therefore,
modulo 2'% devices. (Refer to 1.2.4.) It follows that
the equation m — s — d (where m represents minuend,
s represents subtrahend, and d represents difference) is
equivalent in final results to the equation m | 2"
— s = d + 278 since the computing elements recognize
d + 216 as d. The term (216 — s) is called the com-
plement of s.

It would appear that, although the original sub-
traction has been converted to an addition process, 2
subtraction must still be performed to obtain the com-
plement of a number. This subtraction to generate the
complement of a number is rendered unnecessary, how-
ever, by an adventitious feature of the bimary number
system. If a binary number is rewritten, substituting a
1 in the rewritten number wherever the original number
contains a 0 and substituting a 0 in the rewritten
number wherever the original number coatains a 1, the
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rewritten number represents the difference between the
original number and the modulus less 1. For example:

original number: 001010 111111
(modulus less 1)
—001010
(original number)
rewritten number: 110101 — 110101

(rewritten number)

This process called complementing a number, of writing
1 for 0 and 0 for 1 in the number, is accomplished
readily by computing devices. Further, if the complement
of the original number with respect to the modulus
rather than with respect to the modulus less 1 is desired,
it can be obtained by adding a 1 to the least significant
bit position of the rewritten number. Subtraction can
therefore be performed binarily by a combination of
complementing and addition.

3.4.3 Application of Complements

3.4.3.1 Interpretation -

When a positive binary number is complemented,
its sign bit changes from 0 to 1. Thus numbers in com-
plement form, as representations of negative numbers,
agree with the sign convention stated in 3.2.2. The
magnitude bits of 2 number in complement form cannot
be interpreted directly, however, since the results are
misleading. In general, a number in complement form
is recomplemented when the absolute magnitude of the
number is desired.

3.4.3.2 Generation -

Two forms of complements are used in the Central
Computer System of AN/FSQ-7 Combat Direction
Central. One, with respect to the modulus, is called the
2’s complement. The other, with respect to the modulus
less 1, is called the 1's complement. Given the binary
number representing decimal 9/16, the two forms of
complements are generated mathematically as follows:

2’s complement 1’s complement

10.0000
— 0.1001 9/16

1.1111
—0.1001  9/16

1.0111 1.0110

Physically, the 1’s complement of a number is
generated by reversing the condition of each bit posi-
tion. The 2’s complement is generated physically by
first generating the 1’s complement, then adding a 1
into the least significant bit position. Thus:

1.0110 —9/16 (1’s complement)
+ 1 .
1.0111 —9%/16 (2’s complement)
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Generating the 1’s complement of a number requires one
step. Generating the 2’s complement of a number re-
quires two steps.

To interpret the magnitude of a number in com-
plement form (sign bit — 1), the number must be re-
complemented following the same procedure as was used
to generate the original complement. This recomple-
menting yields the absolute magnitude of the number
in compiement form which must be prefixed by a minus
sign to show that the number so processed was negative
(sign bit = 1). Again, recomplementing a number in
1’s complement form requires one step while a number
in 2’s complement form requires two steps.

3.4.3.3 Subtraction Using 2’s Complement -

When the 2’s complement is used in subtraction, the
result is obtained in one step. For example, consider
the subtraction of 9/16 from 14/16:

0.1110 14/16
410111 — 9/16
(1) 0.0101 5/16

-~

The actual result obtained mathematically is 10.010fi,
which is larger than the desired result by the modulus,

the amount by which decimal 9/16 was increased when

it was complemented. Since the computing element which
holds the result cannot contain the sixth significant fig-
ure (shown in parentheses), that figure drops out, thus
reducing the result to the correct value. In effect, neg-
lecting the carry-out of 1 is equivalent to subtraction
of 10,000 from the actual result. The carry-out of 1 does
indicate that the result is positive but it is unnecessary

~ mathematically, since the sign bit of the result indicates

the sign of the result.

Use of complements in subtraction eliminates the
problem encountered in direct subtraction when the sub-
trahend is larger than the minuend. For example, con-
sider the subtraction of 9/16 from 5/16:

0.0101 5/16
+1.0111 —9/16
1.1100 —4/16 (2’s complement)

Note that, when the result of the subtraction is negative,
the sign bit of the result is a 1 and no carry-out is gen-
erated.

To show that 1.1100 is the 2’s complement of 4/16,
its absolute magnitude can be determined by recomple-
menting as follows:

1.1100 —4/16 (2’s complement)
—0.0001

1.1011 —4/16 (1’s complement)

0.0100 4/16 (recomplemented)
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3.4.3.4 Subtraction Using 1’s Complement

The subtraction of 9/16 from 14/16 can also be
performed, using the 1’s complement:

0.1110 14/16

+1.0110 — 9/16
(1) 0.0100
-+-0.0001

0.0101 5/16

The actual result of the first addition is 10.01 00, which
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is larger than the desired result by the modulus less 1
or by 1.1111, the amount by which decimal 9/16 was
increased when it was complemented. The fixed size of
the computing element will eliminate the carry-out as
was the case in using the 2’s complement. However,
neglecting the carry-out when using the 1’s complement
reduces the actual result by 10.0000, which is too large
a reduction by the amount of 0.0001. The problem is
resolved by adding the carry-out into the least significant
digit position. This process yields the following result:

0.1110 14/16
4+ 1.0110 — 9/16
10.0100 actual result
— 10.0000 remove carry-out
-+ 0.0001 end-carry
_— It (5/1
0.0101 correct result (5/16)

The process of removing the carry-out and adding it
into the less significant bit position is called the end-
around-carry or, more simply, the end-carry.

It can be seen that the use of the 1’s complement
in subtraction requires two steps, the addition and the
end-carry, in comparison to the one step required when
the 2’s complement is used. The two-step process is
required with the 1’s complement only when the result
is positive (sign bit — 0, with carry out of 1). For
example, consider the subtraction of 9/16 from 5/16
using 1’s complements:

0.0101 5/16
4 1.0110 —9/16
1.1011 — 4/16 (1’s complement)

No carry-out is produced and, therefore, no end-carry
is necessary. To show that 1.1011 is the 1’s complement
of 4/16, it can be recomplemented by inspection to yield
0.0100, which equals decimal 4/16 in magnitude.

3.4.3.5 Uses of 2’'s and 1’s Complements

The choice of complement form to be used in calcu-
lation is dependent upon the relative importance of speed
in generation to speed in calculation. It has been shown
that the 1’s complement is generated or recomplemented
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in one step but may require two steps when used in the
subtraction process. On the other hand, the 2’s comple-
ment requires two steps for generation or recomplemen-
tation while its use in subtraction requires only one step.
The convenience of conversion into and out of the 1’s
complement form has dictated the use of that form in
almost all applications within the Central Computer
System. All negative numbers are handled and stored in
the Central Computer System in 1’s complement form.
The 2’s complement form is used in binary division (dis-
cussed in 3.6) and in certain control functions (discussed
in Chapter 3).

3.4.4 Zero

The use of the 1’s complement for the representa-
tion of negative numbers introduces the anomaly of a
negative zero. The binary number 0.0000 represents deci-
mal 0; its 1’s complement, 1.1111, also represents decimal
0 but in negative form. The two numbers, positive 0
(0.0000) and negative 0 (1.1111), are arbitrarily defined
as identical. Both numbers are recognized by the Central
Computer System as 0. The result of adding a binary
number (other than zero) to its complement is negative
zero.

3.4.5 Overflow

If the result of a binary addition or subtraction
equals or exceeds unity, an overflow is said to have oc-
curred; it cannot be interpreted meaningfully by the
Central Computer System. The overflow condition was
mentioned briefly in 3.3. The example given there is the
addition of 9/16 and 9/16:

0.1001 9/16
+0.1001 9/16
1.0010 £  18/16

=~ —13/16 (1’s complement)

A similar result is obtained if 9/16 is subtracted from
—9/16 or if —9/16 is added to —9/16:

1.0110 —9/16
+1.0110 —9/16
(1) 0.1100
(1)
0.1101 < —18/16
~ 13/16

In both cases, the results exceed unity in the positive or
negative direction and can not be interpreted meaning-
fully by the Central Computer System. The indication of
an overflow may be seen from these two examples: the
two numbers being added (whether in the addition or
the subtraction process) are of the same sign whereas the
sign of the result differs from the sign of the two num-
bers. This indication is used by the Central Computer
System in detecting the occurrence of an overflow.
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When addition of numbers in complement form is
executed, it is possible that an overflow condition will be
indicated at the completion of the first step and that the
end-carry will remove the indication of overflow. This
condition, known as a false overthrow, can be demon-
strated in the subtraction of 8/16 from —7/16:

1.1000 —7/16
+1.0111 —8/16
(1) 0.1111 (false overflow)
(1)
1.0000 —15/16

The possibility of treating a false overflow as an error
must be avoided.

3.5 BINARY MULTIPLICATION

3.5.1 Direct Multiplication
The rules of binary multiplication are given in
table 1—5.

TABLE 1-5. RULES OF BINARY MULTIPLICATION

MULTIPLIER x  MULTIPLICAND = PRODUCT
0 0 0
0 1 0
1 0 0
1 _ 1 | 1

Binary multiplication can be accomplished in the
same manner as that used in decimal multiplication; i.e.,
the product of each multiplier digit times the multipli-
cand is written with the least significant bit of each par-
tial product aligned under the corresponding bit of the
multiplier, then added to yield the product. For example,
the multiplication of 9/16 by 5/16 is accomplished .as
follows:

0.1001 or 9/16
x 0.0101 x 5/16

(multiplicand)
(multiplier)

01001
00000
01001 (partial products)
00000
00000

0.00101101 45/256 (product)

Since the allowable digits in the binary number system
are 1 and 0, each partial product will be either the mult-
plicand or a number containing all zeros, The change in
order of each partial product can be accomplished by
shifting the multiplicand left before recording it as a
partial product or by shifting all earlier partial products
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right before recording a new partial product. Further, it
is not necessary to record each partial product. Instead,
as each partial product is generated, it can be added to
the sum of the previously obtained partial products. Mul-
tiplication can thus be reduced to a series of additions
and shifts. Further, since the sign of the product can be
determined by the rule of signs, the multiplication can be
performed with the absolute magnitudes of the operands,

thus eliminating the problem of recognizing the magni-

tude indicated by a number in complement form.

3.5.2 Multiplication by Addition and Shifting
A binary multiplication operation can be executed
as a series of additions and shifts in accordance with the
following rules:

i. Determine sign of product by rule of signs, then
obtain absolute magnitude representations of
multiplier and multiplicand by recomplementing
if negative.

2. Form partial product:

a. Examine least significant bit of multiplier not
already examined; if 1, add multiplicand to
partial product; if 0, take no action.

b. Shift new partial product right one position;
fill vacated positions with 0’s.

3. Repeat step 2 for each significant bit position of
multiplier (not for sign bit of multiplier).

4. After last repetition of step 2, correct sign of
product according to sign determined in step 1.

Using these rules, the multiplication of 9/16 x 5/16

is accomplished as shown in table 1—6.

TABLE 1—6. BINARY MULTIPLICATION

PARTIAL
STEP MULTIPLIER PRODUCT MULTIPLICAND
A 0.0101 0.0000 0.1001
B1 0.0101 0.1001
B2 0.1001
B1 0.0101 0.01001
B2 0.001001
B1 0.0101 0.1001
0.101101
B 2 0.0101101
B1 0.0101
B2 0.00101101 (product)

The method of multiplication as executed in the
Central Computer System, is shown in table 1—6 and
discussed in Chapter 3.
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3.5.3 Shifting

Shifting the bits of a binary number with respect
to the binary point is equivalent to multiplication of
the binary number by decimal 2 or some power of
decimal 2. It is thus analogous to multiplication of a
decimal number by 10 or a power of 10 by the expedient
of moving the decimal point. In the binary system
number, it is convenient to think of the binary point
as fixed, with the bits of the binary number shifting.
For example, if the binary number 0.0101 is shifted left
to appear as 0.1010, the original binary number has
been multiplied by decimal 2. As another example,
consider the binary number 0.0011 shifted left two
places to appear as 0.1100. The shift of two places is
equivalent to multiplication by decimal 4.

3.5.4 Round-Off

The product of two fractional binary numbers is
a binary number, smaller in magnitude than either of
the original numbers, but expressed with more significant
figures. This precision of expression of the product is
generally excessive. The excess precision and excess
length in terms of bit positions of the product is
corrected by a process known as round-off.

When a positive binary number is rounded off, a
1 is added to the least significant bit being retained
if the most significant bit being dropped is a 1. Using
the product of 9/16 and 5/16 as an example, if this
number is to be rounded off to four significant bits,
the following process results:

0.00101101
0.0010 1101
0.0011

For a negative binary number, a 1 is added to the
least signifiant bit retained if the most significant bit
being dropped is a 0. The round-off process is generally
preceded by a shift left. The combined shift left and
round-off allows the scaling up to representable size,
with properly corrected precision, of a product which
is smaller than the smallest binary number representable
within the Central Computer System. If the product to
be rounded off were 0.00000101, the result would be
zero unless a shift left preceded the round-off.

3.6 BINARY DIVISION

3.6.1 Principles
. Binary division is greatly simplified, in comparison
to decimal division, by the fact that only 0 and 1 may
appear as digits in the quotient. A 1 is written in the
quotient if the divisor can be subtracted from the
dividend leaving a positive remainder, while a 0 is
written in the quotient if the remainder is negative.
Binary division is, therefore, reduced to a series of
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trial subtractions. One limitation is placed on binary
division; the divisor must exceed the dividend in
magnitude to yield a quotient of value less than unity.
Violation of this limitation leads to results which will
be interpreted incorrectly by the Central Computer
System. In effect, the result of a division which does not
observe the limitation is similar to an overflow condition.

3.6.2 Direct Division

The binary division process makes use of the 2’s
complement described in 3.4.3. The 2’s complement is
to execute each trial subtraction. Use of the 1’s com-
plement would require added time for end-catries.
Further, since the sign of the quotient can be deter-
mined by rule of signs from the signs of the divisor
and dividend, no sign bit for the quotient is calculated.
Instead, division is performed using the absolute
magnitudes of the divisor and dividend, then the proper
sign is affixed to the quotient and remainder, if any.

Direct binary division can be described best through
the use of an example. Consider the division of 45/256
by 5/16:

(divisor) .10010

(2s comple-  0.0101 [0.001011010 (dividend)
ment) 1.1011 11011

1 000001010 (current remainder)
11011

011100010

~ 00101 (restoration)

(1) 00001010 (current remainder)
11011

01110110

700101 (restoration)

(1) 0001010 (current remainder)
11011

1000000 (final remainder)

Since both divisor and dividend are positive, the sign
of the quotient is positive and the absolute magnitudes
of the operands are as shown. The first step in the
division process is the trial subtraction of the divisor
from the dividend shifted left one position (the divi-
dend is smaller than the divisor in magnitude by con-
vention and a trial subtraction without shifting would
be unsuccessful). The trial subtraction is successful
(indicated by the 1 carry-out and by the 0 as the most
significant bit of the remainder). A 1 is therefore
written into the quotient. For the next trial subtraction,
either the divisor must be shifted right or the current
remainder shifted left one position. Consider the current
remainder shifted left. The next trial subtraction is
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unsuccessful (0 carry-out and 1 as most significant bit
of remainder). Therefore a 0 is written in the quotient.

To continue the trial subtraction process, the nega-
tive remainder is restored (made positive) by adding
the divisor. The carry-out produced by this addition
is ignored. The restored current remainder is shifted
left one position and another subtraction attempted.
A negative remainder results. Another 0 is written in
the quotient and the negative remainder again restored.
The restored current remainder is shifted left one posi-
tion and another subtraction attempted. The carry-out
of 1 indicates that the subtraction is succesful. There-
fore, a 1 is written in the quotient. The final remainder
is 0.

The direct or restoring method of division just de-
scribed is effective but is not too rapid. In the example
given, six additions are performed, four for trial sub-
tractions and two for restoring current remainders. If the
restoration steps are eliminated, only four addition steps
are required for the division of a number by another num-
ber with four significant bits.

3.6.3 Non-Restoring Method

The effect of the restoration step can be analyzed as
follows: given a current remainder x, this current re-
mainder is doubled and the divisor d subtracted from
it to perform a trial subtraction, giving 2x —d as the
new current remainder. If this remainder is negative, a
restoration step is carried out before the next trial sub-
traction. The divisor is added to the negative remainder,

- the result is doubled, and the divisor is subtracted from it:

2x —d4+d=2x
2(2x) —d=4x—d

The restoring step can be eliminated as follows. If
the remainder after a trial subtraction, 2x — d, is nega-
tive, this remainder can be doubled and the divisor d
added to it to accomplish another trial subtraction with-
out an intervening restoration step:

22x—d) +d=4x—d

The non-restoring method thus accomplishes the same
result as does the restoring method but saves one step for
each negative remainder.

Binary division, using the non-restoring method,
can be executed as a series of subtractions (addition of
complements) and shifts in accordance with the follow-
ing rules:

1. Determine sign of quotient by rule of signs, then
make divisor and dividend positive to allow cal-
culation with absolute magnitudes.

2. Perform a trial subtraction:

a. Make sign of divisor unlike sign of current
remainder (dividend for first trial subtraction)
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by complementing divisor (2’s complement)
and shift remainder left one place.

b. Add divisor (or 2’s complement of divisor)
to shifted current remainder; if new remainder
is positive (carry-out of 1), write a 1 in quo-
tient; if new remainder is negative (carry-out
of 0), write a 0 in quotient.

W

. Repeat step 2 once for each divisor bit, including
sign bit.

4. If, after last repetition of step 2, divisor and re-
mainder are both negative, complement divisor
and add to remainder to restore it to positive
form. Ignore carry-out. Correct sign of quotient
and remainder in accordance with stored sign.

The rules of binary division using the non-retsoring
method applied to the division of 45/256 by 5/16 is
shown in table 1-7.

TABLE 1-7. BINARY DIVISION

CURRENT

STEP DIVISOR REMAINDER QUOTIENT

A 0.0101 0.001011010 (dividend)
B1 1.1011 0.01011010
2 1.1011
10.00001010 1
B1 1.1011 0.00601610
2 1.1011
1.1100010 .10
B1 0.0101 1.100010
2 0.0101
1.110110 .100
B1 0.0101 1.10110
2 0.0101
_1_0.00000 .1001
B1 1.1011 0.0000
2 1.1011
1.1011 .10010
D 0.0101 1.1011 0.10010
0.0101

1 0.0000
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This method of division, as executed in the Central TABLE 1—8. BINARY-CODED DECIMAL NUMBERS
Computer System, is discussed in Chapter 3.

3.7 NUMBER CONVERSION USING BINARY
ARITHMETIC

DECIMAL BINARY CODE DECIMAL BINARY CODE

0 0000 20 0010 0000
. Convers.ions from bir'lary to decir.nal and .decimz.ll to 1 0001 21 0010 0001
binary notations are possible using binary arithmetic in
exactly the same manner as described in Section 2. One 2 0010 22 0010 0010
added feature is required to allow the handling of deci- 3 0011 23 0010 0011
mal numbers by a bit.1a1:y m.achine; binary coding of deci- 4 0100 24 0010 0100
mal numbers. A distinction must be made between
a binary-coded decimal number and a decimal number 5 0101 25 0010 0101
expressed binarily. The decimal number 33 is expressed 6 0110 30 0011 0000
binarily.as .100001; the same decin.lal number catf be 7 0111 45 0100 0101
coded binarily as 0011 0011. The binary-coded decimal
number is written by representing each decimal digit 8 1000 60 0110 0000
in binary form. The binary codes for the decimal digits 9 1001 75 0111 0101
0 through 9 and for several other decimal numbers are 10 0001 0000 99 1001 1001

given in table 1-8.
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OCTONARY NUMBER SYSTEM

The octonary number system is useful in connection
with digital computers as a form of shorthand for binary
notation. Its radix, expressed decimally, is 8, and the
allowable digits in octonaty notation are 0, 1, 2, 3, 4, 5,
6, and 7. It can be seen from table 1—9 that each octonary
digit can be represented binarily by three bits and, further,
that every combination of three binary bits has a corre-
sponding octonary digit.

TABLE 1-9. BINARY-CODED OCTONARY NUMBERS

OCTONARY BINARY OCTONARY BINARY
0 000 4 100
1 001 5 101
2 010 6 110
3 011 7 111

Just as is the case for a decimal number, an octonary
number can be expressed in binary-coded form. (Refer
to 3.7.) Unlike a binary-coded decimal number, however,
a binary-coded octonary number is identical to the binary
notation of the quantity represented by the octonary
number. For example, decimal 47 is expressed octonarily
as 575 (5 x 81 | 7 x 8%). The octonary number 575 can
be binarily coded as 101 111. The binary number repre-
senting decimal 47 is 101111. Thus, an octonary number
can be translated into its true binary equivalent by trans-
lating each octonary digit into the corresponding three
binary bits. The converse is also true; a binary number
can be translated into its true octonary equivalent by
replacing each successive group of three binary bits
(starting from the binary point) with its corresponding
octonary digit.

The justification for this direct translation between
binary and octonary notation can be demonstrated by
the following reasoning. The modulus of a group of
three binary bits is 23 or 8. By definition, the radix of
the octonary system is 8. The maximum count repre-
sentable by three binary bits is 23 — 1 or 7, which cor-
responds exactly to the value of the maximum allowable
octonary digit, 7. These statements indicate that there
is a point-to-point correspondence between each com-
bination of three binary bits and some octonary digit.
More generally, each value of the 3-bit binary number

byb;b, can be equated to a value of the octonary digit e.
Expressed decimally:

by X 224 by X214 by X 2°=¢e X 8° (3)
where b = 0 or 1
e=20,1,2...6,7

The equation just given states the equality of the
first three bits to the left of the binary point with the
first octonary digit to the left of its radix point. The
equation can be generalized to cover the equality for
any position:

2% (by X 22 4 by X 2! 4 by X 20) = 2% (e X 8°)  (4)

where p — position of digit or bit group with respect
to radix point. The generalized equation given as (4£)
describes the equivalence for corresponding positions of
octonary digits and 3-bit binary groups. Since equals
added to equals are equal, it follows that, if each
octonary digit is equal in value (including magnitude
represented by position) to each 3-bit binary group in
a larger number, the octonary number is equal to the
binary number.

The utility of the octonary number system to
programmers falls into two categories:

a. Octonary notation is briefer than binary notation.

b. Conversion between octonary and binary notation
can be performed by inspection.

A 16-bit binary number may be written in 6 octopary
digits. For example:

0.010100111011110 — 0.247364

It is obvious that the octonary notation is briefer than
the binary notation. Further, the octonary notation gives
a rough idea of the magnitude of the number in binaty
notation. The only other means of obtaining a rough
approximation of magnitude is the rather tedious process
of conversion to decimal notation.

Conversion between octonary and binary notation
is performed by inspecting the notation to be converted
and substituting on the basis of one octonary digit
per three binary bits. In the example just given,
0.010100111011110 is grouped:

0.010 100 111 011 110

The sign bit is written as a 0 and each remaining group
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of three bits is replaced by the equivalent octonary digit
as shown in table 1—9. The resulting octonary number
is 0.247364.

A binary number in complement form may also be
represented octonarily. The octonary digit preceding the
radix point represents the sign of the number represented
just as is the case in binary notation; a 0 indicates a
positive number while a 1 indicates that the number
is negative and in complement form. For example,
the complement of the binary number just given,
1.101 011 000 100 001, is represented octonarily as
1.530415. It should be noted that the significant bits
of the octonary notation of the complemented number
appear as a 7's complement of the direct octonary digits.

The choice of the octonary system as a shorthand
for binary numbers is determined by three factors. First,
only a number system whose radix is a power of 2
offers the advantage of direct translation. A binary
number can be translated directly into a number system

based on 4, for example. However, translation of a
binary number into the notation based on 9, for
example, involves the same difficulties as those encoun-
tered in translation into decimal notation without the
advantage of familiarity offered by decimal notation.
Second, the higher the power of 2 used as radix for
the shorthand notation, the greater the economy offered.
Thus, the number system based on 4 offers a saving
of only one digit for each two bits rather than the
one digit for three bits of octonary notation. Finally,
any numbet system of radix greater than 10 introduces
the problem of recognizable single symbols for values
greater than decimal 9. For example, the number 11
in the sexa-decimal system (radix — 16,,) can be
interpreted as 11, or as 17, unless some added
symbolism is used to eliminate the ambiguity. Therefore,
the octonary number system offers the greatest economy
without ambiguity as a shorthand notation of binary
numbers.
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CHAPTER 3
CENTRAL COMPUTER SYSTEM

SECTION 1
INTRODUCTION

1.1 SYSTEM CHARACTERISTICS.

Stated generally, the characteristics of the Central
Computer System include:

a. Computation with fractional binary nmumbers of
fixed binary point

b. Parallel operation rather than serial
c. Dual arithmetic operation

d. Automatic sequence stored program of single-
address instructions

e. Real-time operation
f. General applicability

A knowledge of the significance of these characteristics
is useful in introducing the operation of the Central
Computer System. Accordingly, these characteristics are
discussed in the remainder of this Section.

1.2 DESCRIPTION OF CHARACTERISTICS

1.2.1 Information Form

All data in the Central Computer System are han-
dled as 16-bit binary numbers with a fixed binary point
between the first (sign) bit and the remaining 15 magni-
tude bits. With negative numbers stored internally in
1’s complement form, any information number n falls
within the limits +1>n>—1.

The physical size of this information unit allows
sufficiently precise computation within the precision lim-
itations imposed by the measurements generating air
defense data, The Central Computer System, with an
inherent precision of one part in 32,768, can handle this
data without degrading its precision,

The use of a fixed binary point, although it intro-
duces scaling problems if maximum precision is desired,
avoids the need for order-indicating bits as used in
scientific notation and for space within words for these
bits. The placement of the binary point, separating the
sign bit from the magnitude bits of the number, allows
simplification of some of the logical operations of the
Central Computer System.

1.2.2 Handling Methods

1.2.2.1 Parallel Operation

The Central Computer System uses parallel rather
than serial operation to gain the advantage of higher
operating speeds in spite of greater equipment require-
ments. The transfer of a 16-bit number in parallel re-
quires the use of 16 lines in comparison to the one line
needed for a serial transfer, However, the serial transfer
takes 16 times as long as the parallel transfer, since all
bits are transferred simultaneously in the parallel oper-
ation while each bit is transferred sequentially in the
serial operation. Similarly, parallel addition of two 16-
bit numbers requires 16 adder circuits to add each pair
of corresponding order bits simultaneously; this is in
contrast to serial addition, which needs only one adder
circuit. However, the time-saving aspect of parallel oper-
ation makes up for the additional equipment require-
ment in the Central Computer System.

1.2.2.2 Dual Operation

The operation speeds attained with parallel oper-
ation are increased in the Central Computer System by
dual operation in two arithmetic elements, In general,
the information handled by the Central Computer Sys-
tem consists of point designations in polar or rectangu-
lar co-ordinate form. The dual arithmetic elements ai-
low simultaneous manipulation of the two halves of the
co-ordinate pair, thus halving the calculation time for
each pair. The dual arithmetic elements each handle
one 16-bit number, generally in the same manner at the
same time.

19972 famesmadan \'Al‘sr-l

1.2.2.3 Computer Word

To meet the requirements of dual arithmetic oper-
ation, the basic information unit of the Central Com-
puter System is modified in that two 16-bit numbers are
handled as a single unit, known as a word. The two num-
bers are contained in half-words, designated the left and
right half-words corresponding with the designations
of each half of the dual arithmetic element. (See fig.
1—-11, B12.) All information is handled within the Cen-
tral Computer System as a word, In general, the left
half-word is processed by the left arithmetic element
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Figure 1-11. Computer Word

while the right half-word is processed by the right
arithmetic element.
1.2.3 iniernal Memory

The information on which the Central Computer
System operates, and the instructions that direct these
operations, are stored as words in the core memory
element. Processed information is returned to core mem-
ory before transfer to the other systems of AN/FSQ-7
Combat Direction Central. Core memory can store only
8192 words. However, total data storage capacity is sup-
plemented by the Drum System. (Refer to Chapter 4.)

The computational speed of the Central Computer
System is largely determined by the operational speed
of core memory. Successive words (whether they con-
tain instructions or data) can be obtained from core
memory at G-microsecond intervals, Therefore, an in-
struction which does not require an operand from core
memory is allowed 6 microseconds for its execution,
while an instruction requiring an operand is allowed 12
microseconds for its execution. The controlling aspect
of core memory operation requires discussion prior to a
detailed discussion of overall Central Computer System
operation. Accordingly, core memory operation is de-
scribed in Section 2, and system operation in Section 3.

i.2.4 Instructions

1.2.4.1 Significance

As stored in core memory, an instruction word and
an information word are indistinguishable; both appear
as groups of binary bits. However, instruction words
direct the operation of the Central Computer System
upon information words. An instruction word differs
drastically in significance from an information word,
which can be read as two binary numbers having only
quantitative significance. The significance of the binary
bits within an instruction word can be understood best
after examining the function of an instruction.

1.2.4.2 Instruction Functions

A given arithmetic operation, such as addition of
two numbers, can be performed by an automatic digital
computer only if the following control information is
supplied by the program:

a. Identification of the operation

b. Addresses in memory at which the two operands

may be found

c. Address in memory for storagé of the result
d. Address from which the next program opera-

.
'S
tion information may be obtained.

If one instruction is to supply all this information, it
must contain four addresses in addition to the code sig-
nal identifying the operation. Such a four-address in-
struction is feasible only if internal memory is small.
For the Central Computer System, a four-address in-
struction would be extremely unwieldy. Each binary ad-
dress of a word in core memory must be at least 13 bits
in length (modulo 2'3 — 8192), requiring 52 bits for
the four addresses alone,

A four-address instruction can be simplified in
accordance with the following reasoning. The address
specifying the next program operation storage location
can be eliminated by storing program instructions se-
quentially in core memory in the order in which they
are to be performed. If this is done, a counter can be
used to obtain instruction words in the proper order.
The address for storage of the operation result can be
eliminated by dividing the arithmetic operation into a
computation and a storage operation, with separate in-
structions for each, Using similar reasoning, the arith-
metic operation may be divided into two operations,
each one controlling the transfer of one operand from
core memory. The end result is the use of several
single-address instructions in place of the unwieldy four-
address instruction,

1.2.4.3 Single-Address Instruction

In the single-address instructions used by the Cen-
tral Computer System, the left half of each instruction
word is reserved for identification of the operation to be
performed and for other control functions. This half-
word is called the operation half-word. The right half
of an instruction word contains an address when neces-
sary and is called the address half-word. Although 16
bits are available in the operation half-word, only bits
L4 through L10 are used to identify the operation to be
performed. These bits comprise the operation code. The
functions of the remaining bits in the operation half-
word are discussed in Section 3,

The address half-word generally specifies the ad-
dress of an operand which is to be manipulated by the
instruction. If no operand is required, the address half-
word may be meaningless or may have quantitative
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significance. The functions of the address half-word are
also discussed in Section 3.

1.2.5 Programs
Although the instructions used with the Central
Computer System are few in number, they may be as-
sembled into a much larger number of programs, These
may be divided into three major classes: operational,
utility, and maintenance programs.

Operational programs are those programs directly
concerned with the processing of air defense data. Ultility
programs are those which perform operations needed
in many other programs. Instead of containing the in-
structions of the utility program within themselves, these
other programs refer to the utility programs to perform
the operation required. For example, if a number of
other programs require translations from decimal to
binary notation, a utility program for this translation
might be prepared for use by the other programs. Main-
tenance programs used with AN/FSQ-7 Combat Direc-
tion Central fall into two types, reliability and diagnos-
tic programs. The former check its operation to discover
malfunctions; the latter are used to localize the cause
of these malfunctions.

1.2.6 Real-Time Operation

‘The Central Computer System approximates real-
time operation in two ways, The passage of real-time
as recorded by a clock is taken into account in calculat-
ing the velocities of moving objects. In addition, these
calculations are performed rapidly enough to be of use

UNCLASSIFIED
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in controlling a real-time situation. The latter consider-
ation has dictated the adoption of various design features
which increase speed of computation, such as parallel
operation and dual arithmetic operation.

1.2.7 General Applicability

Although it is seldom stressed, the Central Com-
puter System is capable of general application. The
features included within it for rapid processing of air
defense data are applicablé to the handling of any type
of data; even the fixed word length used in the Central
Computer System offers no serious difficulties. It is pos-
sible to program double-precision calculations to utilize
the full word length of the Central Computer System.
An extension of the same principles allows multiple-
precision calculation at the expense of speed. These
techniques are not often used in air defense data process-
ing, but their availability makes the Central Computer
System a highly versatile digital computer,

1.3 DUPLEXING

Since failure of the Central Computer System would
render inoperative all the equipment contained in AN/
FSQ-7 Combat Direction Central, two Central Computer
Systems are included in the equipment; one in the du-
plex group is called Computer A and the other in the
group is termed Computer B. (Refer to 3.3, Ch 1; Sec 3.) -
The duplication of the entire Central Computer System
in each duplex group eliminates any need for special
switching circuits other than those required for switch-
ing between the entire Computer A and the entire Com-
puter B.
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INTERNAL MEMORY OPERATION

2.1 CORE MEMORY

2.1.1 Introduction

Internal memory of the Central Computer System
consists principally of two magnetic core memory units.
Each unit has a storage capacity for 4096 words, giving a
total capacity of 8192 words. Random access time for a
single word in core memory is 6 microseconds. That is,
6 microseconds must elapse between successive word
“transfers,

The storage component of each core memory unit
is a three-dimensional array of 135,168 ferrite cores,
arranged to provide 4096 storage locations for 33-bit
words. Specific registers (word storage locations) within
the storage atray are selected for reading and writing,
using a coincident-current method by circuits within
each unit. (See fig. 1—12.) Core memory is compact,
requires no periodic regeneration, is nonvolatile (stored
information is retained through a normal power off-on
sequence), and is suited to parallel operation.

2.1.2 Principles of Operation

Ferrites, the materials of which the cores in core
memory are made, are magnetizable ceramic-like mate-
rials whose magnetic state can be switched at high speeds.
A ring-shaped ferrite core can be magnetized in one of
two directions and can, therefore, store a binary bit if
one direction is defined as binary 1 and the other direc-
tion defined as binary 0.

Figure 1—13 shows the hysteresis loop of a ferrite
core with variation in magnetic state plotted along the
vertical axis against the variation in magnetizing current
plotted along the horizontal axis, A core is said to con-
tain a 0 when its magnetic state is at point A or a 1
when its magnetic state is at point E. To change the
state of a core from 0 to 1, a current of amplitude —I
is applied to a magnetizing winding on the core, causing
the magnetic state to change from point A along the
path ABCDE to point E, If a current of —I is applied
to a core containing a 1, the core state shifts along the
line EDC until the current ends, allowing the core state
to return to point E. Thus, after an application of a cur-
rent of —I, known as a write cuttent, to a core, that
core is left in the 1 state.

A core is switched from the 1 to the 0 state by
applying a current of amplitude 4-I to the magnetizing
winding. When the current is applied, the magnetic
state of the core shifts along the line EFGHA to point

A. If a current of I is applied to a core in the O state,
then the magnetic state shifts from A along AHG until
the current is removed, allowing the magnetic state to

return to point A. Thus, after an anplication of a current
return o point A, 1nus, after an appiication of a current

of | I, known as a read current, to a core, the core is
Ieft in the O state,

The rectangularity of the core hysteresis loop indi-
cates that the core is relatively insensitive to half-read
or half-write currents. A half-read or half-write current,
once applied and removed from a core, produces no
appreciable net change in the magnetic state of the
core. A means exists, therefore, for selecting a given
core within an array of cores for reading or writing.

2.1.3 Coincident Current Selection

2.1.3.1 Core Array

The core array of each core memory unit contains
33 planes, with each plane containing 4096 cores in a
64 by 64 matrix. (See fig. 1—14.) Each core in a given
plane is supported by two wires at right angles to each
other, called the X and the Y windings, respectively.
There are 64 X and 64 Y windings to support all the
cores in the plane, The location of each core can be
specified by identifying the X and the Y winding inter-
secting at that core, just as a point‘in a plane may be
identified by specifying the X and Y co-ordinate of the
point. The 33 plahes in a core array are stacked verti-
cally, with each plane lying horizontal. A word is stored
with one bit in each plane of the core atray. The cores
containing a given word (a core register) lie along a
vertical Z line running perpendicular to the 33 X, Y
planes. (See fig. 1—15.) A given register can be identi-
fied by specifying one X and Y winding, since the cor-
responding windings in each of the 33 planes are wired
together.

2.1.3.2 Word Storage

If half-write currents are applied to both an X and
a Y winding, those cores through which only one of
these windings pass will feel only a half-write current
and will be unaffected, However, the coincidence of the
two half-write currents at the intersections of the pulsed
X and Y windings will apply a full-write cutrent to the
cores at those intersections. Thus, the cores in the regis-
ter specified by the X and Y winding will all be switched
to the 1 state; all other cores in each plane will remain
in their original states,
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Figure 1—12. Core Memory Unit
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Word Reading
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0

Figure 1—13. Hysteresis Loop of Ferrite Core

When a word is stored in a register, it is necessary
to duplicate a given pattern of 1’s and 0’s in the cores
of that register corresponding to the pattern of 1’s and
0’s in the word. Applying half-write currents to an X
and Y winding will switch a register to all 1’s. Some
means is needed to prevent the writing of a 1 in a core
which should contain a 0. This is accomplished by pro-
viding an extra winding in each plane, called the inhibit
winding, which passes through every core in the plane.
In order to duplicate a word in a core register, the
register is first cleared (the cores are read to the 0 state).
A half-write current is applied to the X and Y winding
specifying the desired core register. Simultaneously,
those bits of the word to be stored which contain a 0
cause the application of a half-read current on the in-
hibit winding of the planes in which those 0 bits are to
be stored. A core in the register which is to remain at
0 thus feels two half-write currents and a half-read
current, The net effect, a half-write current, is insuf-
ficient to switch the core to the 1 state. All cores in the
register that do not feel a half-read current on the in-
hibit windings of their planes are switched to the 1
state. Thus, in one parallel operation, the pattern of
1’s and 0’s representing a word is duplicated in the
cores of the register.

2.1.3.3 Word Reading

The reading of a word from a core register is based
upon this principle: switching of a core in the 1 state
to the 0 state generates a large flux change, while no
appreciable flux change is generated when an attempt is
made to switch a core in the 0 state to 0. The flux change
produced in switching a core from the 1 to the 0 state
can generate a relatively large voltage pulse in a wire
threaded through the core being switched. Accordingly,
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there is a winding in each plane, called the sense wind-
ing, which is used solely for reading. The sense winding,
like the inhibit winding, passes through each core in
the plane. Unlike the inhibit winding, no current is
applied to sense winding. Since each bit of a word stored
in a core register is stored in a separate plane, the word
can be read out in parallel on the 33 sense windings of
the core array.

In reading a word out of a core register, the pat-
tern of cores in the 1 and 0 states is transformed into a
pattern of pulses (1’s) and lack of pulses (0’s) on the
sense windings for transmission to a flip-fiop register
where the pattern of 1’s and 0’s is represented by the
states of the flip-flops. The reading is accomplished by
applying half-read currents to the X and Y windings
designating the desired core register. All cores in the
selected register thereby feel a full-read current, thus
switching them to the O state. A core which originally
contained a 0 produces very little flux change and con-
sequently no appreciable pulse on the sense winding of
that plane, A core which originally contained a 1 pro-
duces a large flux change during the switching and
induces an output pulse on the sense winding of its
plane, Reading of a word from a core register destroys
the contents of that core register and leaves the cores
cleared. The pulses produced by the reading are sup-
plied to the memory buffer register, a flip-flop register
with a 33-bit capacity, setting the contents of that regis-
ter to duplicate the original contents of the core register
just read.

Reading a core register destroys the contents of
that register. To retain the word in core memory, it
must be restored in the core register. The word is held
in the memory buffer register for this purpose. Those
bits in the memory buffer register which are 0’s cause
the application of the half-read currents on the neces-
sary inhibit windings. The use of the memory buffer
register in controlling restoration of the read-out word
to the core register in no way impedes or delays any
transfer of that word from the memory buffer register
to another register. The contents of a flip-flop register
can be transferred to another register without disturb-
ing the contents of the first register. Thus, the memory
buffer register allows the transfer of a word read out
of core memory to another element of the Central Com-
puter System while that word is still being rewritten in
core memory.

2.1.4 Register Addressing
A register in core memory is selected by specifying
the X and Y windings that intersect at the cores of that
register. The number of combinations of X and Y wind-
ings is the same as the number of cores in a plane or
the number of registers in the array (4096). Each com-
bination of X and Y windings that selects a register is
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Figure 1—14. Core Mem

assigned an address which uniquely identifies that pair
of windings and, hence, that core register. These ad-
dresses range in numerical value from decimal 0 through
4095. Twelve binary bits are required to represent this
range of values in binary form.

The selection of a core register in a core memory
unit is accomplished by a 12-bit flip-flop register in the
unit, This register, called the memory address register,
drives two decoding matrices which select one X and
one Y winding in accordance with the contents of the
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memory address register. Only one core register may be
selected by the memory address register at any one time.
Thus, although the sense windings and the inhibit wind-
ings of each plane are common to all cotes in that
plane, they sense or control only the core in that plane
selected by the memory address register.

2.1.5 Function of Memory Buffer Register
The memory buffer register, a 33-bit flip-flop regis-
ter located in the arithmetic element, performs the fol-
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Memory Cycles
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SELECTED Y WINDING

VERTICAL LINE OF
33 SELECTED CORES

SELECTED X WINDING

DIGIT - PLANE OR
INHIBIT WINDING,
NOTE!

PUSH-PULL SENSE
WINDING NOT SHOWN
FOR SIMPLICITY

INHIBITED CORE

Figure 1—15. Core Array, Simplified

lowing functions in conjunction with the core memory
element:

a. Provides temporary storage and control for a

word being written into core memory

b. Receives each word read from memory and al-

lows its transfer to other elements while restor-
ing is done

c. Assigns parity bit to words being stored and

checks parity of words read out

The function of the memory buffer register in con-
nection with reading and writing is similar to the func-
tion of any buffer register. A buffer register provides
temporary word storage during transfer operations to
free the source or the recipient in the transfer operation
from the transfer operation as rapidly as possible. For
example, in the writing of a word into core memory,
the transfer of the word to the memory buffer register
from the originating register frees the originating regis-
ter for other use,

The memory buffer register includes circuits which
provide checks on the accuracy of transfers into and out
of core memory. The accuracy checks are based on a re-
dundancy principle; a 33rd bit is added to each word
written into core memory. This 33rd bit, called a parity
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bit, performs no function except in the accuracy check.
The content of the parity bit makes the total number of
1 bits in the 33-bit word odd. As each word is read out
of core memory, the number of 1’s in the word is
counted. If this number is even, an error has occurred.
If the number of 1’s is odd, there may have been no
error or there may have been two errors, The likelihood
of two errors occurring in one transfer is small enough
to be ignored.

An error detected through the use of the parity bit
is called a parity error and results in an alarm indication
which may be used to stop the operations of the Central
Computer System or to branch program control to take
account of the parity error.

2.1.6 Memory Cycles

2.1.6.1 Timing

The operation of core memory is organized into
cycles of 6-microsecond duration, Two types of cycles are
possible, read or write. During a read cycle, a word is
read from core memory and placed in the memory buffer
register where it is available for transfer to other regis-
ters in the Central Computer System. Within the same
read cycle, the word is rewritten in core memory. During
a write cycle, a core register is cleared and a word previ-
ously placed in the memory buffer register is written
into the cleared core register. Either cycle requires 6
microseconds for execution. Figure 1—16 shows the tim-
ing of the events which occur in both types of memory
cycles. Once a memory cycle is started and the type of
cycle is specified, the core memory unit performs a pre-
scribed series of steps through the end of the cycle.

2.1.6.2 Read Cycle

Only one word may be read from core memory in a
single read cycle. The read cycle is started by the com-
mand from the instruction control element that trans-
fers a core register address into the memory address
register. The read-out portion of the read cycle is per-
formed as described in 2.1.3.3 and the word in the se-
lected core register is duplicated in the memory buffer
register in 3 microseconds, That word can thus be trans-
ferred to another element 3 microseconds after the start
of the memory cycle.

The remaining 3 microseconds of the read cycle
are consumed in rewriting the read-out word in the core
register and in clearing the control circuits of the core
memory unit. The flux changes produced during the
restoration step have no effect on the contents of the
memory buffer register, since the sense windings are
disconnected from that register during the restoration
step.

2.1.6.3 Write Cycle

Only one word may be placed in core memory
during a single write cycle. The write cycle is started
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Figure 1—16. Memory Cycles

by the command from the instruction control element
that transfers the core register address into the memory
address register. The read-out portion of the write cycle
is performed just as in a read cycle with one exception;
the sense windings are disconnected from the memory
buffer register for the entire duration of the memory
cycle by a command, inhibit sample, from the instruction
control element. Therefore, the original contents of the
selected core register, although impressed on the sense
windings as in a read cycle, are not duplicated in the
memory buffer register but are lost instead. The read-
out portion of a write cycle only clears the selected core
register,

Since the sense windings are disconnected from the
memory buffer register throughout the write cycle, the
word to be written into core memory can be placed in
the memory buffer register at any time within the first
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3 microseconds of the memory cycle. During the second
3-microsecond interval, the word in the memory buffer
register is written into the selected core register in the
same manner as that used to rewrite a word just read
from core memory.

2.2 TEST MEMORY

Test memory provides storage for a relatively small
number of words for various special purposes, The pri-
mary use made of test memory is in testing core memory
and in storing short test programs or parameters for
core memotry programs. The capacity of test memory is
16 words and its access time is identical to that core
memory. Test memory is discussed in Chapter 10.

2.3 REAL-TIME CLOCK

The real-time clock provides accurate incremental
real-time information for all systems within AN/FSQ-7
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Combat Direction Central. The real-time clock consists
of a fixed-frequency pulse generator and a 16-bit flip-
flop counting register called the clock register. Clock
pulses are generated at a 32-pulse-per-second rate: The
real-time clock thus allows the determination of time
within an interval of 2048 seconds (34.13 minutes) to a
precision of 1/32 second.

The real-time clock supplies its basic timing fre-
quency of 32 pulses per second to the Output System
and also supplies selected timing pulses at 14- and
8-second intervals to the Input and Drum Systems. These
supplied timing puises and the ability of the Centrai
Computer System to read the clock register allows the
use of real-time increments in calculation. This use is
discussed further in Chapters 5 and 7.

2.4 MEMORY ADDRESSES

Both the unit to be used and the address within
that unit must be given in order to read or write a
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specific location in internal core memory. The address
half of an instruction word can contain this informa-
tion. Of the 16 bits available within the half-word for
addressing, the sign bit is not generally used; this
leaves 15 bits for effective addressing. Twelve bits are
reserved for selection of a specific register in one of the
core memory units, leaving 3 bits for the selection of a
memory unit. Table 1—10 shows the form of the ad-
dress half-word for selection of each memory unit reg-
ister,

The register address is supplied either to the mem-
ory address register in one of the core memory units or
to the test memory address register, in accordance with
the selection of memory unit by the unit code. No regis-
ter address is applicable for the clock register, since
there is only one clock register for reading. In addition,
the memory unit addresses of core memory No. 1 and
No. 2 may be interchanged for test purposes by means
of a switch on the duplex maintenance console,

TABLE 1-—-10. MEMORY ADDRESSES

SELECTION CODE

OCTONARY
MEMORY UNIT UNIT CODE R1 R2 R3 REGISTER ADDRESS
Core memory No. 1 0, 4 - 0 0 R4 through R15
Core memory No. 2 1, 5 - ] 1 R4 through R15
Test memory 2, 3 0 1 - R12 through R15
Clock register 6, 7 1 1 - Meaningless

36 UNCLASSIFIED



PART | UNCLASSIFIED Introduction
CH3 T.0. 31P2-2FSQ7-112 3.1-3.13.2
SECTION 3

SYSTEM OPERATION

3.1 INTRODUCTION

3.1.1 General

In terms of programming, the operation of the Cen-
tral Computer System begins with instructions and ends
with the results accomplished by the execution of those
instructions, However, instruction execution cannot be
discussed meaningfully without some prior discussion
of the equipment performing the required actions and
the modes of operation of that equipment. One part
of the equipment, internal memory, has been discussed
in Section 2, This section of text therefore describes the
remaining operating units and the timing of their oper-
ations before describing the execution of specific instruc-
tions.

3.1.2 Types of Operations

Operations of the Central Computer System fall
into two distinct categories: internal and IO operations.
. Internal operations process information obtained from
core memory and return the results to core memory.
IO operations transfer information between core mem-
ory and units external to the Central Computer System.
The distinction between these two categories of oper-
ations arises from the difference in their functions and
from differences in the equipment performing the oper-
ations, Further, internal and IO operations are per-
formed within the same time interval (although not
simultaneously) by separate portions of the operating
equipment within the Central Computer System.

3.1.3 Timing

3.1.3.1 Machine Cycles

Since almost all Central Computer System oper-
ations are dependent upon the operation of core mem-
ory, these operations are organized into machine cycles
corresponding in occurrence and duration with memory
cycies. {Refer to 2.i.6, Sec 2.) Internai operations are
executed within two types of machine cycles: program
time (PT) and operate time (OT). A program time
cycle is defined as the machine cycle executed during
the memory cycle in which an instruction is obtained
from core memory. An operate time cycle is defined as
the machine cycle executed during the memory cycle in
which an operand is obtained from or returned to core
memory. There are two types of operate time cycles,
OT A and OT B. During an OT A cycle, an operand is
_obtained from core memory; during an OT B cycle, a

word is stored in core memory. Thus, there are three
types of machine cycles during which internal opera-
tions are performed; PT, OT A, and OT B. For those
operations of variable execution time which do not,
however, require the execution of a memory cycle, an
acyclic mode of Central Computer System operation is
available. This acyclic mode, called an arithmetic pause,
is required in the execution of instructions involving
repetition of certain basic steps without reference to
core memory. The use of the arithmetic pause is dis-
cussed in 3.4 and 3.6

Just as internal operations are organized into ma-
chine cycles, so are IO operations. The execution of a
memory cycle is required for each word transferred dur-
ing an IO operation. During the execution of a memory
cycle for an IO word transfer, internal operations are
suspended while the Central Computer System executes a
machine action called a break cycle. A word supplied by
an IO unit is written into core memory during a break-
in (BI) cycle. Conversely, a word is read out of core
memory and delivered to an IO unit during a break-out
(BO) cycle.

Break cycles are executed upon request from an
IO unit, This break request is usually received during
the execution of an internal machine cycle. As soon as
this internal machine cycle is completed, a break cycle is
executed instead of an internal machine cycle. (One ex-
ception exists: a break cycle can be executed during an
arithmetic pause.) Upon completion of the break cycle,
the Central Computer System returns to the execution
of internal machine cycles until another break cycle is
requested.

3.1.3.2 Cycle Timing

The events within a machine cycle are initiated and
timed by two series of pulses with a basic recurrence

A
rate of 2 meg’“‘y‘"“. Within the C'LAMLLOBCCGH duration

of a machine cycle, twelve 2-megacycle pulses can occur.
Each pulse is numbered from 0 through 11,,. Thus, a
specific time within a machine cycle can be identified
in terms of the type of cycle and the pulse number;
e.g., PT 6, OT A-4, BI 8, etc.

The basic 2-megacycle pulses are sorted onto two
sets of 12 lines to generate time pulses (TP) and in-
struction pulses (IP) for control of Central Computer
System operation. The latter are used to generate com-
mands during the execution of internal machine cycles.
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Time pulses (TP) are used to generate common com-
mands for the execution of internal machine cycles and
to generate all commands necessary for the execution
of break cycles. The suspension of internal operations
during a break cycle is accomplished by shutting off the
instruction pulses (IP), thus preventing the generation
of commands for the execution of internal machine
cycles.

The execution of an arithmetic pause requires
neither time pulses (TP) nor instruction pulses (IP). In-
stead, 2-megacycle pulses are used for the generation
of commands, allowing the generation of a specific com-
mand at 14-microsecond intervals rather than at 6-micro-
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second intervals, as is the case when a specific IP is used
to generate the command. During an arithmetic pause,
time pulses may be turned on to execute a break cycle.
Instruction pulses must remain off during an arithmetic
pause, since they might interfere with the use of 2-mega-
cycle pulses in command generation,

3.1.3.3 Instruction Cycles

An instruction cycle is defined as the time interval
allotted for the execution of an instruction, This time
interval begins with the decoding of the instruction to
be executed. Therefore, an instruction cycle begins at
the instant the instruction is available for decoding, at

39



Operating Units
3133-34.12

PT 7. The period within the program time cycle from
PT 0 through PT 6, the 3 microseconds in which the
instruction is read from cote memory, cannot be con-
sidered to be within the interval allotted for the execu-
tion of the instruction being obtained from core mem-
ory during that program time cycle. Rather, it is included
in the preceding instruction cycle. In like manner, a
given instruction cycle ends at PT, 6 of the program
time cycle in which the following instruction is read
from core memory.

Figure 1—17 shows the sequence of machine cycles
possible in different instruction cycles. As can be seen
from the figure, a given instruction cycle runs from PT,
7 of one program time cycle through PT, 6 of the next
program time cycle. The number and type of machine
cycles within a given instruction cycle are determined
by the operation called for by the instruction. An in-
struction which calls for no operand from core memory
is executed without any OT cycle between the two halves
of the PT cycles. An instruction which does call for an
operand requires an OT cycle between the two PT
cycles.

3.1.4 Operating Units

3.1.4.1 Functional Grouping

Although logical division of the Central Computer
System into elements is made, it is more convenient in
programming to ignore the element divisions and con-
sider the Central Computer System as a group of flip-
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flop registers, These registers fall into three functional
types:

a. Computing registers

b. Control registers

c. Buffer registers

Computing registers are those registers directly involved
in the arithmetic and logical processing of information.
Control registers perform control functions either in
internal or IO operations of the Central Computer Sys-
tem. Buffer registers are intermediate storage registers
that allow more rapid transfer of information between
other units. The memory address register is an example
of a control register. (Refer to 2.1.4.) The memory
buffer register is primarily a buffer register, although it
petforms other functions as well. (Refer to 2.1.5.) The
other buffer registers, the IO and IO buffer registers,
do not require any extended discussion.

3.1.4.2 Computing Registers

The three computing registers in each half of the
arithmetic element include the A register, the accumu-
lator register, and the B register. A simplified diagram
of the information flow paths between these registers
and the memory buffer register is given in figure 1—18.
Also shown on the diagram is a group of circuits called
an adder.

The arithmetic process of addition (by which the
other three arithmetic processes are performed) is exe-
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Figure 1—19. Internal Control Information Flow
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cuted by the adder circuits together with the A register
and the accumulator. Initially, the augend is in the ac-
cumulator while the addend is in the A register. The
state of each flip-flop in the two registers is indicated
to the adder circuits by pairs. When the adder circuits
are pulsed, the sum is generated and placed in the
accumulator register, replacing the augend. The addend
remains in the A register. (This description applies to
both halves of the arithmetic element. Therefore, two
pairs of numbers are added, one pair in each half.)
The same general procedure is followed in subtraction;
however, the subtrahend in the A register is comple-
mented before addition to the minuend in the accumu-
lator. The difference appears in the accumulator, replac-
ing the minuend.

The B register is used in multiplication and divi-
sion. Essentially, the B register extends the capacity of
the accumulator in these operations. The 30-bit plus
sign product resulting from the multiplication of two
numbers appears in the combined accumulator-B regis-
ters. Similarly, in division, the combined accumulator-B
registers hold the dividend and the remainder. The extra
capacity is needed to continue the division process until
a 16-bit quotient is obtained. (Both multiplication and
division are performed in the two halves of the arith-
metic element, processing two pairs of numbers simul-
taneously.)

3.1.4.3 Internal Control Registers

The control registers connected with internal oper-
ations, shown in figure 1—19, include:

a. Program counter

. Operation register

Index interval register

. Address register

Memory address register (discussed in Section 2)

-Vl -

Index registers

g- Step counter
The program counter controls the sequence of execution
of instructions. At the start of each program time cycle,
the contents of the program counter are transferred to
the selected memory address register to obtain the in-
struction to be performed from core memory. The con-
tents of the program counter are then increased by 1 to
specify the address of the instruction to be obtained in
the next program time cycle.

The operation part of an instruction, bits L1
through L10, is transferred during a program time cycle
from the memory buffer register to the operation regis-
ter, which drives three decoding matrices to identify the
instruction and any modifications necessary for iterative
routines.

The index interval register is similar to the oper-
ation register in that both registers receive part of an
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instruction word to drive decoding matrices. The index
interval register receives bits L10 through L15 of each
instruction word. Although bit L10 is duplicated in the
operation and the index interval registers, no difficulty
results, since for an instruction using the index interval,
bit L10 is assigned no meaning in the operation register.
The function of the index interval varies with the in-
struction containing it. The index interval is named
from its use in controlling iterative loops. It may also
select an IO unit or some other type of unit, a mode of
Drum System operation, or the response to overflow in
those instructions which may cause an overflow. These
functions are discussed separately with the instructions
using them. :

The address register stores the address half of an
instruction word from PT 7 through OT 1 for those
instructions using an operate time cycle in their execu-
tion. At OT 1, the core register address part of the ad-
dress register contents are transferred to the memory
address register selected by the unit selection part of the
address register contents. (Refer to 2.4.) This storage
period makes possible the modification of the address
part of an instruction being executed while in the ad-
dress register without changing the address part of the
instruction as stored in core memory. Modifications are
made when an instruction is indexed in performing
iterative loops. The address register also functions in
branch operations (which change the sequence in which
instructions are performed by changing the contents of
the program counter).

.- The index registers are used to modify the address
half of an instruction while it is stored in the address
register. The contents of a selected index register may
be added to the address part of an instruction stored in
the address register. This process is called indexing.
Four index registers are available for use in controlling
iterative loops. In addition, the right accumulator regis-
ter may be used to index an instruction. Indexing is
described in 3.2.3 and in Section 5.

The step counter is a 6-bit binary counting register
provided to regulate the length of arithmetic pauses.
The step counter counts the number of 2-megacycle
pulses provided to execute a particular operation involv-
ing repetitions. When such an operation is called for by
an instruction, the step counter is set to the number of
repetitions specified by bits R10 through R15 of the
address part of the instruction. The operation is exe-
cuted with the step counter contents reduced by 1 for
each repetition. The 2-megacycle operation is usually
ended when the step counter steps to 0. If the number
of repetitions is inherent in the nature of the operation,
the step counter is preset to the requited number by 2
specific command without reference to the address half
of the instruction.
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3.1.4.4 10 Control Registers

The control registers connected with IO operations,
shown in figure 1-20, include the IO address counter,
the IO word counter, and the drum control register.
The 10 address counter controls the selection of regis-
ters in core memory to be affected by an IO operation.
Initially, the IO address counter is set to the address
of the first core memory register to which or from which
a word is to be transferred. At the start of the first break
cycle, this address is transferred to the memory address
register and the contents of the IO address counter are
increased by 1. In effect, the IO address counter functions

for IO operations as the program counter does for in-
ternal operations.

The 10 word counter controls the number of words
transferred during a given IO operation. The IO word
counter is initially loaded with the 1’s complement of
the number of words to be transferred, and a 1 is added
to it. As each break cycle is executed, another 1 is added
to the IO word counter. Thus, at each point in the IO
operation, the I0 word counter contains the 1’s comple-
ment of one less than the number of words remaining
to be transferred. As the last word is transferred, a
carry-out is generated by the IO word counter. This
carry-out pulse ends the IO operation.
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The drum control register controls certain aspects
of 10 transfers involving the Drum System. Its func-
tions are discussed in connection with that system in
Chapter 4.

3.2 INSTRUCTIONS

3.2.1 Classification

Each one of the 48 instructions recognied by the
Central Computer System is indicated to that system
as one of 16 possible variations within one of 8 possible
classes. In general, all instructions within a given class
are executed similarly and are variations within that
class. Although an instruction word can indicate any
one of the 128 class and variation combinations (8 times
16), only 48 of these are considered legal instructions;
the remaining combinations are termed illegal instruc-
tions.

The operation code of an instruction word (L4
through L10) is divided into two parts, as shown in
figure 1—21:

a. Class indicator, L4 through L6 (one octonary

digit)

b. Variation indicator, L7 through L10 (two octo-

nary digits)

TABLE 1—11. INSTRUCTION CLASSES

NUMBER OF
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Each class, its class indicator, and the number of legal
illegal variations are listed in table 1—11.

The remaining parts of the left half of an instruc-
tion word are the branch control bit, LS; the index
indicator, L1 through L3 (one octonary digit); and the
index interval, L10 through L15 (two octonary digits).
The index indicator controls the indexing of an instruc-
tion. If an instruction is indexable, the index indicator

the index register whose contents are to Be
added to the address part of the instruction. (Refer to
3.2.3.)

The index interval can perform control functions
in some instructions; it is meaningless in others. It is
used in controlling indexing to change the contents of a
selected index register by a prescribed amount after
each repetition of an iterative loop. The other control
functions of the index interval are discussed in connec-
tion with specific instructions.

Each legal instruction has a name descriptive of
the operation it initiates. In addition, a 3-letter mnemonic
code is assigned to each instruction. In general, once
the mnemonic code for an instruction is given, the code
is used in all subsequent references to the instruction.
When reference is made to the actual contents of part
of an instruction word, octonary notation is used for the
sake of brevity. In references to the address half of an
instruction, the letter x is used to designate a core mem-

Al

specifies

CLASS INDICATOR  VARIATIONS ory address while the letter » indicates an address half
with quantitative significance.
CLASS BINARY OCTONARY LEGAL ILLEGAL
3.2.2 Decoding
Add oo1 1 9 7 All instructions are decoded in precisely the same
Multiply 010 2 4 12 manner. Figure 1—22 shows the control units which
Store 011 3 7 function to obtain an instruction from core memory
Shift 100 4 3 and to decode that instruction. Each instruction is ob-
tained from the address in core memory specified by the
Branch 101 > 6 contents of the program counter. The contents of the
10 110 6 5 program counter are transferred to the selected memory
Reset 111 7 3 13 address register at PT 1 of the preceding instruction
Miscellaneous 000 0 6 9 cycle, initiating the memory cycle in which the instruc-
" tion is read from core memory. The preceding instruc-
3
g
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Figure 1—21. Instruction Flow
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Figure 1—22. Instruction Decoding

tion cycle is completed by PT 6 and the instruction to
be decoded is in the memory buffer register.
The instruction cycle during which the instruction

is executed begins at PT 7 with four events. The instruc-
tion is transferred in four parts from the memory buffer
register to four other registers; the operation part (L1
through L10) is transferred to the operation register;
the index interval (L10 through L15) is transferred to

the index interval register; the address half-word is

transferred to the address register; and R10 through
R15 are transferred to the step counter. At the same
time, the contents of the program counter are increased
by 1. Thus, for the duration of the instruction cycle,
the program counter contains the address of th
instruction to be executed.

The operation register drives three decoding mat-
rices for the duration of the instruction cycle; these
are the index selection matrix, the class matrix, and the

noavt
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variation matrix. Similarly, the index interval register
drives a decoding matrix whose output is or is not used,
in accordance with the instruction containing the index
interval. In certain cases, the output of the index interval
decoding matrix is meaningless. The function of the in-
dex selection matrix is discussed in 3.2.3.

The class matrix and variation matrix determine
the generation of the commands necessary to execute
the indicated instruction. These commands are actually
instruction pulses gated onto appropriate lines by con-
ditioning levels from the class and variation matrices.
The time sequence of the commands is established by
using appropriate instruction pulses. In general, the
class matrix also determines the length of the instruc-
tion cycle, in accordance with the type of instruction
to be executed.

The time within the instruction cycle from PT 7
through PT 11 may be used for instruction execution
in a2 one-memory-cycle instruction. For a two-memory-
cycle instruction, the time is available for indexing. Dur-
ing this period, the address half of the instruction is
retained in the address register. At OT 1, the memory
address (R4 through R15) is transferred from the ad-
dress register to the memory address register, thus initi-
ating a second memory cycle within the instruction cy-
cle. The operand so obtained is available for opetation
at OT 7. The instruction cycle continues through to
PT 6, at which time the operation register is cleared in
preparation for the next instruction cycle.

3.2.3 indexing

During the interval from PT 7 to OT 1, in which
the address part of the instruction is held in the address
register, that address may be modified by a process
known as indexing. If an instruction is indexed, the
instruction obtains the operand from core memory loca-
tion x-} i (where i is the number contained in the se-
lected index register) rather than the operand at loca-
tion x. Before the address is transferred to the memory
address register, the contents of the selected index regis-
ter can be added to the contents of the address register.
If i can be changed before each indexed repetition of
the instruction, then the instruction can process many

At ngersam

Figure 1-23 shows the units involved in the index-
ing of an instruction. The index indicator (L1 through
L3) of the instruction word selects the index register
whose contents are to be added to the address half of
the instruction. If the index indicator is Og, no indexing
occurs, If the index indicator is 1, 2, 4, or 5g, then the
contents of the corresponding index register are added
to the address register at PT 9. The indexed address is
transferred to the memory address register at OT 1. An
index indicator of 34 selects the right accumulator for
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Figure 1—23. Indexed Address Modification

addition to the address register. Indexing is discussed
in greater detail in Section 5.

3.3 ADD CLASS INSTRUCTIONS

~ onow

3.3.1 Principies of Execution

The add class includes nine separate instructions,
all performed in the same basic manner. The basic cit-
cuit in addition is the adder circuit. (See fig. 1—24.)

The basic adder circuit produces a sum term and a
carry term from a pair of binary bits and a carry from a
preceding adder. An adder circuit is connected between
corresponding flip-flops of the A register and the accu-
mulator. The bit contents of a particular pair of flip-
flops determine which of the four AND circuits is con-
ditioned. No output is produced until a pulse is applied
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Figure 1—24. Adder Circuit

on one of the incoming carry lines. The incoming carry
pulse is gated onto one of the output sum lines and
onto one of the output carry lines. The carry-out indi-
cates the addition process in the next adder, while the
sum line is used to set a flip-flop in the accumulator to
the state appropriate to represent that term of the sum.

The sum outputs of each adder are connected to
produce a shift right of one position in storing the sum
in the accumulator. (See fig. 1—25.) The B register sign
flip-flop is used for temporary storage of the least sig-
nificant sum term. The inherent shift right is incorpo-
rated into the adder circuits to reduce the time required
for multiplication but has no material effect upon the
execution time of addition. The inherent shift right is

45

corrected for by a correctional shift left which is exe-
cuted automatically during an addition operation. If a
carry-out of 1 from the sign bit adder is produced, the
carry is stored in a flip-flop until the correctional shift
left is completed. The end-carry is then completed by
pulsing the carry 1 line into the bit 15 adder, followed
by another correctional shift left.

In general, the add class of instructions is executed
by placing an operand in the A register and then pulsing
the carry 0 line of the bit 15 adder to add this operand
to the word already in the accumulator. The sum genet-
ated is stored in the accumulator (shifted right one
position). The cotrection shift left is executed, followed
by the end-carry (if any) and another correctional shift
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left (if required). A single addition requires 1 micro-
second (maximum) and a correctional shift left requires
15 microsecond. Therefore, the time required for an
addition with end-carry is approximately 3 microseconds,
while an interval of 6 microseconds is available between
the time the operand is available and the end of the
instruction cycle. Therefore, the extra time required to
execute the correctional shifts left is negligible.

3.3.2 Typical Instruction
The Add (ADD) instruction is perhaps the most
typical instruction in the add class; figure 1—26 shows
the registers involved in its execution. The instruction,
like all instructions of the add class, requires a two-
memory-cycle instruction cycle of 12 microseconds and

is indexable. (Refer to 3.2.3.)

An ADD instruction is decoded in a manner similar
to any other instruction. Since an operand from core
memory is required, execution of the instruction proper
is delayed until the operand is available. The operand
is available for transfer out of the memory buffer regis-
ter at OT 7 to the A register. At OT 10, the carry 0 line
into the adder is pulsed. The initial sum, shifted right,
appears in the accumulator-B sign register by PT, 0. At
PT. 1, the correctional shift left is executed and the A
register is cleared. At PT, 2, if an end-carry is necessary,
the carry 1 line is pulsed, followed by a correctional
shift left at PT, 5. At the completion of the instruction
cycle, the sum remains in the accumulator register, while
the memory buffer and A registers are cleared. (The A
register is cleared before the end-carry is started to
prevent reading its contents into the accumulator.)

3.3.3 Variations

The variations within the add class are of several
types. The Clear and Add (CAD) instruction, by clear-
ing the accumulator before adding the operand, places
the operand unchanged in the accumulator. The Clear
and Subtract (CSU) instruction is identical with the
CAD instruction except that the complement of the
operand is placed in the accumulator. The Subtract
(SUB) instruction differs from ADD only in the com-
plementing of the A register before adding its contents
to the accumulator, thus subtracting the operand from
the accumulator.

The twin variations, Twin and Add (TAD) and
Twin and Subtract (TSU), differ from ADD and SUB
(respectively) in their use of the twin transfer path
shown in figure 1—26. The twin transfer path causes
the use of the left half-word in both the left and right
arithmetic elements; the right half-word of the operand
is not used.

The Add B Registers to Accumulators (ADB) in-
struction requires no operand from core memory. In-
stead, the contents of the B registers are added to the
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accumulators via the A registers as if they had been read
from core memory. The address half of the ADB in-
struction is meaningless, thus making indexing of the
instruction also meaningless. The Clear and Add Magni-
tudes (CAM) instruction clears the accumulator and
then places the positive absolute magnitude of the oper-
and in the accumulator. The CAM instruction is thus
equivalent to CAD for a positive operand or to CSU
for a negative operand. The Difference Magnitudes
(DIM) instruction generates the difference in absolute
magnitude between two numbers in this manner. (See
fig. 1—27.) The accumulator contents are first duplicated
in the B register. The accumulator contents, if negative,
are then complemented. The operand from core memory
is placed in the A register, made positive to insure a
known starting condition, and then complemented and
added to the accumulator. The result of the instruction
is that the original contents of the accumulator are in
the B register while the accumulator contains the dif-
ference in absolute magnitude between that original
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Figure 1—27. Difference in Magnitudes
(DIM) Execution
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value and the operand from core memory. If the accu-
mulator contents are positive, then the operand was
smaller than the original contents of the accumulator.

3.3.4 Overfiow Control

Five instructions of the add class may cause an
overflow. (Refer to 3.4.5, Chapter 2.) These include
ADD, TAD, ABD, SUB, and TSU. The occurrence of an
overflow in either half of the arithmetic element causes
the setting of a flip-flop called an overflow sense unit.
Either the right or the left overflow sense unit may be
examined by a Sense (BSN) instruction, modifying the
program of the Central Computer System if an overflow
has occurred. In addition, each instruction that may
cause an overflow can be written to generate an overflow
alarm which can be used to take immediate action upon
detection of an overflow. (The exact action taken in
response to an overflow alarm, when generated, is deter-
mined by switch settings on the duplex maintenance
console.) Bits L14 and L15 of the index interval within
the instruction word specify what overflow conditions
will generate an overflow alarm. The contents of these
two bit positions (given binarily as well as with the
octonary representation of the entire index interval)
have the following significance:

a. 00 — no alarm generation

b. 01 — generate alarm on right overflow only
. 10 — generate alarm on left overflow only
d. 11 — generate alarm on either overflow

When the index interval is used to control response to
an overflow, its use is indicated generically by the use of
the ietter (0); e.g., ADD (o) x. The appearance of this
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letter after the mnemonic code for an instruction thus
indicates that the instruction is capable of causing over-
flow.

Table 1—12 provides a summary of information
on the add class of instructions.

3.4 MULTIPLY CLASS INSTRUCTIONS

3.4.1 General

No truly typical instruction can be chosen from
among the four instructions in the multiply class. The
class contains two basic instructions, Multiply (MUL)
and Divide (DVD), and their twin variations. Since
each instruction requires the execution of repeated addi-
tions or subtractions, an arithmetic pause is provided
to extend the execution time allowed for the operation.
The inherent shift right provided by the wiring of the
adders significantly reduces the required execution time
of the MUL instruction. On the other hand, the inherent
shift right extends the time requirements for the DVD
instruction. All multiply class instructions are indexable.

3.4.2 Multiply

Execution of a Multiply (MUL) instructions pro-
duces, in each half of the arithmetic element, the product
of two signed 15-bit binary numbers. Such a product
contains 30 significant bits plus a sign bit. To contain
this product, the accumulator and B registers are com-
bined into a 32-bit register. Only the registers of the
left arithmetic element involved in the execution of a
MUL instruction are described since the actions per-
formed in the right half are identical. A MUL instruc-
tion is decoded in the same manner as used for all
other instructions. (Refer to 3.2.2.) The address half

TABLE 1-12. ADD CLASS INSTRUCTIONS

CODES
EXECUTION

INSTRUCTION NAME MNEMONIC OCTONARY (MICROSECONDS) INDEXABLE
Clear and Add CAD x 100 12 Yes
Add ADD (o) x 104 12 Yes
Twin and Add TAD (o) x 110 12 Yes
Add B Registers to ABD (o) - 114 12 Meaningless

Accumulators
Clear and Subtract csU x 130 12 Yes
Subtract SUB (o) x 134 12 Yes
Twin and Subtract TSU (o) x 140 12 Yes
Clear and Add CAM x 160 12 Yes

Magnitudes
Difference Magnitudes DIM x 164 12 Yes
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Figure 1-28. Multiply (MUL, TMU) Execution

of the instruction which specifies the multiplicand to be
obtained from core memory may be modified by index-
ing. The multiplier is ieft in the accumulator by a previ-
ous instruction. Multiplication is executed as described
mathematically in 3.5.2, Chapter 2. The procedure of
multiplication by addition and shifting, set forth there,
is as follows:

1. Determine the sign of the product by the rule
of signs, then obtain absolute magnitudes of the
multiplier and multiplicand by complementing
if negative.

2. Form partial product:

a. Examine the least significant bit of the multi-
plier not already examined; if 1, add the multi-
plicand to the partial product; if 0, take no
action.

b. Shift the new partial product right one posi-
tion.
3. Repeat step 2 for each significant bit positicn of
the multiplier (not for sign bit).
4. After the last repetition of step 2, correct the
sign of the product according to the sign of
product determined in step 1.

Calculation following these rules begins with the
obtaining of the multiplicand from core memory at OT
7. (See fig. 1—28.) At the same time, the multiplier is
made positive (complemented if negative) and its origi-
nal sign is stored in the sign control fiip-fiop. At OT 8,
the multiplier is shifted into the B register, the accumu-
lator is cleared, and the multiplicand in the A register is
made positive. The step counter (not shown in figure
1—28) is also set at OT 8 to 15, to control the number
of 2-megacycle pulses used to execute the actual multi-
plication.
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The multiplication process is executed using 2-mega-
cycle pulses to initiate the additions and shifting re-
quired to form the product. Each 2-megacycle pulse is
applied to a switching circuit conditioned by the con-
tents of B15. If this bit (least significant multiplier bit
not yet examined) is 1, the carry O line to the adder
is pulsed, adding the multiplicand to the accumulator,
and the B register is shifted right one position. (The
inherent shift right from the adder eliminates the need
to shift the accumulator to the right.) The shift right
of the B register eliminates the already examined bit of
the multiplier and moves the next significant bit into the
B15 position. If the bit examined by the 2-megacycle
pulse is a 0, the combined accumulator-B register is
shifted right one position without adding the multipli-
cand. Thus, each 2-megacycle pulse causes the execution
of step 2 of the previously noted multiplication proce-
dure. After 15 pulses have been applied, the multiplica-
tion is complete except for the restoration of sign.

The instruction cycle for multiplication is shortened
by allowing the operate time (OT) cycle to be com-
pleted during 2-megacycle operation. Similarly, the fol-
lowing program time (PT) cycle is begun when the step
counter reaches 5. Thus, by PT, 5, the 2-megacycle oper-
ation is complete, allowing the restoration of sign at
PT, 6 .The total instruction cycle runs 17 = 0.5 micro-
seconds instead of the 19.5 microseconds required for a
two-memory-cycle instruction cycle (12 usec) plus the
15 repeated 2-megacycle operations (7.5 usec). (The
0.5-microsecond variable time allows for delay in syn-
chronization of 2-megacycle pulses.)

The bit in position 15 of the B register is not a
significant bit of the product. It must be 0 before re-
storation of sign, since the 15th shift of the multiplier
(made positive at the start of multiplication) places the
sign bit of the multiplier in the B15 position. After sign
restoration, this bit is identical in content to the sign
of the product.

3.4.3 Divide

Execution of a Divide (DVD) instruction produces,
in each half of the arithmetic element, the quotient of a
signed 15-bit divisor and a signed dividend of up to 31
significant bits. The resulting quotient is an unsigned
binary number of 16 significant bits. The dividend is
held initially in the combined accumulator-B register,
the divisor in the A register. The quotient appears un-
signed in the B register while any remainder and the
sign of quotient and remainder is left in the accumulator.
Although only the operation of the left arithmetic ele-
ment is described, it should be remembered that an
identical operation is performed in the right arithmetic
element.

A DVD instruction is decoded in the same manner
as that used for all other instructions. (Refer to 3.2.2.)
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The address half of the instruction may be modified by
indexing, thus obtaining a divisor other than the one
specified by the original address half of the instruction.
The dividend is placed in the accumulator (or accumu-
lator-B register) by a preceding instruction. The mathe-
matical description of division as performed in the Cen-
tral Computer System was given in 3.6.3, Chapter 2.
The procedure of nonrestoring division, set forth there,
is as follows:

1. Determine the sign of the quotient by rule of
signs, then make divisor and dividend positive
to allow calculation with absolute magnitudes.

2. Perform a trial subtraction:

a. Make the sign of divisor unlike the sign of
current remainder (dividend for first trial sub-
traction) by complementing the divisor and
shift the remainder left one position.

b. Add the divisor if positive, or 2’s complement
of the divisor if negative, to the shifted cur-
rent remainder; write a 1 in the quotient if
the new remainder is positive (carry-out of
1) or a 0 in the quotient if the new remainder
is negative (carry-out of 0).

3. Repeat step 2 once for each bit of the divisor
including the sign bit.

4. If, after last repetition of step 2, the divisor and
remainder are both mnegative, complement the
divisor and add to the remainder, restoring the
remainder to positive form. Ignore carry-out.
Correct the sign of the quotient and remainder
in accordance with the stored sign as determined
in step 1.

Calculation following this procedure begins with
the obtaining of the divisor from core memory. (See
fig. 1-29.) At OT 7, the divisor is placed in the A reg-
ister, the dividend is made positive (complemented if
negative), and its original sign is stored in the sign
control flip-flop. At the same time, the step counter
(not shown in figure 1—29) is set to 17 to control the
number of trial subtractions being performed. At OT 8,
the divisor is made positive, and its original sign is
stored in the sign control flip-flop. The sign control
fiip-fiop is thus set to the correct quotient sign by the
signs of the dividend and the divisor. Command gen-
eration with 2-megacycle pulses is called for at OT 8
and started at OT 9.

Since a trial subtraction cannot be performed with
one command, 2-megacycle pulses cannot be used directly
for the generation of commands to execute the DVD
instruction. Instead, the 2-megacycle pulses are divided
into a repetitive series of five pulses numbered from 0
through 4, called divide time pulses (DVTP). Each
DVTP cycle causes the execution of one trial subtrac-
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Figure 1—29. Divide (DVD, TDV) Execution

tion. DVTP 0 executes step 2-a of the rules of binary
division (makes the divisor unlike in sigo to the partial
remainder and shifts the partial remainder left). DVTP
1 executes step 2-b (adds either the divisor by pulsing
the carry O line or the 2’s complement of the divisor
by pulsing the carry 1 line when the divisor is in 1’s
complement form in the A register). DVIP 2 and 3
are not used in the arithmetic element and provide for a
delay in that element sufficient to complete the addi-
tion. However, DVTP 3 does reduce the contents of the
step counter by 1, indicating the completion of a trial
subtraction, DVTP 4 produces a shift left to correct for
the inherent shift right from the adder.

The sign of each partial remainder generated is in-
dicated by the carry-out from the sign bit adder. This
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carry-out is used, in each DVTP cycle, to set bit 15 of
the B register to 1 or 0. In effect, each carry-out is
stored as the quotient bit generated by ‘that trial sub-
traction. Since the accumulator-B registers are shifted
left (at DVTP 0) before each quotient bit is generated,
the quotient is built up, bit by bit, in the B register
until all 16 bits contain significant bits of the quotient.
To generate 16 quotient bits, 16 trial subtractions are
required. Although the step counter is set to 17 at the
start of 2-megacycle operation, only 16 DVTP cycles are
performed. As the step counter is stepped from 2 to 1
at DVTP 3 of the 16th trial subtraction, the 2-mega-
cycle pulses are shut off, allowing only the generation
of DVTP 4 to complete the 16th trial subtraction. At
the same time, the next program time (PT) cycle is
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started. If the remainder in the accumulator is negative,
the restoration called for in step 4 of the rules of division
is executed, using instruction pulses for command gen-
eration.

The restoration of the remainder is accomplished
in a manner identical with the procedure of a trial
subtraction. The carry-out is ignored, since the connec-
tion from the sign bit adder to B15 is disconnected at
PT. 1, before the addition at PT, 2. Finally, at PT. 6,
the sign of the remainder and quotient is corrected, if
necessary, in accordance with the contents of the sign
control flip-flop. The total DV D instruction cycle has a
duration of 51.5 =+ 0.5 microseconds, 12 microseconds
within the required two memory cycles plus an arith-
metic pause of 39.5 == 0.5 microseconds between OT 11
and PT, 0. The DV D instruction thus produces, in each
half of the arithmetic element, a 15-bit remainder (held
in the accumulator, positions 1 through 15), and un-
signed 16-bit quotient (held in the B register), and
the sign bit of both the quotient and remainder (held
in the accumulator sign bit position). In order to store
the quotient in a standard half-word, it must be pro-
cessed by a Shift Left and Round (SLR) instruction.
(Refer to 3.10.6.)

3.4.4 Variations
Of the four instructions within the multiply class,
two are twin variations on the instructions already de-
scribed. Thus, Twin and Multiply (TMU) is simply a
twin variation of MUL. A TMU instruction causes the
left half-word brought from core memory to be used as
multiplicand in both the left and right arithmetic ele-
ments. Similarly, the Twin and Divide (TDV) instruc-
tion causes the left half-word to be used as divisor in
both the left and right arithmetic elements. Table 1—13
provides a summary of information on the multiply class
of instructions.
3.5 STORE CLASS INSTRUCTIONS
3.5.1 Principles of Execution
The seven instructions within the store class are

basically transfer instructions. Most of the instructions
within the class transfer information from the arith-
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metic element to the memory element for storage there-
in. Since many of the instructions require the storage of
only half a word without destroying the half-word al-
ready in core memory, two OT cycles are required for
their execution. In general, therefore, store class instruc-
tions require three-memory-cycle instruction cycles, or
18 microseconds. All instructions in the store class are
indexable.

3.5.Z Typical instruction

An instruction typical of the store class is the Left
Store (LST) instruction. The LST instruction places the
contents of the left accumulator in the left half-word
positions -of a selected core memory register without
changing the contents of the right half-word positions
in the register. The accumulators are unchanged by this
instruction. '

The LST instruction is decoded in the same manner
as are other instructions. (Refer to 3.2.2.) The address
half of the LST instruction may be modified by indexing
during the interval from PT 7 through OT A-1. At OT
A-1, the address of the location to be affected is trans-
ferred to the memory address register from the address
register. Since a word cannot be read out, changed, and
rewritten into core memory in one memory cycle, two
OT cycles must be executed. (Refer to 2.1.6.3.) The OT

A cycle for the LST instruction obtains the right half- -

werd from core memory for temporary storage in the
right A register. (See fig. 1—30.) The OT B cycle trans-
fers the desired pair of half-words to the memory buffer
registers to be written into the selected register in core
memory. The total execution time for an LST instruc-
tion is 18 microseconds.

3.5.3 Similar Variations

The Right Store (RST) instruction differs from the
LST insttuction in that the contents of the right accamu-
lator register replace the right half-word in the selected
memory regiser, The Store Address (STA) instruction
is similar to the RST instruction with the exception that
the ST A instruction stores the contents of the right A
register rather than those of the right accumulator. The
Full Store (FST) instruction places the contents of the

TABLE 1-13. MULTIPLY CLASS INSTRUCTICNS
CODES
EXECUTION
INSTRUCTION NAME MNEMONIC OCTONARY (MICROSECONDS) INDEXABLE
Maultiply MUL x 250 17 == 05 Yes
Twin and Multiply TMU x 254 17 + 05 Yes
Divide DVD x 260 51.5 =+ 0.5 Yes
Twin and Divide TDV x 264 51.5 =+ 0.5 Yes
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Figure 1—-30. Store Class Execution
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left and right accumulators, as a full word, in a selected
register in core memory. (See fig. 1—30.) Since no read-
ing from core memory is required, only one OT cycle is
required for the execution of the FST instruction, re-
ducing its execution time to 12 microseconds, in com-
patison to the 18 microseconds required by each other
instruction of the store class. The remaining three in-
structions of the store class differ sufficiently from the
typical instruction to require separate descriptions.

3.5.4 Different Variations

3.5.4.1 Add One

The Add One (AOR) instruction removes a full
word from core memory, adds a 1 to the least significant
bit position of the right half-word, and replaces the
modified word in its original location in core memory.
(See fig. 1-31.) The original word is read from core
memory and placed in the A registers by OT A-7. The
right accumulator has been cleared at OT A-6. Thus,
when the carry 1 line to the right adder is pulsed, the
right half-word is increased by 1 and placed in the
right accumulator, (The inherent shift right and correc-
tion are not shown.) The OT B cycle returns the modi-
fied word to its core memory location. The AOR in-
struction can cause a right overflow. (Refer to 3.3.4.)

CORE MEMORY
A
Y
{0TB 3) (OTA 6) (OTA 6) {oTe 3)
L MEMORY R MEMORY
BUFFER BUFFER
REGISTER REGISTER
cLEaR
-0 (018 1)
(0TB 2) (OTA 7) (OTA 7)
(0TB 2)
LEFT A RIGHT A
REGISTER REGISTER
4
RIGHT | CARRY |
ADDER {(0TA 8)
RIGHT
ACCUMULATOR
CLEAR_
(0TA 8)

Figure 1-31. Add One (AOR) Execution

54 UNCLASSIFIED



PART | UNCLASSIFIED Deposit
CH 3 T.0. 31P2-2FSQ7-112 3.54.2-3543
CORE MEMORY word must be placed in the B registers, The contents
. A of the control word determine which bits of the stored
word are to be changed; each bit position in the B
N =l = register containing a 1 causes the replacement of the
il I = - corresponding bit in the stored word by that bit in the
5l & el e accumulator.
The DEP instruction is decoded in the same man-
T MEMORY RIGHT MEMORY ner as are other instructions. (Refer to 3.2.2.) The ad-
BUFFER BUFFER dress half of the instruction, which selects the word in
REGISTER REGISTER CLEAR core memory to be modified, may be changed by index-
- (o8 1) ing prior to the modification operation. Although the
(OTAT) ©TA7) operation is described only for the left half of the
arithmetic element, corresponding actions are performed
(T8 2) in the right half.

RIEEF;;T@R RRI!Z%lIgTEAR Execution of the DEP instruction begins at OT A-2
_ CLEAR _ when the contents of the accumulator are coniplemented.
(om8 2) .(:?rTf)G‘ (See fig. 1—.33 and table 1-14.) At OT A'-4, the control
half-word is transferred from the B register to the A
¢ —_—— CARRY O __ register. At OT A-5, the accumulator contents are logi-
LEFT RIGHT (078 103 cally multiplied by the contents of the A register. The
ADDER ADDER logical multiply step clears those bits of the accumulator
whose positions correspond to bit positions in the con-
(PT,0) PT,0) trol half-word containing 0. In effect, the bits in the

OMUCATOR. ACCUMULATOR ENORY

ACCUMULATOR o aow
(o186}

Figure 1—32. Exchange (ECH) Execution

3.5.4.2 Exchange

The Exchange (ECH) instruction interchanges the
word held in the left and right accumulators with a
word held in a selected core memory register. (See fig.
1—-32.) During the OT A cycle, the word in core mem-
ory is transferred into the A registers. At OT B-2, the
contents of the accumulators are transferred to the mem-
ory buffer registers to be placed in the core memory
register just read. At OT B-6, the accumulators are
cleared in preparation for the transfer of the word read
from core memory into the accumulators as performed
by a CAD instruction.

3.5.4.3 Deposit

The Deposit (DEP) instruction is unique within
the store class in that it allows replacement of part of a
word in core memory with the corresponding part in
the accumulators on a bit-by-bit basis rather than by
half-word or full word. The DEP instruction can cause
replacement of only one bit of the word in core memory
or of as much as the entire word. Before the DEP in-
struction can be given, the bits to be placed in the
stored word must be in the accumulators and a control
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Figure 1—33. Deposit (DEP) Execution
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TABLE 1—14. DEPOSIT INFORMATION CHANGES
TIME ACCUMULATOR A REGISTER MEMORY BUFFER REGISTER

OT A1 ' 0.000 010 001 110 010 Clear Clear

OT A 2 1.111 101 110 001 101 Unchanged Unchanged

OT A 4 Unchanged 0.000 111 000 111 000 Unchanged

OT A5 0.000 101 000 001 000 Unchanged Unchanged

OT A 6 Unchanged Unchanged 0.101 I01 110 000 110
OT A 7 1.111 010 111 110 111 0.101 111 110 111 110 Unchanged

OT A9 0.101 010 110 110 110 Unchanged Unchanged

OT B 1 Unchahged Unchanged Clear

OT B 2 Unchanged Unchanged 0.101 010 110 110 110

accumulator which are not to be placed in core memory
are erased. At OT A-7, the accumulator is again com-
plemented and the selected word from core memory is
logically added to the control half-word in the A regis-
ter. The logical add step sets to 1 those bits of the
selected word which are to be replaced and leaves un-
changed the remaining bits of the word brought from
core memory. At OT A-9, the accumulator is again
logically multiplied by the contents of the A register,
leaving the new half-word in the accumulator, At OT
B-2, this half-word is transferred to the memory buffer
register to be written into core memory.

A summary of information concerning store class
instructions is given in table 1—15,

3.6 SHIFT CLASS INSTRUCTIONS

3.6.1 Principles of Execution

The instructions within the shift class are transfer
instructions which affect only the accumulator and B

registers. (Refer to 3.5.3, Chapter 2.) The bits within
various combinations of these registers can be shifted
left or right. The number of shifts performed is speci-
fied by the address half of the shift class instruction.
To differentiate this use of the right half-word of an
instruction as a numerical constant rather than as a core
memory address, it is designated generically as n,

The basic operation performed in response to a
shift class instruction is the simultaneous shift of each
bit in a selected register one place to the right or to the
left. The basic operation requires the transfer of a bit
from each flip-flop to the next flip-flop within the same
register. This basic operation is repeated as many times
as necessary to accomplish the desired displacement of
the bits being shifted.

Two basic variations exist within the shift class.
Shift instructions proper affect all bits of the selected
registers except the sign bit of the accumulator. Cycle
instructions, on the other hand, affect all bits, including

TABLE 1-15. STORE CLASS INSTRUCTIONS

CODES EXECUTION
INSTRUCTION NAME MNEMONIC OCTONARY (MICROSECONDS) INDEXABLE
Full Store FST x 324 12 Yes
Left Store LST x 330 18 Yes
Right Store RST x 334 18 Yes
Store Address STA x 340 18 Yes
Add One AOR (o) x 344 18 Yes
Exchange ECH x 350 18 Yes
Deposit DEP x 360 i8 Yes

96 UNCLASSIFIED



PART | UNCLASSIFIED _ Fig. 1-34

CH 3 T.0. 31P2-2FSQ7-112
LEFT LEFT B RIGHT RIGHT B
ACCUMULATOR REGISTER ACCUMULATOR REGISTER
* = * &
s L LIS s |ri RIS
LOST LOST
SHIFT LEFT (DSL)
A
* *
s LIS—=> LOST s— RIS|—=-LOST
SHIFT RIGHT (DSR)
B.
NOT AFFECTED
*
s LISF—= LOST RIS
LEFT ELEMENT SHIFT RIGHT (LSR)
C.
NOT AFFECTED
* , ,
LIS s RI5—=> LOST
RIGHT ELEMENT SHIFT RIGHT (RSR)
0.
* * 15
< R
Ls|ui L RS [RI "~
Lost LosT
SHIFT ACCUMULATORS LEFT (ASL)
E.
Lo LI5|—= LosT * L RISF—>L0ST
LS RS
SHIFT ACCUMULATORS RIGHT (ASR)
F. NOTE :
% REMAINS UNCHANGED
Figure 1—34. Shift Class Execution
the accumulator sign bit. Neither type of shift class The execution time for a shift class instruction
instruction makes reference to core memory, and there- varies with the number of shifts called for by the in-
fore none of the instructions in the shift class are index- struction. Each basic shift operation (one place left or
able, right) is initiated by 2-megacycle pulses rather than
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instruction pulses (IP). Thus, successive shifts can be
executed at 1/5-microsecond intervals. Since 2-megacycle
operation can start at PT 11, up to 6 shifts may be exe-
cuted within the minimum instruction cycle of 6 micro-
seconds. Thus, for » shifts where » — < 6, execution
time for a shift class instruction is 6 microseconds.
Where # > 6, execution time is 6 4 0.5 (z—4) = 0.5
microseconds, A limit on the maximum number of shifts
which may be performed is established by the step coun-
ter, a modulo 1003 counter which counts out the re-
quired number of 2-megacycle pulses to execute the re-
quired number of shifts, Since the step counter is a
modulo 64 counter, » is interpreted modulo 64. There-
fore, a maximum of 63 or 77; shifts may be performed,
and the maximum execution time is 35.5 =+ 0.5 micro-
seconds. (The 0.5-microsecond variation is caused by
the variable time required for synchronization of 2-mega-
cycle pulses.) If # is assigned a value greater than 77, in
a shift class instruction, it is interpreted modulo 100g.
Thus, for » — 107;, only 7 shifts are executed. The
execution time when # — 1074 is the same as for n — 7
and therefore less than for n — 77,.

3.6.2 Typical Instruction

The Shift Left (DSL) instruction is typical of the
shift class. The DSL instruction combines the accumu-
lator and B registers in each half of the arithmetic ele-
ment into two 32-bit shifting registers. (See fig. 1—34.)
With each shift, the content of the accumulator sign bit
is duplicated in the bit 15 flip-flop of the B register,
while the content of the accumulator bit 1 flip-flop is
lost, The content of the accumulator sign bit flip-flop
remains unchanged.

The DSL instruction is decoded in a manner simi-
lar to that used for all other instructions. As is done for
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all instructions, bits R10 through R15 of the instruction
word are placed in the step counter as well as in the
address register. At PT 9, 2-megacycle operation is initi-
ated, At PT 10, a pause is called for if # is greater than
6. When the step counter contents are reduced to 5,
the arithmetic pause is ended, since the completion of
the shifts will not interfere with the operations between
PT, 0 and PT, 6 for termination of the instruction
cycle. As can be seen from figure 1—34, if » — > 31 or
37, then all significant bits of the accumulator and all
bits of the B register are made identical to the sign bit
of the accurnulator,

3.6.3 Shift Variations
The variations of the DSL instruction are relatively
close variations. The Shift Right (DSR) instruction shifts
the combined accumulator-B register in each half of the
arithmetic element to the right. (See fig. 1—34.) Again,
for » = > 37, the accumulator sign is duplicated in all
remaining bit positions of the accumulator-B register.
The Left Elemen:t Shift Right (LSR) instruction
and the Right Element Shift Right (RSR) instructions
are similar to the DSR instruction, with the exception
that the LSR instruction affects only the left half of the
arithmetic element while the RSR instruction affects only
the right half. The Shift Accumulators Left (ASL) in-
struction and the Shift Accumulators Right (ASR) shift
the contents of each bit position (except the sign bits)
within the accumulator. For these two instructions, if
n = > 174, all bits of the accumulator are made identi-

cal to the sign bit content.

3.6.4 Cycle Variations

Two instructions within the shift class are known as
cycle instructions, They differ from the shift instructions

LEFT LEFT B RIGHT RIGHT B
ACCUMULATOR REGISTER ACCUMULATOR REGISTER
S |Li S |RI
CYCLE LEFT (DCL)
A.
s it S [Ri

CYCLE ACCUMULATORS LEFT (FCL)

Figure 1—35. Cycle Variations Execution
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just described in that they treat the sign bit of the
accumulator register just as all other bits are treated.

The Cycle Left (DCL) instruction forms the accu-
mulator and B register of each half of the arithmetic
element into 32-bit cycling registers. (See fig. 1—35.)
Unlike the DSL instruction, the DCL instruction can-
not lose any bits but can move the accumulator sign
bit. Where # — 16 or 205, a DCL # instruction inter-
changes the contents of the accumuliator and B regis-
ters, Where 7 — 40g, the final result of the DCL instruc-
tion is equivalent to no shifting at all, since 32 shifts
bring the bits back to their original positions. The
effect of a DCL instruction where #z > 32 is that of a
DCL instruction calling for a number of shifts equal to
the difference between the number of shifts specified
by # minus 32. Thus, a DCL 44 instruction takes longer
to execute but is equivalent in effect to a DCL 4, instruc-
tion,

The Cycle Accumulators Left (FCL) instruction dif-
fers from the DCL instruction in that it combines the
two accumulator registers into a 32-bit cycling register
without affecting the B registers. The FCL instruction
can thus shift the positions of_ the bits within a full
word. Where # = 16 or 20;, the contents of the left
and right half-words are interchanged. If » — 40;, the
FCL instruction has no net effect on the contents of the
accumulators, A summary of information concerning
shift class instructions is given in table 1—16,

3.7 BRANCH CLASS INSTRUCTIONS

3.7.1 Principles of Execution

The instructions within the branch class allow modi-
fications of the sequence in which a program is executed

UNCLASSIFIED
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Branch Class Instructions
3.6.4-3.7.1

in response to selected conditions resulting from Cen-
tral Computer System operation. A branch class instruc-
tion can be used to prevent a meaningless operation,; i.e.,
an operation using an intermediate result of a calcula-
tion in further calculation which would be meaningless
if the actual intermediate result were used. For exam-
ple, dividing a number into 0 can be avoided through
the use of a branch class instruction.

A branch of progi'am control is executed by a
branch class instruction if the condition specified by the
instruction is satisfied. The branch is performed as
shown in figure 1—36. At PT 11, the address contained
in the program counter is transferred to the right A -
register and the program counter is cleared. At PT, 0

b

R MBR MAR
BRANCH
ADDRESS~HALF ADDRESS
{PT 7) (PTo1)
ADDRESS PROGRAM __CLEAR
REGISTER COUNTER S~ —(gr
1
BRANCH REPLACED
ADDRESS
RIGHT A CLEAR
REGISTER [~ —Frg

Figure 1—-36. Branch Class Execution

TABLE 1-16. SHIFT CLASS INSTRUCTIONS

CODES

EXECUTION
INSTRUCTION NAME MNEMONIC OCTONARY (MICROSECONDS) INDEXABLE
Shift Left DSL n 400 ® No
Shift Right DSR n 404 * No
Shift Accumulators Left ASL ”n 420 * No
Shift Accumulators Right ASR n 424 ® No
Left Element Shift Right LSR n 440 ® No
Right Element Shift Right RSR n 444 * No
Cycle Left DCL n 460 ® No
Cycle Accumulators Left FCL n 470 ® No

*Execution time variable with ». Expressed decimally, when 7 < 6, execution time is 6 microseconds; when # > 6, execution
time is 6 4 0.5 (# — 4) =% 0.5 microseconds; # is interpreted modulo 64, making maximum execution time 35.5 =+ 0.5

microseconds.
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the address half of the branch class instruction is trans-
ferred from the address register to the program coun-
ter. Thus, if the address from which the branch class
instruction was obtained is identified as x, while the
address half of the instruction itself is identified as x,,
then the branch of program control causes the program
to execute the instruction at memory address x, rather
than the instruction at x; - 1 that would normally
follow the branch class instruction. If the condition
specified by the branch instruction is not satisfied, then
the instruction at memory address x; - 1 is executed in
normal sequence immediately after the branch class in-
struction.

Execution of a branch class instruction may be modi-
fied by the BRANCH NORMAL-BRANCH ZERO
switch on the duplex maintenance console when the
Central Computer System is in test mode of operation.
When this switch is in BRANCH NORMAL position,
branches are executed as described. When it is in the
BRANCH ZERO position and the condition for branch
of a branch class instruction is satisfied, the command
at PT, 0 which transfers the contents of the address
register to the cleared program counter is not generated
unless the LS bit of the branch instruction being exe-
cuted contains a 1, If the LS bit is 0, the program coun-
ter is left cleared, causing the next instruction to be
taken from core memory location zero. If the LS bit of
the branch instruction is 1, the instruction is executed
normally; the position of the switch thus has no effect
upon branch class instructions whose LS bit is 1. Bit LS
therefore has a function only when the Central Com-
puter System is in test mode and the branch control
switch is in BRANCH ZERO position.

The memory address x; - 1 stored in the right A
register when a branch of program is executed can be
used to return to the program sequence that was inter-
rupted by the branch. For example, if the program
sequence starting at address x, includes seven instruc-
tions necessary to its execution, two more instructions
can be added to return to the instruction at x; -} 1 upon
completion of the branch sequence. The last instruction
of the branch sequence is stored at memory address
x5 4+ 8. The instruction at address x, can be STA x,
-+ 8, which places x; 4+ 1 in the address half of the
instruction stored at x, | 8. If the instruction at x,
+ 8 is a branch class instruction which calls for an
unconditional branch, the program will execute the in-
structions stored at the following addresses in the fol-
lowing order: xy, x3, xo + 1...%3 -} 8, %y + 1, %, 4 2,
and so on. The sequence of instructions from x, through
x5 -- 8 is called a closed routine, since upon its comple-
tion the program returns to the instruction sequence
interrupted by that routine.

3.7.2 Typical Instruction

The Branch on Minus (BFM) instruction is typical
of the branch class. The instruction is decoded in a
manner similar to that used for all other instructions.
At PT 9, the contents of the left and right accumulator
sign flip-flops are sensed. If both flip-flops contain 1
(both accumulators are negative), the BFM branch con-
dition is satisfied and the branch is executed. The BFM
instruction is executed within one memory cycle, 6 micro-
seconds, and is not indexable. It should be noted that
negative zero is treated as a negative number by the
BFM instruction.

LEFT RIGHT
ADDER ADDER CARRY (
- T T ors.ore
COMPLEMENT o
(ov2, oT7) -1 =T
| LEFT | RIGHT
l ACCUMULATOR | | ACCUMULATOR
MAKE POSITIVE
TN I T T 7 T 1‘
SIGN I SIGN A |
RESTORE SIGN CONTROL CONTROL
(PT, 6)
LS=1 RS=1
TEST FOR | BRANCH
R -
(0T &

Figure 1-37. Branch on

Zero (BFZ) Execution
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3.7.3 Similar Variations

Only two of the other five instructions within the
branch class have enough similarity to the BFM instruc-
tion to allow their discussions as variations. These two
instructions, Branch on Left Minus (BLM) and Branch
on Right Minus (BRM), cause a branch of program
control if the specified accumulator sign is 1; execution
time is 6 microseconds.

3.7.4 Different Variations

3.7.4.1 Branch on Zero

The Branch on Zero (BFZ) instruction causes a
branch of program control only if both accumulators
contain zero, Since both positive and negative zero must
be recognized as zero, the instruction must test for the
presence of either positive or negative zero or a combina-
tion of these in the accumulatots and then restore their
original contents, The testing and restoration require
more time than is available in a one-memory-cycle in-
struction cycle. Therefore, an OT cycle is included with-
in the BFZ instruction cycle. (A word is read from core
memory into the memory buffer registers during the OT
cycle, but no use is made of this word, nor is the BFZ
instruction indexable.)

Figure 1—37 illustrates the registers involved in
execution of the BFZ instruction, and table 1—17 shows
the results of this execution on the contents of one
accumulator (abbreviated to five significant bits) when
starting from each of the three possible contents of the
accumulator, positive zero, negative zero, or not zero.
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along with the accumulator to maintain a record of its
original sign.) At OT 2, both accumulators and the
sign control flip-flops are unconditionally complemented.
At OT 3, a 1 is added to both accumulators (carzy 1 line
is pulsed with A registers cleared), ignoring any end-
carry generated. At OT 7 (after the correctional shift
left which is not shown in figure 1—37), the accumu-
lators and sign control flip-flops are again complemented.
After this step, the sign bit flip-flop of each accumulator
contains a 1 if that accumulator had contained either
positive or negative zero at the start. Thus, at OT 8,
the condition for branch is tested and, if it satisfied,
a branch of program control is called for.

The restoration of the accumulator contents begins
at OT 8 with a subtraction of 1 from the accumulator
contents (carry 1 while accumulators are complemented
with respect to previous addition of 1); any end-carry
generated is ignored, The branch of program control is
executed if the conditioning for branch is satisfied at
OT 8, with the exception that the branch operation
proper begins at OT 11 rather than at PT 11. (See fig.
1—-36.) The restoration of accumulator contents is com-
pleted at PT, 6 with the complementing of each accu-
mulator if its sign control flip-flop contains a 1.

3.7.4.2 Sense

The Sense (BSN) instruction provides for a branch
of program control if a selected condition is satisfied.

L MBR R MBR MAR
LIO THRU LIS RS THRU lCLEAR BRANCH
TABLE 1-17. BRANCH ON ZERO TEST (PT T} FPI{'" " I(PTZO) {\g_tr)RlE)ss
OPERATIONS | 2
' |
INDEX
NOT ADDRESS PROGRAM CLEAR
POSITIVE NEGATIVE o INTERVAL REGISTER [<~ | COUNTER (0T 0
TIME ZERO ZERO ZERO REGISTER
Initial 0.0000 1.1111 1.0010 ADDRESS
BRANCH BR
OT 1 0.0000 0.0000 0.1101 ADDRESS
{PT,0)
OT 2 1.1111 1.1111 1.0010 PER SEL BSN RIGHT A CLEAR
MATRIX REGISTER <‘(—0-‘7' 9
OT 3 1<-0.0000 1<-0.0000 1.0011
OoT 7 1.1111 11111 0.1100
olg 778
OT 8 1<-0.0000 1<-0.0000 0.1101 ¢ l'\
EXECUTE
PT, 6 0.0000 1.1111 1.0010 8 R—l | BRANCH
L
& OR & GT
The sequence of operations necessary to execute 4\
the BFZ instruction begins with the complementing of i gs;‘f‘%HFOR
either or both accumulators if they are negative at OT 1. olg 77 ‘(OT 9)
Thus, the contents of both accumulators ate now known (LI
SENSE UNITS

to be positive, (If either accumulator had been negative,
the sign control flip-flop would have been complemented

Figure 1—38. Sense (BSN) Execution

UNCLASSIFIED 61



Table 1-18

UNCLASSIFIED

PART 1

T.0. 31P2-2FSQ7-112 CH 3

The index interval (L10 through L15) of the BSN in-
struction selects the condition which permits or pre-
vents the execution of the branch. This use of the
index interval is denoted by the symbol (#). Each con-
dition which may be sensed for execution of a branch is
indicated by a sense unit. If the sense unit selected
by he index interval of the BSN instruction is on, a
branch of program control is executed.

The execution of a BSN () instruction requires
two memory cycles to provide time for the establish-
ment of selection levels. Thus, as the case for a BFZ
instruction, an OT cycle is executed with its accompany-

ing memory cycle, although no net effect on core mem-.

ory or the memory buffer registers results. Therefore,
the BSN () instruction is not indexable,

The execution of the BSN (%) instruction requires
the decoding of its index interval, (See fig. 1—38.) This
is performed by the PER SEL BSN matrix, conditioning
one output line as selected by the contents of the index
interval. (Although only two outputs are shown for the
PER SEL BSN matrix, there are 63 outputs separately
selectable by the index interval, with values ranging

from 003 through 77,.) The index interval register is
loaded to begin decoding at PT 7. The selection line
from the matrix and the condition indicating line from
the corresponding sense unit are applied to an AND
circuit whose output conditions a gate which is sensed
at OT 9. If the selected sense unit is on, the gate is
conditioned and the command to execute a branch of
program control is generated. Thereafter, the branch is
executed as shown in figure 1—38. If the selected sense
unit were not on, no branch would result, since the
command to execute the branch would not be generated
and the next instruction in the program sequence would
be executed.

As an example of a BSN () instruction, consider
the Sense (left overflow on) instruction, The index in-
terval of the instruction contains 12, specifying the left
overflow sense unit. If an overflow has occurred in the
left arithmetic element prior to the execution of the
BSN (123) instruction, the left overflow sense unit is
on. The execution of the BSN (123) instruction causes
a branch and clears the left overflow sense unit. The
sense units are listed in table 1—18.

TABLE 1—18. SENSE UNIT SELECTION CODES

CONDITION CODE UNIT OFF
SENSE UNIT FOR BRANCH INDEX INTERVAL BSN TURNS
Condition lights 1-4 On 01-04 _ Yes
Selected tape unit Not prepared 10 No
Selected IO unit Not ready 11 No
Left overflow On 12 Yes
Right overflow On 13 Yes
10 interlock On 14 ‘ No
Memory parity error On 15 Yes
Drum parity error On 16 Yes
Tape parity error On 17 Yes
Marginal checking excursion On 20 No
Sense switches 1-4 On 21-24 No
Duplex switch Active 30 No
Printer sense 1,2 Energized 31,32 No
Output alarm ' On 33 Yes
GFI range signal On 34 Yes
SD camera Taking picture 35 No
Display System Displaying track data 37 No
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TABLE 1-18. SENSE UNIT SELECTION CODES (cont'd)

CONDITION CODE UNIT OFF
SENSE UNIT FOR BRANCH INDEX INTERVAL BSN TURNS
Other Computer alarms 1,2 On 41,42 Yes
Other Computer intercom- On 43-46 Yes
munication 1-4
GFI north or azimuth ‘ On 47 Yes
Output alarms: |
Nonsearch compare On 50 Yes
Drum parity error On 51 Yes
Illegal selection or register address On 52 Yes
Defective transmission On 53 Yes

3.7.4.3 Branch and Index

The Branch and Index (BPX) instruction provides
for a conditional branch of program control with the
index indicator (L1 through L3) of the instruction word
designating the condition upon which the branch is
dependent. In addition, the BPX instructions can re-
duce the contents of an index register by the amount
specified by the index interval (L10 through L15) of
the instruction word. This use of the index interval is
designated by the symbol (s). Through the use of the
BPX (s) instruction, a series of indexable instructions
can be repeated a fixed number of times to process a
series of similar information items by indexing the
igerated instructions differently for each iteration. A
detailed discussion of the BPX (s) application is pro-
vided in Section 5.

The BPX (’s) instruction causes a conditional branch
only if the index indicator specifies an index register
other than the right accumulator. (Refer to 3.2.3) Thus,
if the index indicator is Og or 3g, ('s) is meaningless and
the branch is unconditionally executed. Howevet, if one
of the index registers is selected, the branch is executed
and (s) is subtracted from the index register only if the
sign of the selected index register is 0; ie., the index
register contains a positive number. If the contents of
the selected index register are negative (sign = 1), no
branch results.

Execution of the BPX (s) instruction is accom-
plished in one memory cycle. (See fig. 1—39.) The in-
struction word is transferred from the memory buffer
registers at PT 7 and decoded as are all other instruc-
tions. If the index indicator is O3 or 35, a branch is
executed unconditionally. (Refer to 3.7.1.) The condi-
tion for branch is satisfied at PT 9, and the branch is
executed. If the index indicator selects one of the index

registers, the condition for branch is satisfied only if the
sign of the selected index register = 0. '

Although the sensing of index registers 2 and 4 is
not shown in figure 1—39, the sensing is identical to
that shown for registers 1 and 5. Assuming an index
indicator of 14, if index register 1 contains a positive
number, a branch of program control is called for at
PT 9 and, in addition, the contents of index register
1 -must be reduced by the amount specified by (s). The
branch is executed as described in 3.7.1. The reduction
of the index register contents starts with the clearing
of the address register at PT, 0. At PT, 1, the comple-
ment of (s) is placed in the cleared address register. At
PT, 2, the contents of index register 1 are added to the
address register and the result appears in the address
register. At PT, 4, the selected index register is cleared
and, at PT, 6, its new contents are transferred from the
address register to the index register. The net effect
of these steps is the subtraction of the index interval
from the selected index register. An index interval of 1
subtracted from an index register containing 1 leaves
negative zero in the index register. A summary of infor-
mation concerning branch class instructions is given. in
table 1—19,

3.8 10 CLASS INSTRUCTIONS
3.8.1 General

IO class instructions perform the preparatory steps
necessary for the initiation of an IO operation. These
instructions select an IO unit for operation and set the
initial conditions in those registers that control each
IO operation. (Refer to 3.1.4.4.) Since the execution of
an IO class instruction while an IO operation is in
progress will disrupt that IO operation, execution of an
IO class instruction is conditional upon the state of the
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Figure 1-39. Branch and Index (BPX) Execution
TABLE 1-19. BRANCH CLASS INSTRUCTIONS
CODES
EXECUTION
INSTRUCTION NAME MNEMONIC OCTONARY (MICROSECONDS) INDEXABLE
Branch and Index Ix BPX (s) x 51— 6 No
Sense — BSN (u) x 52— 12 No
Branch on Zero — BFZ — x 540 12 No
Branch on Minus — BFM — «x 544 No
Branch on Left Minus — BLM — «x 550 6 No
Branch on Right Minus — BRM — «x 554 6 No

IO interlock. If the IO interlock is on, indicating that
an IO operation is in progress, instructions of the 10

class cannot be executed.

All instructions of the IO class are indexable. (Refer
to 3.2.3.) Howevet, in the case of one instruction in the

64

class, indexing is meaningless, since the address half
of that instruction is not used. Execution time for three

instructions in the IO class is 6 microseconds; for the
other two, execution time is 12 microseconds. Each in-
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3.8.2 Variations

The registers associated with the execution of IO
class instructions are shown in figure 1—40. The Load
10 Address Counter (LDC) instruction prepares the 10
address counter for an IO operation by loading into this
register the address of the first core memory register to
be affected by an IO operation. The address half of the

UNCLASSIFIED
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Fig. 1-40

LDC instruction can be modified by indexing Execution
ime is 6 microseconds.

The Select (SEL) instruction chooses an IO unit
other than a drum field for an IO operation. The index
interval of the SEL instruction, designated as (), is
decoded by the PERSELBSN matrix to select the IO
unit. A given SEL (u) instruction deselects all other IO
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Figure 1—40. IO Class Execution
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units when the unit designated by (#) is selected. The
IO unit selected remains so until a different unit is
selected. The address half of the SEL (u) instruction is

meaningless, thus rendering indexing also meaningless.
Execution time for the SEL (%) instruction is 12 micro--

seconds. The IO units selectable by the SEL () instruc-
tion are listed in table 1—20. Several of them are de-
scribed in Section 4.

TABLE 1-—20. SELECT UNIT CODES

SELECTION
CODE*
(OCTONARY

10 UNIT L10-L15) OPERATION
Card Reader 01 Read
Card Punch 02 Write
Printer 03 Write
IO register, cleared 04 Read
Manual input matrix 06 Read
‘Warning Light System 10 Write
Magnetic tapes 1-6 11-16 Read, write
Burst time Counters 21 Read

*Codes not listed are spares, not used at present.

The Select Drum (SDR) instruction chooses a drum
field for use in an IO operation. The index interval of
the SDR instruction, designated as (z), selects a drum
field within the group of drum fields selected by bit R1
of the address half of the SDR (%) instruction. If
R1 — 0, the index interval selects a field within the
main drum (MD) group (AM A, AM B, LOG, MIXD,
TD, or RD). If R1 — 1, the index interval selects a
field within the auxiliary drum (AXD) group (AM C
through AM H). Unlike the SEL (%) instructions, the
PerSelBsn matrix does not decode the index interval of

the SDR’' (u) instruction. Instead, the index interval of
the SDR instruction is supplied to the Drum System for
decoding therein. Those bits of the address half of the
SDR () instruction other than R1 may be meaningless,
may specify an address on a drum field (bits R4 through

" R15), or may contain an identity code. Indexing of the

SDR (u) instruction is possible, thus changing the con-
tents of the address half-word. Execution time for the
instruction is 12 microseconds. (The uses of the SDR
instruction are discussed in Chapter 4.)

The Read (RDS) and Write (WRT) instructions

are basically quite similar in their execution. The execu-
tion of either instruction turns on the IO interlock and
starts the word transfers which make up an IO opera-
tion. Further, the address half of the instruction word
specifies the number of words to be transferred. Thus,
an RDS » instruction calls for an IO operation in which
n words are read from a previously selected IO unit
into core memory. Conversely, a WRT = instruction
calls for an IO operation in which » words are written
onto the storage medium of some IO unit from core
memory. If the IO unit selected is a drum field which
is written and read by address, the index interval of
either an RDS # or a WRT n instruction may specify
an interleaving pattern on the drum field. (Refer to
Chapter 4.) This use of the index interval is designated
(i).

As shown in figure 1—40, the RDS » or WRT n
instruction causes the loading of the complement of 2
into the IO word counter. At PT, 3, a 1 is added to the
IO word counter, thus converting the contents of the
counter into a number which is the complement of
n — 1. The contents of the IO word counter are thus
reduced before any word transfers occur to allow the
generation of a dynamic end-carry from the counter at
the transfer of the nth word. This end-carry is used to
clear the IO interlock and terminate the IO operation.
Execution time for either of these instructions is 6
microseconds. A summary of information concerning 10
class instructions is given in table 1-21.

TABLE 1—21. 10 CLASS INSTRUCTIONS

CODES
EXECUTION
INSTRUCTION NAME MNEMONIC OCTONARY (MICROSECONDS) INDEXABLE
Load 10 Address Counter LDC x 600 6 Yes
Select Drum SDR (u) r* 61— i2 Yes
Select SEL (u) — 62— 12 Meaningiess
Read RDS (i) = 670 6+ Yes
Write WRT (i) » 674 6+ Yes

*Significance dependent upon mode of operation chosen by ().
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3.9 RESET CLASS INSTRUCTIONS

3.9.1 General

The reset class of instructions allow the setting of
an index register to a given value or the examination
of the contents of an index register. None of the instruc-
tions within the reset class can utilize the right accumu-
lator as an index register. Reset class instructions are
not themselves indexable. Execution time for each in-
struction within the class is 6 microseconds.

3.9.2 Variations

The registers involved in execution of reset class
instructions are shown in figure 1—41. The Reset Index
Register (XIN) instruction replaces the right half of
the instruction word in the index register selected by
the index indicator of the instruction word. Thus, the
XIN » instruction sets the selected index register to .

The Reset Index Register from Right Accumulator
(XAC) sets the selected index register to the number
contained in the right accumulator. The address half
of this instruction is meaningless. The Add Index Regis-
ter (ADX) instruction adds the contents of the selected
index register to the address half of the instruction and
then transfers the result of the addition to the right A
register. It may be seen that if the address half of the
ADX instruction is 0, the contents of the selected index
register are placed unchanged in the right A register.
A summary of information concerning the reset class
instructions is given in table 1—22.

3.10 MISCELLANEOUS CLASS INSTRUCTIONS

3.10.1 General
The instructions within the miscellaneous class are
those which do not fall into any consistent class and
are so diverse that no general principles of execution
can begiven. Instead, each instruction of this class is

discussed separately.

3.10.2 Program Stop
The Program Stop (HLT) instruction, upon execu-
tion, stops- all internal operations but allows any 10
operation in progress to be completed before stopping
the Central Computer System. The HLT instruction
stops the Central Computer System by halting the in-
struction pulses which generate commands. The binary
coding for the HLT instruction is an instruction word
containing all zeroes in the operation code part. Thus,
an empty register contains an HLT instruction, and, if
read to obtain an instruction, will cause the Central

Computer System to stop.

3.10.3 Extract

- The Extract (ETR) instruction changes the contents
of the accumulator registers in accordance with a con-
trol word read from core memory. Each bit position
of the control word which contains a 0 clears the cor-
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Figure 1—41. Reset Class Execution
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TABLE 1-—22. RESET CLASS INSTRUCTIONS

CODES
EXECUTION
INSTRUCTION NAME MNEMONIC OCTONARY (MICROSECONDS) INDEXABLE
Reset Index Register Ix XIN n 754 6 No
Reset Index Register from Ix XAC — 764 6 No
Right Accumulator
Add Index Register Ix ADX n 770 6 No

responding bit position in the accumulator. The ETR
instruction is decoded in a manner similar to that used
for all other instructions. The address half of the in-
struction word may be modified by indexing. At OT 7,
the control word is transferred from the memory buffer
registers to the A registers. (See fig. 1—42.) At OT 9,

CORE MEMORY
(0T 6
LEFT MEMORY CLEAR __
BUFFER REGISTER TN
CONTROL
WORD
(0T 7)
LEFT A CLEAR
REGISTER- <—orn
LOGICAL
MULTIPLY
(0T 9)
1
LEFT NOTE:
ACCUMULATOR DUPLICATED IN
' RIGHT ARITHMETIC
ELEMENT

Figure 1—-42. Extract {ETR) Execution

the contents of the accumulators are logically multiplied
by the control word in the A registers. The logical multi-
plication sets to 0 those bit positions in the accumulators
whose corresponding bits in the control word are 0,
leaving unchanged those accumulator bit positions which
correspond to bits containing 1 in the control word. It
is worthwhile for the reader to compare this action with
that of Deposit (DEP) instruction. (Refer to 3.5.4.3)
The ETR instruction can be used to clear unnecessary
portions of 2 word in the accumulators without affecting

the remaining portions of the word. Execution time is
12 microseconds.

3.10.4 Operate

The Operate (PER) instruction is used to initiate
or execute a wide variety of miscellaneous actions. The-
choice is made possible by using the index interval of
the instruction word to select the desired action. The
index of the PER (u) instruction is decoded by the
PerSelBsn matrix, which allows the transmission of a
pulse to a unit selected by the index interval. The func-
tion of the pulse is dependent upon the unit selected.
Execution time for PER (%) is 12 microseconds. The
various uses of the PER instruction are listed in table
1-23,

3.10.5 Ciear and Subiract Word Counter

The Clear and Subtract Word Counter (CSW) in-
struction transfers the contents of the IO word counter
into the right accumulator register without changing
the contents of the word counter or of any other register
except the right accumulator. (See fig. 1—43.) The CSW
instruction allows the program to determine the number
of words yet to be transferred by an IO operation. The
number piaced in the right accumulator is the 1I's com-
plement of one less than the number of words remain-
ing to be transferred. Execution time for the CSW in-
struction is 6 microseconds.

3.10.6 Shift Left and Round

The Shift Left and Round (SLR) instruction pro-
vides the means for scaling a small number up in mag-
nitude and for rounding off that number to 15 magni-

WO RIGHT CLEAR
COUNTER ACCUMULATOR (PT 9)

WORD COUNTER
CONTENTS

(PT,1 OR 5)

Figure 1-43, Clear and Subtract. Word Counter
(CSW) Execution
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Unit Selection Codes
3.10.6

TABLE 1—-23. OPERATE UNIT SELECTION CODES

INDEX INTERVAL

OPERATE UNIT ACTION CODE
Condition lights 1-4 Turn on 01-04
Intercommunication indicators 1-4 Turn on in other computer 10-13
Area discriminator Turn on for cycle beginning with radar data 20
Marginal checking: Start excursion 21

Stop duplex excursion 22

Stop simplex excursion 23

IO interlock Clear 27

SD camera: Start mode 1 31

Start mode 2 32

Digital display Start at slot 0, 1st section 35

_ Start at slot 107, 2nd section 36

.Printer operate hubs 1-10 Energize 51-62
- Input System testing: Start LRI and XTL pattern generator; start GFI continuous

pattern generator 63

Connect GFI pattern generator 64

Start GFI azimuth 65

Start GFI target 66

Selected tape unit: Set prepared 67

Backspace 70

Rewind 71

Write end-of-file 72

Card punch Punch columns 17-32 in columns 1-16 on card 73

Gang punch 1-16 74

10 address counter Lock at current address until IO interlock is cleared 75

Scan counter: Setto 0 76

Step by 1 77

tude bits if it is represented with excess precision. The
SLR instruction shifts the bits in the combined accumu-
lator-B register to the left by the number of positions
specified by the address half of the instruction, then
rounds off the half-word in each accumulator register
in accordance with the contents of the B register sign
flip-flop (the 16th and least significant bit). The shifting
operation called for by the SLR instruction is identical
with the shift executed in response to a DSL # instruc-
tion. (Refer to 3.6.2.) The address half of the SLR
instruction, designated as #, is interpreted modulo 64.

if » = 31, all significant bits in the accumulator reg-
ister are replaced by bits that agree with the accumulator
sign bit. The result of the round-off is dependent upon
the sign of the number and the content of the 16th
significant bit. If the number is positive, a 1 in the 16th
bit causes the addition of a 1 to the 15th bit. If the
number is negative, a 0 in the 16th bit causes the sub-
traction of a 1 from the 15th bit. Since the SLR instruc-
tion can cause an overflow, the index interval of the
instruction can cause a response to overflow. (Refer to
3.34.)

UNCLASSIFIED 69



Class Instructions UNCLASSIFIED PART 1
3.10.6-3.10.7 T.0. 31P2-2FSQ7-112 CH 3
LEFT ADDER CARRY | | ____ __ ROUND_
< -— GT |j=— (nzz)
)
BS=1
CLEAR .
LEFT ACCUMULATOR R'E-(EIFS.I}EBR he—— FI‘Z—ST —_—
_— SHIFT LEFT _ _
LS=1 * T T (2-MC)
- |
e Y et | |
__POSITIVE __‘3_0_?'-_._517_.__>+__ - e
(PT,1) -1 |
|
|

RESTORE_SIGN SIGN

CONTROL

NOTE:

DUPLICATED IN RIGHT
ARITHMETIC ELEMENT

Figure 1—44. Shift Left and Round (SLR) Execution

The SLR (0) 2 instruction is decoded in a manner
similar to that used for all other instructions. The shifts
called for by # are executed at a 2-megacycle rate. Upon
completion of all shifts, the round-off step begins. (See
fig. 1—44.) At PT, 1, the combined accumulator-B reg-
ister is complemented if negative with its original sign
- stored in the sign control flip-flop. At PT, 2, the carry
1 line to the adder is pulsed if the B sign flip-flop con-
tains 1. Since the A register is cleared before this step,
pulsing the carry 1 line results in the addition of a 1
to the bit 15 position of the accumulator. At PT; 6, the
accumulator sign is restored and the B register is cleared.
Execution time for the SLR (o) » instruction is depend-
ent upon the value of ». If » = 2, execution time is 6
microseconds. If » < 2, execution time is 6 microseconds.
If » > 2, execution time is 6 + 0.5 (# 4 1) =+ 05
microseconds.

As an example of the use of the SLR (o) 7 instruc-
tion, consider the result of a DVD instruction. The
sign bit and a 15-bit remainder are held in the accumu-
lator register while the quotient, unsigned and expressed
in 16 significant bits, is held in the B register. Execution
of the instruction SLR 17; shifts the most significant
bit of the quotient to the bit 1 position in the accumu-
lator and utilizes the 16th quotient bit in rounding off
the quotient to 15 significant bits.

3.10.7 Louad B Registers

The Load B Registers (LDB) instruction transfers
a word from the core memory location specified by the
address half of the instruction into the B registers. The
instruction is indexable and requires 12 microseconds for
execution. A summary of miscellaneous class instruc-
tions is given in table 1—24.

TABLE 1-24. MISCELLANEOUS CLASS INSTRUCTIONS

CODES EXECUTION
INSTRUCTION NAME MNEMONIC OCTONARY (MICROSECONDS) INDEXABLE
Program Stop HLT 000 6 No
Extract ETR 004 12 Yes
Operate PER (u) 01— 12 No
Clear and Subtract cSwW 020 6 No
Word Counter
Shift Left and Round SLR (o) 024 * No
Load B Registers LDB 030 12 Yes

*Execution time is variable with »; if » < 2, time is 6 microseconds; if » > 2, time is 64-0.5 (#24-1) ==0.5 microseconds.

10
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SECTION 4

INCLUDED 10 UNITS

4.1 INTRODUCTION

There are several 10 units logically included within
and connected to the Central Computer System. These
units include:

a. Card reader (IBM type 713)
b. Card punch (IBM type 723)
. Line printer (IBM type 718)
d. Tape element

(2]

e. 1O register (used as an IO unit)

The first three units listed, generally known as card
machines, are used primarily for the initial preparation,
insertion, and testing of programs. These card machines
provide unlimited memory capacity at the expense of
random access time, which is very long for all three
machines.

The magnetic tape element provides storage capacity
for large blocks of information in a very small space;
one reel of magnetic tape can contain about 1.2 million
words. Although the random access time for information
stored on tape is comparable to that for information on
punched cards, the rate of information transfer to or
from tape is faster than the rate of transfer to or from
cards. The last 1O unit, the IO register, can be used
for partial or complete erasure of core memory.

4.2 PUNCHED CARDS AND CARD FORMS
4.2.1 General

The basic IBM punch card contains 80 vertical col-
umns of 12 rows each. (See fig. 1—45.) Any informa-
tion punched on such a card is binary in form since the
presence or absence of a punch in a particular position
is equivalent to a 1 or a 0 in that position. Although an
IBM card can hold 960 binary bits (80 x 12), its use
in storing purely binary information has assumed imp-
portance only with the advent of binary digital com-
puters. The card was originally designed for storage of
decimal and alphabetical information. The designations
of the rows as numeric or zone rows are derived from
this original use of the card. For example, a decimal
digit can be stored in each column of the card by
placing a punch in the numeric row of that column
corresponding in value to the value of the decimal digit
to be recorded (or in the 0 row if a 0 is to be recorded).
In effect, the decimal digit is represented within the
column by using a vertical positional notation of its
magnitude; i.e., a 6 can be stored in column 10 of the
card by punching the 6-row of column 10.

Alphabetical characters are stored on an IBM card
with two punches per column; one punch in a zone row

/
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Figure 1—45. Basic IBM Card Showing Hollerith Code Zones
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421-422

to indicate selection of one-third of the alphabet and
one punch in a numeric row to indicate which letter
within that third is represented. Thus, the letter A is
indicated by a punch in the 12-row and the 1-row, the
letter N by a punch in the 11-row and 5-row, and the
letter T by a punch in the 0-row and 3-row. In addition
to letters, 14 special characters are indicated by either
a single punch in a zone row or by a zone row punch

TABLE 1—25. HOLLERITH CODE FOR PUNCHED
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plus two numeric row punches. The coding for all of
these symbols, known as the Hollerith code, is shown
in table 1—25,

Using Hollerith code, up to 80 alpha-numeric char-
acters may be represented on a single card with one
character per column. The card machine associated with
the Central Computer System can utilize only 64 col-
umns on each card for storage of information intro-
duced into, or received from, that system. Specifically,
columns 17 through 80 of each card are used for this
purpose. (See fig. 1—46.) Column 1 through 16, while
not normally available to the Central Computer System,
are used for card identification which allows processing
of punched cards by card machines independent of the
Central Computer System. In general, the information
field of a card is further subdivided in accordance with
the type of information presented on it. The subdivisions
of the information field are discussed in connection with
each of the two basic card forms:

a. Instruction card

b. Binary card

4.2.2 Instruction Card

The card form on which most programs are pre-
pated for initial insertion into the Central Computer
System is the instruction card. (See fig. 1—47.) Each
instruction card may contain one instruction in alpha-
numeric form plus comments to clarify the function of
that instruction within a program. The location field on
the card specifies the storage location of the instruction.
The instruction field contains the operation code in mne-
monic code form and the index indicator and index

INFORMATION FIELD
A
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2 2 B K S
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Figure 1—46. Field Division on Punch Cards
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Figure 1—47. Instruction Card

interval in octonary form. The address field specifies
the contents of the address half of the instruction. The
identification field contains program identification and
the preparation date.

The location field and the address field of an in-
struction card may not specify actual storage locations
in core memory. Instead, a symbolic location or a sym-
bolic address may be given. A symbolic location or ad-
dress is an arbitrary identification of the location or
address assigned by the programmer when making up
a program. In general, a program is presented to the
Central Computer System in symbolic form for assembly
into actual form by that system. In this manner, the
programmer is relieved of much of the detail work
attendant upon preparation of a program. A detailed
discussion of this subject is given in Section 5.

It should be noted that a program presented on
instruction cards cannot be executed directly by the
Central Computer System. Even if actual locations are
given on the instruction cards, the program must be
translated from its alpha-numeric form into binary form
before it can be executed. (The translation process is
discussed in connection with symbolic programming in
Section 5.) Once the program is translated, it may either
be executed and discarded or prepared for reintroduction
to the Central Computer System in binary form. When
the latter is done, the program is prepared on binary
cards.

4.2.3 Binary Card
The binary card utilizes the binary nature of
punched cards in storing information. The identification

field, whose contents are identical with the identification
field of the instruction card, is the only field on a binary
card containing information in Hollerith code. All in-
formation on the information field of the binary card
is in binary form. (See fig. 1—48.)

Since there are 64 columns within the information
field of the binary card, each row contains two Central
Computer System words. To distinguish between the
two words in a single row, the word in columns 17
through 48 is called the left word while the word in
columns 49 through 80 is called the right word. An-
other convenient terminology describes the former as
the word in N-row left and the latter as the word in
N-row right where N specifies the row in which the
two words are found.

For certain applications, two rows within the infor-
mation field on a binary card ate reserved for control
information. Therefore, only 20 program words con-
taining instructions or constants can be stored on a
binary card with all control information. These words
are located in the 8-row through the 11_row with the
first word in 8-row left and the last word in 11-row right.
The 12-row, columns 37 through 80, contains the pro-
gram identification information contained in columns
1 through 8 of the information field, coded in binary
form. This binary form of Hollerith code requires 6
bits for an alphabetic character, two for zone, and four
for numeric row; a decimal digit requires only the four
bits for designation of the number. This binary abbrevi-
ation of Hollerith code is given in table 1—26.

As an example of the use of this binary-coded
Hollerith code, the letter D is represented as 010100
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Figure 1—48. Special Punching on Binary Card

TABLE 1—26. BINARY FORM OF HOLLERITH CODE

CODE BITS CONTENT MEANING
First two 00 No zone punched
01 12 zone
10 11 zone
11 0 zone
Last four 0001 1-row
0010 2-row
0011 3- row
0100 4-row
0101 5-row
0110 6-row
0111 7-row
1000 8-row
1001 9-row

while the digit 7 appears as 0111 if the position it is
contained in is known to contain a number rather than
a letter; i.e., the 00 indicating no zone is understood.

The control information shown in 9-row left of
the binary card may include specification of the memory
location for the first word contained on the card (col-
umns 20 through 32) and the number of words on the
card (columns 44 through 48). In addition to these
items, the word in 9-row left may specify that the pro-
gram words are to be stored on a drum (column 33),
the drum field (columns 37 through 42), and the inter-
leave if any {columns 18 and 19).

The word in 9-row right may contain the comple-
ment of a number called the check sum. The check sum,
a form of redundancy check on informadon transfer,
is the sum of all words on the card except the words in
the 12-row and 9-row. With the check sum is comple-
ment form on the binary card, the Central Computer
System can check for any errors in reading the words
on the card by adding these words to the check sum; a
zero result indicates that no error has occurred.

4.2.4 Card Image

When the contents of an IBM card are transferred
into the Central Computer System, they appear therein
in a form known as a card image. Figure 1—49 shows
the relafionship between the words on a card and the
words in a card image. In effect, the card image in
memory contains the words from the card in the order
9-row through 12-row, with the word from the left
half of each row preceding the word from the right
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Figure 1—49. Relation of Card Image to IBM Card

UNCLASSIFIED 15



Card Reader

UNCLASSIFIED

PART 1

424 T.0. 31P2-2FSQ7-112 CH 3

Figure 1—50. Card Reader, Type 713

- half of that row. The form of the card image is deter-
mined by the modes of operation of the card machines
and the Central Computer System; i.e., the card machines
can handle 64 bits at a time while the Central Computer
System can handle only 32 bits at a time. Since the card
image can contain aii the information from a card in
a known pattern, it is possible to program the Central
Computer System to interpret this information just as
if the information were still in the pattern present on
the card itself.

It is important to realize that programmed inter-
pretation of the information in a card image requires a
prior knowledge of the form of that information on
the card from which the card image was obtained. If the
character A is presented in Hollerith code in column
26 of an instruction card, the card image of that card
will contain a 1 in bit L9 of the word from 12-row left
and a 1 in bit L9 of the word from 1-row left. A trans-
lation program must take account of the relationship
between these bits in what would be unrelated words
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if not part of a card image. Similarly, a program for
the preparation of a card image for delivery to a card
machine must be written with the requirements of the
card image kept in mind.

4.3 CARD READER

4.3.1 Operation

The card reader (IBM type 713) shown in figure
1-5¢ allows the insertion of information from punched
cards directly into the Central Computer System. The
card reader reads a card a row at a time within a
cycle of 400 milliseconds, with a maximum reading rate
of 150 cards per minute. Only columns 17 through 80
of each row are read, allowing the storage of the in-
formation from one row within two Central Computer
System words. The reading of a card 9-row first pro-
duces the card image in core memory described in 4.2.4.
Approximately 15 milliseconds elapse between the read-
ing of successive rows on a card. The remaining time
within the card reader cycle (400 — 11 X 15 milli-
seconds) is used to move the card into and out of the
reading section of the card reader.

['HOPPER

READ BRUSHES —\
CONTACT ROLLER—\

Z CARD A

T
READ STATION

The cards to be read are placed in the card reader
hopper face down and 9-row to the rear. When the
reading of a card is called for by the Central Computer
System program, the card is moved bottom edge first,
between the read brushes and the contact roller. (See
fig. 1—51.) A punch in a particular column of the card
row being read is sensed by the brush in that column
making contact with the roller. As each row in read,
the card is advanced to place the next row under the

UNCLASSIFIED
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read brushes. After all rows on the card have been read,
the card is eventually placed in the stacker to be dis-
carded or stored for later reuse.

4.3.2 Contirols and Indicators

The controls and indicators on the card reader are
shown in figure 1—52. Their functions are listed in
table 1—27.

CARD
NOT POWER
START | STOP | FEED | piry | READ | FEED |PONER | FuSE

|O— PUSHBUTTONS J[: LIGHTS >!

Figure 1-52. Card Reader Conirols and Indicators

TABLE 1-27. CARD READER CONTROLS AND

INDICATORS
CONTROL OR
INDICATOR FUNCTION
START push- If not already done, feeds card
button from hopper to read station,
turns off NOT READY light,
and transfers control to Cen-
tral Computer System; inopera-
tive while card reader is under
program control.

STOP pushbutton  Returns card reader to manual

. control and turns on NOT
READY light; action is de-
layed if pressed during card
cycle.

FEED pushbutton =~ Advances cards through card
feed unit while pressed; in-
operative unless NOT READY
light is on.

NOT READY On if card reader is not ready;

indicator i.e,, not under program con-
trol, no card at read station,
stacker is full, improper power
is applied, or fuse is blown.

READ indicator On while information is being
transferred to Central Com-
puter System.

CARD FEED On if a card feed failure has

STOP indicator occurred.

POWER ON On if a-c power is applizd.

indicator

FUSE indicator On for blown fuse if 40-volt a-c

power is applied.
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TABLE 1-28. CARD READER PROGRAM

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENT
1 SEL (01), — Selects card reader for use in all subsequent IO opera-
- : tions until another 10O unit is selected.

2 LDC x Places in IO address counter the address of the first
memory location to receive a word from card
reader.

3 BSN (11)4 ¥y Senses for not ready condition at selected IO unit;
branches if not ready to instruction at address jy.

4 RDS n Reads » words from card reader.

5 Next program

4.3.3 Information Transfer

Before the catd reader can be used to insert informa-
tion into the Central Computer System, it must be placed
in the ready condition; a deck of cards must be placed
in the hopper; and the START pushbutton pressed. A

program of the form given in table 1—28 then brings ’

information from the card reader into the Central Com-
puter System.

The Sense (IO unit not ready) instruction is
included within the program to prevent hanging up
the Central Computer System on.an impossible 10
operation. The branch of program control may be either
to a Program Stop instruction to call attention to the
card reader or to another program which will return

" to this program in the expectation that the card reader
will be readied before the return.

The RDS # instruction actually initiates the reading
operation of the card reader. If » — 24 or 304, all the
words on one card are read and transferred to the
Central Computer System. If » > 24, all the words on
one card and as many words as specified are read from
succeeding cards. When the number of words to be
read is fewer than the number of words on the card,
only the specified number of words is transferred to
the Central Computer System although the entire card
is passed by the read brushes of the card reader. The
remaining words on that card cannot be read unless the
card is manually repositioned for another pass through
the card reader. An RDS O instruction thus moves one
card past the read brushes without transferring any
information. In effect, the card is skipped.

The path followed by information from the card
reader is shown in figure 1—-53. As each row of a card
passes under the read brushes, two words are read.
The word from the left half of the row (columns 17
through 48) is placed in the IO register; the word from

the right half of the row (columns 49 through 80) is
placed in the IO buffer register. A break request is
generated by the card reader and sent to the Central
Computer System. At the first convenient point, the
Central Computer System executes a break cycle trans-
ferring the first word into core memory. (Refer to
3.1.3.1.) During this break cycle, the second word is
transferred into the IO register. A second break cycle
is initiated by the Central Computer System immediately
following the first to place the second word in core
memory. The Central Computer System then returns to
internal operations until two more words and another
break request are received from the card reader, causing
the process to repeat.

The IO operation involving the card reader con-
tinues until the IO word counter is stepped to zero. At
this time, 1 signal is sent to the card reader stopping
the transfer of information but not stopping the card
reader read cycle. When the read cycle is completed,
the card reader sends a disconnect signal to the Central
Computer System, clearing the IO interlock and ter-
minating that IO operation. Thus, although the IO word
counter may step to zero after the first word from a
card is stored in core memory, no IO class instructions
may be performed until the card reader completes its
read cycle. Use can be made of this fact to delay the
execution of subsequent instructions if these subsequent
instructions, are to process the information being read
by the card reader. The next program referred to in
table 128 can be preceded by a SEL (01) instruction.
This instruction cannot be executed while the 1O inter-
lock it on. Therefore, the instructions following it will
not be executed until the YO interlock is cleared.
Although the program delay may be excessive in the
case of reading less than a full card, it is a sure means
of delaying a program until the information needed
by the program is available in core memory.
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Figure 1—53. Card Reader Information Flow

4.4 CARD PUNCH

4.4.1' Operation
The card punch (IBM type 723) shown in figure

1-54 allows the Central Computer System to present:

processed information in punched card form. The card
punch has an operating cycle of 600-millisecond duration,
allowing a maximum punching rate of 100 cards per
minute. Since the card punch normally punches only
columns 17 through 80 of each row, the Central Com-
puter System must supply two words for each row. The
order in which the card punch handles a card, a row
at a time and 9-row first, requires the preparation of
a card image in core memory in order to have punched
information appear correctly on a card. (Refer to 4.2.4.)
Approximately 31 milliseconds elapse between the punch-
ing of successive rows on a card. The remaining time
within the card punch cycle (600 — 11x31 milliseconds)
is utilized in moving the card into and out of the
punching section of the card punch.

Unpunched cards of the desired type are placed
in the card punch hopper face down and 9-row to the
right. When the punching of a card is called for by
the Central Computer System progr;m, the card is
moved, bottom edge first, between the punches and the
dies. There is one punch per column (See fig. 1—55).
The card is punched in a particular column of the row
under the punches if the words from the Central Com-
puter System contain a 1 in the bit position correspond-
ing to that column.

After the card passes through the punching station,
it goes to a reading station. The card punch can, under
program control, connect the punch brushes reading
columns 1 through 16 to the punch magnets over the
corresponding columns. With this provision, the infor-
mation in columns 1 through 16 of a card just punched
can be duplicated on the card passing through the punch
station by gang punching. A programming provision
also exists for switching the inputs for the punch mag-
nets over columns 17 through 32 to the punch magnets
over columns 1 through 16. Thus, the Central Computer
System can place information in the identification field
of one card, then have this information gang punched
on each succeeding card. After a card has been punched
and read by the punch brushes, it is placed in the stacker
from which it may be removed for storage or for rein-
sertion into the Central Computer System through the
card reader.

4.4.2 Controls and Indicators
The controls and indicators on the card punch are
shown in figure 1—56. Their functions are listed in
table 1—29.

4.4.3 Information Transfer
Before the card punch can receive information from
the Central Computer System, it must be placed in the
ready condition; a deck of blank cards must be placed
in the hopper, the various interlocks around the punch-
ing station must be in place, and the START push-
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Figure 1—54. Card Punch, Type 723

button pressed. A program of the form given in table
1~30 then brings information from the Central Com-
puter System to the card punch. '

The WRT # instruction actually initiates the writ-
ing operation of the card punch. If #,—= 24 or 304, the
complete card image is transferred to one punched card.

If » > 24, one card is completely punched for each

group of 24 words while any remaining group of words
less than 24 is punched on one card and that card is
passed by the punching station. No more words can be
punched on this last card unless the card is manually
repositioned for another pass through the card punch.
A WRT O instruction thus passes one card through the

N W e T

punching station without transferring any_information

. e

—to-the tard, 'in effect, skipping the card,
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TABLE 1-29. CARD PUNCH CONTROLS AND INDICATORS

CONTROL OR INDICATOR

FUNCTION

START pushbutton If not already done, feeds card from hopper to punch station, turns off NOT
READY light, and transfers contro} to Central Computer System; inoperative
while card punch is under program control.

STOP pushbutton Returns card punch to manual control and turns on NOT READY light; action is
delayed if pressed during card cycie.

FEED pushbutton Advances card through card feed unit while pressed; inoperative unless NOT
READY light is on.

NOT READY indicator On if card punch is not ready; i.e., not under program control, no card at punch
station, stacker is full, improper power applied, or fuse is blown.

WRITE indicator On while information is being transferred from Central Computer System.

CARD FEED STOP indicator On if a card feed failure has occurred.

POWER ON indicator On if a-c power is applied.

FUSE indicator On for blown fuse if 40-volt a-c power is applied.

TABLE 1—30. CARD PUNCH PROGRAM
INSTRUCTION
LOCATION OPERATION ADDRESS COMMENT

1 SEL (02), - Selects card punch for use in subsequent IO opera-
tions until another IO unit is selected.

2 LDC x Places in IO address counter the core memory address
of first word of first card image.

3 BSN (11)4 ¥ Seases for not ready condition at selected IO unit;
branches if not ready to instruction at address y.

4 WRT n Writes 7 words at card punch.

5 SEL (02)4 - Delays next program.

6

Next program.

FEED HOPPER
PUNCHES
\ MAGNETS

avmina

I

——

(=4, 4

NOT | CARD |poweR
roaby |WRITE | FEED [POWER | £yse

STOP

START | STOP | FEED

CONTACT .
R°""ER F—-wsuaunons =|[= LIGHTS —.I

Figure 1—-56. Card Punch Controls and Indicators

T T~ o
The path followed by information to the card punch
DIE _/ is shown in figure 1—57. The WRT » instruction starts
PUNCH BRUSHES )
FOR GANG the punch cycle of the card punch, moving a blank
PUNCHING card into position so that its 9-row is under the punches.
N At this instant, a break request is sent to the Central
STACKER : .
- Computer System, causing the execution of two break
Figure 1—55, Card Feed Unit, Card Punch cycles in sequence to supply two words to the card punch.
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10 REGISTER COUNTER.
- _FIRST WORD TO
PUNCH MAGNETS I7 THRU 48
_ SECOND WORD TO
PUNCH MAGNETS 49 THRU 80
WORD COUNTER=0 10 WORD
COUNTER
ADD | AFTER EACH
Fﬁ?ﬁgn h WORD TRANSFERRED
CLEAR 10 INTERLOCK sékﬁ?ﬁ'&"
‘ ELEMENT
BREAK REQUEST
PUNCH INFORMATION FROM COLUMNS
I7 THRU 32 IN | THRU I6, PER (73]g PER SELBSN
DUPLICATE COLUMNS | THRU 16 OF MATRIX

~  PREVIOUS CARD ON THIS CARD,
PER (74)8

Figure 1—57. Card Punch Information Flow

(Refer to 3.1.3.1.) The first word is normally applied
to the punch magnets over columns 17 through 48 while
the second word is applied to those over columns 49
through 80. The Central Computer System returns to
internal operations after supplying the two words until
the card punch moves the next row of the card under
the punches, causing the generation of another break
request and a repetition of the transfer process.

The IO operation involving the card punch con-
tinues until the IO word counter is stepped to zero.
When this occurs, a signal is sent to the card punch
stopping the transfer of information but not stopping
the card punch card cycle. When the punch cycle is com-
pleted, the card punch sends a disconnect signal to the
Central Computer System to clear the IO interlock and
end the IO operation.

In order to prepare a program on a deck of binary
cards, it is necessary to have information which would
normally be punched within the information field of
the card punched in the indentification field instead.
The instruction PER (73); following the WRT instruc-
tion causes the information normally placed in columns
17 through 32 to be punched in columns 1 through 16.
Thus, a card can be punched bearing identification in-
formation. This information can be duplicated on each
subsequent card by programming a PER (74)s instruc-
tion just after the WRT 305 instruction which initiates
the punching of that card. The PER (74); instruction
causes gang punching of the information from columns

1 through 16 of the card just punched into the corre-
sponding columns of the card being punched during the
current card cycle. In order to maintain this gang punch-
ing for each card, the PER (74);g instruction must be
given for each card cycle.

4.5 LINE PRINTER

4.5.1 Operation

The line printer (IBM type 718) shown in figure
1—58 provides the means for the Central Computer Sys-
tem to prepare information in printed alpha-numeric
form. The line printer prints a line at a time by the
simultaneous positioning of as many of its 120 type
wheels as is possible within one card cycle of 400 milli-
seconds. The normal printing rate of the line printer is
150 lines of 64 characters each per minute. The Central
Computer System must normally supply a full card
image for each line of 64 characters. A type wheel is
shown in figure 1—59. As can be seen, all characters
selectable by Hollerith code are arranged on the type
wheel numeric sectors with the four characters within
each sector selectable by the zone indication.

At the start of a print cycle, all 120 wheels are
lined up with the character 0 in printing position. All
the wheels begin rotating as information is supplied
to their positioning controls. The information applied
to the positioning controls of each type wheel arrives
in the order used in reading one column on a punched
card; i.e., 9-row, 8-row, etc., then 0-row, 11-row, and
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Figure 1-58. Line Printer, Type 718

12-row. A bit arriving at a time corresponding to the in that position if a 0-zone bit is received or advanced
reading of a given numeric row stops the wheel with to the 11-zone character if no 0-zone bit is applied.
the 0-zone character of that numeric sector in printing Again, the wheel is advanced one character for each
position. (A double numeric punch, 8-3 or 8-4, selects subsequent missed zone bit until 12-zone time. If no
the 0-zone character within the indicated sector.) When 12-zone bit is applied, the wheel advances to the no
the zone bits are applied, the type wheel is allowed to zone character, 7, and locks. Just after 12-zone time,
advance one character position for each nonpresent zone those print wheels which are energized strike the paper
bit or locked when a zone bit is supplied. Thus, a type to print out the information supplied to the line printer.
wheel positioned at the 0-zone character of the 7-row It should be noted that, in normal opération, the paper
sector by a bit received at 7-row time is either locked form is spaced while the print wheels are being posi-
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Figure 1—59. Type Wheel, Pictorial Diagram

tioned. Thus, the printed line remains under the print
wheels until the next print cycle is begun.

This discussion of the normal operation of the line
printer is based on the assumption that the wiring of
the line printer control panel is of the simplest nature.
Overall operation of the line printer is extremely flex-
ible when the control panel is taken into account.

4.5.2 Controls and Indicators

4.5.2.1 Control Panel

The control panel for the line printer is shown in
figure 1—60. As shown on the right half of that panel,
the information from the Central Computer System
appears at the CALC EXIT hubs. The ODD WORDS
exit hubs receive the bits of the words corresponding to
the left half of a card image while the EVEN WORDS
hubs receive the words corresponding to the right half
of a card image. For normal printing of 64 characters
per line with no variations, these CALC EXIT hubs are
wired to the PRINT ENTRY hubs. There are 120 PRINT
ENTRY hubs, one for each print wheel. The informa-
tion from the Central Computer System can be applied
to any 64 of the 120 hubs, thus allowing printout with
any number of characters per printed column and in any
desired order within each line. If it is desired to insert
a character in a particular column, the exit hubs within
the box labelled CHARACTER EMITTER can be used
for that purpose. Each hub within this group emits
pulses at the correct times to generate the designated
characters. For example, the L emitter provides a pulse
at 3-time and at 11-time. The BUS hubs shown on both
halves of the panel are provided for multiple connec-
tions, each bus is a set of four hubs wired together. The
FILTER hubs are simply one-way circuits, usable for
isolation purposes.

The CO-SELECTORS 1 through 32 are relay-con-
trolled transfer switches. Each CO-SELECTOR provides
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five single-pole double-throw transfer circuits. The five
hubs in the C row are the switch arms, the hubs in the
N row are the normal connections, and the hubs in the
T row are the transfer connections. Each CO-SELECTOR
is controlled by a CO-SELECTOR PICKUP (shown on
the left half of the panel). By applying a pulse to a
given CO-SELECTOR PICKUP, all five switches of the
corresponding CO-SELECTOR transfer, breaking their
C-N connections and making their C-T connections.
The PILOT SELECTORS 1 through 10, top and
bottom group and their corresponding PILOT SELEC-
TOR PICKUPS allow the transfer of two single-pole
double-throw relay contacts. These PILOT SELECTORS
can be used to control a group of CO-SELECTORS
simultaneously. The PILOT SEL COUPLING EXITS
provide a d-c level at each hub when the corresponding
PILOT SELECTOR PICKUP is energized. The PILOT
SEL COUPLING EXITS can thus be used in place of
the original pickup signal to avoid overloading its source.
An interlock is provided on the control panel in
the hubs labelled PR ON. Unless these two hubs are
connected, the line printer is inoperative. Certain hubs
provide pulses at specified times for control purposes.
The PRINT CYCLES hubs are energized once each print
cycle. ALTER hubs 1 through 4 are energized at the
same time as the PRINT CYCLES hubs, providing that
the corresponding ALTERATION switch is on. The
SPLIT COLUMN CONTROL hubs are energized se-
quentially during a print cycle in such 2 manner that
a hub between two numbers on the panel is energized
between the times of reception of the rows designated
by those numbers. The OPERATE EXITS are energized
when the corresponding PER (%) instruction is executed
by the Central Computer System. Similarly, an impulse
wired to SENSE ENTRY hubs 1 or 2 can be detected
by the appropriate BSN (u) instruction. OPERATE
EXITS 1 through 10 correspond to PER (51), through
PER (62)y and SENSE ENTRY hubs 1 and 2 are ex-
amined by BSN (31), and BSN (32), respectively.
The hubs that have not been described are all used
in controlling paper feed through the carriage of the
line printer. The SHORT SKIP hubs on the right half
of the control panel may be wired to skip up to seven
lines on a form without delaying printing. If more than
seven lines are to be skipped, a separate cycle is required
to allow time for the paper feeding through the car-
riage. Normal spacing is provided by wiring SPACE
hubs 1 or 2 for a single or double space between each
line. If the EXTRA hubs are plugged, the effect of the
SPACE hubs is doubled. The SUP hubs, if impulsed
during a print cycle, suppress all normal spacing during
that print cycle, thus allowing printing of more than
64 characters per line. The SEL hub provides for selec-
tive spacing under control of a paper tape on the printer
carriage. This control tape contains 12 columns, each
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Figure 1-80. Line

sensed for punches by a separate brush. If the SEL hub
is impulsed, the carriage advances the paper until a
punch is sensed in column 11 of the control tape. Simi-
larly, CARRIAGE SKIP hubs 1 through 10, when im-
pulsed, advance the paper form until a punch is sensed
in the corresponding column on the control tape. In
addition, a punch is placed in column 12 to correspond
to a position just short of the end of a paper form.
When this punch is sensed, the OVFL hubs are energized
to indicate that printing is about to overflow the end
of the form. A signal from the OVFL hubs can be used
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to initiate a carriage skip to the beginning of the next
paper form. Some provision must be made to prevent
printing if the carriage skip exceeds seven lines. Al-
though the NP hubs will suppress printing during the
print cycle in which they are energized, they will also
suppress spacing and cannot, therefore, be used to pre-
vent printing during a long skip.

4.5.2.2 Manvual Controls and Indicators

The controls and indicators on the line printer are
listed in table 1—31 and shown in figure 1—61.
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Figure 1—61. Line Printer Controls and Indicators

More complete information on the line printer is
available in the IBM Manual of Instruction for the Ac-
counting Machine, Type 407.

4.5.3 Information Transfer

Before the line printer can receive information from
the Central Computer System, it must be placed in the
ready condition; the paper forms must be fed into the
carriage, the control panel must be properly wired and
in place, and the START pushbutton pressed. A pro-

gram of the form given in table 1—32 then brings in-
formation from the Central Computer System to the line
printer,

The basic program for use of the line printer may
be much modified depending upon the degree of com-
plexity of control panel wiring. The only limitation upon
the programming of this unit is the level of ingenuity
applied by the programmer. For this reason, no detailed
description of line printer information transfer is offered.
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TABLE 1-31. LINE PRINTER CONTROLS AND INDICATORS

CONTROL OR INDICATOR

FUNCTION

START pushbutton

STOP pushbutton
PRINT CYCLE pushbutton

NOT READY indicator

WRITE indicator

FUSE indicator
FORM STOP switch

FORM STOP indicator

TEST switch

STOP BEFORE PRINTING
switch

If line printer is in ready condition, transfers control to Central Computer Sys-
tem and turns off NOT READY indicator.

Returns line printer to manual control and turns on NOT READY indicator.

Causes the line printer to print one line; inoperative unless NOT READY light is
on and TEST switch is on.

On if line printer is not ready; i.e., fuse is blown, control panel not in place, d-c
power not applied, paper form not in place, or line printer not under program
control.

On during a print cycle intiated by Central Computer System.
On when fuse is blown.

Controls stopping of line printer when out of paper; if off, form stop feature
inoperative. '

When FORM STOP switch is on, indicator goes on and line printer is rendered
inoperative by end of paper form in carriage; cleared by feeding additional forms
into line printer.

Equivalent in action to STOP pushbutton.

If TEST switch is off, this switch can suppress printing without removing the
printer from program control.

ALTERATION switches When on, an impulse is available during each print cycle at the corresponding
ALTER hub. ’
TABLE 1-32. LINE PRINTER PROGRAM
INSTRUCTION
LOCATION OPERATION ADDRESS COMMENT
1 SEL (03)y - - Selects line printer for use in subsequent IO opera-
tions until another IO unit is selected.
2 LDC x Places in 1O address counter the core memory address
of first word of card image.
3 BSN (11)4 ¥y Senses for not ready condition.
4 WRT » Writes # words at line printer.
5 SEL {03)s - Delays next program.
6 Next program.

4.6 TAPE ELEMENT
4.6.1 Introduction
The storage medium handled by the tape elements
is 1/2-inch oxide-coated plastic tape, similar to that
used in sound tape recorders. Information is recorded
on the tape in the form of small magnetized areas,
each area containing one binary bit. A character, a group

of seven bits on a line perpendicular to the direction
of tape travel, is the smallest unit of information handled
by the element. A complete character is written or read
as a unit by the recording heads of a tape drive unit.
Only six of the seven bits in a character contain informa-
tion; the middle bit is a synchronizing bit used to
ensure correct tape reading.
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The next larger unit of tape imformation, known
as a word, corresponds in capacity to a Central Com-
puter System word, holding 32 bits plus a parity bit.
(See fig. 1—62.) Each tape word includes six characters,
five full ones and one (the first character) containing
only three information bits, Each word nominally
occupies 0.0242 inch of tape, thus allowing storage of
41.3 words per inch. One reel (the physical unit) of
tape, 2400 feet long, can hold about 1.2 million words.

A group of words written consecutively on a tape
in one IO operation is known as a record. The end-of-
record is indicated by a 3/4-inch blank space on the
tape (produced by erasing the tape that far beyond
the last word in a record). 4f a number of IO transfers
is carried out on one tape producing a number of records
written consecutively on the tape, the group of records
is known as a file. The end-of-file is indicated by a
one-word last record in which the three bit positions,
normally left blank, are written. (See fig. 1—63.)

TAPE TRAVEL

sy b WORD
r A Y
CHARACTER
[

tsfl sl vell Rl rel] musf] i

ull vl wll r] Rl wisf

tz] e} vuvafl reff wiof] | /2"
1 1 1 8 1 1

sl ol usf rsfl R 0

Laf] voll rsf ref] Rz} [t Fuee

s ull =l /A Rl O

—’i 0.004" iﬂ— T

SYNCHRONIZING
CHANNEL
——

OO . ..

je———————— 0.0242"

Figure 1—62. Tape Word Bit Positions

In addition to its information content, each tape
reel carries two types of control markings in the form
of reflective spots on the tape. The spots are sensed
by a photoelectric cell in the tape drive unit. One
spot, the load point, is placed 10 feet from the beginning
of the tape. The length of tape between the load point
and an end-of-file mark is designated as the file area.
The second spot, the end-of-tape mark, is normally 14
feet from the end of the reel but may be placed any-
where on the tape. Reading or writing a tape starts
from the load point. Although a
file area if the end-of-tape mark passes the photoelectric
cell during a writing or reading operation, that operation
may continue for another 4000 words if there are 14
feet of tape beyond the mark. However, a new writing
or reading operation cannot be started past the end-of-
tape mark. A summary of tape information and control
units is given in table 1—33.

tape is outside the

The three major components of the tape element
are:

a. The tape power supply unit
b. The tape drive units
c. The tape adapter unit

The tape power supply unit provides the non-
standard voltages required by the other two com-
ponents of the tape element.
logical function.

It performs no other

Six tape drive units are provided for in the tape
element. (See fig. 1—64.) Each unit includes read, write,
and erase circuits, tape speed control circuits, a tape
transport mechanism, and photoelectric cell sensing
circuits. The operating specifications of the tape drive
unit are summarized in table 1-34.

& FILE AREA »
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Figure 1—63. Tape Reel Information and Control Units

88 UNCLASSIFIED



PART 1 UNCLASSIFIED Tape Drive Unit
CH 3 T.0. 31P2-2FSQ7-112 46.1-46.2.1

TABLE 1—-33. TAPE INFORMATICN AND
CONTROL UNITS

UNIT DESCRIPTION
Character Six information bits and one synchronizing bit written in one line across the
width of the tape.
Word A group of six consecutive characters, five full and on;e containing only three in-
formation bits.
Record A group of consecutively written words.
End-of-record Blank space on tape 3/ inch long.
File ' A group of consecutively written records.
End-of-file Special one-word record indicating the end of a file.
Load point Reflective spot at beginning of usable tape.
End-of-tape mark Reflective spot near end of tape.
Reel Physical tape unit containing 2,400 feet of tape.
TABLE 1-34. TAPE DRIVE UNIT OPERATING
SPECIFICATIONS
CHARACTERISTIC SPECIFICATION
Maximum reading or writing rate 3,125 words per second LYY i /in
Character density 248 characters per inch (e

Word density
Tape speed
Rewind speed
Reel change time

Reel capacity

A3 i )
eDC i 193 ssk b“k/s

41.3 words per inch 2oeh kil 1 4o

75 inches per second
500 inches per second (average)
1 minute (average)

2,400 feet

Tape speed across the recording heads is main-
tained by a special motor drive that is independent of
the reel drive system. On either side of the recording
heads, the tape is fed into vacuum columns which main-
tain constant tension on the tape. Rotation of the feed
reel and take-up reel is controlled by the depths of
the tape loops in the vacuum columns.

The tape adapter unit connects the tape drive units
with the remainder of the Centrai Computer System.
Functionally, the tape adapter unit receives and interprets
command signals from the Central Computer System and,
in a sense, performs the change in information form
necessary between the tape drive units and the Central
Computer System.

4.6.2 Tape Drive Unit

4.6.2.1 Manual Operations

Although mechanical operation of a tape drive unit
is normally under control of the Central Computer

System, an operator at the unit may assume manual
control when necessary. For example, to change tape
reels, the operator takes control of the unit by pressing
the RESET pushbutton. The tape is rewound completely
onto the feed reel when the operator presses the LOAD
REWIND pushbutton. Pressing the UNLOAD push-
button then unloads the tape from the transport
mechanism. The operator may then remove the feed
reel and replace it with another reel of tape. To aliow
the reels to turn freely while threading the new tape
through the transport mechanism, the operator presses
the REEL RELEASE switches, When threading is com-
pleted, the operator releases the REEL RELEASE
switches and presses the LOAD REWIND pushbutton
which winds the tape to the load point. Before the
LOAD REWIND pushbutton is pressed, the load point
must be wound onto the take-up reel and beyond the
photoelectric sensing unit. Otherwise, when the LOAD
REWIND pushbutton is pressed, the load point will
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Figure 1—64. Tape Drive Unit

not be sensed to stop rewind and the tape will be torn
off the take-up reel. The reel change is now completed.
The operator returns control of the tape drive unit to
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the Central Computer System by pressing the START
pushbutton.

If the operator wishes to protect the contents of
the new reel from accidental writing or erasure, the
file protection interlock may be energized by removing
a special ring from the inner side of the reel. A file
protection interlock sensing pin on the tape drive unit
slips into the resulting groove, thus preventing writing
on that reel. A summary of controls on the tape drive
unit and their functions is contained in table 1—35.

In addition to the controls on the tape drive unit,
a number of control lights indicate the status of the
unit. The control lights are described in table 1—36.

4.6.2.2 Programmed Operation

Three mechanical operations of the tape drive unit,
selectable by the program of the Central Computer
System, are:

a. Move tape forward (read or write)
b. Backspace
c. Rewind.

The tape must be accelerated to the correct speed
before either writing or reading can begin. A normal
delay of 10 milliseconds is allowed (with an additional
40-millisecond delay allowed if writing or reading begins
from the load point). Reading each word requires 320
microseconds with a 150-microsecond delay after the
last word of a record. Writing requires an extra 150
microseconds, totalling to 300 microseconds after the
last word. This time which includes the time taken by
the tape in coasting to a stop, produces the blank space
denoting the end of the record.

A backspace operation moves the tape back over
one record, stopping the tape at the beginning of that
record. If the tape is in write status when the backspace
is given, the tape will move forward for 6 milliseconds
and take another 25 milliseconds to shift into reverse
before moving backward. The record is read backward
but is not sent to the Central Computer System. Only
the synchronizing track is read to sense the beginning
of the record. When the beginning of the record is

TABLE 1-35. TAPE DRIVE UNIT CONTROLS

CONTROL FUNCTION
START pushbutton Places unit under program control.
RESET pushbutton Places unit under manual control.
LOAD REWIND pushbutton Loads tape onto transport mechanism, then rewinds to load point.
UNLOAD pushbutton Unloads tape from transport mechanism.

REEL RELEASE pushbutton

File protection interlock

Frees tape reels for loading.

Prevents accidental writing on permanent tape records.
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TABLE 1-36. TAPE DRIVE UNIT CONTROL
LIGHT FUNCTIONS

LIGHT INDICATION
SELECT Unit selected for reading or writing by the Central Computer System.
NOT READY Unit mechanically unready for use.

FILE PROTECTION
NOT IN FILE AREA

Write circuit locked out of use.

Tape beyond end-of-tape mark or end-of-file mark has been read or written; tape

heads not over usable area of tape.

reached, 1 millisecond elapses before the stop-tape signal
is generated, and 2 milliseconds elapse before the
mechanism shifts into forward. Twenty-five milliseconds
are required to complete the shift.

The rewind operation causes the tape to rewind
onto the feed reel until the photoelectric cell senses
the load point. The tape stops, then shifts to forward
status. The timing of each operation is shown in table
1-37.

A tape drive unit must satisfy both physical and
program requirements before it can be operated under
Central Computer System control. If the physical
requirements listed in table 1—38 are satisfied, the tape
drive unit is said to be ready. Each tape drive unit,
if ready, sends a ready signal to the tape adapter unit.

If the program requirements are met by a tape drive
unit, it is said to be prepared. The tape unit must be
ready before it can be used by the Central Computer

System. If not prepared, it can be made prepared by
the program. The conditions which can cause a tape
drive unit to be not-prepared are shown in table 1—39.

A not-prepared condition due to the not-in-file-
area condition is determined by the status of the not-
in-file-area flip-flop. If this flip-flop is cleared, although
the tape unit is not-prepared during rewind, the tape
unit becomes prepared when rewind is completed. If
the tape unit is not-prepared because the not-in-file-area
flip-flop is set, it is still not-prepared after a rewind
operation. A backspace operation, however, clears the
not-in-file-area flip-flop, moves the tape back over one

record, and leaves the tape drive unit in the prepared -

condition.

4.6.3 Tape Adapter Unit

The tape adapter units acts as an intermediary
between the tape drive units and the Central Computer

TABLE 1-37. TAPE DRIVE UNIT OPERATION TIMING

TIME
OPERATION STEP (MILLISECONDS) (MICROSECONDS)
Read or write; or write end-
of-file: 1. Delay from load mark. 40
2. Delay from other than load mark. 10
3. Read or write each word. 320
4. Delay after iast word. 150
5. Write end-of-record delay. 150
(plus above 150)
6. Minimum total, one word. 10,620
Backspace; maximum total
elapsed time to first word: 1. If in write status 73.9
2. If in read status. 619 -
Rewind Variable
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TABLE 1-38. READY VERSUS NOT-READY CONDITIONS

READY

DESCRIPTION NOT-READY

START pushbutton pressed.

Unit, if ready, under Central Computer RESET pushbotton pressed.
System control.

Tape in both vacuum columns. Transport mechanism Joaded. Tape not in both vacuum columns.

Tape intact. Tape is complete through transport mech- Tape broken.
anism.

Sensing light on. Light for photoelectric sensing of reflective  Sensing light off.
spots.

Power on. Unit power switch on. Power off.

A-c fuse OK. Primary power applied. A-c fuse blown.

D-c fuse OK. Power applied to unit. D-c fuse blown. -

Door closed. A-cinterlock complete. Door open.

TABLE 1-39. NOT-PREPARED CONDITIONS
CONDITION CAUSE
During rewind. Tape not yet rewound to load point.

Not-in-file-area.

End-of-tape mark senses or end-of-file mark just read or written.

CORE MEMORY
A

WORD MEMORY
ADDRESS
m 1
SELECTION IO ADDRESS
I0 REGISTER I CONTROL | COUNTER
L —J
h
WORD PLUS CONTROL | CONTROL
PARITY SIGNALS| SIGNALS END - CARRY 10 WORD
LS-R-15, P COUNTER
ADD | AFTER EACH WCRD TRANSFERREC
TAPE ADAPTER
TAPE TAPE TAPE TAPE
DRIVE DRIVE DRIVE DRIVE
1 2 3 L}

92

Figure 1—65. Tape Element Information Flow
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Figure 1—66. Tape Adapter Unit Information Flow

System, (See fig. 1—65.) Its operation may be considered signal to the tape adapter unit. The tape adapter unit

in two parts, the execution of Central Computer System
commands and the transfer of information to or from
the Central Computer System.

In order to have any other instruction affect the
tape element directly, the Central Computer System
must first select the tape drive unit to be used. A SEL ()
instruction (where # specifies a tape drive unit) causes
the selection and IO control element to send a select

then allows all subsequent instructions to affect only the
selected tape drive unit until a new Select instruction
deselects that unit. The asignment of unit addresses is
accomplished by a patch panel in the tape adapter unit.
All other tape element instructions cause the selection
and IO control element to supply commands to the tape
adapter unit, which in turn initiates and controls the
operation of the selected tape drive unit.
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Information transferred between the tape element
and the Central Computer System passes between the IO
register and the word register. Both registers can hold
32 bits plus a parity bit. Since the tape drive units handle
only six information bits at a time, the word register
must supply them with only six bits at a time during
writing. The write word switch accomplishes this by
splitting the contents of the word register into 6-bit
characters and supplying the tape drive unit with one
character at a time. (See fig. 1—66.) The clock and time
pulse distributor section pulses the word ring which
sequences the entire writing operation, The word ring
causes the write word switch to gate bits R14 and R15
and the parity bit out of the word register first, then
bits R8 through R13, bits R2 through R7, and so on,
at the proper intervals for writing each character on the
tape. After the bits of the last character are read from
the word register, a break request starts the transfer
of the next word from core memory to the word register
via the IO register.

The reading operation of the tape adapter units is
very similar to its writing operation. Each character
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(six bits plus a synchronizing bit) read from the tape
passes through shaping circuits into the character register.
The sync bit is sent to the tape control and selection
secion and causes that section to start the clock and time
pulse distributor section. This section pulses the word
ring to gate the character bits through the read word
switch into the word register. Again, the parity bit
and bits R14 and R15 are read first. Each character is
read into the word register by the same process, the
word ring determining its correct placement in the word
register. After the word is finally assembled in the word
register, a break request initiates its transfer into core
memory via the 1O register.

4.6.4 Programming

4.6.4.1 Pertinent Instructions

Those instructions of direct pertinence to the tape
element are listed in table 1—40. :

The conditions listed in tables 1—38 and 1—39
determine the status of the selected tape drive unit.
Each tape drive unit supplies the tape adapter unit
with control information signals reflecting its status.

TABLE 1—40. TAPE ELEMENT INSTRUCTIONS

INSTRUC-

TION CODE INSTRUCTION REMARKS

SEL (11)4 - Select (tape drive unit) Deselects previously selected units.

through

SEL (16)s -

BSN (10)4 x Sense (tapes not prepared) ... Branch if not prepared.

BSN (11)4 x Sense (10 unit not ready) Branch if not ready.

BSN (17); x Sense (tape parity) Branch if incorrect.

RDS ” Read Reads # words into memory; sets IO interlock which
is cleared at end-of-record pause; skips one record
if n—0.

WRT 2 Write Writes » words from memory; sets I0 interlock which
is cleared at end-of-record delay; WRT 0 illegal,
can cause hangup. ’

PER (67)s - Operate (set prepared tapes) Refer to 4.6.4.6.

PER (70)4 — Operate (backspace) Backs up one record; sets IO interlock which is cleared
when beginning of record is reached and places unit
in prepared condition.

PER (71)4 - Operate (rewind) Backs up to load point; IO interlock is on for 60

PER (72), - Operate (write end-of-file)

milliseconds; unit then not-prepared until end of
rewind.

Writes end-of-file mark; IO interlock set until com-
pleted.
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(See fig. 1—66.) The variations of the Sense instruction
can interrogate the tape adapter unit concerning the
status of the selected tape drive unit. If that unit is
prepared and ready, a reply is given and the next
instruction is executed. If, however, that unit is not-
prepared or not-ready, no signal is returned to the
selection and IO control element which initiates a branch
of program control.

The Sense (tapes not prepared) instruction, BSN
(10)g, senses for the conditions of tapes not-prepared.
Th Sense (IO unit not ready) instruction, BSN (11)s,
is a precautionary operation used to prevent hanging up
the Central Computer System in an impossible IO opera-
tion involving a not-ready unit. Since a not-ready
condition requires operator intervention to clear the
condition, the Sezse (IO unit not ready) instruction
could branch program control to a Program Stop (HLT )
instruction, calling attention to the not-ready condition
and allowing the operator to clear it. The Sense (tape
parity) instruction, BSN (15), will check the parity of
information transferred either to or from the tape
element. If the parity is incorrect, the program should
branch to take cognizance of the incorrect information
transfer.

The RDS = instruction starts the reading ptocess
Information transfer continues until either the number
of words specified in the instruction is transferred or
until an end-of-record gap is reached. In either case,
the tape continues to move past the reading heads until
the end-of-record gap is reached, stopping the tape
drive unit and sending a disconnect signal to the selec-
tion and IO control element.

The WRT = instruction starts the writing process.
After the nth word has been written, the end-of-record
gap is produced as the tape stops and .a disconnect
signal is returned to the selection and IO control
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46.4.1-4643

element. Each Write instruction produces a_separate
record on the tape. Writing normally starts from' the

load point. A write operation can continue past . the
end-of-tape mark. However, after the #th word of that
operation is written, the tape drive unit becomes not-
prepared, preventing a new writing operation from
starting, A WRT 0 instruction is illegal. The four codes
for the Operate instruction in table 1—40 are discussed
in specific programs.

4.6.4.2 General Rules

If the contents of a reel of tape are to be preserved,
the file protectlon mterlock should be acnvated by

w.mem md»ef»&l&-epe&aaem

L)s The.. raoch.. pro..‘vxde“quoqldﬁ
be to a Program Stop ( HLT) instruction, thereby allow-
LK LN R Gk
e Sense (tapes not prepared) instruction, BSN
(10)s, permits a branch of program control after an
end-of-file mark has been written or read, or the end-
of-tape matk reached. In either case, some operation to
prepare that tape unit is required before it can be

programmed for reading or writing. If, after reading™ -

a complete file, the reel is to be rewound and then used
for writing, the Sense (tapes not prepared) instruction
may be used with a branch back to itself to delay the
transfer of information to the tape until the rewind
is completed. A read operation may not follow a write
operation without special programming precautions.

4.6.4.3 Read Operation
The program sequence required for a read operation
is shown in table 1—41.

TABLE 1—41. PROGRAM FOR READ OPERATION

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENT
1 SEL (u) - Specifies which unit is to be used.
2 LDC x Loads IO address counter with address x in core
‘ memory to which first word is transferred.
3 BSN (11); y Branches to location y if not ready.
4 BSN (10)s Branches to location z if sensing end-of-file or end-of-
tape.
5 RDS n Reads either » words or one record from tape.
¥y HLT - Allows operator to ready tape unit.
z Branch program depends on whether sensing for end-

of-file ot end-of-tape (refer to table 1—44).
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The first two instructions of table 1—41 must be
given in the sequence shown to allow settling before
sensing for not-ready. Steps 3, 4, and 5 must be given
consecutively. Step 5, the Read instruction, turns on the
IO interlock, which remains on until the end-of-record
gap is read. Each Read instruction will therefore pass
one record through the reading station. If # is greater
than the number of words in the record, the IO word
counter will not contain 0 when the read operation
ends. If # is less than the number of words in the
record, only » words will be transferred to core memory
although the entire record passes the reading heads; the
words beyond the nth word in the record being read
are lost. If n is 0, a record is skipped. The IO interlock
is cleared and tape movement is stopped only when the
end-of-record gap is read by the tape heads whereas
the break requests which initiate word transfers to core
memory are not honored after the IO word counter
reaches 0. If » specified in the Read instruction is less
than the number of words in the record being read as
the result of a program error, that error can be rectified
by backspacing through the record, then executing
another Read instruction with » equal to, or greater
than, the number of words in the record.

A second Read instruction may follow step 5 with
out any intervening instructions, The execution of the
second Read instruction will be delayed by the IO
interlock until the first Read instruction is completed.
A complete file can be read from the tape by program-
ming the sequence of instructions shown in table 1—41
and including as many Read instructions as there are
records within the file.

If accuracy of transfer is important during tape
reading, two methods of detecting tape parity errors
are available. One method uses the TAPE PARITY
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switch on the duplex maintenance console. With this
switch in the ACTIVE position, the occurrence of a
parity error during tape reading can halt both the
Central Computer System and the tape unit, generally not
at an end-of-record gap. To reread the record in which
the parity error occurred, a backspace operation must
be executed before the Read instruction which initiates
rereading.

The second method of detecting parity errors during
tape reading makes use of the Semse (tape parity)
instruction, BSN (17)s. This instruction can be used
to provide a branch of program control if a parity error
is detected. The manner in which the branch is used is
at the discretion of the programmer. The branch might
provide for a backspace operation, then a read operation
to reread the record in which the parity error was
detected. The branch might also provide for a cumulative
count of parity errors detected, with a resultant branch
to a Program Stop (HLT) instruction if the number of
parity errors exceeds some arbitrary number.

4.6.4.4 Write Operation

The program sequence required for a write operation
is shown in table 1—42.

Writing on a reel of tape should start at load
point. Therefore, the first write operation should be
preceded by a rewind operation if it is possible that
the reel is not at load point.

Each Write instruction causes the writing of a
record containing # words onto the tape. The 10 word
counter steps to 0 as the #th word is written, sending
a stop signal to the tape drive unit. However, the tape
drive unit continues erasing for 300 microseconds after
the nth word is written, producing the end-of-record
gap and clearing the IO interlock.

TABLE 1—42. PROGRAM FOR WRITE OPERATION

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENT

1 ' SEL (u) - Specifies which tape unit is to be used.

2 LDC x Loads IO address counter with address x in core mem-
ory from which first word is transferred.

3 BSN (11)g ¥y Branches to location y if not-ready.

4 BSN (10)s z Branches to location z if sensing end-of-file or end-of-
tape.

5 WRT n Writes 2 words in one record on tape.

y HLT - Allows operator to ready tape unit.

Branch program depends on wheth 1sing for end-

of-file or end-of-tape.
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Write Operation
46.4.4-46.46

TABLE 1—43. PROGRAM FOR BACKSPACE OPERATION

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENT
1 BSN (14)4 1 Branch to self, if on, to delay next instruction.
2 PER (70)¢ - Move tape backward over one record.
3 As program requires, generally read or write opera-

tion.

It is possible but not desirable for two Write
instructions to be programmed with no intervening
instructions since the second instruction is not executed
until the first is completed and the 10 interlock cleared.
However, since the first Write instruction may carry
writing beyond the end-of-tape mark, making the tape
unit not-prepared, the second write instruction (and
each succeeding Write instruction) should be preceded
by the instruction listed as step 4 in table 1—42. The
Central Computer System will then not be hung up on
an impossible IO operation.

Parity checking may be performed during a writing
operation but is useful only during reliability or
diagnostic programs that test core memory. Accordingly,
it is not discussed in this Section.

The last record on a reel of tape should be followed
by an end-of-file word unless the end-of-tape mark has
been passed. The end-of-file word is written by an
Operate (write end-of-file instruction, PER (72),, which
writes the three end-of-file bits in a one-word record.
Since execution of the Operate (write end-of-file) instruc-
tion is not delayed by the IO interlock being on, it is
imperative that this instruction be preceded by a Sense
(10 interlock) instruction, BSN (14)s, which can branch
back to itself to delay the write end-of-file operation
until the IO interlock is cleared. The Operate (write
end-of-file) instruction sets the IO interlock until the
end-of-file word is written, then puts the tape drive
unit in the not-prepared condition, Writing an end-of-
file word (if the tape has been stopped) requires
approximately 10.6 milliseconds. A rewind operation
generally follows the reading or writing of an end-
of-file word.

4.6.4.5 Backspace

If it is desired to read a record just written or, for
example, to rewrite the last record written because of
a parity error, a backspace operation can be performed.
The programming sequence required for a backspace
operation is shown in table 1—43.

Since the execution of the Operate (backspace)
instruction is not delayed by the setting of the IO
interlock, the IO interlock must be sensed to prevent

the backspace operation from interfering with an IO
operation in progress. The Operate (backspace) instruc-
tion initiates three actions. In addition to backspacing
the tape over one record, the instruction sets the IO
interlock while the backspace operation is being executed
and puts the tape drive unit in the prepared condition
if it was not-prepared before the backspace operation
was executed. Thus, the backspace operation need not
be followed by the set prepared tapes operation when
it is desired to write more records into a file by back-
spacing after reading the end-of-file or to read a just-
written record which carried past the end-of-tape mark
by backspacing and then reading the record.

Although reading or writing an end-of-file or sensing
the end-of-tape mark puts the tape drive unit in the not-
prepared condition by setting the not-in-file-area flip-
flop, the backspace operation clears this flip-flop and
thus puts the unit in the prepared condition.

4.6.4.6 Rewind

A rewind operation moves the tape back to the
load point. Since its execution is not affected by the
setting of the IO interlock, the IO interlock should be
sensed before the instruction to rewind is given, thus
preventing interference with an IO operation in progress.
The Operate (rewind) instruction holds the IO interlock
on only long enough to switch the relays necessary to
initiate rewind (approximately 60 milliseconds), At the
end of the 60 milliseconds, the IO interlock is cleared,
but the tape unit becomes not-prepared during rewind.
Unlike the backspace operation, the rewind operation
does not clear the not-in-file-area flip-flop. If an end-
of-file word was read or written or an end-of-tape mark
was read before the rewind operation, that operation
must be followed by the Operate (set prepared tapes)
instruction, PER (67)s, to clear the not-in-file-area flip-
flop. If this instruction is programmed along with the
rewind, the tape unit will be in the prepared condition
when rewind is completed.

If all the information on a reel of tape is read,
using an jterative version of the program sequence given
in table 1—41, and if it is desired to use the same tape
reel to write new information, then, when program
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TABLE 1-—-44. PROGRAM FOR REWIND OPERATION AFTER
READING END-OF-FILE

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENT

1 BSN (14); 1 Prevents interrupting 10 operation.

2 PER (71)4 - Moves tape back to load point, sets IO interlock for
60 milliseconds.

3 LDC x Loads counter with address x in core memory from
which first word will be transferred and delays sub-
sequent steps for 60 milliseconds.

4 PER (67)s - Clears not-in-file-area flip-flop set by reading end-of-
file.

5 BSN (10); 5 Branches to self until rewind completed and tape unit
prepared.

6 WRT n Writes # words starting at load point.

step 4 of that sequence senses the end-of-file, the program
could branch to a sequence of instructions similar to
that of table 1—44.

Step 5 is used to delay the writing operation until the
rewind is completed. The Write instruction would not
be delayed by the IO interlock, which remains on only
for 60 milliseconds after the rewind operation is
initiated. The Semse (tapes not prepared) instruction
branching back on itself will provide for the necessary
delay of subsequent program steps until the tape reaches
the load point. However, the Semse (tapes not pre-
pared) instruction will not cause a branch if programmed
immediately after the Operafe (rewind) instruction,
since the tape unit does not become not-prepared until
shortly before the IO interlock is cleared (60 milli-
seconds after the rewind operation is initiated). The
program given in table 1—44 meets this problem by
including the LDC instruction to delay the succeeding
program steps until the IO interlock is cleared. A rewind
operation should generally be programmed before a
reel change and prior to the start of opefation with a
tape drive unit.

4.7 10 REGISTER

The IO register may be used as a miscellaneous IO
unit for the purpose of clearing registers in core memory.
Essentially, this clearing action is accomplished by load-
ing the IO register with positive zero (0.00000); and
then executing a series of break-in cycles. During these
break-in cycles, the O’s in the IO register are transferred
to the memory buffer register and written into specified
locations in core memory. By this means, all or a specific
portion of the memory locations in core memory may
be cleared of extraneous information.

The program shown in table 1—45 will clear a
specific number of memory locations in core memory
by utilizing the IO register as an IO unit. This program
will clear a number of memory locations starting with
the address given by the LDC instruction. Thus, if #
memory locations are to be cleared and the IO address
counter is loaded with the address x, the Central Com-
puter System will proceed to clear core memory locations
x through x 4 #—1.

A break is requested during the second program
time (PT, 0 through 6) cycle of the Read instruction.
As a result, the Central Computer System will stop its
arithmetic operations at the end of this PT cycle and
institute a break-in cycle. During this break-in cycle,
the IO register is cleared and its contents transferred
to the memory buffer register for storage in the memory
location specified by the LDC instruction. Since the 10
register is cleared, this stores positive zero {0.00000), in
this memory location, thus effectively clearing it. A con-
tinuous series of these break-in cycles will be executed
until the number of memory locations specified by the
Read instruction have been cleared. At this time, the
IO interlock, which was turned on by the Reed instruc-
tion, is turned off and the Central Computer System
proceeds with the execution of its program,

Although core memory is usually completely cleared
of all information by depression of the CLEAR
MEMORY pushbutton on the duplex maintenance con-
sole, the clearing of all 8,192 memory locations may
also be accomplished by the program given in table
1—46. Execution of this program by the Central Com-
puter System will result in the execution of 8,192 break-
in cycles, which, transfer all 0’s to the memory locations

98 UNCLASSIFIED



PART 1 UNCLASSIFIED Programs

CH3 T.0. 31P2-2FsQ7-112 41
of core memory. A final Select instruction after the Read the next instruction will be a Program Stop instruction,
instruction holds up subsequent instructions until all causing the Central Computer System to halt uncondi-
of the 8,192 break-in cycles are completed. Since all tionally. Thus, this program completely clears core
memory locations are now cleared (unless this program memory of all information and then causes the Central
is in test memory and contains further instructions), Computer System to halt.

TABLE 1-45. PROGRAM TO CLEAR SPECIFIC MEMORY LOCATIONS

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENT
1 LDC x Loads IO address counter with address x of first memory
’ location to be cleared.
2 SEL (04)¢ - Selects IO register.
3 RDS n Clears » memory locations in 7 break-in cycles; requests

break cycle.

TABLE 1-46. PROGRAM TO COMPLETELY CLEAR CORE MEMORY

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENT
1 ) LDC 0.000004 Places first core memory address in IO address counter.
2 SEL (04)5 — Selects IO register.
3 RDS 0.20000¢ Clears all 8,192;, memory locations.
4 SEL (») - Holds up subsequent instructions.
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SECTION 5
APPLICATIONS

5.1 INTRODUCTION

This Section discusses some programs for a number
of operations that the Central Computer System can
perform. The first few examples are relatively simple.
They serve to clarify basic operations. Each sample
program is preceded by a brief discussion of the opera-
tion to be performed. The sample programs themselves
are given in the normal form of a printed-out program,
specifying the location of each instruction and the
storage locations for initial data and for the result of
the program.

In a program involving arithmetic operations, the
arithmetic element limits an operation to the manipula-
tion of only two operand words at a time; one operand
word is held in the accumulators and the other is
brought from memory by the instruction designating
the nature of the operation. However, to satisfy the
dual nature of the arithmetic element, each operand
word contains two separate numbers, one in each half
of the operand word. Therefore, an arithmetic operation
manipulates two pairs of numbers, a left pair and a
right pair; this is done simultaneously without any
necessary relation between the two pairs,

5.2 STRAIGHT-LINE PROGRAMMING
5.2.1 Basic Arithmetic Operations

5.2.1.1 Addition
The addition of two operands requires two distinct

steps. First, one operand containing two numbers is
placed in the accumulators. Then, the other operand
is added to the first, leaving the sums of the numbers

accumulators for immediate manipulation by a sub-
sequent program or may be stored in core memory for
later use. Mathematically, the addition may be described
as follows:

First operand: n, n,
Second operand: m, m,
n1+ m, nr+mr

The program and the initial storage and result storage
locations for this addition operation are given in
table 1—47,

If more than two operands were to be added, another
ADD instruction would be required for each extra
operand before the FST instruction. Numerous other
variations are possible, but this example is sufficient
to demonstrate the basic program for addition.

5.2.1.2 Subtraction

The subtraction of one operand from another with
both operands initially in core memory may be accom-
plished in one of two ways. The second operand may
be subtracted from the first or the first operand may be
made negative and the second operand added to it.

TABLE T--47. PROGRAMMED ADDITION

INSTRUCTION
LOCATION OPERATION | ADDRESS COMMENTS

1 CAD 10 Places ny, n, in accumulators.
2 ADD 11 Adds m,, m, to contents of accumulators.
3 FST 12 Stores sums at location 12.
4 | HLT - End of program.

10 n o, Initial data storage.

11 m, m,

12 Result storage.
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The first method appears mathematically as follows:

First operand: n, n,
Second operand: m, m,

n, —m n, — me

The program for this operation is shown in table 1—48.

Note that the results stored at 12 are n; — m,, n, — m,.
Comparison of this result with that produced by the
program shown in table 1—49 reveals a significant
difference.

This second subtraction program yields m;, — my
m, — n, as the result stored in location 12. It should
be apparent from the comparison of these two sub-
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traction programs that the order in which operations
are performed is sometimes significant to the result.

5.2.1.3 Multiplication

The multiplication of two operands is performed
in two steps. However, the products so obtained must
be further processed before they can be stored in core
memory. Multiplication of two half-words yields a
signed product of 30 significant bits, smaller in absolute
value than either the multiplier or the multiplicand.
(Refer to 3.4.2.) Further, two such products ate obtained
in the dual arithmetic element. In order to store such
a result in core memoty, the products must be rounded
off to 15 significant bits and, in some cases, scaled up

TABLE 1-48. PROGRAMMED SUBTRACTION

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENT
1 CAD 10 Places n,, n, in accumulators
2 _ SUB 11 Subtracts m;, m, from assumulators
3 FST 12 Stores result
4 HLT - End of program
10 n; n, Initial data storage
11 my m,
12 Result storage
TABLE 1-49. ALTERNATE SUBTRACTION PROGRAM
INSTRUCTION
LOCATION OPERATION ADDRESS COMMENT
1 cSU 10 Places n,, n, in accumulators
2 ADD ii Adds m;, m, to accumulators
3 EST 12 Stores result
4 HLT - End of program
10 o n, Initial data storage
11 my m,
12 Result storage
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in value to retain sufficient precision. Thus, a multiplica-
tion operation is accomplished by a program of the
type shown in table 1—50.

The factor by which the SLR # instruction may
scale up the magnitude of the products obtained by
multiplication can be determined if the range of values
of multiplier and multiplicand are known. A rough
calculation with those values yielding the largest
product indicates the largest scale factor that will not
destroy the significance of the product. For example,
if n < 2-8 and m <« 2-5, then nm =< 2-13 and can
be scaled up in magnitude by a maximum factor of 212,
However, certain other facts must be considered when
deciding upon a scale factor. The scale factor may be
modified to include the effect of a prior or subsequent
operation on the numbers. In addition, the size of the
scale factor may be limited by the desired scale for
presentation of the final result of calculation. In general,
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the choice of scale factor is determined by these three
considerations:

a. The desire to preserve maximum precision at a
given point in a calculation

b. The effect of prior or subsequent operations on
the scale of the number

c. The desired scale factor of the final result

5.2.1.4 Division

The division of two operands requires two instruc-
tions, as do all other arithmetic operations. As in the
case of multiplication, further processing is required
after the quotients are obtained to put them in a form
suitable for storage in core memory. In addition, the
dividends may require manipulation prior to the division
operation proper to meet the requirement that the
dividend be smaller in absolute magnitude than the
divisor, If this restriction is observed, the DVD x

TABLE 1-50. MULTIPLICATION PROGRAM

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENTS
CAD 10 Places —n,, —n, in accamulators
MUL 11 Multiplies m; by n, and m, by n,
3 SLR n Scales products up in magnitude by 2° and rounds
them off to 15 significant bits
4 FST 12 Stores products
5 HLT - End of program
10 n; n,
Initial data storage
11 my m,
12 Result storage
TABLE 1-51. DIVISION PROGRAM
INSTRUCTION
LOCATION OPERATION ADDRESS COMMENTS
CAD 10 Places n,, n, in accumulators
2 DSR n Scales dividends down to magnitude smaller than
divisors
3 DVD 11 Divides scaled n, by m,, scaled n, by m,
SLR 15 Moves quotients into accumulators and rounds
them off to 15 significant bits
5 FST 12 Stores result
HLT - End of program
10 m n, Initial data storage
11 my m,
12 Result
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instruction leaves an unsigned 16-bit quotient in each
of the B registers and a signed 15-bit remainder in each
of the accumulators. (Refer to 3.4.3.) If the quotients
are to be stored, they must be shifted into the
accumulators to join their sign bits and rounded off to
15 significant bits. The program shown in table 1—51
accomplishes this result.

As shown, scaling in division should be done prior
to the DVD instruction. An attempt to use the SLR
instruction requires an extra step, clearing the bits of
the remainders from the accumulators to prevent their
interpretation as significant bits of the quotients. In
general, the amount of scaling to be done on the divi-
dends can be determined by making a rough calculation
with the limits on the values of divisor and dividend.
The same overall considerations apply to scaling within
a division operation as were described in connection
with multiplication.

5.2.2 Combined Operations

5.2.2.1 Co-ordinate Conversion

An example of a combined operation can be given
in terms of the radar co-ordinate conversion discussed
mathematically in Chapter 1, 3.1.3. The equations set
forth there for the conversion of a radar report on a

target from polar co-ordinate form based on the radar -
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set to rectangular co-ordinate form based on some refer-
ence axes common to all radar sets are as follows:

X, =Rsin g + X, Y. =Rcosd+} Y,
Where R — range from radar set to target

6 = angle, measured clockwise, between
radar north line and radar target line

, = X component of radar location meas-
ured on common reference

Y, =Y component of radar location meas-
ured on common reference

X; =X component of target location
Y; =Y component of target location

The problem of finding sin § and cos § when 6 is
given is considerably simplified by preparing a table of
sines and cosines in core memory arranged so that
adding the represented value of § to the address of the
location in which sin 0, cos 0 is stored produces the
address of the location containing sin 6, cos 4. Such a
table can be prepared in advance if the minimum incre-
ment of measurement of § is known. In addition, the
problem of scaling can be eliminated if the scale factors
for R and X, Y, are suitably chosen. If these two
assumptions are granted, the program for co-ordinate
conversion can be written as shown in table 1—52.

TABLE 1-52. CO-ORDINATE CONVERSION PROGRAM

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENTS
1 CAD 30 Places 6 in right accumulator (and R in left
accumulator)
2 3 CAD 100 Places sin 6, cos 6 in accumulators by a table look-up
procedure
3 MU 30 Multiplies sin 4 and cos § by R
4 SLR 0 Rounds off products to 15 significant bits
5 ADD 20 Adds X, to R sin § and Y, to R cos §
6 FST 30 Replaces R, ¢ in memory with X, Y,
7 HLT - End of program
20 X, Y, Initial constant data storage
30 R 0 Initial data, then final result storage
100 sin 0 cos 0
through Sine, cosine table
100 + N sinN cos N :
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The table look-up procedure accomplished by the
instructions at locations 1 and 2 is dependent upon the
presence of the table of sines and cosines in locations
100 through 100 + N. The instruction at location 1
places ¢ in the right accumulator for use in indexing
the instruction at location 2. This second instruction,
3 CAD 100, obtains the sine and cosine of 0 if not
modified by indexing. The indexing of this instruction
causes the transfer of the word at location 100 + ¢
which, by prearrangement, contains sin 6, cos 4. (Refer

to 3.2.3.)
The TMU 30 instructHon allows the simultanecous

generation of R sin § and R cos ¢ in the two accumulators.
It is followed by the SLR 0 instruction to round off the
product to 15 significant bits. This instruction could
also be used to scale the products, if that were necessary.
After the addition of X,, Y,, the result is stored in
the location from which R, § was taken. This procedure
can be used if R, 4 is no longer needed for subsequent
<alculations and if it is desired to save space in core
memory.

5.2.2.2 Evaluation of a Function
The evaluation of the function y — ax2 4 bx + ¢
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can be used as another example of an operation requiting
the use of several basic operations. The programming
of such an operation requires some investigation of the
scaling to be performed as well as of the arithmetic
operations required. The specific scaling operations will
be pointed out in this discussion without being explained
in detail. However, some mention must be made of one
basic rule of scaling: two numbers to be combined by
addition or subtraction must be scaled identically if the
results are to be valid. In addition, the end result of
scaling, the retention of maximum precision information
after processing of that information, must always be
kept in mind.

The equation to be evaluated, y — ax?> 4 bx -+ ¢,
can be rewritten to facilitate coding in the form
y = x(ax 4 b) -+ c. The calculation must therefore
generate the following terms: ax, ax 4 b, x(ax 4 b),
and finally x(ax 4+ b) 4 c. The coded program for
this calculation is given in table 1—53. For convenience
in following this program, only the left half of the
arithmetic element is considered.

This program could be modified to use the right
arithmetic element in evaluating y for another value

TABLE 1-53. FUNCTION EVALUATION PROGRAM

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENTS
1 CAD 20 Places a in accumulator
2 MUL 23 Multiplies a by x
3 DSR n Scales ax in accumulator-B register down by 2—" to
match scale of b
4 SLR 0 Rounds off scaled product to 15 significant bits
5 ADD 21 Adds b to properly scaled ax
6 MUL 23 Muitipiies sum by x
7 SLR m Scales second product up by 2™ to match scale of
¢ and rounds off to 15 significant bits
10 ADD 22 Adds c to properly scaied second product, yielding y
11 FST 30 Stores result y
12 HLT - End of program
20 a -
2 b -
- . 3 Initial data storage
23 X - 5
30 Result storage
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of x, thus performing two evaluations simuitaneously. OBTAIN Ny AND COMPARE
In addition, the program could be repeated without this No TO1T
modification to calculate the value of y for each of :'2 g’;g g?
several values of x. 3 BLM 5
5.2.3 Logi ; [ o7t
2.3 Logical Operations =
As an example of a logical operation (that is, a RESTORE N, FROM B REG. OBTAIN Ny IN ACC
nonarithmetic operation), consider the problem of find-
ing the number of largest absolute magnitude in a group 15 CAD 31
of four numbers. The program shown in figure 1-67 4 ber 208 16 oBrx 5
will accomplish this result. Each comparison is made by
the DIM x instruction. (Refer to 3.3.3.) In the program COMPARE N3 TO ACC
given, only the left arithmetic element is used.
The number sorting program is designed to provide 5 OIM 3
two alternatives after each comparison, the choice of 6 BLM 17
an alternative being determined by the result of the T Ns¥No.
comparison. The program can be modified to obtain OBTAN NW A
the smallest rather than the largest number in the RESTORE NO. FROM B REG. 3
group simply by interchanging the alternatives; i:e., by 7 cap 3
interchanging the DCL 205 and CAD x instruction in 7 DcL 20g 18 O BPX 10
the parallel paths of the program.
This type of program, although it uses arithmetic
operations, is described as a logical operation in the COMPARE N4 TO ACC
sense that its objective is logical rather than arithmetic.
The result of this program, finding the largest number :? gm 2?
within a group, differs from the result of an arithmetic T Na7NO.
program wherein a product or the value of a function v
is found. RESTORE NO. FROM B REG. OBTAIN Ng IN ACC
5.2.4 10 Operations 21 CAD 33
An examination of the programs given in Section 4 2 beL 208 22 08px 13
reveals a basic pattern in all IO programs; every 10
program uses the instructions SEL (u) or SDR (u) r, STORE RESULT
LDC x, and RDS (i) n or WRT (i) » to set up a block
transfer of words between a single IO unit and the 13 LST 40
Central Computer System. However, these instructions 14 HLT --
do not comprise the IO program proper. Instead, they
set parameters with the basic IO program designed into
the Central Computer System. Once these parameters DATA STORAGE
are set and the IO program initiated, the IO operation
is completed without any need for further programmed glo :'2 -
instructions. The 1O operation has priority over internal 22 N3 --
program operations in that a break cycle is performed 33 Na -
rather than an internal machine cycle whenever a choice 40 RESULT

exists. In this way, internai machine operations can be
continued within the interval in which an IO operation
is performed. The internal machine operations are inter-
rupted only when an IO word transfer is executed and
then only for one machine cycle at any one time. In
addition, provision is made to prevent changing the
parameters of the IO program while an IO operation
is in progress; this is done by making the execution of
any IO class instruction dependent upon the setting of
the IO interlock. The IO interlock is turned on by
the RDS or WRT instruction which initiates a given

Figure 1—67. Number Sorting Prograhi;
Flow Chart Form

IO operation and is turned off by the completion of the
IO operation.

The parameters which must be set to execute an
IO operation include the selection of the IO unit (either
those discussed in Section 4 or the drum fields whose
operation is described in Chapter 4), the designation
of the register in core memory which is to receive or
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supply the first word to be transferred in the 10 opera-
tion, and the specification of the direction of transfer
and of the number of words to be transferred. The
exact sequence in which the first two parameters are
set is not usually important. However, their setting must

precede the RDS or WRT instruction which sets the

last two parameters and initiates the IO operation.
Initiation of the IO operation sets the IO interlock until
completion of the operation. No IO class instructions
can be performed while the IO interlock is set. Further,
the programming of an IO class instruction while the
IC interlock is on will prevent the execution of amy
instructions until the IO interlock is cleared and the
programmed IO class instruction is executed.

The IO interlock is turned on by an RDS or WRT
instruction. It is normally cleared either by the 10 word
counter stepping to zero (indicating the transfer of all
n words) or by a disconnect signal from the IO unit
indicating that all available words have been read or
all available registers have been written However, the
IO interlock will never be turned off automatically if
any of the following conditions exist:

a. A nonexistent IO unit is selected.

b. The selected IO unit is unable to deliver or
accept words due to lack of power, failure of
any component, ot inoperative condition caused
by a previous operation.

c. The direction of transfer specified by an RDS
or WRT instruction is impossible for the selected
IO unit (for example, reading from the line
printer or writing at the card reader).

If one of these conditions does exist, the Central
Computer System will hang up on the next IO class
instruction.

Hangups can be guarded against by including, in
each 10 program, instructions which check the readiness
or preparedness of the selected IO unit. The instructions
Sense (IO unit not ready), BSN (11)g x, and Semse
(tapes not prepared), BSN (10); x, can be used where
appropriate. (Refer to Sec. 4.) In addition, the IO inter-
fock can be sensed by a BSN (14); x instruction which
causes a branch of program control if the IO interlock
is on. A program which can hang up the Central Com-
puter System may contain provision for sensing the 10
interlock and branching, if it is on, to an Operate
(clear IO interlock) instruction, PER (27)s. The PER
(27)4 instruction is intended for use only when the
IO interiock is not likely to be cleared automatically;
its execution during an IO operation may produce
results which are both unpredictable and undesirable.

The number of words to be transferred in any one
IO operation is determined by the contents of the right
half-word of the RDS or WRT instruction which
initiates the operation after the right half-word is modi-

fied by indexing of the instruction, if any. This right
half-word must be interpreted as a 16-bit binary integer
rather than as a signed 15-bit binary fraction. If, for
example, the right half-word after any indexing is
1.777775 (negative zero), the number of words to be
transferred is 177,7775 or 65,535;, words, considerably
more than the capacity of core memory. At the start of
a transfer, the right half-word of the RDS or WRIT
instruction is indexed, if this is called for, and placed
in the IO word counter in complement form. A 1 is
immediately added to the least significant bit position
to sense for an RDS 6 or WRT ¢ instruction. At this
point, before any words have been transferred, the IO
word counter contains a 16-bit integer in 1’s complement
form with negative sign understood; this integer is
the 1’s complement of a number 1 less than the number
of words specified for transfer by the instruction which
loaded the IO word counter. Stated mathematically, the
IO word counter contains — »# - 1 just before the
first word is transferred.

As each word is transferred during an IO operation,
a 1 is added to the least significant bit of the I0 word
counter, making its contents less negative by 1 after
each transfer. After all words except the last word
have been transferred (» — 1), the I0 word counter
contains negative zero; any number added to its com-
plement produces negative zero as the result. As the
last word is transferred, the IO word counter generates
a disconnect pulse which, in most cases, terminates the
IO operation. _

In certain cases, such as reading from a drum field
by status or status identification, reading a magnetic
tape record, or writing on a drum field by status, the
number of words to be transferred is limited either by
the number of words available for reading or by the
number of drum registers available for writing. In these
cases, the IO unit generates a disconnect pulse when
it has supplied all the words it has available or when
it has accepted all the words it has space to write. If
t words are transferred in such an operation and t < »,
then the IO word counter will contain the quantity
— n 4+ t 4 1 when the 10 operation is terminated.
The number of words already transferred, t, can be
found by adding » — 1 to the contents of the IO word
counter. This is made possible by the CSW instruction,
which places the contents of the IO word counter in
the right accumulator register.

Certain special considerations are necessary when
attempting to compute the number of words written
onto a drum field using the CSW instruction after the

requires two break-out cycles to move two words into
writing position before any word is actually written
onto the drum field. However, the IO word counter is
not stepped for these two break cycles. For this reason,
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the IO word counter contains — # 4 1 just before
the first transfer is completed. Similarly, at the end of
a writing operation in which t words are actually
written onto a drum field, the IO word counter contains
7 4 t 4 1. In addition, if an IO transfer is interrupted
by an alarm, the contents of the IO word counter may
have no predictable relation to the number of words
transferred and, therefore, cannot be used tc determine
that pumber.

Like the IO word counter, the IO address counter
is stepped by 1 as each word is transferred in an IO
operation. At any point in an IO operation, the 10
address counter contains the core memory address from
which or into which the next word is to be transferred.
At the end of an IO operation, the IO address counter
contains an address one higher than the last address
involved in the IO operation. In the case of writing
onto a drum field, the address in the counter is three
higher than the address of the last word written onto
the drum field; two words are in writing position but
are not written onto the drum field.

The IO address counter contains 16 flip-flops con-
nected so that only bit positions R2 through R15 operate
as a counter. The IO address counter thus counts modulo
40,0005. In any transfer of more than 20,0005 (8,192,,)
words, the transfer will be to or from core memory
and test memory alternately. The IO address counter
can be stepped beyond the memoty unit selection code
for core memory to the code for test memory and from
test memory will step back to core memory. However,
the IO address counter cannot be stepped beyond the
test memory code to select the clock register nor, if the
clock register selection code is placed in the IO address
counter by an LDC x instruction, can it be stepped from
the clock register code back to core or test memory.
(Refer to 2.4.)

In certain applications, it may be desirable to execute
a transfer to or from a single register in core or test
memory. This can be done by executing the Operate
(lock address counter) instruction, PER (75)s, before
the RDS or WRT instruction which initiates the IO
operation. The IO address counter is not stepped during
the operation; therefore, the same memory register is
used for each transfer executed during the IO operation.
The IO address counter is unlocked when the IO inter-
lock is cleared at the end of the IO operation. The
PER (75)s instruction is not to be given during an 10
operation; i.e., while the IO intetlock is on.

5.3 ITERATIVE PROGRAMMING

5.3.1 General
The programming examples discussed so far have
all been straight-line programs; i.., programs which
proceeded in a straight line to accomplish a given result
with a single item, or limited block, of data. If any
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of these programs were to be used in processing more
data in a straight-line manner, the programs would
have to be lengthened. Those instructions which refer
to data in core memory would be rewritten with new
address halves and added to the original program. For
example, in order to use the function evaluation program
given in table 1—53 to evaluate the function for a
second value of x, all nine instructions of the program
would be written out again, changing only the address
halves of those instructions referring to the value of
x used in the calculation and those referring to the
storage location for the result. The use of straight-line
programming in this type of operation is inefficient in
terms of memory space.

A digital computer capable of performing a branch
of program control can be programmed iteratively as
well as in a straight line. Iterative programming reuses
a small group of instructions for each datum to be pro-
cessed in the same manner by changing the address half
of each instruction referring to the datum before that
instruction is reused. The Central Computer System not
only meets the requirement for iterative programming
but exceeds it, having facilities for indexing and auto-
matic address modification.

5.3.2 Indexing

The Central Computer System contains four registers
(index registers 1, 2, 4, and 5) used solely for address
modification in iterative programs. In addition, the right
accumulator register can be used in certain types of ad-
dress modification such as table look-up procedures.
(Refer to 5.2.2.1.) When so used, the right accumulator
register is identified as index register 3.

An indexable instruction (one whose address half can
be modified by the contents of an index register) is
indexed if its index indicator bits, L1 through L3, con-
tain the binary equivalent of one of the octonary num-
bers from 1 through 5; when the instruction is executed,
the contents of the index register whose number corres-
ponds to the index indicator of the instruction is added
to the address half of the instruction in the address regis-
ter before the address half is used either to obtain an
operand or to set a control register. (Refer to 3.2.3.) If
the index indicator of an indexable instruction is 0, no
address modification is performed.

The contents of index register 1, 2, 4, or 5 can be set
by either of two instructions, XIN » ot XAC. (The right
accumulator register contents can be set or modified by
so many instructions that no special instruction is neces-
sary to set it for indexing purposes.) The XIN # instruc-
tion sets the index register specified by its index indicator
to the value n#. For example, 4 XIN 12304, sets index
register 4 to the value 123045 This instruction is most
useful in setting an index register to a value known at the
time the program is written or to a value calculated by a
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previous program and left in core memory. The XAC
instruction sets the index register specified by its index
indicator to the value contained in the right accumulator
register at the time the instruction is executed. For ex-
ample, 2 XAC sets index register 2 to the value in the
right accumulator register. This instruction is most useful
in setting an index register to a value obtained as the
result of some calculation. Neither of these instructions
can be used to set the right accumulator register; ie., an
index indicator of 3 in either of these instructions in-
validates them.

Once the contents of an index register are set, the index
register may be used to modify the address halves of in-
structions referring to operands or storage locations as
these instructions are executed in a program routine
processing one item of data. When the processing of that
item is completed, the contents of the index register may
be reduced by an appropriate amount and a branch of
program control executed to repeat the program routine
for a new item of data by the use of a BPX (’s) x instruc-
tion whose index indicator specifies the index register
being used in the routine. (Refer to 3.7.4.3.) Since the
BPX (s) x instruction causes a branch of program con-
trol each time it is executed until the specified index
register becomes negative (because of the successive sub-
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tractions of s from its contents), the number originally
placed in the index register controls the number of
repetitions of the iterative loop processing the several
items of data.

The advantages of iterative programming over straight-
line programming and the simplifications possible
through thg use of the indexing facilities available in
the Central Computer System are shown by three differ-
ent programs that can be written to perform the same
operation.

5.3.3 Program Comparisons

5.3.3.1 Straight-Line Program

A straight-line program to find the sum of 10 numbers
can be written as shown in table 1—54. The program uses
12 instructions in all.
The entire program can be executed in 248 microseconds
(exclusive of the time required to load the program and
the data to be processed). If more than 10 numbers are to
be added, an ADD x instruction must be added for each
extra number to be added. Therefore, if more than 10
numbers are to be added by a straight-line program, more
memory space is required to store the program.

5.3.3.2 Nonindexed Hterative Program
A nonindexed iterative program can be written to add

TABLE 1-54. STRAIGHT-LINE ADDITION

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENTS
1 CAD 30 Places first number in accumulator.
2 ADD 31 Adds second number to first number.
3 ADD 32 A
4 ADD 33
5 ADD 34
6 ADD 35 Adds succeeding numbers to sum of previous num-
7 ADD 36 bers in accumulator.
10 ADD 37
11 ADD 40
12 ADD 41 J
13 FST 150 Stores result.
14 HLT - End of program.
30 n; my
through Initial data storage.
41 Di5 m;,
150 Result storage.
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10 numbers. A program of this type requires fewer in-
structions but more execution time to duplicate the results
of an equivalent straight-line program. However, the
iterative program shown in table 1—55 can be used
without requiring more instructions to add more than
10 numbers.

This program takes 678 microseconds to find the sum of
10 numbers. However, if more than 10 numbers are to
be added, only the right half-word in iocation 147 need
be changed to contain the address of the last number to
be added.

Explanation of this program follows. The first in-
struction simply places the first number in the accumu-
lator. The 0 BPX 4 instruction causes the program to
enter the iterative loop contained in location 3 through
104 at the addition step. The first partial sum is produced
by the ADD instruction and is stored temporarily by the
FST instruction while the operations necessary to make
the loop iterative are performed. The AOR 4 instruction
modified the contents of location 4 by adding a 1 in the
least significant position of the right half-word. There-
fore, after the first execution of the AOR instruction,
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the word in location 4 contains ADD 32. Thus, when the
ADD instruction is repeated, ‘it will obtain the third
number from core memory rather than the second.

The AOR instruction leaves a duplicate of the right
half-word in location 4 in the right accumulator. The
SUB 147 instruction subtracts the last address from the
right accumulator. (The operation of the left arithmetic
element resulting from this instruction is unimportant
since the next instruction ignores the left accumulator.)
The BRM 3 instruction tests the sign of the right ac-
cumulator; if negative, a branch of program control to
location 3 results. The CAD 150 instruction at location
3 takes the partial sum from temporary storage and re-
places it in the accumulator in preparation for the next
addition. (This instruction was bypassed by the 0 BPX
instruction on the first iteration since it was unnecessary.)
The iterative loop then executes the next addition and
test as described, repeating itself until all of the additions
are completed. The program then halts with the result
in the proper storage location.

As the next to the last pass through the iterative loop
is started, the ADD instruction contains 40 as its address

TABLE 1-55. NONINDEXED ITERATIVE PROGRAM

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENTS

1 CAD 30 Places first number in accumulator.

2 0 BPX 4 Unconditionally branches to first addition.

3 CAD 150 Places last partial sum in accumulator.

4 ADD 31 Adds next number to partial sum (or to first number
in first iteration).

5 EST 150 Places partial sum (or final sum in Jast iteration) into
storage.

6 AOR 4 Adds 1 to address half of ADD instruction in loca-
tion 4 and leaves modified address half in right ac-
cumulator.

7 SUB 147 Compares new address half to final data address.

10 BRM 3 Tests for completion of addition; if not complete,
branches to repeat addition sequence with next
number.

11 HLT - End of program.

30 n,; m,

through Initial data storage.
41 Nye myo
147 - 41 Address of last number to be added.
150 Temporary and final result storage.
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half. After the addition is performed and the partial
result stored, the address half of the ADD instruction
is changed to 41 by the AOR instruction. When the SUB
instruction is executed, the result in the right accumulator
is negative zero (1.77777g) since any number added to its
complement gives negative zero as the result. The BRM
instruction recognizes the result as negative and there-
fore causes another repetition of the iterative loop. The
last addition is performed and the final sum is stored in
location 150. The AOR instruction changes the address
half of the ADD instruction to 42. When the SUB in-
struction is executed, the result in the right accuamulator
is 0.00001g, a positive number. Therefore, the BRM in-
struction does not cause a branch and thus allows execu-
tion of the HLT instruction which ends the program.

5.3.3.3 Indexed lterative Program

An indexed iterative program can also be written to

add 10 numbers. (Refer to table 1—56.) This type of pro-
gram requires only 6 instructions which, with repetition,
takes 204 microseconds to produce the desired result.
Thus, this program is shorter and faster than either of the
other two programs.
This iterative program can be used in processing more
than 10 numbers with the same number of instructions;
only the right balf of the XIN instruction must be
changed. A description of the entire program follows for
changed. Adescription of the entire program follows for
an understanding of the exact significance of this right
half-word.

The 1 XIN 104 instruction sets index register 1 to the
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decimal value 8, one less than the necessary number of
repetitions of the ADD instruction. The CAD instruction
moves the first number into the accumulator. The 1 ADD
314 adds a number to the contents of the accumulator.
However, this instruction does not initially obtain the
number at location 31. Instead, the indeking of this in-

. struction causes it to obtain the number at location

313-}10g which is the number at 41, the last number in
the group of 10. The 1 BPX (01) 3 instruction tests
the sign of index register 1. If the sign is positive (a 0
bit), the program branches to location 3 and the contents
of the index register are reduced by 1. Index register 1
now contains 7g; therefore, the second execution of the 1
ADD 314 instruction will add the number at location
40 (313-}75) to the contents of the accumulator. The
next execution of the 1 BPX (01) 3 instruction reduces
the contents of index register 1 to 65 and branches back
to location 3. The third execution of the 1 ADD 31 in-
struction obtains the number in location 37 (315-}-6;).

On the next to the last pass through the iterative
loop made up of the instructions at locations 3 and 4,
index register 1 contains 1. The 1 ADD 31 instruction
adds the number at location 32 (313-}-1) to the contents
of the accumulator. The 1 BPX (01) 3 instruction senses
the sign of index register 1; finding it positive, the in-
struction causes the program to branch again to location
3. Before the branch is completed, the contents of index
register 1 are again reduced by 1. This operation causes
the contents of index register 1 to change from 1 to
negative zero (the addition of a number to its comple-

TABLE 1-56. INDEXED ITERATIVE PROGRAM

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENTS
1 1 XIN 0.000104 Sets index register 1 to decimal 8.
2 CAD 30 Places first number in accumulator.
3 1 ADD 31 Adds number at location 31 - contents of index
register 1 to accamulator.
4 1 BPX (01) 3 Branches back to location 3 if index register 1 is posi-
tive and subtracts index interval from contents of
index register 1.
5 EST 150 Stores result.
6 HLT - End of program.
O iy iy
through Initial data storage.
41 Ny my,
150 Result storage.
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ment yielding negative zero as its result). When the
branch is executed, the 1 ADD 31 obtains the number at
location 31; the addition of negative zero to the address
leaves the address unchanged. Thus, this execution of the
ADD instruction obtains the last number to be added,
completing the addition; the result remains in the accum-
ulator. The 1 BPX (01) 3 instruction detects the negative
sign of index register 1 and therefore does not execute
a branch of program controi. The program proceeds to
the FST instruction to place the result in storage and
then halts.

Some justification is necessary for the initial loading
of index register 1 with the number decimal 8. In the
addition of 10 numbers, 9 additions must be performed;
the first operation of placing a number in the accumulator
is not itself an addition operation. The last execution
of the iterative loop in the program of table 1—56 is
performed while the index register is negative; i.e., the
loop controlled by the index register is repeated one time
more than the number set into the index register. There-
fore, in order to repeat the loop 9 times, the index reg-
ister is set to decimal 8 or 10.

The indexed iterative program offers several advan-
tages over both the straight-line program and the intera-
tive program without indexing. The program with
indexing is much simpler to set up than is the nonindexed
iterative program, although both programs offer advan-
tages over the straight-line program if more than 10
numbers are to be added. The indexed iterative program
is also shorter (in terms of memory space) and faster
(in terms of time of execution) than either the straight-
line program or the nonindexed iterative program. Fin-
ally, the indexed iterative program may be reused on
another group of numbers without any special precau-
tions, whereas the nonindexed iterative program must
have the address half of the ADD instruction changed
back to its original value before the program can be re-
used in processing a new set of numbers put into the
original data storage locations. Indexing does not change
the instruction words stored in core memory, whereas
the nonindexed iterative program does alter them.
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5.3.4 Applications of Indexing
5.3.4.1 Indexed Number-Sorting Program

An indexed number-sorting program can be written
to check through a block of numbers to find the largest
number in that block. In addition, a program of this type

.can check for the existence of at least one other number

as large as the largest number found, (See fig. 1—68.)
The indexed number-sorting program can be compared
with the straight-line number-sorting program given in
figure 1—67. Table 1—57 shows initial data storage for
the program.

The first block within the indexed number-sorting
program sets index register 1 to a value two less than the
amount of numbers to be sorted. This value is one less
than the number of iterative comparisons to be per-
formed, as required by the operation of an index register
in controlling the number of repetitions. The value is two
less than the amount of numbers to be sorted, since the
number of comparisons to be performed is one less than
the total of numbers. The second instruction within the
first program block places the first number in the left
accumulator. (For convenience, only the numbers in the
left half-words are considered. All right half-wotds con-
tain zero.)

The next block within the program compares a sec-
ond number (IN’) to the number in the left accumulator
(N). The left accumulator will be positive if N>N’; it
will be negative if N'’=N. When N>N/, the program
continues to the instruction at location S, which restores
N from the left B register to the left accumulator. When
N’z=N, the program branches to the instruction at loca-
tion 12, which tests for N—=N. If they are not equal,
N’>N; therefore, N’ is placed in the left accumulator
by the imstruction at location 13. This instruction, 1 CAD
101, obtains the same number from core memory as does
the 1 DIM 101 instruction, since the index register con-
tents have not yet been changed; i.e., the program is still
executing the same pass through the iterative routine.
When N=IN’, the program branches to the instruction
sequence starting with location 15. The first instruction

TABLE 1-57. DATA STORAGE FOR INDEXED NUMBER-SORTING PROGRAM

LOCATION CONTENTS COMMENTS
21 CAD x x is address of number equal to largest number found
if CONDITION LIGHT 1 is on at end of pro-
gram.
40 0 Storage for largest number found.
100 N, 0
through Initial data.
n-499 N, 0
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SET INDEX REGISTER AND
OBTAIN FIRST NUMBER
EQUAL?
i i XIN (n2)
2 CAD 100 12 BFZ 15
YES NO
COMPARE ANOTHER NUMBER N’ ET INDICATOR. STORE RESTORE N’ TO ACCUM
TO NUMBER N IN ACCUM s ADrIgRESS OF N’
13 1 CAD or
3 | DIM 101 15 PER O / - i 0 BPX 5}
4 BLM 12 16 I ADX 101
17 STA 21
’ N> N
N>N = 20 0 BPX 5
RESTORE N TO ACCUM
5 DCL 208
COMPARISONS COMPLETED ?
6 { BPX (01 3
TEST EQUALITY
NO YES
21 CAD
40
STORE LARGEST NUMBER gg g',_!"z 25
AND CHECK FOR EQUAL
NOT
EQUAL EQUAL
7 LST 40
10 BSN (01} 21 BRANCH TO NOT EQUAL
PROGRAM END
NO EQuUAL
EquaL INDICATED 24 0 BPX " RESET INDICATOR AND END
PROGRAM, TWO NUMBERS

SINGLE NUMBER
PROGRAM END

1] HLT ot

28 PER {0} -=
26 HLT --

Figure 1—68. Indexed Number-Sorting Program., Flow Chart Form

in this sequence, PER (01),, tutns on CONDITION
LIGHT 1 to indicate that a number has been found equal
to the largest number discovered so far in the program.
The next instruction, 1 ADX 101, places the address of
N’ in the right A register; i.e., the instruction places in
the right A register the sum of the address half of the
instruction, 101, and the contents of index register 1;
this sum designates the address from which N’ was taken,
The instruction at location 17 stores this address as the

right half-word in location 21. (Location 21 contains an
instruction which will be used in a terminal routine to
test the equality of the largest number found and the last
equal number found.) The prograimn then branches to
restore IN to the left accumulator. Thus, when N=N’, N
is retained for the next comparison while the address of
N’ is stored.

The first pass through the iterative portion of the
program is performed in one of the three ways just de-
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scribed, depending upon whether N>N/, N=N’, or
NN If either of the first two paths is followed, the
number restored to the left accumulatot is N; if the third
path is followed, N’ is placed in the accumulator in prep-
aration for the next comparison. In any case, the number
found to be larger is left in the left accumulator for the
next comparison.

The block of the program containing the check for
completion of comparisons is simply a 1 BPX (01)s 3
instruction. If the comparisons are not completed, the
program branches back to location 3 to begin another
pass through the iterative routine. A new number is
obtained to compare with the largest number found in
preceding passes, since the index register is reduced by
1 by the 1 BPX (01)43 instruction,

After the last number comparison is completed, the
program stores the Iargest number in location 40. The
program then checks for the indication that a number
was found which was equal to the largest number found
by the program at some particular point in its execution.
This check is performed by the Sense (CONDITION
LIGHT 1) instruction, BSN (01)y; this instruction causes
a branch of program control if CONDITION LIGHT 1
is on and turns off the CONDITION LIGHT. If the
CONDITION LIGHT is off when this instruction is
executed, the program proceeds to the HLT instruction
at location 11. Thus, if no number equal to the largest
number is found, the Central Computer System stops
with the largest number stored in location 40, CONDI-
TION LIGHT 1 off, and the program counter contain-
ing the address 12.

If CONDITION LIGHT 1 is on when the BSN
(01)g 21 instruction is executed, the CONDITION
LIGHT is turned off and the program branches to the
sequence starting at location 21. This terminal routine
tests the equality of the number whose address is stored
as the right half-word in location 21 and the largest
number stored in location 40, This test is necessary, since
the number which was equaled by the number whose
address was stored may have been rejected by the pro-
gram if a larger number were found in a later compari-
son. The program changes the contents of the address
half of location 21 each time a number is found which
is equal to the number retained in the left accumulator
register; this address is not removed if another number
is found which is larger than the number previously re-
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tained in the left accumulator. Thus, the number whose
address is stored in location 21 after all comparisons
have been completed is the last number equal to the larg-
est number found up to that point in the program.

The terminal routine starting at location 21 com-
pares the magnitude of the largest pumber (in location
40) with the magnitude of the number whose address
has been stored in Iocation 21. If the two numbers are
not equal, the program branches to the program end
that indicates no equal number. If the two numbers are
equal, CONDITION LIGHT 1 (turned off by the Sense
instruction in location 10) is turned on again and the
program halts the Central Computer System. Thus, if at
least one number equal to the largest number is found,
the Central Computer System stops with the largest num-
ber stored in location 40, address of the equal number in
location 21, CONDITION LIGHT 1 on, and the pro-
gram counter containing the address 27, Therefore, there
are two indications of the result of the program; either
the state of the CONDITION LIGHT or the contents
of the prograni counter can be examined to discover
whether an equal number was found.

Interpretation of a program result by examining the
contents of the program counter after the Central Com-
puter System halts is particularly important in main-
tenance programs. A program halt caused by detection
of an error is identified by determining where in the
program the halt occurred. The use of the two program
terminations in the indexed number-sorting program is
not critically important since CONDITION LIGHT 1
also indicates the result of the program.

5.3.4.2 Indexed Function Evaluation Program

The function evaluation program given in table
1—53 and described in 5.2.2.2 can be modified by the ad-
dition of indexing facilities to evaluate the function y =
ax2 4 bx J-c for several discrete values of x. In addition,
by using a second index register, the program can evalu-
ate the function for each value of x with a series of dif-
ferent values for a, b, and c¢. This indexed function
evaluation program must use one index register to con-
trol the iterative routine which determines the value of y
for each value of x with a single set of values for
a, b, and c. The second index register controls iterations
of the indexed iterative routine using different values of
a, b, and c. Table 1—58 presents this indexed function
evaluation program.
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TABLE 1-58. INDEXED FUNCTION EVALUATION PROGRAM

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENTS
1 2 XIN 3(K-1) Sets index register 2 to a value 3 (K-1), where K is
the number of sets of a, b, and c.
2 1 XIN (1) Sets index register 1 to a value L, which is the num-
ber of values of x to be used in evaluating y for
each set of a, b, and c.
3 i BPX (01) 4 Reduces contents of index register 1 by 1.
4 2 CAD 200 Places value of a selected by indexing in left ac-
cumulator.
5 1 MUL 100 Multiplies a by x.
6 DSR n Scales product down by 2—" to match scale of b.
7 SLR 0 Rounds off product to 15 significant bits.
10 2 ADD 201 Adds value of b selected by indexing to scaled pro-
duct.
11 1 MUL 100 Multiplies sum by x.
12 SLR m Scales product up by 2™ to match scale of ¢ and
rounds off to 15 significant bits.
13 2 ADD 202 Adds value of c selected by indexing to second scaled
product.
14 1 LST 377+4L(K-1) Stores y.
15 1 BPX (01) 4 Has y been evaluated for all values of x with one set
of values for a, b, and ¢? If so, continue with next
step; if not, evaluate y for next value of x.
16 CAD 14 Places first storage address of last storage block in
right accumulator.
17 SUB 2 Subtracts number of items in block of storage from
first storage address of last block.
20 RST 14 Places new starting storage address in instruction
word in location 14.
21 2 BPX (03) 2 Has y been evaluated for all sets of a, b, and c? If so,
continue to next program; if not, repeat iterative
evaluations with next set of a, b, and c.
22 Next program.
100 % -
through Storage for values of x.
77+L Xy, -
200 a -
201 b, -
202 [ -
through Storage for sets of values of a, b, and c.
1774+K axg -
200+K bk -
2014+-K Cx -
400 -
through Resuit storage locations.
3774KL -
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This indexed function evaluation program actually
contains two iterative routines, one within the other. The
routine contained in locations 4 through 15 is an iterative
version of the program given in table 1—53; it is indexed
and controlled by index register 1 to evaluate y for all
values of x, using one set of values for the constants a, b,
and c. This routine is contained within an indexed itera-
tive routine which repeats this routine once for each set
of values of a, b, and ¢, and changes the storage location
for each iteration of the included iterative routine. The
program thus develops a set of values for y, one for each
value of x, using one set of values for a, b, and c; then
develops another set of values for y, one for each value
of x, using another set of values for the three constants;
and so on.

The first step in the indexed function evaluation pro-
gram sets index register 2 to control the larger iterative
routine. The value to which this register is set is three
times a number which is one less than the number of sets
of values of a, b, and c to be used in the program. The
multiple of three is required since the values of a, b, and
c are stored in successive locations in core memory with
successive values of a (for example) spaced three registers
apart in one table of values. In effect, the values of a, b,
and c are stored in three tables interleaved by three to
comprise one table. If three different tables, one for each
constant, were used in this program, the value set into
index register 2 would not be three times the number of
sets less one.

The second instruction in the program sets index
register 1 to the number of values of x to be used with each
set of constants in evaluating y. This value is reduced by
the third instruction, 1 BPX (01)4, to the proper value
for controlling the number of iterations of the included
evaluation routine. This third instruction could be elim-
inated by changing the value of the right half-word in the
1 XIN instruction; however, this value is used in modify-
ing the storage address later in the program.

Each evaluation is performed by the routine contained
in locations 4 through 13. The instruction 2 CAD 200 is
indexed by the contents of index register 2 to obtain the
value of a stored in the highest memory location, 177
+ K. The next instruction multiplies this value of a by
the value of x in location 77 4- L. The instruction in loca-
tion 10 adds the value of b stored in memory location
200 -+ K; although this instruction is indexed by the
same amount as was the instruction in location 4, this
instruction obtains a value of b, since its address half is
one larger than that of the instruction in location 4.
Similar reasoning applies to the instruction at location
13, which obtain the value of ¢ in location 201 - K.

The procedure used in storing the result of each ite-
ration deserves some special comment. The entire index-
ed function evaluation program will produce K tables,
each containing L values of y. It has been noted that the
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program first produces the value of y for the last value
of x with the last set of values of a, b, and c. This value
of y can be stored in the Lth position in the Kth table
by writing the LST instruction with the address half speci-
fying the first address of the Kth table and indexing the
instruction by index register 1. Since index register 1 is
reduced by 1 after each iteration of the included evalua-
tion routine, each value of y obtained with the Kth set
of values for a, b, and ¢ is stored in a memoty location
whose address is one lower in value than the address of
the preceding storage location; i.e., the values of y are
stored in an order which corresponds to the order of
storage of values of x used in calculating them. When a
new set of values for a, b, and c is selected by stepping

index register 2, the starting storage address for the

next table of values of y must be changed. If the K-1
table of values is to be stored (physically) before the Kth
table, the address half of the instruction in location 14
must be reduced by the value L when index register 2
is stepped to obtain a new set of constants. In this way,
the order of storage of the K tables of values corres-
ponds to the order of storage of the sets of constants.
The same order of storage could be attained by
using a third index register to control the LST instruc-
tion. This third index register would be set initially to the

KL-1 and reduced by one after the storage of each result-— - -

The LST instruction would then have the value 400 as
its address half. The resulting program using three index
registers would be shorter by two instructions than the
program given in table 1—58.

5.3.5 Program Precautions in Indexing

5.3.5.1 Number of Cycles of lterated Routine

In general, the number of repetitions of an indexed
iterative routine which will be performed is one greater
than the value contained in the controlling index regis-
ter at the start of the first iteration. This is true if the
Branch and Index instruction controlling the loop is
placed at the end of the loop; the loop is repeated once
after the index register is stepped negative. In this situa-
tion, the minimum number of repetitions of the loop is 1.
Table 1—59 lists the number of repetitions of an iterative
loop for different starting values in the controlling index
register when the 1 BPX (s) instruction is placed at the
end of the iterative loop and (s) equals 1.

If only one pass through the loop is required, the
controlling index register must be loaded with negative
zero (1.77777g) rather than positive zero. If the index
register is loaded with positive zero and (s) equals 1, the
index register will be positive at the end of the first pass
causing the program to branch and perform a second pass
through the routine. At the end of the second pass, since
the index register contains 1.777765, no branch is ex-
ecuted.
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TABLE 1—-59. CONTROL OF LOOP ITERATIONS
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INITIAL VALUE IN
INDEX REGISTER

NUMBER OF
LOOP REPETITIONS

N N+41

2 3

1 2
+0 2
—0 i

If a program must be written to allow for the possi-
bility that no iterations of an indexed loop are needed on
some runs through a program, the requirement can be
met by placing the BPX instruction controlling the itera-
tion of the loop apart from the loop and using an uncon-
ditional branch at the end of the loop to the controlling
instruction. Table 1—G60 gives an example of this type of
program.

With an iterative program of the form given in table
1—60, the number of passes through the routine is equal
to the value 2 set into the controlling index register. If
n equals negative zero, no passes are made through the
iterative loop. Again, positive zero is a special case; if »
equals positive zero, the program will make one pass
through the iterative loop.

5.3.5.2 Use of Zero Address with Indexable
Instructions
When an indexed instruction is to obtain the word in
memory location 0.00000; on the last pass through an
iterative routine, it would appear that the instruction
should be written with an address half which is 0.000005.

PART 1

No difficulty is encountered with this value of address
half until the last iteration of the loop. At that point, the
index register used in controlling the loop contains nega-
tive zero (1.777775). When negative zero is added to
positive zero, the result is negative zero. Thus, the mod-
ified address half of the indexed instruction will refer
not to the first address in core memory but rather to the
clock register.

The indexing etror resulting from use of an indexed
instruction with a zero address half can be avoided by
writing the zero address half as 1.000005. When the last
iteration of the program loop is performed, the indexed
address half of the instruction is still 1.000004 since the
addition of negative zero to a number (other than posi-
tive zero) leaves the number unchanged. Therefore, the
instruction will obtain the word in the first core memory
location rather than the contents of the clock register.

When IO class instructions are to be indexed and a
zero address half is desired as part of the instruction,
similar precautions are required. The SDR instruction
must have a zero address half with the value 1.00000y;
otherwise, when indexed by negative zero, the drum con-
trol register will be loaded with 0.03777 rather than the
desired 0.00000;, Similarly, a zero address half for the
LDC instruction must be of the form 1.00000; or, after
indexing by negative zero, the instruction will load the
10 address counter with 0.600000;, selecting the clock
register as the source or destination of an IO transfer. In
the latter case if reading the words read from an IO unit
will be lost; if writing, all positive zeros will be supplied
to the IO unit.

When an RDS or WRT instruction is to be indexed,
it must be remembred that th number of words to be
transferred in the IO operation initiated by one of these
instructions is specified by the address half of the instruc-

TABLE 1—60. ZERO REPETITION INDEXED ROUTINE

INSTRUCTION
LOCATION OPERATION ADDRESS COMMENTS
1 1 XIN n Sets index register 1 to value 2.
2 1 BPX (01) 4 Controls number of repetitions of loop starting at
location 4.
3 0 BPX ¥ Branches to next progrz{m.
4 Interative loop.
through
44k
5+k 0 BPX 2 Unconditionally branches to controlling instruction

at location 2.
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tion after indexing interpreted as a 16-bit binary integer;

i.e., the sign bit of the address half is interpreted as the
most significant bit rather than as a sign bit. Therefore,
if the address half of one of these instructions is negative
zero (1.77777g) after indexing, the transfer of 1.77,777
wortds is called for. Further, an RDS 0 or WRT 0 instruc-
tion (where the address half is positive zero) may be
illegal for the IO unit involved. (Refer to 5.2.4.)

5.4 PROGRAM PREPARATION
5.4.1 Program Organization

5.4.1.1 General

A program may be considered simply as a series of
instructions which accomplishes a given function. How-
ever, when a long or complicated program is to be handl-
ed, it is often desirable to consider this program as a
series of blocks of instructions wherein each block per-
forms a single function subordinate but necessary to the
accomplishment of the function of the entire program.
Each block of instructions within the larger program is
called a subprogram, routine, or subroutine of the larger
program. These terms are variously used, since what is
called a program in one application may be only a sub-
routine of a still larger program.

" In order to plan a program efficiently, it is often
necessary to prepare a flow chart of the program being
prepared. The flow chart should show the logical blocks
and their functions as well as the branches of program
control, whether unconditional or conditional, upon the
results of preceding operations. With this flow chart, it
is possible to recognize the existence of equivalent rou-
tines within a program and to thus eliminate duplication
within the final program.

The degree of detail shown within a flow chart can
vary from the extreme of one block for each instruction
to the other extreme wherein a block represents what
will eventually be a subroutine long enough to be called
a program in its own right. While the degree of detail
can be determined anywhere between these two extremes,
no simplification results if a block is presented for each
instruction. On the other hand, a flow chart showing the
entire program as a single box is simplified to the point
of uselessness.

If figure 1—68 were redrawn and the instructions
omitted, the figure would represent a reasonable flow
chart for use in writing the indexed number-sorting pro-
gram. (The presentation of the written program in flow
chart form makes it easier to follow than presentation in
tabular form.) However, if the entire indexed number-
sorting program were to be used as a subroutine within
a larger program, the flow chart for that larger pro-
gram might show the number-sorting routine as a single
box.
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5.4.1.2 Master Programs

A large program may be made up of several smaller
programs, each performing a portion of the overall
function of the large program. In some cases, the large
program does not properly contain these smaller pro-
grams; instead, the large program selects each smaller
program in the proper order to perform necessary data
processing without performing any data processing it-
self. A program of this type, which controls other pro-
grams without doing any processing itself, is called
either a master program, an executive routine, or a
sequence selection program. In effect, a master program
can do no processing except through the use of other
programs which cannot perform the entire processing
task without having the master program to control the
sequence in which they are performed.

The smaller processing programs may themselves
contain blocks of instructions which can be called pro-
grams or routines. For example, if a given program re-
quires the performance of a particular operation, a
routine may be written to perform that operation and
placed in core memory with the processing program. The
processing program may then be written to refer to the
routine whenever the operation performed by that
routine is required by the processing program.

5.4.1.3 Subroutines

A subroutine is a group of instructions which per-
form a distinct function and it may be written in one of
two ways; the subroutine may be open or closed.

An open subroutine is a sequence of instructions per-
forming a particular function but with no special pro-
vision for incorporation into a longer program. Any of
the programs discussed up to this point can be considered
open subroutines since they end either with an HLT
instruction or at the point where the next program or
subroutine may begin. Open subroutines are useful in as-
sembling a long program; if subroutines are already
written for each function to be performed in a program,
it is more efficient to assemble these routines as required
into a complete program rather than to write new rou-
tines to accomplish the same functions. In addition, a
program assembled from previously written subroutines
is more reliable. A written subroutine has usually been
tested before being placed in a program library and can
therefore be depended upon to perform its assigned func-
tion. One caution must be observed when using library
routines in a program: the restrictions on data magnitude
and location established by the subroutine must be satis-
fied by the program containing the subroutine. In many
cases, two or more subroutines exist which perform very
similar functions, They may differ in their time of ex-
ecution or storage space requirement, in the precision with
which they produce results, or in the number of para-
meters which can be varied. The choice of a particular
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subroutine for use in a specific program can be made only
after consideration of all these factors in terms of the over-
all program requirement.

Some difficulties are encountered when a program
must use a particular subroutine several times but can-
not employ indexing; i.e., when the subroutine is not
used iteratively. If an open subroutine is to be used in this
case, it is necessary to copy the open subroutine into the
program at each point of use in the larger program. As
in the case of straight-line programming, needless repeti-
tion of instruction sequences should be avoided.

The repeated copying of an open subroutine into a
program at each point of use can be eliminated by mak-
ing the subroutine a closed one. The subroutine is placed
in memory apart from the program and provided with a
return provision while a leave provision is inserted in the
main program at each point of use of the subroutine.
(See fig. 1—69.) The leave provision is simply a 0 BPX S
instruction which causes an unconditional branch to the
address of the first register containing the closed sub-
routine. The return provision within the closed routine
consists of the instructions at addresses S and T. The
instruction at location S stores, as the address half of the
instruction at location T, the address of the instruction in

MAIN PROGRAM
UP TO POINT OF USE
OF SUBROUTINE

LEAVE PROVISION

X ©0 BPX S

!

CLOSED SUBROUTINE

s STA T
h

S%i
THRL?OPEN SUBROUTINE
T-1

T 0 BPX -

|

{

REMAINDER OF MAIN
PROGRAM

A+
THRU
END

Figure 1—89. Use of Closed Subroutine
in Larger Program
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the main program from which the branch was performed
and to which program control should return after com-
pletion of the subroutine. The instruction at location T
performs the branch of program control to the main pro-
gram. The 0 BPX § instruction which calls the closed
subroutine into use can be considered as a pseudo-instruc-
tion code for the operation performed by the closed sub-
routine. For example, if the closed subroutine starting at
location § extracts the square root of the number it finds
in the accumulators and leaves the square root in the
accumulators, the 0 BPX § instruction is a pseudo-instruc-
tion code for an extract-square-root operation. In effect,
the 0 BPX § instruction is a new instruction which can
be used just as are the other 48 instructions. Since any
open subroutine can be converted into a closed sub-
routine by the addition of the return provision, the use
of closed subroutines can greatly simplify the program-
ming of a complex operation.

The only limitations on the use of subroutines are
that the initial requirements of the subroutines must
be satisfied before the subroutine is called into use and
that the locations in core memory needed for storage of
the subroutine must not be used for any other purpose
while the subroutine is to be used or stored for later use.
A section of core memory is usually reserved for stor-
age of subroutines required by the program being ex-
ecuted.

5.4.1.4 Compiler Programs

When a number of standard subroutines exist and can
be made accessible to the Central Computer System,
programs can be written using pseudo-instruction codes
calling for particular operations. A program of pseudo-
instruction codes can be presented to the Central Com-
puter System for preparation as a conventional program
of instructions by a special program known as a compiler.
The compiler recognizes the pseudo-instruction codes,
selects the appropriate subroutines from storage, and pre-
pares a program which accomplishes the desired final
result, By using a compiler, the programmer is reiieved
of the job of mechanically assembling standard routines
in punched card form into program decks or of rewriting
these routines with addresses appropriate for the over-
all program. In effect, a compiler routine enables the
Central Computer System to respond to more complex ia-
structions than the 48 basic instructions built into it.

5.4.1.5 Utility Programs

Utility programs are essentially large closed sub-
routines which are handled as programs in their own
right. The primary distinction between a utility program
and a closed subroutine, other than size, is that a utility
program performs some function for several other pro-
grams, whereas a closed subroutine performs a particular
function for only one program. Closed subroutines are
generally loaded into core memory with the program that
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will use them. Utility programs are usually loaded into
core memory and left there while different programs are
loaded and executed. Thus, the utility programs will
usually occupy a particular block of registers in core
memory throughout the execution of an entire series of
programs which make use of the utility programs.

An example of a utility program is one which trans-
lates information from Hollerith code stored in a card
image to binary form. A program of this type might
be of use to more than one program and might there-
fore be placed in core memory as a utility program.
Another utility program might be one which took binary
information and converted it into Hollerith code in
card image form for delivery to the line printer. A
utility program of this type would be useful in the first
running of any program to debug that program. The
printout utility program might be called for at several
points in the program under test to provide a printout
of the contents of all computing registers for use in
analysis of the program under test.

5.4.1.6 Parameters

If a subroutine or utility program is to be of wide
possible use, it must be written with provisions for chang-
ing the parameters within the subroutine or utility pro-
gram. Parameters may be those numerical constants used
in processing other data or the locations of data to be
processed. For example, a routine which can translate a
block of binary information into octonary card image
form and have this information printed out on the line
printer may have as parameters the number of words in
the block to be translated and the address of the first
word in the block. If these parameters can be changed,
the storage locations used for the subroutine can be
changed, if necessary, to facilitate storage of the main
program. Similarly, a main program can be written with
unassigned values for parameters which may change
from day to day or from problem to problem; the values
for these parameters can then be set in manually before
the program is to be run. Thus, any program, subroutine,
or utility program can be made more versatile by writing
it with parameters which may be reset for each run of the
program.

Several means exist for setting the values of para-
meters in a program or routine. If the parameters can
be set for the routine and left with these values, a para-
meter card (a punched card containing identification of
the parameter and the value it is to have) can be loaded
along with the cards containing the routine. A routine
whose parameters are set in this way is said to have
preset parameters, since they are preset when the routine
is loaded. In some cases, program parameters may be
set manually into test memory with the program written

to refer to test memory when a parameter is called for.
" Finally, a subroutine can be written whose parameters are
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set by the using program before it calls the subroutine
into use. In effect, the using program would set the
parameters in the subroutine by storing the proper values
in appropriate locations in the subroutine and then
calling  the subroutine into use. Precautions are re-
quired within the using program to insure its setting
the proper parameters into the subroutine before each
use of the subroutine.

5.4.2 Program Coding

5.4.2.1 Absolute Programming

The programs and routines given as examples up to
this point have been presented in a variety of forms.
Instruction locations and address halves appear as octon-
ary numbers or as symbolic addresses whose actual values
depend upon other addresses which are program par-
ameters. No difficulty is encountered in following these
programs, since they are rather short. Similarly, no
difficulty is encountered in writing a short program using
absolute addresses; i.e., locations and address halves,
perhaps abbreviated in octonary notation, describing
actual memory addresses or values of numerical con-
stants. In a short program, it is relatively simple to keep
track of these addresses used in the program. Further,
the insertion of an extra instruction which requires

changing the storage locations of succeeding-instructions - - -

and the address halves of branch class instructions is not
difficult.

In the writing of a long program, manipulation of
absolute addresses becomes difficult. Further, if an extra
instruction must be inserted early in the program, the
job of changing storage locations and instruction ad-
dress halves becomes almost impossible. To avoid the
tedious work required in absolute programming, a pro-
cedure known as symbolic programming can be used.

5.4.2.2 Symbolic Programming

When a long program is to be prepared, it is first
divided into blocks of operations with each block of con-
venient size for manipulation. As each block is written,
it can be tested, revised, and reviewed before its incor-
poration into the final program. Since the instructions
within each block must not be-assigned absolute addresses
until after the blocks have been assembled into a com-
plete program, an arbitrary or symbolic address can be
used to facilitate both the writing of each block and the
assembly of the entire program.

A symbolic address is written with up to six alpha-
numeric symbols; the first three symbols are usually
alphabetical and the last three are numerical. A symbolic
address notation thus would look like this: AB.C12.3.
The first two letters generally identify the overall pro-
gram which will contain the block being written. The
third letter identifies the block itself, thus allowing the
division of a program into 26 blocks. If more blocks are
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necessary, the overall program may be assigned two or
more combinations of letters for the program identifica-
tion position. The first two digits allow the identifica-
tion of up to 100 addresses within each program block,
or 2,600 addresses per program. The last digit is gen-
erally used only for insertion of instructions after the
block is initially written.

It is important to realize that a symbolic address
has no inherent numerical significance. Although not
strictly necessary, consecutive instructions are usually
assigned consecutive symbolic locations to simplify sort-
ing of the instruction steps into their proper order. Sym-
bolic addresses need be assigned only to the location of
the first instruction in a sequence and to those instruc-
tions whose locations are referred to in the address halves
of other instructions. Further, not all addresses within
the program need be indicated in symbolic form. If an
actual address is known for a particular operand or oper-
ation, it can be written into the program and is usually
indicated by enclosing the actual address in parentheses.
Similarly, those instructions whose address halves should
contain numerical constants (such as shift class instruc-
tions) can be written with the absolute value in octonary
form and be indicated as absolute by their inclusion in
parentheses. Table 1—61 shows the nonindexed number-
sorting program given in figure 1—67 as it might be
written in symbolic form.

The notations used in table 1—61 do not include any
6-digit symbolic addresses simply because no inserted
instructions were necessary and because not all instruc-
tions are assigned specific symbolic addresses. If all of
the instructions had been assigned symbolic locations,
any added instructions would be assigned symbolic loca-
tions whose first five symbols match the symbols as-
signed to the instruction, after which the added instruc-
tions would be inserted, with the added instructions
numbered sequentially in the sixth symbol position.

5.4.2.3 Assembly Program

Once a program is written in symbolic form, the
task of translating it into absolute form can be per-
formed by the Central Computer System under control
of a utility program called an assembly program. The
assembly program accepts a symbolic program pre-
sented on instruction cards. (Refer to 4.2.2.) An absolute
location is assigned to each instruction with the locations
assigned in the same order in which the instructions of
the program are presented. The assembly program then
makes another pass through the program being assembled
to complete the assignment of absolute equivalents for
all symbolic addresses and to translate all information in
the program itself into binary form. (Since symbolic
addresses are not translated, they can be written deci-
mally without introducing any difficulties. The assembly
program simply provides a one-to-one correspondence of
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symbolic addresses to absolute addresses.) The assembly
program will also punch a deck of binary cards fro—
which the assembled program may be inserted and exe-
cuted, together with a printout of the program, listing
all comments, symbolic locations, constants, assigned
storage locations and their contents in octonary form,
and the initial and final drum storage locations, if any.
The binary deck is prepared as described in 4.2.3.

In order to submit a program in symbolic form for
assembly, not only must the instructions be prepared on
punched cards but certain control information must also
be prepared on punched cards.

5.4.2.4 Assembly Program Card Punching

Each instruction within a symbolically coded pro-
gram is prepared on a separate instruction card. (See
fig. 1~70.) The location field should be symbolically
coded or may be blank if no symbolic tag is necessary for
the location of that instruction. In the instruction field,

TABLE 1—61. NUMBER-SORTING PROGRAM,
SYMBOLIC FORM

INSTRUCTION
LOCATION OPERATION ADDRESS
AB A00 cAD AB A30
DIM 31
BLM AB A10
DCL (00020)
AB A01 DIM AB A32
BLM AB Al1
DCL (00020)
AB A02 DIM AB A33
BLM AB A12
DCL (00020)
AB A03 LST AB A40
HLT
AB A10 CAD AB A31
BPX AB A0I
AB A1l CAD AB A32
BPX AB A02
AB A12 CAD AB A33
BPX AB A03
AB A30 N,
AB A31 N,
AB A32 N,
AB A33 N,
AB A40 Result
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column 24 is reserved for the index indicator punched

octonarily, columns 25 through 27 for the operation

code punched alphabetically, and columns 28 and 29 SymBouie /T ALPHANUER(C

for the index interval punched octonarily, if used. The
address field may contain the address half of the in-
struction in symbolic or absolute form; an absolute
address is identified by the lack of punching in column
30 and by the restriction to octomary punching in col-
umns 31 through 35. If the address haif is symbolic,
columns 30 through 32 are alpha-numerically punched,
and columns 33 through 35 are punched decimally. The
comment field, columns 36 through 80, may be punched
on an instruction card if a comment is necessary with the
instruction.

A constant card is used to insert numerical con-
stants in their address halves. Numerical constants may
also be addresses, thus requiring the facility for insert-
ing symbolic -addresses on constant cards. The location
field of a constant card need not contain an address if no
symbolic tag has been used to refer to the location of the
constant in the program. When both half-words inserted
by the card are constants, they are punched in octonary
form in the instruction and address fields, preceded by
punches in the sign positions in columns 24 and 30; the
control column, 17, is left blank. If the right half-word is
symbolic, a 1 is punched in column 17. If the left half-
word is symbolic, a 2 is punched in column 17. If both
half-words are symbolic, a 3 is punched in column 17.
For a constant card containing an instruction with a
numerical constant as its address half, a 4 is punched in
the control column. These control column punches direct
the assembly program in its handling of the data on the
constant card and allow the punching of both octonary
and decimal information on a single card without con-
fusing the assembly program.

Assignment cards perform the function of assigning
absolute equivalents of symbolic addresses in symbolic
programs. There are four types of assignment cards:
location assignment cards, address assignment cards,
drum location assignment cards, and temporary storage
assignment cards. A location assignment card specifies
the actual storage location for the word read from the
next card read by the assembly program. Successive words
read after this word are then assigned sequential storage
locations; thus, the order in which instractions are sub-
mitted to the assembly program after the reading of a
location assignment card determines their storage loca-
tions and eliminates the need for symbolic location codes
for each word.

An address assignment card is used to supply an
absolute address half for a word in the program being
assembled whose symbolic location is given on the ad-
dress assignment card. This type of assignment card is
used to supply an address half for a word when the ad-
dress half of that word cannot initially be assigned a sym-
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Figure 1—70. Instruction Card

bolic code; this condition may arise when instructions
with symbolic addresses refer to data storage locations or
to locations in sections of the program which are not
being assembled at this time. Address assignment cards
may be inserted at any point in a deck of program cards.

If a portion of a program is to be stored on a drum

field after assembly, the starting drum storage- address -

and drum interleave (if any) can be specified by a
drum location assignment card. The drum location
assignment card assigns a drum storage location to the
word on the next card read by the assembly program. It
should be noted that the drum storage location (if any)
for the first word on each binary card is punched on that
card to allow loading the appropriate portion of the
assembled program into drum storage. The drum location
assignment card indicates, to the assembly program, the
starting drum storage location, allowing it to assign
starting drum storage locations to each binary card con-
taining the assembled program.

A temporary storage assignment card reserves blocks
of actual addresses for storage purposes within the as-
sembled program. The card itself contains two symbolic
addresses, the first and last in the block of storage; it may
reserve either core memory addresses or drum storage
addresses. Use of a temporary storage address assign-
ment card eliminates the need for an address assignment
card for each register to be reserved for storage.

Control or assembly control cards direct the opera-
tion of the assembly progtam. A restore card, identified
by a 5 punched in the control column, causes the assembly
program to operate the line printer carriage feed, feed-
ing the printout form up to the first line of the next
page. By inserting restore cards at appropriate points in
the symbolic program, the printout of the assembled
program can be divided by routine or program block to
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facilitate interpretation of the printed program. A drum
termination card, identified by a 6 punched in the control
column, stops the assignment of drum storage locations
to words in the program begun by a drum location
assignment card. A termination card, identified by a 9
punched in the control column, informs the assembly
program that the entire symbolic deck has been read and
is ready for processing. The termination card also con-
tains the starting location of the program in its address
field with the starting location given either in symbolic
or absolute form. The assembly program uses this in-
formation to prepare a branch control card which is used
in loading the assembled program from binary cards.
Comment cards, containing only information in the
comment field, can be placed in a symbolic program deck
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to insert long comments on the printed listing of the
assembled program. In addition, an identification card
may be inserted along with the symbolic program deck
for use in the punch identification section of the assembly
program. This type of card bears information in columns
33 through 48 which will be punched in the identifica-
tion fields of all binary cards prepared by the assembly
program. If the identification card has a 9 punched in
column 49, the assembly program will convert the in-
formation in columns 33 through 40 into binary form
and punch this binary information in the 12 row of each
binary card prepared by the assembly program. The
punching of all these special cards is summarized in
table 1—62.

TABLE 1—62. ASSEMBLY DIRECTION CARD PUNCHING

CARD TYPE FIELD OR COLUMN
MAJOR VARIATIONS CONTROL LOCATION INSTRUCTION ADDRESS
17 18 1920 21-23 24 25-27 28-29 30 31-32 33-35
Instrucdon Absolute address - AN AN D -0 A -0 - -0 -0
Symbolic address - AN AN D O A -0 AN AN D
Constant  Both halves
constant — AN AN D S O O § O (¢}
Right half
symbolic 1 AN AN D S 0] O AN AN D
Left half
symbolic 2 AN AN D AN AN D S o o
Both halves
symbolic 3 AN AN D AN AN D AN D AN
Operation code
and constant 4 AN AN D -0 A -0 S O (0]
Assignment Location - - O o - - - - - -
Address _— AN AN D - - - - 0 O
Drum location - O O O O - — - - —_
Temporary storage - AN AN D - - - AN AN D
Restore 5 - - - - - - - - -
Drum termination 6 - - - - - - - - -
Termination with
symbolic address 9 - - - - - — AN AN D
Termination with
absolute address 9 - - - - - - - -0 -0
Comment Punched only in comment field columns 36-80
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Key: — no punching through a properly operating computer and observing
the results of the program at various points in its execu-
O octonary . -
tion. If the program is used to calculate the outcome of
D decimal a problem whose result is already known, the end result
.. of the program execution can simply be compared with
A alphabetical the known correct result. If the problem handled by the
S octonary sign program is unsolved, other tests may be required. (Even

AN alpha-numerical
—O empty or octonary

Digits indicate punch in corresponding row of card.

5.4.2.5 Printout of Assembled Program

An assembly program produces two forms of an
assembled symbolic program submitted to it. The as-
sembled program is prepared on binary cards for rein-
sertion and execution of the program. In addition, a
printout of the assembled program is produced on the
line printer. The printout of a portion of a program
might resemble the example given in table 1—63.

This fragment of a printed out program can be com-

pared with the symbolic program given in table 1—61, of .

which this is the printout. The left half of the printout
is usually the absolute program, with one exception: the
operation code for instructions is the alphanumeric repre-
sentation. The absolute coding for the operation halves
of the instructions is printed with the symbolic addresses.
By transposing these two columns before printing, the
absolute program can be followed more easily than if the
instruction codes were also shown in octonary form. The
positioning of information on the printout of an as-
sembled program is determined by the wiring of the line
printer control panel. (Refer to 4.5.2.1.)

5.4.3 Program Testing

5.4.3.1 General

When a program has been completed, it should
theoretically be able to perform its intended function.
However, the possibility of errors in the program exists
until the program has been tested. In general, program
testing (or debugging) involves running the program

after successful comparison with a known result, the
program may still contain errors which must be located
by other means.)

5.4.3.2 Pregram Monitoring

A program may be tested by monitoring its execu-
tion to insure that each sequence in its operation is cor-
rect. The program may be advanced a memory cycle or
instruction cycle at a time, manually, while observing
indicator lights showing the contents of all computing
and control registers in the Central Computer System.
This single-step procedure is quite time-consuming and
is therefore impossible in a long program. An alternative
to single-step operation is the temporary insertion of
HLT instructions at critical points in the program. Again,
analysis of the register indicators is necessary to decide
whether or not the program has operated correctly up
to that point. The disadvantage of this method is the

lack of information about the contents of core memory.

Selection of proper stopping points can minimize this dis-
advantage but the method is still quite time-consuming.

Most properly written programs contain checking
provisions within themselves to determine the existence
of incorrect results. In most cases, these checking provi-
sions can be used to cause a program stop, at least during
testing. When a program is stopped by the detection of
an error, the error is located somewhere between the
last ersor halt provision which did not stop the program
and the error halt provision which did. That portion of
the program can then be run on a step-by-step basis to
discover the exact cause of the error. The physical facil-
ities used in maintaining AN/FSQ-7 Combat Direction
Central (discussed in Chapter 10) can also be used in
debugging programs.

TABLE 1—63. PRINTOUT OF ASSEMBLED PROGRAM

INSTRUCTION INSTRUCTION
LOCATION OPERATION ADDRESS COMMENTS LOCATION OPERATION ADDRESS
00400 CAD 0.00430 OBTAIN FIRST NO. AB A00 0.01000 AB A30
00401 DIM 0.00431 COMPARE SECOND NO. 0.01640 AB A31
00402 BILM 0.00415 TEST 0.05500 AB A10
00403 DCL 0.00020 RESTORE FIRST NO. 0.04600 00020
00404 DIM 0.00432 COMPARE THIRD NO. AB Ao1 0.01640 AB A32
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5.4.3.3 Test Programs

Various programmed facilities can be used in test-
ing a new program. These include trace routines, post-
mortem routines, and trap routines. A trace routine
prints out the contents of selected registers after the
completion of each step in the program under test. In
effect, the trace routine is an executive program which
alternately allows performance of one program step in
the program being tested, then a printout routine, then
another step of the program being tested, and so on.

A post-mortem routine, sometimes called a dump
routine, causes the printout of all core memory registers
or of selected core memory registers, The post-mortem
routine thus provides a complete picture of the result of
a program which cannot be obtained simply by examining
the contents of the computing and control registers,
Further, a post-mortem routine can be prepared to print
out only those core memory registers which contain some-
thing other than zero.

A trap routine provides a printout of core memory
contents for selected portions of a program being tested.

UNCLASSIFIED
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The portion of the program to be trapped is usually
specified by control cards or by manual insertion.

5.4.3.4 Simulation Programs

It is possible to test programs written for one digital
computer on another digital computer by using an exec-
utive routine which causes the digital computer being
used to test the program to operate as the digital com-
puter for which the program was written. The advantage
of using a different computer for testing programs is de-
pendent upon the state of the computer for which the
program has been written. If construction of a new digi-
tal computer is nearing completion, it is desirable to have
tested reliability programs available for use in testing
the new computer. Since that computer may not be re-
liable immediately upon completion, the computer can-
not be used to test programs which will later be used in
testing the computer. In addition, simulation programs
enable the use of a relatively inactive digital computer to
test programs written for another computer whose oper-
ating time is taken up by other requirements. This is
particularly advantageous in program testing, which is
generally a very long process.
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CHAPTER 4
DRUM SYSTEM

SECTION 1
SYSTEM DESCRIPTION

1.1 SYSTEM FUNCTION

AN/FSQ-7 Combat Direction Central stores infor-
mation by means of the Central Computer System inter-
nal core memory, cards and tapes external to the Cen-
tral Computer System, and a system of magnetic drums.
This Chapter describes the functions and operations of
the Drum System of the equipment as it applies to pro-
gramming, Unless otherwise specified, reference to the
direction central applies to both computers A and B of
the duplexed central. (Refer to Chap. 1, 2. 3.)

The capacity of the Drum System enables it to ful-
fill storage requirements not satisfied by the Central
Computer System internal core meémory, while its speed
enables it to fulfill requirements not satisfied by cards
and tapes. The speed of a system is dependent upon its
information access time; thus, the smaller the access
time, the faster the system. The average access time of
the Drum System is considerably greater than that of
internal core memory (10.3 versus 3.0 microseconds, re-
spectively); cards and tapes are much slower than
either. However, successive transfers of words by the
Drum System can occur at 10-microsecond intervals.

The Drum System performs two principal func-
tions: as a time buffer, and as an auxiliary memory
device. It acts as a time buffer between the Central Com-
puter System and the Input, Output, and Display Sys-
tems. The Drum System also serves as an auxiliary mem-
ory device in that it stores information that must be
reused from time to time. (See fig. 1—71.)

As a time buffer, the Drum System accepts informa-
tion from the Input System at comparatively slow, in-
termittent rates. Periodically, at intervals prescribed by
the Central Computer System program, this information
is transferred to the Central Computer System at speeds
up to the Drum System maximum speed (one word every
10.0 microseconds). Similarly, processed data for the
“Output and Display Systems is received by the Drum
System from the Central Computer System at intervals
prescribed by the Central Computer System program

and at speeds up to the Drum System maximum speed.
The Drum System then transfers the processed informa-
tion to the Output and Display Systems and to the Drum
System of the other computer in AN/FSQ-7 Combat Di-
rection Central. (See fig. 1—72.) The transfers from the
Drum System to the Display and Output Systems are at
speeds which are slower than Drum System maximum

speed.

As an auxiliary memory device, the Drum System
supplements the Central Computer System internal core
memory. The storage capacity of the entire Drum System
is about 19 times that of internal core memory (153,000

versus 8,192 words); the storage capacity of cards and

tapes is larger than either.

About 64 percent of the Drum System capacity is
reserved exclusively for the storage of information such
as subprograms, mathematical values, and constants.
This auxiliary memory portion of the Drum System
alone, with a storage capacity of 98,304 words, has 12
times the capacity of the Central Computer System in-
ternal core memory. Additional storage space is ob-
tained through the use of that section of the Drum Sys-

DISPLAY
SYSTEM

INPUT DRUM
SYSTEM SYSTEM

OUTPUT
SYSTEM

CENTRAL
COMPUTER
SYSTEM

Figure 1—71. Relation of Drum System
to Other Systems
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ouTPUT DISPLAY DISPLAY ouTPUT I
SYSTEM SYSTEM ‘ SYSTEM SYSTEM
! (SEE NOTE 1) | l
CENTRAL DRUM | ' DRUM CENTRAL
COMPUTER SYSTEM SYSTEM COMPUTER I
i (SEE NOTE 2) l
| COMPUTER INPUT WPUT COMPUTER I
| A SYSTEM | I SYSTEM B |
L=

NOTES!.
L. FROM IC FIELD B TO CD ELEMENT A
UNDER COMPUTER A PROGRAM CONTROL.
2.FROM IC FIELD A TO CD ELEMENT
B UNDER COMPUTER B PROGRAM CONTROL.

Figure 1—72. Intercommunication in AN/FSQ-7 Combat Direction Central

tem which is used as a time buffer between the Central
Computer System and the Display System.

The transfer of information to and from the Drum
System is logically divided into two categories: outside-
to/from-drum (OD), and computer-to/from-drum (CD).
(See fig. 1—73.) The OD and CD sides of the Drum
System operate independently of each other.

1.2 SYSTEM DATA

1.2.1 Physical Description

There are 12 identical drums in each Drum System.
A drum is a metal cylinder 12.6 inches in length with a
diameter of 10.7 inches and a weight of 85 pounds.

INPUT DISPLAY OUTPUT
SYSTEM SYSTEM SYSTEM
WRITING READING
©0) (00) R iNG
__ oosoE_ | DRuM | oosmE
D SIDE SYSTEM D SIDE
READING WRITING
(co) it
CENTRAL
COMPUTER
SYSTEM

Figure 1—73. The OD and CD Sides
of the Drum System

Each drum is individually mounted along its longitudi-
nal axis on a fixed shaft, as shown in figure 1—74, and
each is driven by a synchronous motor through a
toothed belt at a speed of 2,914 revolutions per minute.
The cylindrical surface of each drum is plated with a
0.0005-inch layer of a magnetic nickel-cobalt alloy.

As a drum rotates, fixed magnetic heads transfer
information to and from its surface by recording (writ-
ing) binary information in the form of small electromag-
netic flux patterns and later detecting (reading) these
patterns. The fixed magnetic heads are mounted with a
small air gap of critical tolerance between them and the
drum surface. Since readingon one side of a drum
(OD or CD) and writing on the other side often occur
concurrently, two sets of heads are required, except in
the case of the auxiliary memory drums where reading
and writing occur only on the CD side.

Magnetic heads for reading or writing are held
rigidly in place by bars which are parallel to the longi-
tudinal axis of the drums. (See fig, 1—75.) Six pairs of
these bars are arranged axially around each drum (each
bar can support up to 40 magnetic heads). One bar of
each pair supports the heads for OD operations, and
the other bar supports the heads for CD operations.

1.2.2 Logical Description

Each drum in the Drum System is logically divided
into sections, called fields. There are 75 fields in the
Drum System. Eleven of the 12 drums contain six fields
each; the 12th (the radar data drum) contains nine.
Each of the six pairs of longitudinal bars arranged
axially about a drum is associated with a field of the
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drum, One bar of each pair supports the heads which
perform OD operations. A unique arrangernent is made
to accommodate the nine fields of the radar data drum.

A drum field stores a particular type of information
and is named to correspond with the type of informa-
tion stored. Each drum derives its name from the names

of the fields it contains; e.g., both the LOG and MIXD
the

l“f! 1m the

el il

abbreviated names of the fields each contains.

s derive their names from the first letter of
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1—-76 is a pictorial representation of the logical divi-
sions of each drum, In this figure and all subsequent
figures, drum fields are shown a< subdivisions of a drum.
This convenient logical conver ion is used for illustra-
tive purposes only and is not to be accepted as a true
physical relationship.

1.2.3 Logical Definitions
The elligence that can be written

on or read from a drum is called a bit. (See fig. 1-76.) If
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Figure 1—75. Magnetic Drum and Heads

the small electromagnetic flux pattern is positive, the
bit is a binary 1; if the flux pattern is negative, it is a
binary 0. Once written, a bit is stored on a drum until
another bit is written over it or it is deliberately erased.
Reading from a drum does not in any way alter the bits
recorded on the drum surface.

As a drum rotates, closed circumferential bands of
drum surface, called drum channels, pass under the mag-
netic heads (each channel is written or read by one
head on the CD side or one head on the OD side).
Since there can be as many as 40 magnetic heads on a
bar, there can also be as many as 40 channels in a drum
field. The rotational velocity of a drum and the timing
of its reading and writing operations are such that each
magnetic head can read or write 2,048 bits in each chan-
nel of a drum field,

Thirty-two drum channels of a field contain infor-
mation bits, except on the radar data drum where only
24 of the channels in a field contain information bits.
Each axial line of bits in a field is a drum register. Some
fields have control channels, such as parity, marker
status, and status channels, In addition, each drum has a
timing channel and an index channel which are common
to all fields on the drum.

During Drum System reading and writing opera-
tions, information is transferred to or from all bit posi-
tions in a drum register simultaneously by the 32 mag-
netic heads on one bar (which corresponds to the 32 in-
formation channels). The 32 bits which are transferred
constitute a Drum System word. In addition to the 32-bit
information word, a drum register also contains the con-
trol bits for the word. The times at which the control
bits are transferred between the control channels and

their magnetic heads do not necessarily correspond to
the times at which the words are transferred.

A number of words making up an organized piece
of information are known as a message. One drum
register or a group of consecutive drum registers con-
taining the word or words of a complete message is
called a slot, The term slot refers to the physical group-
ing of registers on a drum, while the term message refers
to the logical grouping of words on the drum.

1.2.4 Timing

Each of the 12 drums of the Drum System is
driven by its own synchronous motor at an individually
regulated speed of 2,914 revolutions per minute. A
drum therefore rotates completely once every 20.6 milli-
seconds. Drum System access time is the time required
to locate and transfer information to and from a se-
lected drum register. The length of time required for a
seiected drum register to come under the set of mag-
netic heads of its particular field can be anywhere from
0.0 to 20.6 miiiiseconds. Therefore, average access time
is 10.3 milliseconds,

The radar data and track display drums are timed
so that 2,060 registers are established in each field. The
first 12 registers of each field cannot be used to store
information; thus, the period between the midpoints of
successive registers on these two drums is reduced to
10.0 microseconds.

With the exception of one circuit in the OD IC ele-
ment, the circuits that develop timing information for
use in Drum System operations are contained in the CD
element, Circuits that develop timing information pro-
duce four standard pulses as each drum register passes
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under the fixed magnetic heads. These pulses are called
drum timing pulses; one series of four drum timing
pulses constitutes a drum operation cycle. For simplicity,
a drum operation cycle is considered as being of 10.0
microseconds duration for all drums, and the interval
between successive drum timing pulses is therefore 2.5
microseconds. '

When drum timing pulses are used to time the oper-
ations of the CD element, they are called CD 1, CD 2,
CD 3, and CD 4 pulses. When drum timing pulses are
used to time the operations of any of the OD elements,
they are called OD 1, OD 2, OD 3, and OD 4 pulses.

Transfers to the drum are coincident with drum
timing pulse 3, and transfers from the drum are coinci-
dent with drum timing pulse 1. Drum timing pulses 2
and 4 are used for control functions. In addition to their
uses in the Drum System, the timing pulses are sent to
all systems except the Central Computer System. In
these other systems, timing pulses are used to control
and time operations. The fact that other systems use the
Drum System timing cycle automatically synchronizes
their operations with the operations of the Drum System.

The relationship between the CD drum timing
pulses of the Drum System and the Central Computer
System is shown in figure 1—77; an understanding. of
this relationship is fundamental to comprehension
of CD operations. It is to be noted particularly that the
two timing sequences are independent of each other. -

A Drum System CD operation cycle is of 10.0-
microsecond nominal duration and contains four CD
timing pulses at 2.5-microsecond .intervals. A Central
Computer System memory cycle is 6 microseconds long.
Timing pulses occur at 0.5-microsecond intervals, and
only 12 Central Computer System timing pulses, or 6
microseconds, are required to complete a Central Com-
puter System machine cycle.

Normally, there are 2,048 drum operation cycles per
drum revolution. There are also 2,048 drum operation
cycles for the track display and.radar data drums, since
no reading or writing is performed during the first 12 of
their 2,060 timing cycles.

A single 1 bit written in the index channel under
the control of the Drum System manual control panel
establishes the reference point for the addressing of all
registers and for the counting of all revolutions of the
drum during subsequent operations. For all but the aux-
iliary memory drums, the index channel is read by two
magnetic heads, one on the OD side and one on the CD
side. Since the auxiliary memory drums are written and
read from the CD side only, the index channel on each
of the auxiliary memory drums need be read by only one
magnetic head. Therefore, there is an OD index pulse
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and a CD index pulse for each drum except the auxiliary
memory drums. On the CD side, the index channel is
read at CD 1 time, and the drum register in which the 1
bit occurs is number 0000. The other drum registers are
numbered consecutively to 2,047. On the OD side, the
index channel is read at OD 3 time, and the drum regis-
ter in which the 1 bit occurs is number 2,047.

1.3 SYSTEM LOGIC
The Drum System is logically divided into the OD
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Figure 1-76. Drum System Information Units
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input element, OD display element, OD output element,
OD intercommunication element, CD element, auxiliary
CD element, and the maintenance elements. (See fig.
1-78.)

The OD input element transfers input data from
the Input System to the Drum System completely free of
program control. This data is in relatively large quanti-
ties, at random time intervals, and at different rates.

The OD display element takes display data that has
been stored on the dispiay fieids of the Drum System by
the CD element and transfers this data to the Display
System, The OD display element reduces the rate of
transfer of display data so that the Display System can
accommodate it.

The OD output element takes output data that has
been stored on the output buffer fields of the LOG drum
by the CD element and transfers the data to the Output
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System, The OD output element transfers output data
from the drum at a rate that the Output System can ac-
commodate.

The OD intercommunication (IC) element provides
a means of transferring information from one Central
Computer System to the other. The information is writ-
ten on the CD side of the IC field under program control
of the transmitting Central Computer System. The infor-
mation is read subsequently by the OD IC element un-
der program control of the receiving Central Computer
System. Since there is an IC field and an OD IC ele-
ment in the Drum Systems of computer A and computer
B, information transfer can take place in either direction.
The CD element transfers information in both directions
between the Central Computer System and the main drum
group. The CD element also receives IC information dir-
ectly from the OD IC element of the other computer. The
auxiliary CD element is used during normal operation to
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Figure 1—78. Drum System Logical Divisions

transfer information from the auxiliary drum group to
the Central Computer System. The auxiliary drum group
does not receive information during normal operation.
The computer test element provides the Central
Computer System with a means of performing tests on
other Drum System elements to detect any alteration of

data. The manual drum tester element enables mainte-
nance personnel to exercise manual conttol over the
main drum group operations for performance checking.
The auxiliary manual drum tester provides a means for
checking the operation of the auxiliary drum group and
auxiliary CD element.
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SECTION 2

SYSTEM OPERATION

2.1 GENERAL

The CD and OD operations of the Drum System are
independent of each other. All CD operations are con-
trolled by the program of the Central Computer System;
OD operations are independent of program control and
are predetermined by the design of the equipment.
Those fields of the Drum System that are read or written
on the OD side as well as on the CD side act as time
buffers, whereas those fields that are read or written
only on the CD side serve as auxiliary memory. Certain
fields actually fulfill both functions.

As a time buffer, the Drum System serves to change
rates of information transfer. For example, the Drum
System collects and stores information arriving at ran-
dom intervals from the Input System for rapid, periodic
transfer to the Central Computer System under pro-
gram control. Similarly, processed information is sup-
plied to the Drum System by the Central Computer Sys-
tem at a rapid rate. The Drum System then transfers
this processed information to the Output and Display
Systems at a slower rate.

As an auxiliary memory device, the Drum System
stores information such as processed data, subprograms,
mathematical values, and constants to which the Central
Computer System can refer. Information stored in the
Drum System for transfer to the Display System must be
compared at times to new information received by the
Ceniral Computer System. In such instances, that part
of the Drum System devoted to display information
serves as both a time buffer and auxiliary memory.

At any given time, the Central Computer Sys-
tem may require only a portion of the information stored
in an auxiliary memory field. The required portion can
- be obtained by the Central Computer System if it has been
written in a particular location in the field and that loca-
tion in the field can be specifically selected for reading.
To do this, each drum register in an auxiliary memory
field is assigned an address which is used in selecting a
specific drum register to be read or written. The mode
of reading or writing on the CD side in a field whose
drum registers have addresses is known as the address
mode.

A field which serves solely as a time buffer need
only store a word between the time of its writing on
one side of the Drum System and the time of its reading
on the other side, Since in this case a given word need
be read only once, its location on the field is unimpor-
tant. Instead, provision must be made to prevent either
writing a word over another word not yet read or read-
ing a word twice. This is done by using two extra bits
for each drum register on a field which is solely a time
buffer. The two extra bits denote the status of the
drum register. One bit indicates to the writing side of
the field whether 2 word can be written into the drum
register without destroying an unread word. in that
register. The other bit indicates to the reading side
whether the drum register contains a word to be read.
This mode of reading and writing is known as status
mode.

Each drum field which receives or delivers informa-
tion on the OD side is permanently connected to a given
system. The mode of operation of each field is deter-
mined by the function it performs for the system to
which it is connected. A field which is used solely as a
time buffer uses the status mode, 2 field used solely as
auxiliary memory uses the address mode, and a field
which must be used as both a time buffer and auxiliary
memory uses the address mode. A field written on the
OD side cannot be read on the OD side. Conversely, a
field read on the OD side cannot be written on that side.
Thus, no selection of fields, mode of operation, or direc-
tion of transfer is necessary on the OD side.

In contrast to the OD side, only one drum field can
be used in a CD operation at one time. Consequently,
the Central Computer System program must select the
drum group (main or auxiliary), the drum, and the field.
No selection of address or status mode is necessary be-
cause the mode of operation of each field is determined
by the function of that field, The selection of a field
therefore implies selection of the mode of operation of
that field.

The SDR () instruction selects the drum group,
the drum, and the field. Bit R1 determines whether (),
the index interval which selects the drum and field, is
supplied to the CD element or the auxiliary CD element.
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Figure 1—79. Drum and Field Selection

Thus, R1 effectively chooses the main or the auxiliary
drum group. (See fig. 1—79.) When the index interval
is received, a select-drum level and a select-field level
are generated, The select-drum level enables the timing
pulse distributor of the selected drum to supply the tim-
ing pulses which control the CD operation, The select-

NOTE:

LEVEL PRESENT ONLY
WHEN CHOOSING A FIELD
WRITTEN AND READ BY
STATUS

field level enables reading or writing by the magnetic
heads only in the selected field. When a field written

 and read by status is chosen (in the main drum group
only), a level is generated by the field selection encoder
which conditions the CD status control circuits. (Re-
fer to table 1—64.)

TABLE 1-64. GROUP, DRUM, FIELD, AND MODE SELECTION CODES

OCTONARY CODE

R1, L10-15 DRUM FIELD MODE OPERATIONS
0 02 Auxiiiary memory 1 Address Read, write
0 03 Auxiltary memory 2 Address Read, write
0 04 Auxiliary memory 3 Address Read, write
0 05 Auxiliary memory 4 Address Read, write
0 06 Auxiliary memory 5 Address Read, write
0 07 Auxiliary memory 6 Address Read, write
0 10 Auxiliary memory 7 Address Read, .write
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TABLE 1—-64. GROUP, DRUM, FIELD, AND MODE SELECTION CODES (cont'd)

OCTONARY CODE

R1, L10-15 DRUM FIELD MODE OPERATIONS
0 11 Auxiliary memory 8 Address Read, write
0 12 Auxiliary memory 9 Address Read, write
0 13 Auxiliary memory 10 Address Read, write
0 14 Auxiliary memory 11 Address Read, write
0 15 Auxiliary memory 12 Address Read, write
1 41 Auxiliary memory 13 Address Read, write®
1 42 Auxiliary memory 14 Address Read, write*
1 43 Auxiliary memory 15 Address Read, write*®
1 44 Auxiliary memory 16 Address Read, write*
1 45 Auxiliary memory 17 Address Read, write®
1 46 Auxiliary memory 18 Address ‘Read, write*
1 51 Auxiliary memory 19 Address Read, write*
1 52 Auxiliary memory 20 Address Read, write*
1 53 Auxiliary memory 21 Address Read, write*
1 54 Auxiliary memory 22 Address Read, write®
1 55 Auxiliary memory 23 Address Read, write*
1 56 Auxiliary memory 24 Address Read, write*
1 61 Auxiliary memory 25 Address Read, write*
1 62 Auxiliary memory 26 Address Read, write*
1 63 Auxiliary memory 27 Address Read, write®
1 64 Auxiliary memory 28 Address Read, write*
1 65 Auxiliary memory 29 Address Read, write®
1 66 Auxiliary memory 30 Address Read, write*®
i 71 Auxiliary memory 31 Address Read, write®
1 72 Auxiliary memory 32 Address Read, write®
1 - 73 Auxiliary memory 33 Address Read, write*®
1 74 Auxiliary memory 34 Address Read, write*®
1 75 Auxiliary memory 35 Address Read, write*
1 76 Auxiliary memory 36 Address Read, write*®
1 02 Auxiliary memory 37 Address Read, write®
1 03 Auxiliary memory 38 Address Read, write®
1 04 Auxiliary memory 39 Address Read, write*
1 05 Auxiliary memory 40 Address Read, write*

*Write only if write interlock switch on duplex maintenance console is unlocked.

134

UNCLASSIFIED



PART 1 UNCLASSIFIED Tahle 1-64
CH 4 T.0. 31P2-2FsQ7-112
TABLE 1—64. GROUP, DRUM, FIELD, AND MODE SELECTION CODES (cont'd)
OCTONARY CODE
R1, L10-15 DRUM FIELD MODE OPERATIONS

1 06 Auxiliary memory 41 Address Read, write*®

1 07 Auxiliary memory 42 Address Read, write®

1 10 Auxiliary memory 43 Address Read, write*

1 11 Auxiliary memory 44 Address Read, write¥

1 12 Auxiliary memory 45 Address Read, write*

1 13 Auxiliary memory 46 Address Read, write*

1 i4 Auxiliary memory 47 Address Read, write®

1 15 Auxiliary memory 48 Address Read, write*®

0 24 Crosstelling input Status Read, test write

0 25 Crosstelling input Identity Read
(R11-R-15)

0 40 Crosstelling marker (single channel) Address Write (conténts

of LS only)

0 27 Digital display Address Read, write

0 17 Digital display Identity Test read
(R14-R15)

0 32 Gap-filler input Status Read, test write

] 33 Gap-filler input 1dentity Read
(R11-R15)

0 16 Intercommunication (other) Address Read

0 26 Intercommunication (own) Address Read, write

0 76 Intercommunication (own) Address Test read

1] 34 Long-range radar input 1 Status Read, test write

0 35 Long-range radar input 1 Identity Read
(R12-R15)

0 50 Long-range radar input 1 Identity Read
(R7-R15)

0 36 Long-range radar input 2 Status Read, test write

0 37 Long-range radar input 2 Identity Read

A (R12-R15)

0 51 Long-range radar input 2 Identity Read
(R7-R15)

0 22 Manual input Status Read, test write

0 23 Manual input Identity Read
(R14-R15)

*Write only if write interlock switch on duplex maintenance console is unlocked.
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TABLE 1—-64. GROUP, DRUM, FIELD, AND MODE SELECTION CODES (cont'd)
OCTONARY CODE
R1, L10-15 DRUM FIELD MODE OPERATIONS
0 30 Output buffer odd Status Write
0 31 Output buffer even Status Write
0 30 Output buffer Identity Test read
(R14-R15)
0 31 Output buffer Status Test read
0 60 Radar data 1 Address Read, write
0 61 Radar data 2 Address Read, write
0 62 Radar data 3 Address Read, write
0 63 Radar data 4 Address Read, write
0 64 Radar data 5 Address Read, write
0 65 Radar data 6 Address Read, write
0 66 Radar data 7 Address Read, write
0 67 Radar data 8 Address Read, write
i] 70 Radar data 9 Address Read, write
0 47 Situation display Identity Test read
(R5-R10)
0 20 Spare 1 Address Read, write
0 21 Spare 2 Address Read, write
0 41 Track display 1 Address Read, write
0 42 Track display 2 Address Read, write
0 43 Track display 3 Address Read, write
0 44 Track diéplay 4 Address Read, write
0 45 . Track display 5 Address Read, write
0 46 Track display 6 Address Read, write

#Write only if write interlock switch on duplex maintenance console is unlocked.

Execution of the SDR (u) instruction introduces a
120-microsecond delay before any transfer of informa-
tion is started to allow the reading and writing circuits
to settle. The delay is started by the deselect pulse gen-
erated upon execution of the SDR () instruction to de-
select the IO unit involved in the previous IO opera-
tion. A subsequent RDS n or WRT =# instruction is
needed to start the CD operation and may introduce
another delay if it changes the previously selected direc-
tion of transfer. »

Since an SDR instruction always selects reading as
the direction of transfer, a WRT instruction following

SDR introduces another delay to allow switching of the
magnetic heads to a write condition. However, if an RDS
instruction follows SDR, it is not necessary to introduce
another delay because the magnetic heads are already
conditioned to read. Table 1—65 presents the possible
combinations of SDR, RDS, and WRT instructions and
the minimum delay introduced in each case.

In cases 4 through 7, it must be assumed that an
SDR instruction is given some time prior to the instruc-
tion sequence listed, and that no SDR instruction is
inserted between the two instructions in each case. If an
SDR instruction is given between the two instructions,
then case 1 or 2 applies,
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When the SDR () instruction chooses an addres-
sable field, the following RDS n or WRT = instruction
specifies the exact number of words to be transferred.
After all of the words have been transferred, the IO

word counter produces a computer-disconnect pulse ’

which clears the IO interlock and ends the IO operation.
However, the number of words to be read from a time
buffer field using status mode cannot be determined
prior to the execution of the RDS # instruction, ner can
the number of drum registers which are available for
writing be ascertained in a field using status mode prior
to the execution of the WRT # instruction.

To prevent a continuous searching of the selected
field until the required number of words has been
transferred, the Drum System makes use of a disconnect
counter in the CD element. The disconnect counter in-
sures that each drum register in the selected field is ex-
amined only once for each IO operation. Execution of the
RDS n or WRT = instruction starts the disconnect
counter counting the CD 4 pulse associated with each
drum register. If the IO word counter has not generated
a disconnect pulse after all drum registers in the selected
field have been examined, the disconnect counter pro-
duces a drum-disconnect pulse which clears the IO in-
terlock and ends the IO operation. The IO word counter
must be set to a number greater than 2,048 by the RDS »
or WRT = instruction to prevent generating a computer-
disconnect pulse before all drum registers have been
searched.

2.2 TIME BUFFER OPERATION
2.2.1 Writing

2.2.1.1 Status

Writing by status mode enables a drum field to
receive data from a number of input sources at random
intervals and different repetition rates, with a maximum
probability of storing all available information. On
drums containing status controlled input fields, the OD
and CD status channels are added to the word channels
needed for storing information, The OD status channel
is written on the CD side and read on the OD side. Con-
versely, the CD status channel is written on the OD side
and read on the CD side. The contents of the OD status
channel indicate whether drum registers are avaiiabie
for storing input words. The contents of the CD status
channel denote whether individual drum registers con-
tain words that can be read into the Central Computer
System under program control when requested.

An OD status control circuit associated with each of
the fields written by status reads the contents of the OD
status channel. A 0 bit in the OD status channel indi-
cates that the register with which it is associated is either
empty or contains a word that has already been read by
the Central Computer System. A 1 bit in the OD status

UNCLASSIFIED
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Time Buffer Operation
2.1-2.2.1.1

TABLE 1—65. DELAYS IN DRUM 10 OPERATION

MINIMUM
DELAY AMOUNT
INSTRUCTION MEASURED OF DELAY
SEQUENCE FROM (microseconds)
1. SDR SDR 120
2. SDR WRT 120
WRT
3. SDR SDR 120
RDS
4 RDS WRT 120
WRT
5. WRT RDS 120
RDS
6. RDS 0
RDS
7. WRT 0
WRT

channel indicates that the register contains a word that

has been written duting a previous drum revolution and
has not yet been read by the Central Computer System.
When a 0 bit is detected in the OD status channel, the
OD status control circuit allows a word to be written
(if available) into the drum register associated with the

" bit. At the same time, a 1 bit is written in the CD status

channel. If no information to be written on the drum is
available at this time, the OD status control circuit
writes a 0 bit in the CD status channel, notifying the CD
side of the drum that the register contains no informa-
tion. ‘

The logical operation of all fields using the status
mode of writing is nearly identical. (See fig. 1—80.) The
magnetic head that reads the OD status channel of a
field is physically offset ahead of the heads that write in
the field by an amount 2qual to the distance traveled by
a drum register in 10.0 microseconds. Thus, the OD input
element knows the status of an input field register 10.0
microseconds before that register starts to pass under
the heads which write in it.

As an illustration of input information writing, as-
sume that a register of a particular field is empty. At OD,
1 time, the magnetic head on the OD side which reads
the OD status channel detects a O bit.

At OD;, 3 time, the OD status control circuit sends
a demand pulse to the Input System, requesting informa-
tion. If no information is available, there is no response.
However, if information is available, the Input System
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the CD status control circuit, the CD read circuit reads
COMPUTER the word. If the word is accepted by the Central Com-
SYSTEM puter System, a 0 bit is written in the OD status channel
READ 8Y by the CD status control circuit. This notifies the OD
33 status control circuit that the information in that par-
ticular register has been accepted by the Central Com-
GD READ STRus puter System, and new information can be written in the
READ |eREAD_ | i
circurr [ sampiE | GONTROL register.
If the word is not accepted by the Central Com-
puter System, a 1 bit is written in the OD status channel.
= O=EMPTY . - . . .
DEARCRD This notifies the OD status control circuit that the in-
V4
FIELD (39 @ - WORD - FILLED formation in that particular drum register has not yet
SELECTION NOT READ) been accepted by the Central Computer System, and the
DRUM A drum register cannot be rewritten. All reading opera-
TIMING FIELD \ tions on the CD side are performed under program con-
€0 | __ PULSE—- — e — trol by the Central Computer System. The transfer of
oD
DISTRIBUTOR . . o1 - .
information on the CD side is covered more fully in the
/ [~ . . . - . y
00 STATUS o Status discussion on status identification. (Refer to 2.2.2.1.)
CHANNEL CHANNEL S
2.2.1.2 Modified Status
0=EMPTY 0=NO WORD A modification of the status mode is used when
WRITE 33) WRITTEN .. . . .
?:;"’SL;E i= FILLED writing messages which contain two words. In this mode
2 oD EN of writing, the OD status control circuit will inspect
every other status bit in the OD status channel. This
R T . P . .
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0D (0D, 4) STATUS
WRITE CONTROL each.
CIRCUIT |  wriTE GIRGUIT . .
PULSE - When a 0 bit is detected in the OD status channel
Ol . ss e .
(0031 by the OD status control circuit, is signifies the first reg-
INEORMATION DEMAND DATA ister of an empty slot. The OD status control circuit ttfen
2 PULSE BeLAnLE sends a demand pulse to the Input System to determine
5 ! P2 whether a message is available for writing in the empty
slot. If a message is available, the Input System returns
| J

~—
INPUT ELEMENT

Figure 1—80. Writing by Status

delays until OD, 1 time, and then sends a data-available
pulse to the OD status control circuit. At the same time
{OD ; 1), an information word is transferred to the OD
write circuit.

At OD, 3 time, after the 0 bit in the OD status chan-
nel is detected, the status control circuit sends a write
pulse to the OD write circuit. This write pulise transfers
the information word from the write circuit to the mag-
netic heads and into the selected drum register during the
period of the write-sample pulse from the timing circuit.
At the same time (OD, 3), the status control circuit
causes a 1 bit to be written in the CD status channei. At
OD, 4 time, a reset ulse prepares the write circuit for the
receipt of the next information word.

The 1 bit written in the CD status channel provides
the means of notifying the CD side of the drum that
information is available in that particular register.
When the 1 bit in the CD status channel is detected by

two data-available pulses, at 10.0—microsecond inter-
vals, each in conjunction with a word of the message.
The data-available pulses cause the writing of each word
in the drum registers and the writing of 1 bits in the
associated CD status channel. The CD element reads a
field by modified status in the same manner in which it
is written; ie., only the status bit associated with the
first register of each slot is inspected.

2.2.1.3 Marker Status

Messages that are three words in length are writ-
ten on a drum field by a modification of the status mode
known as marker status. In addition to the OD and CD
status channels, a third channel, called the marker status
channel, is provided. The marker status channel is writ-
ten before the start of normal drum operation by the
CD element under program control of the Central Com-
puter System. A 1 bit, called a marker, is written in
the marker status channel adjacent to every third regis-
ter. The markers in the channel indicate to the OD
marker status control circuit the drum register in which
the first word of a three-word message is to be written,
The remaining two words are written in the two regis-
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ters immediately following the register associated with
the marker bit.

As the drum rotates, the marker and OD status
channels are read continuously. When a 0 is read in the
OD status channel (empty register) at the same time
that a marker is read in the marker status channel (first
register of a slot), the marker status contrel circuit pro-
duces a demand pulse. The demand pulse determines
whether a three-word message is available to be written
on the drum. If a message is available, the OD input ele-
ment receives three consecutive data-available pulses
at 10.0-microsecond intervals. Simultaneous with each
data-available pulse, the OD input element transfers a
word of the three-word message to the OD write citcuit.
Each data-available pulse produces a write pulse which
causes the writing of an individual word into a drum
register. At the same time, 1 bits are written in the CD
status channel next to each of the three drum registers.

2.2.2 Reading

2.2.2.1 Status ldentification

The source of type of information written by status
on the OD side of the Drum System is indicated by iden-
tity bits contained within the message. By reading all
messages which contain the same identity bits, the mes-
sages-can be assembled by the-Central - Computer-System
into tables, each capable of being processed by an iter-
ative program. In this way, the Drum System acts as a
sorting device as well as a storage medium,

To read information from a particular source ot of
a particular type, a modification of reading by status is
used; this is called reading by status identification.
Reading by status identification compares the identity
bits contained within a message with identity bits speci-
fied by the Central Computer System, The identity bits
specified by the Central Computer System are contained
in the right half-word of the SDR instruction. When the
SDR instruction is executed, the identity bits are loaded
into the drum control register and a 120-microsecond
delay is introduced. (Refer to 2.1.) Messages will be
accepted by the Central Computer System only if the
identity bits within the message cotrespond to those in
the drum control register. If they do not compare, the
message is not accepted by the Central Computer Sys-
tem.

A 1 bit detected in the CD status channel indicates
the presence of a word in the associated drum register
that has not been read. This causes the CD status control
circuit to send a read-sample pulse to the CD read-write
control circuit (See fig. 1—81.) The read-sample pulse
is supplied to the CD read circuit as a read-sample pulse
and to the comparison circuit as a compare pulse. The CD
read circuit then transfers the word in the drum register
to the IO buffer register.

.
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Figure 1—81. Reading by Status-ldentification

The compare pulse requests the Central Computer
System to compare the identity bits in the word now in
the IO buffer register with the identification bits in the
drum control register. If the comparison fails, the Cen-
tral Computer System rejects the word by sending a no-
compare pulse to the CD status control circuit via the
CD read-write control circuit. Upon receipt of the no-
compare pulse, the CD status control circuit causes a 1
bit to be written in the OD status channel to prevent
a new word from being written in that drum register
on the OD side.

If the comparison is successful, the word in the IO
buffer register is accepted and transferred to the IO reg-
ister for storage in core memory. The no-compare pulse is
not sent to the Drum System, The CD status control
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circuit then writes a 0 bit in the OD status channel to
permit a new word to be written on the OD side in
the drum register that has just been read. When read-
ing messages which contain more than one word (writ-
ten on the OD side by modified or marker status), only
the first word contains identity bits. If the Central Com-
puter System accepts the first word, the remaining words
in the message are accepted automatically.

2.2.2.2 Status

When desired, it is possible to transfer unsorted
blocks of information from the Drum System to the
Central Computer System by reading the information by
status. In this mode of reading, the Central Computer
System accepts all information written in those regis-
ters associated with a 1 bit in the CD status channel. The
CD element transfers each word to the IO buffer register
in the same manner as that used in reading by status
identification, but the no-compare pulse is suppressed
by the Central Computer System. Thus, each word is
accepted as it is read.

In addition to specifying the field to be read, the
index interval in the SDR instruction also specifies the
mode of reading; i.e., status or status identification. The
RDS instruction requests more words to be read than
expected to be in the field. In this way, the disconnect
pulse will be generated by the disconnect counter in
the Drum System after all the words in the field have
been read.

2.3 AUXILIARY MEMORY OPERATION
2.3.1 Writing
2.3.1.1 Address
Status control techniques for the transfer of data
between the Drum System and the Centrai Computer
System are satisfactory for reading or writing randomly

occurring data that is read only once. However, these
methods are unsatisfactory when specific data must be

referred to from time to time, Specific items of program

data such as subprograms, mathematical tables, constants,
or processed information which is temporarily stored
outside of core memory must be available for reference
whenever needed. To be accessible for reference this
information must be stored in a specific order in specific
locations in the Drum System. Writing by address con-
trol satisfies this requirement.

In writing by address control, the Central Com-
puter System specifies the particular drum field in
which a message is to be written, the particular register
in which writing is to begin, and the number of words
to be written. This is done by programming three 10
class instructions: LDC x, SDR () r, and WRT ». The
right half-word of the LDC instruction, x, specifies the
first address in core memory from which information
is to be transferred to the Drum System. The SDR (%) r
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instruction designates the drum, the field, and the spe-
cific register in which writing is to begin. (Refer to 2.1.)
Bits L10 through L15, designated as (), indicate the
drum and field, while bits R5 through R15, designated
as r, indicate the specific register. Since 11 bits can rep-
resent any binary number whose decimal equivalent is
0 to 2,047, bits R5 through R15 (11 bits) can represent
the address of any one of 2,048 registers.

A drum register address actually represents the an-
gular displacement of the register from a reference loca-
tion called the index point. The address is determined by
a counter, called the angular position counter (APC),
which is stepped by 1 as each register in the field passes
the writing position. Since the counter is reset by the
index pulse which occurs once per revolution, each
drum register of an addressable field has an assigned
address within the range of 0 to 2,047. For the same
reasons that the status channel read heads are physically
offset 10.0 microseconds ahead of the reading and writ-
ing heads, the APC is set 10.0 microseconds (one drum
register) ahead of the drum register whose address it
contains. Thus, the APC contains the address of a regis-
ter 10.0 microseconds before the particular drum reg-
ister passes under the read or white heads. By supplying
the contents of the APC to the Central Computer Sys-
tem, the Central Computer System can compare the ad-
dress of the register about to come into writing position
with the drum register address specified by the SDR (%)
r instruction. If the comparison is successful, the first
word is written in the drum register and the remaining
words are written into consecutive drum registers with-
out further address comparison.

With the execution of the WRT instruction, the
Central Computer System sends a start-write pulse to the
Drum System and initiates two break cycles, During the
first break cycle, the first word to be written is trans-
ferred from core memory to the IO register. During the
second break cycle, the first word is transferred from the
IO register to the write circuit, and the second word o
be written is transferred from core memory to the IO
register. When the first word is transferred to the wiite
circuit, the Central Computer System sends an IO-
register-to-write-register pulse to the read-write con-
trol circuit. (See fig. 1—82.) The IO-register-to-write-
register pulse notifies the read-write control circuit that
a word has been transferred to the write circuit,

The start-write pulse (generated during the execu-
tion of the WRT instruction) conditions the read-write
control circuit to send a start-compare level to the tim-
ing pulse distributor after a 120-microsecond delay
which allows the field and drum selection circuits to set-
tle. (Refer to 2.1.) The timing pulse distributor receives
the start-compare level and generates a read-out—
angular-position-counter pulse. This pulse transfers the
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Figure 1-82. Writing by Address

contents of the angular position counter to the right 10
buffer register. The same pulse is also sent to the read-
write control circuit as a compare-address pulse. The
compare-address pulse is then sent from the read-write
control circuit to the comparison circuit to effect com-
parison of the contents of the right IO buffer register
with the contents of the drum control register. The
drum control register now contains the drum register
address specified by the SDR () r instruction.

When comparison between the right 10 buffer reg-
ister and the drum control register is unsuccessful, a no-
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compare pulse is returned to the Drum System by the
comparison circuits in the Central Computer System.
The no-compare pulse prevents the generation of the
write pulse in the read-write control circuit, Until ad-
dress comparison is successful, the comparison circuit
returns a no—compare pulse for each compare pulse
received.

A successful comparison between the right IO buffer
register and the drum control register suppresses the
no-compare pulse, permitting genetation in the read-
write control circuit of the write pulse. The write pulse
causes the word in the write circuit to be written on the
drum in the specified register. After the word is written,
a reset pulse from the read-write control circuit prepares
the write circuit to receive the next word. At the same
time, a word-demand pulse is sent to the Central Com-
puter System. Upon receipt of the word-demand pulse,
the Central Computer System executes the third break
cycle in the writing operation. During the execution of
this break cycle, the word in the IO register is transferred
to the write circuit, and a new word is transferred from
core. memory to the IO register. An IO-register-to-write-
register pulse notifies the read-write control circuit
that a2 new word has been placed in the write circuit.
The remaining number of words are then written in con-
secutive registers following the first specified register
without further address comparison. When all of the
words are written, the Central Computer System sends a
disconnect pulse which clears the read-write control cir-
cuit and causes the generation of the reset pulse which
clears the write circuit. No further writing can take
place until a new start-write pulse conditions the read-
write control circuit,

2.3.1.2 Inferleave

A modification of writing by address is known as
writing by address with interleave. In writing with inter-
leave, a prescribed number of drum registers are skipped
between the writing of specific drum registers. The in-
terleave pattern is selected by bits L13 through L15 of
the WRT instruction; words can be written in every 8th,
16th, or G4th register, as selected. The drum control
register, which initially contains the address of the first
pattern after the transfer of each word. Comparison of
the angular position counter (APC) contents and the
address in the drum control register is made for each
word and must be successful for each word written.

The maximum number of words which can be writ-
ten by interleave in a single IO operation is determined
by the selected interleave pattern. If the interleave pat-
tern specifies the skipping of 16 registers between each
word written, the maximum number of words which can
be written is 128 words (2,048 divided by 16). In order
to completely fill the drum field being written with this
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particular interleave pattern, 16 IO operations must be
scheduled. Writing by address with interleave can take
place only on the CD side of the Drum System.

2.3.2 Reading

2.3.2.1 Address

The logical concept of full and empty drum regis-
ters employed in status mode is not applicable to read-
ing by address where the same words can be read to the
Central Computer System many times during normal

operaticn
.

Three IO class instructions are required in read-
ing by address: LDC x, SDR (u) r, and RDS n. The
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right half-word of the LDC instruction, designated as
x, specifies the first address in core memory into which
information is transferred from the Drum System. The
SDR (%) r instruction designates the drum, the field,
and the specific drum register in which reading is to
begin. (Refer to 2.1.) As in writing by address, a suc-
cessful comparison of the contents of the APC and the
drum register address specified by the SDR (%) r instruc-
tion must be made before the first word is transferred
from the Drum System to the Central Computer System.
If the comparison is successful, the first word is read to
the Central Computer System, The remaining words are
then read from consecutive registers without further ad-
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dress comparison until the number of words specified by
RDS 7 have been tead,

In reading by address, the 120-microsecond delay
which allows the field and drum selection circuits to set-
tle is initiated by the execution of the SDR (u) r in-
struction. With the execution of the RDS # instruction,
the Central Computer System sends a start-read pulse
to condition the read-write control circuit. (See fig.
1-83.) At the end of the 120-microsecond delay, the
read-write control circuit produces a read level which
conditions the read circuit and sends a start-compare
level to the timing pulse distributor. The timing pulse
distributor then produces a readout-APC pulse and a
compare—address pulse. The read out-APC pulse trans-
fers the contents of the APC to the right IO buffer regis-
ter. The compare-address pulse is then sent to the com-
parison circuit via the read-write control circuit to effect
comparison of the contents of the right IO buffer regis-
ter with the contents of the drum control register. The
drum control register now contains the drum register
address specified by the SDR () r instruction and the
right IO buffer register contains the address of the drum
register coming under the read heads.

When comparison between these two addresses is
unsuccessful, a no-compare pulse is generated by the
comparison circuit. The no-compare pulse prevents the
generation of the read-sample pulse in the read-write
control circuit. Until address comparison is successful,
the comparison circuit returns a no-compare pulse for
each compare pulse received.

A successful address comparison between the right
IO buffer register and the drum control register sup-
presses the no-compare pulse, permitting the generation
in the read-write control circuit of the read-sample pulse.
This pulse causes the word under the read heads to be
transferred to the IO buffer register. The right IO buffer
register is cleared after the address comparison is made,
thereby allowing receipt of the first word. The read-
sample pulse also generates an IO-buffer-loading pulse
which notifies the Central Computer System that the
first word is in the IO buffer register. The word in the
IO buffer register is automatically transferred to the IO
register and a break cycle is then initiated to transfer the
word to core memory.

Each of the remaining number of words to be read
is transferred to the IO buffer register as it comes under
the read heads. When all of the words have been read,
the Central Computer System sends a disconnect pulse
which clears the read-write control circuit. No further
reading can take place until a new start-read pulse con-
ditions the read-write control circuit,

2.3.2.2 Interleave

Reading of an addressable field on the CD side can
also be performed by interleave. The interleave pattern is
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selected and the operation is carried out in the same man-
ner as that employed in writing by interleave. (Refer
to 2.3.1.2.)

2.3.2.3 Precession

Those fields used as a time buffer between the Cen-
tral Computer System and the Display System are also
used as auxiliary storage by the Central Computer Sys-
tem and are therefore written and read on the CD side
by address. If these fields were read by address on the
OD side, the maximum rate of transfer of information
would exceed the capacity of the Display System to accept
the information. Therefore, a method of reading is used
which slows the rate of transfer of information on the OD
side and reads all of the information in the field in one
continuous operation. The modification of reading by ad-
dress necessary to fulfill these requirements on the OD side
is known as precession. Precession is_the process of
reading words from an addressable drum field whereby

_every nth reglster or slot 1s read until a all of the Wgrds

in_the field have been read (necess1tat1ng a number of

drum revolunons) For the following dlscussmn of pre-

ceéssion, con51der an addressable field whete, on the OD
i S A RS,

“Side, 63 1 registers are skipped between successive read-

ings of single registers,

Reading by precession must start from the index
point. At the start of a reading operation, a scale-of-64
counter in the Drum System is conditioned by the index
pulse which, on the OD side, occurs at OD 3 time. The
counter then counts each drum register (starting from
the first register) as it passes under the read heads by
counting the OD 2 pulses associated with each drum reg-
ister. When the 63rd drum register is counted, the con-
tents of the next drum register to pass under the read
heads are transferred at OD 1 time, to the Display
System and the register counter is returned to 0. The
register counter again counts the drum registers as they
pass under the read heads, and again the 64th register
is read. In this manper, 63 drum reglsters are skipped,
the 64th is read, 63 are skipped again, the 128th read,
and so on in the same reading pattern. In one drum
revolution, therefore, 32 words are read (2,048 divided
by 64),

If the same pattern is used for the second drum rev-
olution, the same registers would be read again. This is
avoided by counting the index pulse as well as the OD
2 pulse during the 2,048 register. This means that the
register counter will reach the count of 63 one count
sooner than on the previous revolution, and that the
63rd drum register from the index point will be read on
the second drum revolution.

The register counter is then stepped normally for
the rest of the revolution, and each register read during
this revolution immediately precedes each register read
during the previous revolution. For each succeeding
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revolution, the reading pattern is moved back one regis-
ter. At the end of the 64th revolution, the index pulse
coincides with the maximum count (63) in the register
counter. This condition produces a pulse which ends the
reading operation,

In some applications, reading by precession in-
volves the skipping of a prescribed number of slots and
then the reading of a specified slot which contains more
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than one register., In order to avoid overlapping the
previous reading pattern, the reading pattern is pre-
cessed by the number of registers in a slot at the start of
the second drum revolution and at the start of each
successive revolution, If more than one field is to be
read, field switching is performed when one field is com-
pletely read. Reading of the next field by precession
begins automatically.
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INFORMATION FLOW

3.1 OD INFORMATION TRANSFERS
3.1.1 Input System Information

Information supplied by the Input System is of four
types, each from a separate element of the Input System:

a. Manual input data from the manual input (MI)
element

b. Crosstelling data from the crosstell (XTL) in-
put element

c. Long-range radar data from the long-range ra-
dar input (LRI) element

d. Gap-filler data from the gap-filler input (GFI)
element

The information from each element is written onto
a separate drum field by an independent writing circuit
in the OD input element. The flow of input data through
the Drum System is shown in figure 1—84.

Manual input data, which includes information pre-
pared for insertion via punched cards and information
gated out of the Display System, passes through the OD
input element to be written on the manual input field
by status mode. (Refer to 2.2.1.1.) It should be noted
that no parity bit accompanies a manual input drum
word, However, each manual input word contains a
number of bits identifying the type of information it
contains and the source of that information.

Crosstelling data, which comprises messages re-
ceived from adjacent centrals, passes through the OD
input element to be written onto the XTL input field.
Since each XTL message requires three drum words,
XTL information is written by the marker status mode.
(Refer to 2.2.1.3.) The first word of each XTL message
contains bits indicating the time at which the message is
written onto the XTL field and bits identifying the
source of the message.

Long-range radar data, which includes either range
and. azimuth reports on targets or height-above-ground
reports on targets, passes through the OD input ele-
ment to be written onto one of the two LRI fields, The
choice of the LRI field is made by the LRI element of
the Input System. Since each LRI message is two drum
words in length, it is written by the modified status
mode. (Refer to 2.2.1.2.) Both words contain bits indi-
cating both the time at which they are written and the
source of the message.

Gap-filler data, which comprises range and azi-
muth reports on targets, is written onto the GFI field
by the OD input element by status mode. Each drum
word containing a message also contains bits indicating
the time of message writing onto