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ABSTRACT: This report compares the performance of Class IV Partial Response 

Maximum Likelihood (PRML) detectors against conventional peak detectors on two 

magnetic recording channels. The conventional channels are the (2,7)-coded 3380E 

channel with an inductive film head and the equalized (l,7)-coded channel once 

proposed for the Jenner product with a magnetoresistive head. Both channels use 

particulate disks. Results based on measured and simulated performance of the two 

detection methods are described. Measured off-track capability of the two systems is 

also compared. It is shown that PRML can provide about a 30% increase in linear 

density on either channel. 
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Introduction 

Theoretical and modeling studies have shown that partial-response channels with 

maximum-likelihood detection (PRML) can allow magnetic recording systems to 

operate at higher bit densities than is possible with conventional peak detection. In 

order to demonstrate the benefits or PRML, the magnetic recording group in Zurich 

designed and built a high-speed prototype PRML channel suitable for use on high-end 

disk storage devices. This report describes experiments comparing that channel to the 

standard (2,7)-coded peak detection channel used in the 3380E disk storage unit and to 

the equalized (l,7)-coded peak detection channel once proposed for the Jenner product. 

Also included in the latter comparison is a third channel alternative known as 17M L. 

Magnetic transitions written on the disk are read back as pulses of alternating 

polarity whose widths are determined by the geometrical and magnetic parameters of 

the head and disk. Peak detectors require that the transitions be spaced sufficiently far 

apart that the interference between adjacent pulses is small. The (2,7) run-length 

limited code is used in the 3380 to encode data efficiently while keeping the transitions 

well separated. The (1,7) code used in the Soquel product and once proposed for 

Jenner allows slightly more pulse crowding than the (2,7) code, but has a larger 

clocking window. Pulse-slimming equalization is used to reduce the interference 

between closely spaced readback pulses. Automatic gain control in peak detection 

channels is accomplished by holding the peak heights constant. A digital signal is 

generated which has positive-going edges marking the analog positions of the peaks in 

the readback signal. This signal is sent to a clocking circuit which derives both timing 

information and the digital data from the peak positions. Peak detection has the 

following advantages. It is simple and inexpensive. It allows sharing of common 

clocking and timing recovery circuits by several head/disk assemblies. Its performance 

is not impaired by channel bandwidth increases, so that when performance is 

satisfactory at the inner radius of the disk it is usually satisfactory at all other radii. 
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In partial-response channels such as PRML, transitions are placed closer together 

than would be allowed with peak detection. They ove;-lap and interfere with each 

other. An analog-to-digital converter (ADC) samples the the readback signal. The 

remainder of the processing is done on the sequence of digital sample values. 

Partial-response class IV equalization causes the pulses to be shaped such that the 

samples of an isolated pulse are .... , 0 0 0 1 1 0 0 0, .... This makes the 

intersymbol interference simple enough to be unscrambled by a Viterbi detector of low 

complexity. Timing and gain control in a PRML channel are accomplished by 

processing the digital sample values. The gain is adjusted to keep the absolute values 

of the nonzero samples near a specified value. The timing is adjusted to make the 

sampling errors uncorrelated with the slopes of the readback signal at the sampling 

times. The primary advantage of PRML is that it allows operation at a lower 

signal-to-noise ratio (SNR) than peak detection. This SNR advantage can be 

translated into increased linear or track density or improved mechanical tolerances. It 

uses a lower clock frequency for a given user data rate, and its digital control loops 

provide more frequent corrections and are less sensitive to noise and thermal drifts 

than are the analog loops used for peak detection. 

The 17M L channel shapes the readback signal so that the isolated transition 

response has samples ... , 0 0 0 .5 ·1 .5 0 0 0, .... It uses the (l,7) code to keep the 

transitions spaced at least 2 clock periods apart. I ts advantages are that it provides 

higher storage density than peak detection and does not increase the transition density. 

It uses the same clock frequency as (1,7) peak detection. 

Our comparison of the 3380E peak detection channel with PRML involved three 

kinds of tests. The first test was designed to verify that the PRML hardware was 

performing as designed. A channel simulation filter was used in place of the magnetic 

read/write channel. Noise was injected into the channel, and the error rate was 
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measured as a function of the injected noise level. I t is easy to predict the result of 

such an experiment theoretically and to compare with the experimental results. 

Defects, mechanical problems, and magnetic nonlinearities are all factored out in this 

initial experiment. The second experiment replaced the simulation filter with a 

magnetic channel. Error rates for both peak detection and PRM L channels were 

measured for various levels of injected noise. The results were compared with the 

simulation filter results and modeling predictions. Finally, the injected noise was 

replaced by adjacent track interference. The recording head was moved ofT-track into 

old information, and the error rate was measured as a function of off-track position. 

The experiment was repeated for both peak detection and PRML at the nominal 

recording density. It was repeated for PRML at increasing densities until the off-track 

performance was reduced to being comparable with peak detection. All the recording 

experiments were repeated at inner, middle, and outer track radii. 

Our comparison of the Jenner peak detection channel with PRML involved 

modeling and experimental work. A third detector was included in the comparison. It 

was a (1, 7)-coded partial-response ~hannel with a maximum-likelihood detector known 

as 17ML, [1]. The modeling work was designed to determine the density gains of 

17ML and PRML over peak detection under nominal conditions at a fixed error rate 

and to study the sensitivity of each detector to several kinds of channel impairments. 

Error rates for all three channels were computed using the error rate model for various 

recording densities. The error rates were recomputed assuming various channel 

impairments: extra noise, disk defects, rnisequalization, and timing offsets. Some 

experimental error rate measurements were made to check the accuracy of the model 

calculations. The agreement was good for the PRML detector and good to excellent 

for the peak detector depending on the choice of equalizer. No experimental results 

were available to compare with the 17ML calculations. Most of the experimental 

comparison of the three Jenner detection alternatives was done using slightly higher 
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performance particulate disks (coercivity 940 Oe) than were used for the model 

calculations (coercivity 840 Oe). 

The experimental comparison was performed using M R heads with readback 

widths ranging from 5.25 to 8.75 f,J.m. Also included in our comparison is an MR 

head/metal film disk combination. Old information and squeeze tests were performed 

at several linear densities to compare the performance of the two detection methods. 

The linear density was varied by changing the rotational speed of the disk and the 

radial position of the head. The data rates for PRM Land (1, 7)-coded peak detection 

were 3.9 MB/s and 4.3 MB/s, respectively. 

In remaining sections we cover the methods used to model peak detection, 17ML, 

and PRML performance. We give three kinds of results for the 3380E channel: 

simulation filter, on-track noise injection, and off-track. We describe the modeling 

comparison of peak detection, 17M L, and PRM L on the Jenner channel under 

nominal and impaired conditions, and we describe the experimental results. 

Analysis Methods 

One of the goals of the 3380E study was to use the model to check that the 

experimental hardware for both peak detection and PRML was working up to 

theoretical expectations. Modeling also allows us to factor out undesired differences in 

the experimental configurations and to explore a wider range of conditions than is 

possible in the laboratory. 

An early version of the peak detection model is described in [2]. The peak 

detection model assumes linear superposition of transition responses and additive 

colored Gaussian noise. It uses the measured transition response to construct 
... -

readback waveforms using linear superposition and the measured noise spectrum to 
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compute the variances and autocorrelations of the equalized noise and its derivative. 

The effects of precompensation and equalization are also included. The probability 

that a given transition is detected erroneously depends on the interference it sees from 

its neighbors. For each combination of neighboring bits allowed by the code, the 

m~del computes the missing-bit and peak-shift error probabilities. The overall error 

rate is the average of the pattern-specific error probabilities weighted by the 

probabilities of occurrence of the patterns. 

For the 3380E experiment, the peak detection channel modeled was the product 

channel. The actual (2,7) code was approximated by the ideal (2,7) code, and the 

modified Butterworth filter was modeled by a lO-tap delay line with 12 ns spacing 

whose tap weights were chosen to match the response of the actual filter. 

Precompensation values were chosen for best performance. 

Two major enhancements were made to the model between the publication of [2J 

and the 3380E study. One was the addition of defects. Defects were modeled by 

reducing the amplitudes of the read back pulses from one or more transitions. The 

reduction factors were represented by a distribution derived from measurements 

described in [3]. The second enhancement was the capability to model PR:YI L 

channels. This req uired changes in several areas of the model. The list of data 

patterns had to be expanded to include patterns without transitions in the center. The 

P R:YI L error events happen when noise makes correlated changes to more than one 

sample value. The noise autocorrelation function must therefore be computed from 

the measured noise spectrum. The error probability is a function of the projection of 

the vector of noise samples in directions corresponding to the most likely error events. 

The PR:YIL channel used the ideal (0,4) run-length limited (RLL) codc to 

approximate the (0,4/4) code used in the hardwarc. The cqualizcr was modelcid by a 
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lO-tap delay line with 24 ns spacing whose tap weights were chosen to minimize the 

sum of the mean squared equalization error and the noise variance at the equalizer 

output, given a hypothetical white noise input. The resulting equalizer performed 

slightly better than an ideal minimum-band\vidth partial-response equalizer. \llodeling 

with the actual equalizer's output pulse showed performance within a fraction of a dB 

of the least-squares equalizer, indicating little room for improvement in equalization. 

The model was rewritten between the 3380E study and the Jenner study. Instead 

of approximating by the ideal (1,7) and (2,7) codes, the new model uses the exact 

pattern probabilities of the implemented codes. The PRM L code was still 

approximated by a (0,4) RLL code. Equalizers are modeled more accurately in the 

new model, and arbitrary partial-response polynomials are allowed. This capability 

allows the model to switch between PRM L and 17M L by changing input parameters. 

;'\Io change to the program is required. The method of defect modeling was improved. 

Defects in the new model are represented by a reduction in magnetization by a 

specified factor for a specified length. The new model includes a computation of 

extra-bit errors, and the improved defect model is needed for this computation. 

The peak detection channel for Jenner used the (1,7) code. Its equalizer had 

adjustable first and second derivative parameters and two identical three-pole Bessel 

low-pass sections with adjustable cut-off frequency. The three filter parameters and 

two precompensation parameters were adjusted for best performance. The PR\lIL and 

17M L equalizers used 9-tap delay lines with tap spacing equal to the clock period. The 

algorithm for computing tap weights was the same as was used for the 3380E study 

except that the actual noise spectrum was used instead of hypothetical white noise. 

All the modeling work for the 3380E study was done for the recording conditions 

at the inner radius. The head/disk velocity is 39.84 m,'s which corresponds to a 
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recording density of about 15.3 kbpi at 3 :\IIB/s. The unequalized and equalized 3380E 

isolated transition responses for the peak detection channel are shown in Figure 1. 

The corresponding signals for the PR:\II L channel are shown in Figure 2. The 

unequalized and equalized noise spectra for the 3380E peak detection and PR:\II L 

channels are shown in Figure 3 and Figure 4. Figure 5 shows a measured defect size 

distribution for the 3380E from which the modeled defect distribution was derived. 

The model was used to predict the error rates of peak detection, P R.\1 L, and 

idealized PR:\I[L for the 3380E in the presence of varying amounts of injected white 

noise. The idealized PR:YIL detector assumes perfect equalization to class IV 

partial-response sample values, while the PR.\1 L detector uses the tapped delay line 

previously described. The results were compared with the experimental measurements 

of error rates with peak detection, PR.YIL on the equalized magnetic channel, and 

PRY! L on the channel simulation filter. The results are shown in Figure 6. There is 

excellent agreement between the model and experiment for peak detection and between 

idealized PR.\1 L and the measurements on the channel simulation filter. The 

experimental results for PRML on the magnetic channel differ from the model results 

by about 2 dB. The model says the PR.\1 L channel tolerates about 7 dB more injected 

noise at the inner radius than the peak detection channel at 10-8 errors/bit. The 

measurements indicate only a 5 dB difference. The data rate for PR.\1 L was then 

increased until the error rate performance was comparable to that of the 3 .YIB/s peak 

detector. Comparable performance was reached at 4 .\1B/s for PR.\1L, and this curve 

is included in Figure 6. This is a 33'% higher density than (2,7)-coded peak detection. 

This increase is in excellent agreement with the experimental value of 30% which will 

be described later. 

The PR~1 L curves on Figure 6 tend to flatten at low levels of injected noise. The 

reason is that defects begin to dominate the error rate. The performance of PR.YI L in 
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the presence of defects can be improved by biasing the gain, i.e., setting the gain 

slightly hirher than the nominal value so that gain reductions due to defects are less 

damaging. This is analogous to lowering the clip level in a peak detector. The defect 

sensitivity of PRM L without gain bias is similar to that of a peak detector with a clip 

level of 50%. The peak detector model uses a clip level of 40%, so it is somewhat less 

sensitive to defects. 

The Jenner modeling assumed a headrdisk velocity of 21.92 m!s corresponding to 

about 40 kbpi at 4.3 :YIB,'s. The velocity was held constant, and density was adjusted 

by changing data rate. The unequalized and equalized Jenner isolated transition 

responses for the peak detection channel are shown in Figure 7. The corresponding 

signals for the 17ML and PR:YI L channels are shown in Figure 8 and Figure 9. The 

unequalized and equalized noise spectra for the Jenner peak detection, 17M L, and 

PRML channels are ~hown in Figure 10, Figure 11, and Figure 12. 

The model was used to predict the error rates of peak detection, 17:\11 L, and 

PRML for Jenner under nominal conditions. The densities were 35,40, and 45 kbpi 

for peak detection, 40, 45, and 50 kbpi for 17M L, and 45, 50, and 55 kbpi for PRY{ L. 

The densities were chosen to produce error rates from well below 10-9 to well above it 

under nominal conditions. The results were compared with the experimental 

measurements of error rates with peak detection at 45 and 50 kbpi and PRML at 50 

and 55 kbpi. The error rates predicted for lower densities are too low to measure. ?\o 

data were available for these components with 17M L. The nominal condition error 

rates are shown in Figure 13 along with the experimental points. An additional peak 

detection curve shows the modeled performance with filter parameters which represent 

a less aggressive approach to equalization. The measured points for peak detection fall 

between this curve and the one representing the optimal equalizer, but are much closer 

to the curve for the suboptimal equalizer. This suggests that the equalizer used with 
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the peak detection hardware is better represented by the suboptimal equalizer in the 

model. The experimental points for PR:\1 L are not fllT from the model predictions, but 

the dependence on density is much less than expected. One possible explanation is that 

the error rates are dominated by disk defects. The density at which each detector's 

error rate reached 10-9 was computed. The 17y! Land PR:\1 L detectors achieved 

densities 23% and 34'% higher than peak detection with the suboptimal equalizer, 

respectively. The corresponding gains over peak detection with the optimal equalizer 

were 23% and 11 ~/O. 

One of the objectives of the Jenner study was to determine the sensitivity of the 

three detectors to various kinds of channel impairments. To simulate the effect of 

insreased electronics noise which might be expected at high data rates, the portion of 

the noise from the electronics was doubled while keeping the signal and disk noise 

fixed. The performance of all three detectors degraded about equally. The results are 

shown in Figure 14. The results for nominal conditions are included for comparison. 

To compare the sensitivities of the detectors to defects, we modeled their error rates at 

the site of a 75% defect one user bit (about .5 J-Lm) long. The results are shown in 

Figure 15. The effects on the peak detector and PR:YIL were similar, while the effect 

on the 17:\1 L detector was larger. The effect of misequalization was modeled by 

changing the width of the isolated transition response by ± 7.5% with eq ualization and 

other factors held constant. The wider pulse hurt the performance of all three 

detectors with peak detection being hurt the least. The narrower pulse improved the 

performance of peak detection at all densities and PR:\1 L at its highest density because 

it reduced the interference between pulses. It hurt the performance of 17:\1 L and of 

PR:\1 L at the lower densities because it made the equalization incorrect. These results 

are shown in Figure 16. The effect of timing jitter was modeled by offsetting the clock 

by ± I and ± 2 ns relative to the readback signal. For each detector, the effect of 

positive and negative offsets was very similar, and the effect of a 2 ns offset was 
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somewhat more than twice the eITect of a 1 ns oITset. Peak detection was least 

sensitive to timing oITsets. The 17\1 L det;~ctor was slightly more sensitive than PR.\II L. 

The results are shown in Figure 17. 

Performance Measurements 

This section compares the real-time performance of PR.\Il L to (2,7)-coded peak 

detection on the 3380E head/disk components, and to (l,7)-coded peak detection on 

magnetoresistive (.YIR) head/particulate disk and MR head/metal film disk 

components. \Ve first give an overview of the signal processing functions in each 

detector and the experimental set-up used. The remaining section describes the 

measured performance of the different detectors. 

PRNIL versus (2,7)-Coded Peak Detection/or 33lWE 

The hardware for the PR.\IIL detector was designed and built by the Magnetic 

Recording group, IB.v1 Research Laboratory, Zurich, using off-the-shelf analog and 

digital circuits. The prototype channel, referred to here as "ZPR.YI L prototype", uses 

seven cards which implement the various read, write, and detection functions shown 

schematically in Figure 18. F or more details of the hardware, refer to [4]. 

Customer data in :,\RZ format is input to the write control card, where it is 

encoded using the (0,4/4) run-length code [5]. The write control also generates 

prescribed training patterns to synchronize the timing and the gain control loops. The 

encoded data waveform can be applied to a magnetic recording channel, or an 

electronic filter that simulates the Class IV partial-response spectral characteristics 

(also referred to as "channel simulation filter;' in this report). The latter option is 

useful for isolating malfunctions in the prototype hardware. The output of the channel 

simulation filter is a 3-level signal which can be applied to the ZPR.YIL prototype to 

evaluate the performance of PR.YI L. Figure 19 (a) shows such a signal in the form of 
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the so-called "eye diagram," which is obtained when the analog data signal to the 

oscilloscope is suitably triggered with the readback clock signal. 

\\-Then the magnetic recording channel is interfaced to the ZrR\t[ L prototype, the 

readback signal is first equalized with a linear RLC or a tapped delay line filter. The 

output of a properly designed equalizer is a 3-level signal, similar to the output of the 

channel simulation filter. Figure 19(b) shows such a signal derived by eq ualizing the 

readback signal from the 3380E head/disk components. The fuzziness in the waveform 

of Figure 19(b) is due to higher system noise. The equalizer response is determined 

analytically based on the recording channel response and the desired Class IV response. 

The recording channel response is itself derived analytically using the least-squares 

identification method [6]. The identified response is used in a computer program to 

perform pole/zero placement and determine the required element values of the RLC 

filter. A sixth-order filter, comprising 3 second-order RLC filter sections, was typically 

required to perform the equalization. The RLC filter was subsequently replaced by an 

analog tapped delay line filter, whose tap weights were determined analytically by 

minimizing the mean squared-error between the identified channel response and the 

desired Class IV response. The tapped delay line filter functioned as a compromise 

equalizer for a given head/disk combination. Further equalization to compensate 

channel response variations from the outer diameter (00) to the inner diameter (10) 

was provided by a digital cosine equalizer [7J whose tap weight was determined 

adaptively in the hardware. 

The output of the equalizer or the channel simulation filter is applied to the 

analog card which contains the analog portions of timing and gain control loops and 

the analog-to-digital converter (AOC). On the analog card, the input signal is first 

level-adjusted with an automatic gain control (AGC) amplifier. The AGC output is 

sampled with a 6-bit linear ADC whose clock is also generated on the analog card. 
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The samples from the ADC are distributed to the Viterbi detector, the digital adaptive 

cosine equalizer, and the digital timing and gain control cards. The Viterbi detector 

performs maximum-likelihood sequence estimation based on minimization of the 

squared-error between the input and the ideal (noise-free) sample sequences. The 

output of the Viterbi detector is applied to the read control card which decodes the 

received (0,4/4) data. The decoded data is compared to the customer data to obtain 

the error statistics. A prescribed set of intermediate (tentative) decisions in the Viterbi 

detector is also applied to the digital timing and gain control cards to update the 

nominal values of the gain and the clock frequency. The control of the timing and 

gain loops is based on the well-knO\vn stochastic gradient algorithm [8]. 

The performance of (2,7)-coded peak detection was measured with the 3380E 

read/write channel, called "Polecat channel" in San Jose. The channel hardware, whose 

schematic diagram is shown in Figure 20, was optimized for 3380E head/disk 

combination, (2,7) run-length limited code, and 3 :\tIB/s customer data rate. Customer 

data is encoded using a (2,7) code, and recorded in KRZI format. The presence of a 

transition at the clock instant represents a ''1'', and its absence represents a "0". The 

readback signal is amplified, level-adjusted by an AGC amplifier, and then applied to a 

modified third-order Butterworth low-pass filter with nominal 3-dB bandwidth of 16 

:YIHz to limit the noise power. The filtered AGC output is clipped, full-wave rectified, 

and differentiated. The level of the rectified signal and the zero crossings of the 

differentiated signal are used to locate the presence or absence of transitions, or 

equivalently l's and O's. 

The performance of (1, 7)-coded peak detection method was measured with 

hardware once proposed for the Jenner product. The channel was optimized for \I{ R 

head/particulate disk, (1,7) run-length code, 4.3 :\tIB/s data rate, and 50 kbpi linear 

density. This channel used a higher-performance disk than was used to generate the 
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input data for the modeling work. The densities achieved \\ith this disk are not directly 

comparable with the modeling results. The signal flow in this channel was similar to 

that for the (2,7)-coded peak detector. The specific design parameters, however, were 

different because of different operating points of the two channels. A major difference 

in signal processing in the (I, 7)-coded peak detector was the use of pulse slimming 

equalization instead of the modified Butterworth low-pass filter. 

The experimental setup used for the performance comparison of the detection 

methods is shown in Figure 21. A computer-controlled tester was used to perform the 

read/write and error checking functions. When evaluating PRML, the tester was 

configured to allow (O,4/4)-encoded data sequences to be applied either to a magnetic 

recording channel or a channel simulation filter. The capability to switch channels 

was intended to facilitate debugging and isolating hardware problems in the 

experimental set-up. Indeed, the channel simulation filter was used periodically to 

ensure proper functioning of the ZPRM L prototype and adjust for any drifts in 

parameters due to aging, etc. In the case of peak detection, the tester was configured 

to allow either (2,7)- or (I, 7)-coded sequences to be recorded. The performance 

comparison of the two methods in the sequel is based on readback signals that were 

derived using the same arm electron~cs (AE) modules. 

The performance of the ZPRM L prototype was first characterized at a data rate 

of 3 MB/s with a channel simulation filter. Bit error rate was measured as a function 

of signal-to-noise ratio (S~R) \\ith active and inactive timing and gain control loops; 

and compared to that of ideal PRML system. As shown in Figure 22, the measured 

performance agrees within 0.2 dB of the theoretical performance of PRML on additive 

white Gaussian noise channel, thereby indicating negligible performance loss in 

implementation. Even with active loops, the performance loss is about 0.5 dB relative 

to the ideal system. These performance tests show that the adaptive timing and gain 
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loops are well-designed, the 6-bit quantization of the readback signal is adequate,! and 

the hardware works well. 

Tests were also performed to examine the transient behavior of the control loops. 

Figure 23 shows the transient behavior of the timing and gain loops under various 

conditions of noise, gain offset, and frequency offset. The convergence shown in the 

figure agrees well with simulation results [9]. All tests related to transient behavior 

showed that the loops converged reliably to nominal values, yielding expected 

steady-state performance. 

The performance comparison of PR\II Land (2,7)-coded peak detection methods 

was performed on 3380E inductive film head and particulate disk components. The 

nominal 3380E operating point is defined by 3 \IIB/s, 16.2 kbpi at the inner radius of 

99 mm, and 1386 tpi. Our modeling and experimental work was done at the slightly 

larger inner radius of 105 mm corresponding to 15.3 kbpi. 

Two types of tests were performed to compare the performance of the detection 

methods. First, ontrack error rate was measured in the presence of different levels of 

noise, injected at the input of the preamplifier. Second, offtrack capability was 

measured for the two detection systems in the presence of different old information. 

The noise injection tests were also used to i) ascertain the performance loss for PRyI L 

on a magnetic recording channel relative to an ideal additive white Gaussian noise 

channel, and ii) verify the approximate 3dB gain in S~R due to maximum likelihood 

sequence estimation. 

! \[ore than 6 bits may be required w"hen significant equalization is performed after the AOC. 
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Figure 24, Figure 25, and Figure 26 show for the two detection systems at 

3.0:\lfB's customer data rate the byte error rate as a function of injected noise level at 

the 00, :\110, and 10, respectively. The PR:VIL performance curves are based on RLC 

equalizers designed individually for each radius. The curves were unchanged when the 

RLC filters were replaced by the analog tapped delay line and the adaptive cosine 

filters. The performance of peak detection \vas measured by applying write 

precompensation only at the 10. 

The performance data in Figure 24, Figure 25, and Figure 26 show that, at a 

byte error rate of 10-7, PR:vtL can withstand 2.8dB more noise than peak detection at 

the OD, 3.2 dB at the :V1D, and 5dB at the 10. Thus, at the same customer rate, 

PR:V[L provides more immunity to additive noise; that is, it yields the same error rate 

at a lower signal-to-noise ratio than peak detection. How one uses the extra noise 

immunity depends on the application. One can, for example, increase the ovcrail areal 

density by increasing the track density or linear density, or both. The advantage may 

be also used to relax flying height requirements or achieve higher yields in BOA 

manufacturing at a given level of component tolerances. 

We chose to use the extra noise immunity to increase the linear density to the 

point where the performance of PR:vI L was comparable to that of peak detection at 

3.0 :vIB/s. Figure 27 shows the byte error rate as a function of injected noise at the 

10, with peak detection operating at 3 :VfB/s, and PR:\I[L at 3.6 and 3.9 :\I[B/s. At 3.6 

:vIB;'s (20% higher density), the PR:\IIL performance is still better than that of peak 

detection; at 3.9 \1B/s (30% higher density), the performance of the two systems is 

comparable. The relative increase in linear density agrees well with the modeling 

results given in Figure 6. 
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The performance of PR~ L on additive white Gaussian noise channel is easy to 

understand and analyze. Indeed, the probability of error under ideal conditions is 

given by 

where S?\R is the ratio of the signal power to noise power, and Q(x) represents the 

area under the tail of the Gaussian density function, and is given by 

foo t2 
1 --Q(x) = -;=:::=- e 2 dt 

.J2tr x . 

To assess the performance loss for PRML on a magnetic recording channel relative to 

the ideal white Gaussian noise channel, the byte error rate as a function of 

rms-signal-to-rms-noise ratio was measured. Figure 28 shows the performance of 

PRML on the 3380E components and on the ideal white Gaussian noise channel. As 

shown, PRML requires about 1.5-2.2 db more S~R on the magnetic recording channel 

at a byte error rate of 10-7 . This difference may vary with oth'er recording 

components, depending on the noise spectrum and the level of nonlinear or other 

uncompensated channel distortions. 

Analysis of Class I V signalling on additive white Gaussian noise channel shows 

that maximum likelihood detection should require 3 dB less S~R than threshold 

detection for a given error rate. This result was verified experimentally by measuring 

the error rate of the first tentative decision and the final decision in the Viterbi 

detector. figure 29 shows a plot of the byte error rate as function of S:\ R for the two 

types of decisions. :\ote that maximum likelihood detection docs indeed require about 
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3dB less S:\R than threshold detection. However, it is important to note that this 

advantage was measured ontrack when the injected white Gaussian noise dominated 

the background electronics and media noise. The 3 dB advantage of maximum 

likelihood detection decreases when the noise is correlated like the signal, as is the case 

with ofTtrack noise. 

The performance of P RYf L and peak detection was also compared on the basis of 

their ofTtrack capability. Figure 30 shows the byte error rate versus ofTtrack position 

for the two systems at 3.0 YfB/s. The interference bands in each case were chosen to 

be suitably encoded random data patterns. As shown, PR;VIL provides approximately 

20(% more ofTtrack capability at the ID at a byte error rate of 10-7 . Figure 31 shows 

a similar plot, but with the PRM L density increased by 30(%. The performance of the 

two systems is now comparable. 

The ofTtrack performance of PRYf L is degraded when the interference tracks 

contain only the pattern used to synchronize the timing and gain control loops, 

namely, the pattern which generates a sinusoid at one-fourth the bit rate. Figure 31 

also shows the ofTtrack performance of PRYfL with the different interference patterns. 

:\ote that the error rate is 8-\0 times higher for the case when the adjacent track 

contains exclusively the synchronization pattern. Such degradation in performance can 

be reduced in a product by encoding the customer data to avoid recording long 

run-lengths of the synchronization pattern. Indeed, the (0,4/4) code has been designed 

to achieve that objective. The ofTtrack performance of (2,7)-coded peak detector was 

found to be insensitive to the characteristics of adjacent track interference. 
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PRAlL versus (l,7)-Coded Peak Detection/or AIR Head 

The performance comparison of PRM Land (l,7)-coded peak detection was 

performed with M R heads and particulate or metal film disks. The measurements were 

performed on the Cambrian precision test .stand with the PRM L detector operating at 

3.9 MB/s, and thc peak detcctor at 4.3 MB/s. Thc recording density was varied by 

changing the rotational speed of the disk and the radial position of the head. 

Equalization for PRML was provided by a compromise filter, implemented on an 

analog tapped delay line, and the adaptive cosine filter. 

Old information and squeeze tests were performed to compare the performance of 

the two detection schemes. The tests were used to derive the so-called alpha 

parameter, a commonly used performance measure for detection methods in San J osc. 

Alpha is defined as the ratio of the old information number to the sum of the 

track-pitch-to-failurc and the old information number. The old information number is 

the ofT-track distance into old information at which a prcscribed error criterion is 

rcached. The track pitch to failure is the spacing at which an encroaching "squeeze" 

track causes a similar error criterion to be reached. An alpha of .16 (16(%) or more has 

generally been deemed acceptable in past products. 

Figure 32 shows alpha as a function of linear density for the two detection 

methods on a 940 Oe particulate disk and varying width of the M R head read clement. 

At alpha of 18~/o, PR:Vl L provides 16 to 32 percent higher linear density than 

(1 ,7)-coded peak detection. This advantage increases with decreasing read clement 

width. The behavior is consistent with theory and simulated results and may be 

understood in terms of the extra noise immunity provided by the PR:VI L method. As 

the readback head width decreases, the signal-to-noise ratio also decreases. This causes 

peak detection to degrade faster than PRM L in the operating region of interest, 

thereby increasing the advantage of PRyl L with narrower heads. 
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Figure 33 shows old information capability as a function of linear density for the 

two detection methods on a 940 Oe particulate disk and varying width of the :YI R head 

read element. At 50 kbpi, where the peak detection hard\vare was optimized, PR:YI L 

provides approximately 18 percent more old information capability. This result is 

consistent \vith the 20 percent advantage at 3 \iBiS for PR\1L relative to (2,7)-coded 

peak detection. Thus, at a given linear density, the old information advantage of 

PR:YIL may be used to relax the track misregistration (T\1R) requirements of the servo 

system. 

The performance of PR:YI Land (1 ,7)-coded peak detection \vas also compared on 

a 840 Oe particulate disk with M R head. The relative advantages of PR:YI L were 

similar to those noted above for the 940 Oe disk. However, both systems achieved 

lower recording density at an alpha of IS~/o. 

We also compared the performance ofPR\1L and (1,7)-coded peak detection on a 

metal film disk to measure the effect of noise due to higher flux-change density 

inherent in PRML recording. Figure 34 and Figure 35 show the performance of the 

two detection methods on a 1300 Oe metal film disk. As shown, PR\1 L provides 

about 38 percent higher linear density than peak detection at alpha of .IS and about 

25% more old information capability at 60 kbpi. Even though these figures represent 

limited data, it does indicate that PR:YI L can provide a significant increase in density 

on a suitably designed metal film disk. 

Conclusions 

Both modeling and experiment show the PRYlL channel to be superior to the 

(2,7)-coded peak detection channel used in the IDYl 3380E. The performance 

difference can be quantified in several ways. The PR\1 L channel can withstand about 

5 dB more noise at the same density and error rate, it can achieve comparable 
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performance at 30% higher density, or it can operate 20% farther off-track at the same 

density and error rate a.s the conventional channel. The agreement between modeling 

and experiment is good. 

Both modeling and experiment show both 17.\1L and PR.\1L channels to be 

superior to the (1,7)-coded peak detection channel once proposed for Jenner. The 

linear density gains are 11-23()/O for 17ML and 23-34% for PRML depending on the 

degree of equalization used with the (1,7)-coded peak detection channel. 

Measurements with the hardware suggest that the true gains are near the high ends of 

these ranges. While both improved_channels are somewhat more sensitive to channel 

impairments than the peak detector, modeling indicates the differences are not large. 
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Figure 1. Isolated transition before (dotted) and after equalization for peak detection at 3.0 MB's. 
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Figure 2. Isolated transition before (dotted) and after equalization for PR:vJL at 3.0 MB/s. 
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Figure 3. Noise spectrum before (dotted) and after equalization for peak detection at 3.0 MB/s. 
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Equalized and Unequalized Gaussian noise 
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Figure 11. Noise spectrum before (dotted) and after equalization for 17ML at 4.3 MB/s. 



,...... 
N 

I 
~ -:z 0.02 

> 
E 
Q) 

"'0 
::l 
~ 0.01 
0-
E « 

33 IB:\1 CONFIDENTIAL 

Equalized and Unequalized Gaussian nOise 
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Figure 12. Noise spectrum before (dotted) and after equalization for PR;\1L at 4.3 MB/s. 

I 
I 



34 IBM CONFIDENTIAL 

>. 10-3 
~ 

:.a 
0 10-6 .0 
a 
L.... 
Cl. 

+-' 10-9 
c: 
Q) 
> 
Q) 10-12 
L.... 
a 
L.... 
L.... 10-15 W 

10-18 

35 40 45 50 55 
A - PE'AK 

Density (kbpi) [J - 17Ut. 
0- PRlAl 
• - IAEAS 

Figure 13. Error rate versus density under nominal conditions. 



35 IBM CONFIDE~TIAL 

>- 10-3 
~ 

..0 
C 10-8 ..0 
0 
"-a. 
.... 10-V 
c: 
Q) 

> 
Q) 10-12 

"-
0 
"-
"- 10-15 W 

10-18 

35 40 45 50 55 
A - PrAI< 

Density (kbpi) a - 17NL 
0- PRML 

Figure 14. Error rate versus density with high noise. 



36 IBM CONFIDENTIAL 

1 

>. 10-3 
;t= 

.0 
C 10-6 .0 
0 .... 
e. 

....... 10-11 
C 
Q) 
> 
Q) 10-12 
.... 
0 .... .... 10-15 W 

10-18 

35 40 45 50 55 
A - PEAK 

Density (kbpi) [] - 17~L 
D - PRIofL 

Figure 15. Error rate at a defect versus density. 



37 

>.. 10-3 
~ .-
..0 
0 10-8 ..0 
0 
~ 

a. 
+" 10-11 
C 
Q.) 

> 
Q.) 10-12 
~ 

0 
~ 
~ 10-15 W 

10-18 

35 40 45 
A - PEAl< 

Density (kbpi) 0- 17UL 
0- PRUL 

Figure 16. Error rate versus density with misequalization. 

IB:vI CONFIDE?\TIAL 

50 55 

I 
I 



38 IBM CONFIDENTIAL 

~ 10-3 
±:: 
.D 
a 10-6 .D 
0 
"-a. 

+J 10-; 
c 
<J.) 

> 
<D 10-12 

"-
0 
"-
"- 10-15 W 

10-18 

35 40 45 50 55 
A - PE"AI< 

Density (kbpi) C - 17ML 
0- PRIoIL 

Figure 17. Error rate versus density with timing offsets. 



39 IBM CONFIDENTIAL 

4 Toe 

PST STM 

Figure 18. ZPRML Prototype system schematic. 

ROA 
RST 

I 



40 IBM CONFIDENTIAL 

,J 

Figure 19. (a) Eye pattern for channel simulation filter at 3.0 MBjs 

Figure 19. (b) Eye pattern for 3380E equalized signal at 3.0 MB/s 
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Figure 23. Transient Response of PRML control loops with 2% frequency offset. Input to ADC (top), 

VGA ~ontrol Voltage (middle), VFO control voltage (bottom). 
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Figure 24. Error rate versus injected noise level at the 00 at 3.0 MB/s. This plot is for the 3380E 

components: 0 = PR:YIL. 0 = (2.7)-coded peak detection. 
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Figure 25. Error rate versus injected noise level at the \10 at 3.0 MB;s. This plot is for the 3380E 

components: 0 = PR:VIL. 0 = (2.7)-coded peak detection. 
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Figure 26. Error rate versus injected noise level at the 10 at 3.0 MB/s. This plot is for the 3380E 

components: 0 = PRML, 0 = (2,7)-coded peak detection. 
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Figure 27. Error rate versus injected noise level at the ID. This plot compares the performance of (2,7) 

peak detection at 3.0 MB/s and PRML at 3.0, 3.6, and 3.9 MB/s'on 3380E components: 0 

(2,7) peak detection at 3.0 MB/s, 0 == PRML at 3.0 MB/s, I:::. == PRML at 3.6 MB/s, V = 

PRML at 3.9 MB!s. 
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Figure 28. Error rate versus SNR for PRML on 3380E and ideal PR:YIL. This plot compares the 

performance of PRML on 3380E components with that of ideal PRML on additive white 

Gaussian noise channel. All measurements are at 3.0 MB/s: 0 = ideal PR:YIL. 0 = PR:YIL 

on 3380E (00). t::. = PRML on 3380E (MO). V = PRML on 3380E (10). 
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Figure 29. (a) Performance of PR4 with final and first tentative decisions. This plot compares the 

performance of maximum-likelihood and first tentative decisions on 3380E components at the 

00: 0 = PR4 with final decisions, LJ = PR4 with first tentative decisions. 
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Figure 29. (b) Performance of PR4 with final and first tentative decisions. This plot compares the 

performance of maximum-likelihood and first tentative decisions on 3380E components at the 

:YID: 0 = PR4 with final decisions. 0 = PR4 with first tentative decisions. 
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Figure 29. (c) Performance of PR4 with final and first tentative decisions. This plot compares the 

performance of maximum-likelihood and first tentative decisions on 3380E components at the 

ID: 0 = PR4 with final decisions, 0 = PR4 with first tentative decisions. 
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Figure 31. Off-track performance of 3.0 MB/s peak detection and 3.9 MBjs PRML. This plot 

compares the performance of (2.7) peak detection at 3.0 MB/s and PRML at 3.9 MBjs on 

3380E components at the ID and also shows the effect of synchronization pattern on the 

performance of PRML: 0 = (2,7) peak detection at 3.0 MBjs. t:. = PRML at 3.9 MB!s with 

random data interference, 0 = PRML at 3.9 MB/s with synchronization pattern interference. 
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Figure 32. (a) Performance of PR:vIL and (l,7) peak detection on MR head/particulate disk. This plot 

compares alpha versus linear density for PR:vIL and (l,7) peak detection with a 8.75 ,urn MR 

head: 0 = PRML, 0 = (1,7) peak detection without equalization, 6. = (1,7) peak detection 

with equalization . 
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Figure 32. (b) Performance of PRML and (1,7) peak detection on MR headiparticulate disk. This plot 

compares alpha versus linear density for PRML and (1,7) peak detection with a 6.75 .urn MR 

head: 0 = PR\I1L, 0 = (1,7) peak detection without equalization, 6. = (1,7) peak detection 

with equalization. 
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Figure 32. (c) Performance of PRML and (1,7) peak detection on MR head/particulate disk. This plot 

compares alpha versus linear density for PRML and (1,7) peak detection with a 6.00 .urn :viR 

head: 0 = PRML, 0 = (1,7) peak detection without equalization, 6, = 0,7) peak detection 

with equalization. 
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Figure 32. (d) Performance of PRML and (1.7) peak detection on MR head/particulate disk. This plot 

compares alpha versus linear density for PRML and (1.7) peak detection with a 5.25 .urn MR 

head: 0 = PRML, 0 = (1.7) peak detection without equalization. 6. = (1.7) peak detection 

with equalization. 
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Figure 33. (a) Performance of PR:YIL and (1,7) peak detection on MR head/particulate disk. This plot 

compares old information number versus linear density of PRML and (1,7) peak detection 

using a 8.75.um :vIR head: 0 = PR:YIL. [] = (1,7) peak detection without equalization, 6 

(1,7) peak detection with equalization. 
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Figure 33. (b) Performance of PRML· and (1,7) peak detection on MR head/particulate disk. This plot 

compares old information number versus linear density of PRML and 0,7) peak detection 

using a 6.75.um MR head: 0 = PRML.O = (1,7) peak detection without equalization, (:, = 

(1,7) peak detection with equalization. 
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Figure 33. (c) Performance of PRML and (1,7) peak detection on MR head/particulate disk. This plot 

compares old information number versus linear density of PRML and (l,7) peak detection 

using a 6.00 ].Lm MR head: 0 = PRML, 0 = (1,7) peak detection without equalization. 6 

(1,7) peak detection with equalization. 
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Figure 33. (d) Performance of PRML and (I,7) peak detection on MR head/particulate disk. This plot 

compares old information number versus linear density of PRML"and 0,7) peak detection 

using a 5.25 lim ;VI R head: 0 = PRM L, 0 = (1,7) peak detection without equalization, 6, 

(1,7) peak detection with equalization. 
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Figure 34. Alpha versus linear density on MR head/film disk. 0 = PRML, 0 = (l,7) peak detection 

without equalization, (). = (1,7) peak detection with equalization: 
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Figure 35. Old information versus linear density on MR head/film disk. 0 = PR~IL, 0 = (l,7) peak 

detection without equalization, 6. = (1,7) peak detection with equalization. 


