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The drawings and specifications contained in this manual shall not be reproduced in whole or in part
without written permission from the {BM Corporation.

IBM has prepared this maintenance manual for the use of IBM service representatives in the installation,
maintenance, and repair of the specific machines indicated. IBM makes no representation that it is suitable
for any other purpose.

Information contained in this manual is subject to change. Any such change will be included in following
revisions.

This material may contain reference to, or information about, IBM products {machines and programs),
programming, or services that are not announced in your coun..y. Such references or information does not
necessarily mean that IBM intends to announce such IBM products, programming, or services in your
country.

Requests for copies of IBM publications should be made to your IBM representative or to the IBM branch
office servicing your locality.

A form for reader’s comments is supplied at the back of this manual. If the form has been removed, send
comments to:

International Business Machines Corporation
Department G26/61C

5600 Cottle Road

San Jose, California 95193

You can use this form to communicate your comments about this manual, its organization, or its subject
matter with the understanding that IBM can use and distribute the information you supply in any way it
believes correct without any obligation to you.
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Preface

The Product Service Guide (PSG), Volume RO05 of
the maintenance library, is designed to help the
IBM service representative maintain the IBM 3380
Direct Access Storage, Models AJ4, BJ4, AK4, and
BK4.

When maintaining any of these models, use the
IBM Maintenance Device diskette and the
maintenance library manuals shipped with the
machine, and/or the manuals shipped with the AJ4
or AK4 unit to which the machine and the IBM
Maintenance Device connect.

Always start any maintenance action on a 3380
Model AJ4, BJ4, AK4, or BK4 by following the
instructions in the PSG, Volume R05.

When a 3380 model AJ4 or AK4 is connected to the
same storage control as a 3380 Model AA4, AD4, or
AE4, instructions in the MD or notes in this manual
indicate when to use the information in the other
3380 maintenance library manuais.

In this manual, the following terms are used to
simplify the distinction among the various 3380
models:

3380 = all 3380 models

3380-J = 3380 AJ4, BJ4

3380-K = 3380 AK4, BK4

3380-JK = 3380 AJ4, BJ4, AK4, BK4
A unit = 3380 AJ4, AK4

B unit = 3380 BJ4, BK4

The complete model name will be used to specify a
single model. (For example, 3380 Model BJ4.)

P/N 4519890 08 Sides EC 475248 25Apr88
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Maintenance Manual Ordering Procedure

A Documentation Request form (order number
972-8390) is located in the microfiche pocket (see
the MDM, Volume R30). Use this request form to
order microfiche or printed volumes of the
maintenance manuals. Only the most current
version of any manual will be sent. No automatic
updates to any manual ordered by this card will be
sent.

It is recommended that one hard copy set of all
microfiche manuals be ordered for each account.
Because a machine serial number is not required
for ordering, ECs affecting the contents of these
manuals will update the microfiche copies only.
The customer engineer will be instructed by the EC
to reorder new printed support documentation.

For USA

Parts of this manual can be ordered from the IBM
San Jose plant by using the Wiring Diagram/Logic
Page Request, Order No. Z150-0130 (U/M 015). In
the logic-page columns, enter the part number [1]
and engineering change [2] number shown at the
bottom of each page. For example,

PN 1234567 [1]
EC 123456 [2]

PRE-1

Whole volumes can be ordered by including the
volume number and the machine serial number.

For Europe, Middle East, and Africa
(EMEA)

Wiring diagram and logic page requests are
handled through the MLC plant in Mainz, Germany.

Printed manuals can be ordered by sending the
Documentation Request form (found in the
microfiche pocket) to the MLC plant in Mainz,
Germany.

PRE-1



Subsystem Microcode Ordering
Information

Subsystem microcode diskettes must always be at
compatible levels with each other and with the
supporting maintenance package documentation.
Updates to these diskettes will be through EC
control procedures.

3380-JK/3880 Subsystem: This subsystem
configuration requires three microcode diskettes as
follows:

® 3380-JK/3880 subsystem functional microcode
diskette.

e 3880 MD diskette.

® 3380-JK MD diskette.

3380-JK/3990 Subsystem: This subsystem
configuration requires two microcode diskettes as
follows:

e 3380-JK MD diskette.

e 3380-JK/3990 subsystem functional microcode
diskette.

PRE-2

Diskette Ordering Procedure

Note: When ordering a diskette to replace a
defective diskette, the EC number of the
defective diskette must be specified.
Otherwise, the latest level diskette is
shipped.

To order a diskette for the 3380-JK, supply the
following information indicated for that diskette:

e Storage Control functional diskette
Machine Type = XXxX
Serial# = xxxxx
P/N = XXXXXXX
GID# = xxxxxx
ECH = xxxxxx

e 3880 MD Diskette (if the 3880 Model AJ4 or AK4
unit is attached to a 3880)

P/N = 4518573 (No other data required)
¢ 3380-JK MD Diskette

P/N = 4516289
ECH = xXXxXx

P/N 4519890 08 Sides EC 475248 25Apr88
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How To Update This Manual

This manual is under engineering change control.

Put pages in by part number and page number.

The EC level and date are given in the EC history

block on the last page of the part-numbered group

of pages. For example,

EC History of Front Matter

EC HISTORY OF P/N 4519890

EC Number Date Of EC EC Number Date Of EC
475245 14Nov86 475248 25Apr8s8
475246 21Julg?

475247 115ep87

Related Publications

The following is a list of documents that may help
to understand and/or repair the 3380:

® /BM 3380 Direct Access Storage General
information, GA26-1670.

e /BM 3380 Direct Access Storage Introduction,
GC26-4491

® /BM 3380 Direct Access Storage User’s Guide,
GA26-1671.

® Using the IBM 3380 Direct Access Storage in an
MVS Environment, GC26-4492

e Using the IBM 3380 Direct Access Storage in a
VM Environment, GC26-4493

® Using the IBM 3380 Direct Access Storage in a
VSE Environment, GC26-4494

® |BM 3880 Storage Control, Models 1, 2, 3, and 4
Reference Manual, GA26-1661

P/N 4519890 08 Sides EC 475248 25Apr88
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IBM 3990 Storage Control Introduction,
GA32-0098

IBM 3990 Storage Control Reference Manual,
GA32-0099

Environmental Record Editing and Printing
Program: User’s Guide and Reference,
GC28-1378

Device Support Facilities User’s Guide and
Reference Manual, GC35-0033-12 or later

Maintaining IBM Storage Subsystem Media,
GC26-4495

Device Support Facilities Primer for the User of
IBM 3380 Direct Access Storage, GC26-4498.

Device Support Facilities Primer for the User of
IBM 3380 Direct Access Storage, GC26-4498

Storage Subsystem Library Master Index,
GC26-4496

PRE-3



About The Maintenance Library

The Maintenance Library for the 3380 Model AJ4
and AK4, and for attached 3380 Model BJ4 and BK4
units, is comprised of the following manuals:

® Product Service Guide, Volume R05

e Maintenance Information Manual, Volume R10
® Parts Catalog Manual, Volume R20

® Maintenance Diagrams Manual, Volume R30

®  Error Condition Manual, Volume R40

® Maintenance Support Manual, Volume R60
Product Service Guide,vVolume ROS

The Product Service Guide, Volume R05 (PSG) is
designed to teach you how to service the 3380
Models AJ4, BJ4, AK4, and BK4. For a description
of the Product Service Guide, see “About This
Manual” on page PRE-6.

Maintenance Information Manual, Volume R10

The Maintenance Information Manual, Volume R10
(MIM) contains information about the failure
symptoms for the 3380.

TRANS
The Translation section contains the Danger
and Caution statements used in the 3380-JK
maintenance library, translated into the
necessary World Trade languages.

LGND/GLOS
The Legend/Glossary section defines the
graphic symbols, abbreviations, acronyms,
and terms used in the 3380 Maintenance
Library.

LOC
The Location section shows the location of
the assemblies in a 3380.

PRE-4

PWR i . .
The Power section contains information
concerning power distribution and operation,
voltage checks, power failures, and power -
maintenance analysis procedures.

CARR
The Checks, Adjustments, Removals, and
Replacements section supplies procedures to
check, adjust, remove and replace
assemblies in a 3380.

MAP
The Maintenance Analysis Procedure section
contains maintenance procedures for detailed
failure analysis. The MAP section is entered
from the IBM Maintenance Device (MD).

SAFETY
The Safety section is a safety inspection
guide: An aid in identifying unsafe conditions
on 3380 machines. The SAFETY section
ensures that all safety equipment, including
safety labels, are installed.

Parts Catalog Manual, Volume R20

The Parts Catalog Manual, Volume R20 (PCM)
contains diagrams, descriptions, and part numbers
of each field replaceable part and assembly in the
3380-JK subsystem.

VISUAL INDEX
The Visual Index section contains summary
diagrams of the 3380-JK, defining the
assembly name and the catalog figure
number where the assembiy can be found.

CATALOG
The Catalog section contains detailed
diagrams of each field replaceable assembly
in the 3380-JK, with lists of part numbers and
descriptions of each part.

NUMERIC INDEX
The Numeric Index section is an index of the
part numbers of field replaceable assemblies
and parts in the 3380-JK.

P/N 4519890 08 Sides EC 475248 25Apr88
© Copyright 1BM Corp. 1987, 1988




-

“-a~

“--aaaAa-ansm

Maintenance Diagrams Manual, Volume R30

The Maintenance Diagrams Manual, Volume R30
{MDM) contains the schematics and logic
diagrams. It also contains the installation
instructions for the 3380-JK subsystem.

MICROFICHE
The Microfiche section contains the PCM,
ECM, and MSM manuals in microfiche form.
It also contains the order card for ordering a
printed copy of the PCM, ECM, and MSM
manuals.

CARD/CABLE/VOLTAGE CHARTS
This section contains charts for the cards,
cables, and voliages.

A-BOARD LRM
The A-Board Logic Reference section
contains the logic reference master index, the
A-board logic index, and logic charts.

B-BOARD LRM
The B-Board Logic Reference section
contains the logic index and logic charts for
the B-board.

C-BOARD LRM
The C-Board Logic Reference section
contains the logic index and logic charts for
the C-board.

POWER DIAGRAMS
The Power Diagrams section contains the
power logic diagrams.

INST
The Installation section describes the
procedures to install, relocate, and remove a

3380. It also includes an installation checklist.

P/N 4519890 08 Sides EC 475248 25Apr88
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Error Condition Manual, Volume R40

The Error Condition Manual, Volume R40 (ECM) is
used with the PSG to service the 3380.

ECDs
The Error Condition Descriptions section
describes each circuit or function whose
operation is checked or verified. Topics (for
each circuit or function) include “How the
check is indicated” and “How and when it
works.” Additional reference material,
diagnostics, and service aids for each
symptom code are also supplied.

Maintenance Support Manual, Volume R60

The Maintenance Support Manual, Volume R60
(MSM) is used with the PSG to service the 3380.

HELP
The purpose of the Help section is to supply
the customer engineer with DASD
maintenance information not supplied in the
PSG or the MIM.

SENSE
The Sense section contains the 3380 sense
data descriptions which identify the contents
of each format by messages, bytes, and bits.
It supplies page references to additional
information on each error symptom along
with the priority of service actions and the
primary symptom code.

OPER
The Operation section contains the theory of
operation for the 3380.

DIAG
The Diagnosis section contains the run
procedures for each diagnostic routine, along
with isolation codes associated with the
routine.

PRE-5




About This Manual

The Product Service Guide, Volume R05 (PSG) is
used with the Maintenance Information Manual,
Volume R10 (MIM) when servicing the 3380-JK
subsystem:

The PSG is divided into ten sections, each with
specific purposes. A brief description of each
section follows:

INTRO

The Introduction section describes the correct
service procedures for the IBM 3380 Direct Access
Storage, Models AJ4, BJ4, AK4, and BK4. In
addition, the INTRO section describes the 3380
device attributes, Miscellaneous Equipment
Specifications, storage controller interface
information, emergency procedures, microcode and
documentation ordering procedures, and, tools and
test equipment information.

MLX

The Maintenance Library Cross-Reference (MLX)
section is the connection between this maintenance
library and other machine maintenance libraries.

START
The Start section contains information about:

¢ How to plan a repair action with minimum
impact on the customer.

e How to determine if corrective action is

required.

How to prioritize the failure.

How to locate the failing string.

How to determine the failing FRUs.

How to schedule the hardware for

maintenance.

e & o o

The START section contains Maintenance Analysis
Procedures (SMAPSs), organized to guide you in
diagnosis and repair. Complete the procedures in
the START section before going to the ISOLATE
section.

PRE-6

ISOLATE

The Isolate section contains information about:

Problems found during physical inspection.
Controller and machine checkout procedures. "
Problem analysis with Error Log data.
Problem analysis using Console messages.
Problem analysis using ICKDSF messages.

e © @ ¢ ¢

The ISOLATE section helps isolate a problem to a
Field Replaceable Unit (FRU) or to the smallest
group of FRUs possible.

REPAIR
The Repair section contains information about:

FRU (card) replacement procedures.
Power off/on procedures.

Post-repair checkout procedures.

End of guided maintenance procedures.
End of call procedures.

The REPAIR section includes charts of FRUs,
including a Repair Affects column to help you
determine the portion of the machine or string that
will be affected by replacement of the logic card.

MD

The Maintenance Device (MD) section describes
how to connect and use the MD. It also contains
explanations of MD messages.

LOG

The LOG section describes the organization and
use of the error log, which is maintained in the
storage control. Data from the iog can be retrieved
through the MD. The LOG section contains
operating instructions and options. The LOG
section contains information concerning the error
logs, which are equipment check logs, whose
functions are transfer, merge, search, erase, and
change log mask.

P/N 4519890 08 Sides EC 475248 25Apr88
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PROG

The Program section contains information about
EREP System Exception Reports, which are needed
to maintain the 3380.

SC-FRU

The Symptom Code to Field Replaceable Unit
(SC-FRU) section contains tables that relate
symptom codes to FRUs. The SC-FRU tables in the
PSG are for reference only, and should not be used
to determine field replaceable units (FRUs) when
the IBM Maintenance Device is available.

P/N 4519890 08 Sides EC 475248 25Apr88
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Master Index

The Master Index section in this volume (R05)
contains an alphabetical list of items contained in
the 3380-JK DASD maintenance library manuals
(volumes RO5, R10, R30 (INST section), R40, and
R60). Use the Master Index section to find items in
this manual and in the other 3380-JK DASD
maintenance manuals.

PRE-7



EC History of Front Matter

EC HISTORY OF P/N 4519890
EC Number Date Of EC EC Number Date Of EC
4752645 14Nov8é 475248 25Apr8s8
475266 21Julg?
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Notes:
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© Figure 1. INTRO Section Entries

Introduction

Before starting service procedures on page
START-1, read and become familiar with the
information contained in this section. The Product
Service Guide, Volume R05 is designed to teach
you how to service the 3380 Models AJ4, BJ4, AK4,
and BK4. Collectively, these models are referred
to in this manual as 3380-JK.

The first time you use this guide, carefully read and
follow the step-by-step procedures. As you gain
experience, you will not need to follow the PSG as
carefully.

It is important that you use the correct service
procedures, especially where personal safety
and/or possible machine damage is involved.

When removing, replacing, or repairing any part of
this machine, follow directions. This ensures that
you use the correct remove, replace, or repair
procedure (including the correct power on/off
procedure) for this machine.

Failure to follow these instructions can cause
damage to the machine.

About the 3380-JK
3380-JK consists of the following four basic models:
* Two A-unit models

— AJ4 = A unit with two 1.26 gigabyte HDAs
— AK4 = A unit with two 3.78 gigabyte HDAs

¢ Two B-unit models

— BJ4 = B unit with two 1.26 gigabyte HDAs
— BK4 =B unit with two 3.78 gigabyte HDAs

P/N 4519893 41 Sides EC 476573 30Nov88
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Each model of the 3380-JK contains two drives with
one head and disk assembly (HDA) per drive. Each
drive has two access mechanisms. Each model
therefore contains four access mechanisms.

Each access mechanism is associated with a
unique device address and operates independently
of other access mechanisms in the unit.

Models AJ4 and AK4 contain controllers as well as
access mechanisms. A controller, regardless of
3380 model, contains the logic needed to control
and transfer data to and from access mechanisms.

INTRO-1




Miscellaneous Equipment Specifications (MES)

Selective Feature Codes

The A-unit models may be ordered for attachment
in any one of three Subsystem Configurations. The
Subsystem Configuration is determined by the
customer and indicated by an associated Selective
Feature Code.

The three Selective Feature codes are defined
below:

® SF 9431: 3880 Model 3 or 23 Storage Control
attachment.

® SF 9432: 3990 Storage Control attached in a
Two Path configuration.

®  SF 9433: 3990 Storage Control attached in a
Four Path configuration.

The B-unit models may be attached to an A-unit
model no matter what Selective Feature Code is
installed. There are no Selective Features required
for B units.

MES Summary

A units ship from the factory with one of the three
Selective Features installed.. An MES is required to
convert from one Selective Feature to another,

The HDA type shipped from the factory is
determined by the model ordered by the customer.
A units and/or B units may have HDAs changed to
increase or decrease storage capacity.

The MESs available for these changes are defined
in the following table:

CONVERSION

DESCRIPTION

SF 9431 to SF 9432

3880 Attach to 3990 2-Path Attach

SF 9432 to SF 9433

3990 2-Path Attach to 3990 4-Path Attach

SF 9431 to SF 9433

3880 Attach to 3990 4—-Path Attach

SF 9433 to SF 9432

3990 4—Path Attach to 3990 2—Path Attach

SF 96432 to SF 9431

3990 2-Path Attach to 3880 Attach

SF 9433 to SF 9431

3990 4—Path Attach to 3880 Attach

Model J HDA to Model K HDA

1.26 GH/HDA to 3.78 Gb/HDA

Model K HDA to Model J HDA

3.78 Gb/HDA to 1.26 Gb/HDA

Figure 2. Miscellaneous Equipment Specifications (MES) Summary Table

INTRO-2
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3380-JK Connected to a 3880 Storage Control

-

3880 Storage Control Requirements

Note: For 3990 Storage Control
requirements, see page INTRO-12.

The 3380-JK connects to 3880 Models 3 and 23.
The 3380-JK cannot be connected to other models
of the 3880. The 3380-JK cannot be connected to a
3880 with the speed-matching buffer feature.

3880 Model 3
To connect a 3380-JK to a 3880 Model 3, the
3880 must have the following two features
installed:

e The 3380 AD4/AE4 Support Feature. This
feature upgrades the 3880 to include a
total of 12K of high speed storage.

® The 3380-JK Support Feature. This feature
upgrades the 3880 to include a full track
buffer required to support improved data
correction. This feature can only be
installed on 3880’s with 22 card position
boards.

3880 Model 23
To connect a 3380-JK to a 3880 Model 23, the
3880 must have the 3380-JK Support Feature
installed. This feature upgrades the 3880 to
include a full track buffer required to support
improved data correction. This feature can
only be installed on 3880s with 22 card
position boards.

\
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Subsystem Configurations

The two controllers in a 3380 Model AJ4 or AK4
string attach to two 3880 Storage Directors. Some
possible configurations are:

® To both Storage Directors in the same 3880
Model 3.

® To either Storage Director in two different 3880
Model 3s.

® To both Storage Directors in the same 3880
Model 23.

® To either of the paired Storage Directors in two
different 3880 Model 23s in dual frame
configuration.

The following figures illustrate some of the ways
that the 3380-JK may be attached to the 3880.
There are many more configurations that may be
used. See the MDM, Volume R30 INST section for
more details.
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Example of 3380-JK Strings Attached To a 3880 Storage Control

Figure 3 is an example of two 3380-JK 2-path
strings sequentially connected to both storage
directors of a 3880. In this example, one string
contains a 3380 Model AJ4 controller and the other
a 3380 Model AK4 coniroller with a mixture of BJ4
and BK4 units on both strings.

3880 Model 3 or 23

Storage Storage
Director Director

m___.____J
[ 1 |—

| AL | Az | | AL_| Az |
AJG AKG
BK4 BK4G
BK4 BJ4G
BJ4g BJ4

Figure 3. 3380 Model AJ4 and AK4 2-path strings attached to a 3880.

Figure 4 is an example of 3380 Models AD4, AE4,
AJ4, and AK4 strings connected to two storage
directors in different 3880 model 3s or in different
Model 23s in dual frame configuration.

3880 Model 3 or 23 3880 Model 3 or 23
Storage Storage Storage Storage
Director Director Director Director

|

) o el e N |
AL a2z | AL az ENEI ey
AESG AJa AK4G AD4
B B
B B
B B

Figure 4. Intermixed 2-path strings, attached to a 3880.

INTRO-4
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3380-JK String and Port Configurations (3880 Subsystem)

Figure 5 represents the 3380-JK maximum string

configuration for 2-path attached to a 3880.

To the 3880 Storage Control

2—path configurations have a Ctlr. Al Ctlr. A2
maximum of 16 devices per string. DPS
Port Port
0123 0 2 3
A-Unit
Frame 01 [ L ] T -
Dev. Dev. Dev. Dev.
00 01 02 03
[ | 1 [ -
B-Unit
Frame 02 Dev. Dev. Dev. Dev.
04 05 06 07
I 1 | |
B-Unit
Frame 03 Dev. Dev. Dev. Dev.
08 09 0A 0B
| | | |
B—-Unit
Frame 04 Dev. Dev. Dev. Dev.
0cC 0D 0E OF
Figure 5. 2-Path String Configuration
P/N 4519893 41 Sides EC 476573 30Nov88 INTRO-5
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Dynamic Path Selection (DPS)

When the 3380-JK is attached to a 3880 Storage
Ccentrol, the controllers in each model have
dynamic path selection (DPS). DPS controls tie
breaking between storage controllers. DPS also
records information about devices that are shared
between controllers.

Each controlier has a DPS storage matrix which
contains an exact copy of the information in the
DPS storage matrix in the other (companion)
controller. When a controller updates its matrix,
lthe matrix in the other (companion) controller is
also updated. DPS has checking circuits to ensure
that both storage matrixes always contain the
same information. When a string is powered on,
both DPS storage matrixes are initialized by one of
the storage directors.

Device Level Selection (DLS)

Each model 3380-JK has Device Level Selection
(DLS). DLS provides an independent path from
each controller to each device in a string. While
one controller is controlling a device, another
controller can control any other device in the same
string. This capability permits the transfer of data
from more than one device at the same time.

Cantrol Interface Fencing

The 3880/3380-JK subsystem supports the same
control interface fencing provided on earlier
models of the 3380. Control interface fencing is an
operalion that results in a failing controller being
partitioned off a controller interface (CTL-l) so that
it does not interfere with the operation of a second
controller on the same CTL-1.

A controller is fenced off when an operation to it
causes a permanent controller check-1 condition.

INTRO-6

Power Sequencing

Warning: Do not use the Unit Emergency swilches
to normally power the string off and on. Possible
data loss can occur with the heads landing on the
data surface and not on the park areas of the disk
surface. Use the Controller On/Off switches to
power the string off and on (see Power On/Off
procedures on page REPAIR-25),

Power on control is provided by the 3880 when the

power control cable is connected from the 3880 to
the 3380-JK, and the 3380-JK Local/Remote switch
is in the Remote position.

When either Storage Director in the 3880 is
powered on, the controllers attached to positions
D1, D3, D5, and D7 in the 3880 will power on. Ten
seconds later the controllers attached to positions
D2, D4, D6, and D8 in the 3880 will power on.

A Storage Director may be powered off without
dropping power on the controllers if any Storage
Director is left powered on. Power will drop on the
controllers when the last Storage Director is
powered off.
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Front Operator Panel (3880 Subsystem)

Figure 6. 3380-JK Operator Panel for 3880 Attachment

The front operator panel has the following controls
and LEDs:

e Unit Emergency switch

¢ AC Power-On LED

s

)

4

3

P/N 4519893 41 Sides EC 476573 30Nov88
© Copyright IBM Corp. 1987, 1988

( . _ j'
STRING DEVICE
. D ADDRESS
« 0]
( STORAGE DIRECTOR ID
2
(“ : PATH
: Al A2
[o] ]
=SAC POWER ON
‘ - CONTROLLER
| Al
[=] =] READY
{ UNI;
‘ POWER ON DEVICES NOT INGTALLED EMERGENCY
POWER
( & &8 0% O oy [ l ENABLE
ENABLE POWER OFF
( POWER OFF] ; g g gDISABLE
L J
[B7624P]3

Controller Power On/Off switches for each
controller

Controller Ready LEDs
Device Enable/Disable switches for each device

Device Ready LEDs
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Unit Emergency Switch

The Unit Emergency switch on the operator panel
is only for emergency power off of the string. It
switches off all power, except 24 Vdc in the A Unit
only, bypassing the normal power-off sequence.

The Unit Emergency switches are normally in the
Power Enable (on) position. In this position,
3380-JK power can be controlled by either the host
system (remote) or the 3380-JK (local).

Warning: Do not use the Unit Emergency switches
to normally power the string off and on. Possible
data loss can occur with the heads landing on the
data surface and not on the park areas of the disk
surface. Use the Controller On/Off switches to
power the string off and on (see Power On/Off
procedures on page REPAIR-25).

AC Power-On LED

The AC Power-On LED is on when line voltage is
present and the AC phase rotation is correct.

Controller Power On/Off Switches

Each controller in an A unit has one Power On/Off
switch. These switches control powering the
controller and the drives On and Off.

Setting either controller power On/Off switch to On
will power on the controller and all the drives in
the string.

Providing one controller power On/Off switch is set
to On, setting the other controller power On/Off
switch to Off will power off that controller but not
the drives in the string.

Setting both controller power On/Off switches to Off

will power off both controllers and all the drives in
the string.

INTRO-8

Controller Ready LEDs

Each controller has one Ready LED. The Controller
Ready LED has four states. The Controller Ready
LED will:

e Be Off when the controller is powered off, a
controller check 1 is active, or a controller
fenced condition exists.

e Blink during a controller or a string power on
sequence. It is normal for the controller ready
LEDs for both controllers to blink at different
rates during a string power on sequence.

¢ Be dim (approximately half brightness) when
the controller is ready and there is no activity.

e Get brighter (approach full brightness) as
activity increases. Flashing or flickering is
normally apparent when there is activity.

Device Enable/Disable Switch

Each device has an Enable/Disable switch. The
switch permits device interrupts from the device to
the storage path. The switch enables or disables
the device from access by the customer program.

If the switch is in the Enable position device
interrupts are permitted across the control
interface (CTL-l).

If the switch is in the Disable position, it disables
interrupts from the device. If the system attempts
to access the disabled device the storage control
responds with INTERVENTION REQUIRED.

If the switch is changed from Enable to Disable, the
device will not be disabled until the device finishes
the current sequence. This permits the device to
complete the current operation before it is
disabled.

If the switch is changed from Disable to Enable, an
HDA attention interrupt is generated. The interrupt
is sent by all storage directors to all the attached
systems.

P/N 4519893 41 Sides EC 476573 30Nov88
© Copyright IBM Corp. 1987, 1988

N
{ .

‘&.; ) /



i

Device Ready LEDs

Each of the sixteen possible devices has one
Ready LED. The LEDs are active only for the
installed devices.

The Ready LED is on when the device is ready for
use but is not being used. When the device is
being used the LED flashes off during seek
operations. Because the seek times of a 3380-JK
are in the millisecond range, the flashing of the
ready LED may not be visible. During periods of
inactivity the Device Ready LEDs will flash off
periodically. The flashing indicates that a SAFE
operation is being performed.

The Ready LED is off when the device is not
available to the customer (disabled) or when an
error condition is present on the device.

P/N 4519893 41 Sides EC 476573 30Nov88
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Front Operator Panel Labels

The following labels are placed on the Front
Operator panel at installation time.

String ID
The physical ID set in the controller. In the
3380-JK all controllers in the string must be
set to the same ID.

String Address
The address of the string (0 or 1).

Storage Director ID (SDID)
The physical IDs of the 3880 storage directors.
A 3880 contains two storage directors and
each storage director has a unique 2
hexadecimal digit SDID. The SDID labels
identify the storage directors connected to
controllers A1 and A2,
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Rear Unit Emergency Power Off Panel (3880 Subsystem)

UNIT EMERGENCY UNIT
SWITCH \ EMERGENCY PATH
POWER [
'?‘ CONTROLLER
I’ ] ENABLE CONTROLLER READY LEDS
POWER OFF Lo
STRING ADDRESS O
"STRING ID ]
SUBSYSTEM 1D ]
.
5000127N

L

Figure 7. 3380-JK Rear Unit Emergency Power Off Panel for 3880 Attachment

The rear unit emergency power off panel has the
following controls and LEDs:

¢ Unit Emergency switch
e Controller Ready LEDs

e Maintenance Device Connector

INTRO-10

Unit Emergency Switch

The Unit Emergency switch on the rear Unit
Emergency Power Off panel is only for emergency
power off of the string. It switches off all power,
except 24 Vdc in the A unit only, bypassing the
normal power-off sequence.

The Unit Emergency switches are normally in the
Power Enable (on) position. In this position,
3380-JK power can be controlled by either the host
system (remote) or the 3380-JK (local).

Warning: Do not use the Unit Emergency switches
to normally power the string off and on. Possible
data loss can occur with the heads landing on the
data surface and not on the park areas of the disk
surface. Use the Controller On/Off switches to
power the string off and on (see Power On/Off
procedures on page REPAIR-25).
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Controller Ready LEDs

Each controller has one Ready LED. The Controller

Ready LED has four states. The Controller Ready
LED will:

e Be Off when the controller is powered off, a
controller check 1 is active, or a controller

fenced condition exists.

e Blink during a controller or a string power on

sequence. It is normal for the controller ready

LEDs for both controllers to blink at different
rates during a string power on sequence.

® Be dim (approximately half brightness) when

the controller is ready and there is no activity.

¢ Get brighter (approach full brightness} as
activity increases. Flashing or flickering is
normally apparent when there is activity.

Maintenance Device (MD) Connector

The MD connector provides the means to

physically connect the maintenance device (MD) to

the 3380-JK.
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Rear Unit Emergency Power Off Panel
Labels

These labels are put on the rear unit emergency
power off panel during installation.

String Address
Label identifying the String Address (0 or 1).

String ID
Label identifying the physical ID set in the
controller. In the 3380-JK all controllers in
the string must be set to the same ID.

Subsystem ID
Not used.

Path
Label identifying the path connected to
controllers A1 and A2.

Controller
Label identifying the controllers, A1 or A2.

Storage Director ID (SDID)
The SDID label locations are not shown on
the panel. The SDIDs identify the storage
directors that are attached to controllers A1
and A2. The SDID labels are placed on the
panel below the path for each controller.
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3380-JK Connected to a 3990 Storage Control

3990 Storage Control Requirements

Note: For 3880 Storage Control
requirements, see page INTRO-3.

Subsystem Configurations

The two controllers in a 3380 AJ4 and AK4 attach to
two 3990 storage paths. Some possible

configurations are:

The 3380-JK connects to all 3990 models. No
special 3990 Features are required. ®

Storage path 0 and storage path 1 in the same
3990 Model 1.

Storage path 0 and 2, or storage path 1 and 3
in the same 3990 Model 2 or Model 3 for a
2-path string.

Storage path 0, 1, 2, and 3 in the same 3990
Model 2 or Model 3, for a 4-path string.

Example of 3380-JK Strings Attached To a 3880 Storage Control

The following figures illustrate some of the ways
that the 3380-JK may be attached to the 3990.
There are many more configurations that may be
used. See the MDM, Volume R30 INST section for
more details.

Figure 8 is an example of four 2-path strings. Two
string pairs are sequentially connected to each of
the paired storage paths in the same 3990 Model 2
or Model 3.

Note: One storage path from each cluster is
attached to each string. Thisis a
configuration requirement, to ensure that
there will be an operational path to each
string if one of the clusters is powered off.

3990 Storage Control
Cluster 0

spo | spl

Cluster 1
SP2 SP3

— |

(=1

A1 [ a2 | | a1 ] Az
AK4 AJG
B B
B B
B B
Figure 8. Intermixed 2-path Strings Attached to a 3990

INTRO-12

AL | A2 AL | A2
T ane | [T AEe ]
B B
B B
B B
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Figure 9 is an example of two 3380-JK 4-path
strings sequentially connected to the paired
storage paths in the same 3990 Model 2 or Model
3.

3990 Storage Control
Cluster 0 Cluster 1

spo | sP1 sp2 | sP3

Figure 9. 3380-JK 4-path Strings Attached to a 3990

Figure 10 is an example of a 3380-JK 4-path string Note: One storage path from each cluster is
and two 2-path strings sequentially connected to attached to each 2-path string. This is a

two paired storage paths in a 3990 Model 2 or configuration requirement. It is required to
Model 3. ensure that there will be an operational path
to each 2-path string if one of the clusters is
powered off.

el R e Bl e Y

3990 Storage Control
Cluster 0 Cluster 1

sPo | SP1 sp2 | sP3

— | |
B|B|B|{a1|A2[A3]|AG|B|B|B

AJ4 | AK4
1 I_ | I

m[az] [ sz

AE4 AD4G

R

AmAs A A -~
.

e Figure 10. Intermixed 4-path and 2-path Strings Attached to a 3990.
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3380-JK String and Port Configurations (3990 Subsystem)

The 3380-JK has two maximum string
configurations, one for 2-path and one for 4-path
when attached to a 3990. Figure 11 represents the

3380-JK 2-Path String Configuration

3380-JK maximum string configuration for 2 path.
Figure 12 on page INTRO-15 represents the
3380-JK maximum string configuration for 4 path.

TT the 3990 Storage ContTol

2—path configurations have a Ctlr. Al Ctlr. A2
maximum of 16 devices per string.
Port Port
0123 0123
A-Unit
Frame 01 [ T T bl B
Dev. Dev Dev. Dev.
00 01 02 03
[ ] I -
B—Unit
Frame 02 Dev. Dev. Dev. Dev
04 05 06 07
i | |
B—-Unit
Frame 03 Dev. Dev. Dev. Dev.
038 09 OA 0B
I | L
B—Unit
Frame 04 Dev. Dev. Dev. Dev. Note: DPS is not installed in
oC 0D 0E OF ‘ the 3380—-JK when attached
to a 3990 Storage Control.

Figure 11. 2-Path String Configuration

INTRO-14
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3380-JK 4-Path String Configuration

SUBSTRING 0

To the 3990 Storage Control

9—path configurations have a maximum Ctlr. Al Ctlr. A2
of 32 devices per string. Port Port
3 4 | 3 6
0121715 0|27 5|
T
Al—4
— L—A2—4
A-Unit — A3
Frame 01 [ 1 T i J— —AG—0
Dev. Dev. Dev. Dev.
00 01 02 03
— Al-5
B I P ¢
| 1 1 I A4—1
B—-Unit
Frame 02 Dev. Dev. Dev. Dev.
04 05 06 07
— Al—6
o —
[ T 1 [ AG—2
B-Unit
Frame 03 Dev. Dev. Dev. Dev.
038 09 0A 0B
— Al-7
11 A2—7
ﬁ3—3
[ | | | A4—=3
B—-Unit
Frame 04 Dev. Dev. Dev. Dev.
(1] 0D 0E OF
Figure 12 (Part 1 of 2). Full 4-Path String Configuration
P/N 4519893 41 Sides EC 476573 30Nov88 INTRO-15
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To the 3990 Storage Control

SUBSTRING 1

Ctlr.
13 |
0]2 0
1l i
Al—-4
A2—-
A3—-Q— A-Unit
AG—0 I ll ll 1 Frame 11
Dev. Dev. Dev. Dev.
10 11 12 13
Al—-5 —
A2—-5
A;—l
A1 1| I I |
B-Unit
Dev. Dev. Dev. Dev. Frame 12
14 15 16 17
Al—6 —_—
AS 2
A4-2 | | [ 1
B—-Unit
Dev. Dev. Dev. Dev. Frame 13
18 19 1A 1B
Al-7 e
At
. |
AG—3 rl I I 1
B-Unit
Dev. Dev Dev. Dev Frame 14
1C 1D 1E 1F

Figure 12 (Part 2 of 2).

INTRO-16

Full 4-Path String Configuration
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3380-JK Port Configurations (3990 Subsystem)

A string of 3380-JK devices consists of one or two ®  Only 4-path subsystems have a second

substrings.

Al Controller CDP Interface

..............

substring (CDPSS1).
e Each substring contains four ports.

o Each port connects to four devices in one unit.

1st A-Unit Devices

------------------------------

Port 0 —A1— —Al
A2—| DEV A2— DEV
CDPSSO | . A3— 00 A3— 02
CARD Port 1 AG— AG—
2 Path | Port 2 -
or
4 Path | .
Port 3 A1 A1
A2— DEV A2—| DEV
A3— 01 A3— 03
AG— AG—
To 1st B Unit (DEV 04 — 07)
. To 2nd B Unit (DEV 08 — 0B)
. To 3rd B Unit (DEV 0C — OF)
. 2nd A-Unit Devices
Port 6 . —Al— —A1—
A2— DEV A2—| DEV
cDPssl | . A3— 10 A3— 12
CARD Port 5 AG— AG—
4 Path | Port 6
Only
Port 7 A1 A1
A2— DEV A2—| DEV
. A3— 11 A3 13
. AG—] AG—

..............................

To 4th B Unit (DEV 14 - 17)
To 5th B Unit (DEV 18 — 1B)

Figure 13. Port Configuration

P/N 4519893 41 Sides EC 476573 30Nov8s
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To 6th B Unit (DEV 1C — 1F)
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Dynamic Path Selection (DPS)

When the 3380-JK is attached to the 3990 storage
control, the DPS function is moved from the
controllers to the Shared Control Array (SCA) in
the 3990. The SCA controls tie breaking between
storage paths and records information about
devices that are shared between controllers. The
information contained in the Shared Control Array
is duplicated in each storage cluster in that
subsystem.

Device Level Selection (DLS)

Each model 3380-JK has Device Level Selection
(DLS). DLS provides an independent path from
each controller to each device in a string. While
one controller is controlling a device, another
controller can control any other device in the same
string. This capability permits the transfer of data
from more than one device at the same time.

Four Path

The 4-path feature provides four controller paths to
each DASD in the string. The Shared Control Array
(SCA) in the 3990 storage control, along with a Path
Interrupt Table in each device, coordinate the
necessary information for the four paths to each
device.

Four path combines two 2-path 3380-JK A units and
adds another CDPSS card (ports 4-7) 1o each
controller. Each A unit is built to attach B units
from either side. This allows both A units to be
bolted together and have the operator’s panel from
each A unit facing the same direction. The eight
ports can control 32 devices. Each B-board and
R/W channel board receives cables from all 4
controllers.

The maximum 4-path configuration is 32 devices in
string 0 and 32 devices in string 1. This requires a
64 address range on a 64 address boundary. A
substring is an A1 and A2 controller and its
associated B units for substring 0 (00-0F or 20-2F)
or an A3 and A4 controller and its associated B
units for substring 1 {10-1F or 30-3F).

INTRO-18

Control Interface Fencing

The 3990/3380-JK subsystem supports the same
control interface fencing provided on earlier
models of the 3380. Control interface fencing is an
operation that results in a failing controlier being
partitioned off a Director Device Connection (DDC)
so that it does not interfere with the operation of a
second controller on the same DDC.

A controller is fenced off when an operation to it
causes a permanent controller check-1 condition.

Subsystem Fencing

In addition to control interface fencing there is
another level of fencing performed when the
3380-JK is attached to a 3990 in 4-Path mode.

Subsystem initiated fencing automatically removes
failing components from a 4-path 3990/3380-JK
suitbsystem, by altering the selection path to a
device.

The fencing action results in a path to a device
being made unavailable to the host processor.
This prevents recurring path related error
conditions from being posted in the system
Environmental Recording Data Set (ERDS) and
degrading system perfcrmance. In addition,
subsystem fencing permits better identification of
the failing hardware or media in console messages
and EREP reports.

Subsystem fencing can be initiated by any one of
the four storage paths in the 3990 4-path
subsystem. Three levels of fencing are possible:
Channel, Storage Path, and Device fencing. Each
level of fencing has its own set of error and usage
counters. When an error counter overflows, a
process is started that can result in a permanent

subsystem fence by the storage control to a path or

subsystem component.

A permanent device fence is reported as a Format
0 message 3 with message to operator bit on. The
system operator is notified of the fence condition
by a console message generated from the Format 0
sense data.

P/N 4519893 41 Sides EC 476573 30Nov88
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Reset of a fenced condition should only be
attempted upon completion of a repair action as
directed by the 3380-JK maintenance package. The
following list defines the methods for resetting a
fenced condition:

e Using the MD Main Menu option 2: End of Call.
® Pressing the storage path restart switch.

¢ |ssuing a Resume Command at the 3990
maintenance panel.

® Using the ICKDSF control command with the
CLEARFENCE parameter.

® Performing an IML of the fenced storage path.

Quiesce | Resume Storage Path

Quiesce storage path and Resume storage path
are functions provided by a 4-path 3990 subsystem.
These functions, which can be invoked at the 3990
maintenance panel, provide the ability to service a
CTL-l without impacting the other storage paths in
a 4-path 3990 subsystem. (This includes the
non-disruptive install/remove of strings).

The Quiesce storage path command is entered at
the 3990 maintenance panel. Under control of the
3990 support facility {SF), the storage path is fenced
and all host activity is internally routed through
another storage path. The Quiesce storage path is
not successful if an alternate storage path to the
devices is not available. A message is sent to the
operator identifying the part of the subsystem that
has been quiesced. This is an informational
message and no action is required by the system
operator. With the path quiesced, maintenance can
be performed on the CTL-I.

Following a repair action the Resume storage path
command is entered at the 3990 maintenance panel
to remove the internal storage path fence
condition.

P/N 4519893 41 Sides EC 476573 30Nov88
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Quiesce and Resume Controller

Quiesce Controller and Resume Controller are
functions provided by a 3990 DASD subsystem.
Quiesce controller can be used on active 2-path,
4-path, and mixed 4-path/2-path subsystems. This
function is invoked at the 3990 maintenance panel.
It provides the ability to service a controller, but
not the CTL-I, without impacting the subsystem.

The 3990 support facility (SF) upon processing the
Quiesce Controller command, fences the selected
controlier. No host activity will be routed to that
controller. All errors developed by the selected
controller are not recognized or reported by the
functional code. With the controller quiesced,
maintenance can be performed without impacting
the other controllers operations on the CTL-L
Diagnostic routines can continue to detect all of the
errors on a controller that is quiesced.

Following a repair action, a Resume Controller
command removes the internal controller fence
condition.

For further information, see the MNT PNL section of
the 3990 maintenance documentation.

Power Sequencing

Power on control is provided by the 3990 when the
power control cable is connected from the 3990 to
the 3380-JK, and the 3380-JK Local/Remote switch
is in the Remote position.

When either cluster in the 3990 is powered on, the
controllers attached to positions D2 to D8 in the
3990 will power on. Ten seconds later the
controllers attached to positions D10 to D16 in the
3990 will power on.

The clusters may be powered off without dropping
power on the controllers if any cluster is left
powered on. Power will drop on the controllers
when the last cluster is powered off.
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Front Operator Panel (3990 Subsystem)

Figure 14 shows the A unit operator panel for a
2-path 3990 attachment.

Figure 15 on page INTRO-20 shows the second A
unit operator panel for a 4-path 3990 attachment.

The first A unit operator panel for a 4-path 3990
attachment is not shown. It is the same as
Figure 14 except the label under PATH indicates
FOUR PATH instead of TWO PATH.

Figure 14. 3380-JK Operator Panel for 2-Path 3990 Attachment

The front operator panel for 2-path 3990 attachment
has the following controls and LEDs:

¢ Unit Emergency switch
e AC Power-On LED

¢ Controller Power On/Off switches for
controllers A1 and A2

INTRO-20

L ]

'f j‘
STRING DEVICE
1D IA:DIDRESS [ 1
READY
SUBSYSTEM I.D. ENABLE
1 DISABLE
PATH
Al A2 ©3  READY
] ] —* ENABLE
[ Two PATH | [__IDISABLE
| ] ==AC POWER DN
CONTROLLER - 09
Al A2 = =3 =3 3 READY
N I === =
DISABLE UNIT
POWER ON DEVICES NOT INSTALLED EMERGENCY
POWER
oL O 0E  OF .o r ] ENABLE
| I ‘ IENABLE POWER OFF
POWER OFF] g g DISABLE
\ A
A7625P

Controlier Ready LEDs

Device Enable/Disable switches for devices 00
through OF

Device Ready LEDs
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STRING DEVICE
( ' 1D ADDRESS l 1
& & B peaoy
( SUBSYSTEM I.D == = é =) ENABLE
1 1 [Ip1sasLE
( [ ]
’ PATH
A3 AY & 22 28 D ey
| e =1=1=1=/"
L
( [ Four PATH ] = DISABLE
l : T=AC POWER ON
( ' CONTROLLER 18 19 1A 8
A3 Ay = == = =3 READY
N = = =] =
{ DISABLE UNIT
POWER ON DEVICES NOT INSTALLED EMERGENCY
POWER
g ) dE  AD JE IF ooy [ LI ENABLE
) l l l l I I | IENABLE POWER OFF
( . POWER OFF] DISABLE
\_ J
i 7626P]

Figure 15. 3380-JK Second A unit Operator Panel for 4-Path 3990 Attachment

The second A-unit front operator panel for 4-path o Controller Power On/Off switches for
3990 attachment has the following controls and controllers A3 and A4
LEDs:

e Controller Ready LEDs
¢ Unit Emergency switch
e Device Enable/Disable switches for devices 10

e AC Power-On LED through 1F

® Device Ready LEDs

INTRO-21
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Unit Emergency Switch

The Unit Emergency switch on the operator panel
is only for emergency power off of the string. It
switches off all power, except 24 Vdc in the A Unit
only, bypassing the normal power-off sequence.

The Unit Emergency switches are normally in the
Power Enable (on) position. In this position,
3380-JK power can be controlled by either the host
system (remote) or the 3380-JK (local).

In 4-path configurations the Unit Emergency
Switches in each A unit are interlocked. That is,
either switch will power off both substrings.

Warning: Do not use the Unit Emergency switches
to normally power the string off and on. Possible
data loss can occur with the heads ianding on the
data surface and not on the park areas of the disk
surface. Use the Controlier On/Off switches to
power the string off and on (see Power On/Off
procedures on page REPAIR-25).

AC Power-On LED

The AC Power-On LED is on when line voltage is
present and the ac phase rotation is correct.

Controlier Power On/Off Switches

Each controller in an A unit has one Power On/Off
switch. These switches control powering the
controller and the drives On and Off.

Setting either controller power On/Off switch to On
will power on the controller and all the drives in
the string. In 4-path configurations, powering on
any one of the controlliers will power up all the
drives in the string.

Providing there is at least one controller power
On/Off switch set to On, setting another controlier
power On/Off switch to Off will power off that
controller but not the drives in the string.

Setting all controller power On/Off switches in the

string to Off will power off all controllers and all the
drives in the string.

INTRO-22

Controller Ready LEDs

Each controller has one Ready LED. The Controller
Ready LED has four states. The Controller Ready
LED will: :

® Be Off when the controller is powered off, a
controller check 1 is active, or a controller
fenced condition exists.

e Blink during a controller or a string power on
sequence. It is normal for the controller ready
LEDs for both controllers to blink at different
rates during a string power on sequence.

¢ Be dim (approximately half brightness) when
the controlier is ready and there is no activity.

@ Get brighter (approach full brightness) as
activity increases. Flashing or flickering is
normally apparent when there is activity.

Device Enable/Disable Switch

Each device has an Enable/Disable switch. The
switch permits device interrupts from the device to
the storage path. The switch enables or disables
the device from access by the customer program.

If the switch is in the Enable position device
interrupts are permitted across the control
interface (DDC).

If the switch is in the Disable position, it disables
interrupts from the device. If the device is
accessed by the customer program, Intervention
Required is generated.

If the switch is changed from Enable to Disable, the
device will not be disabled until the device finishes
the current sequence. This permits the device to
complete the current operation before it is
disabled.

If the switch is changed from Disable to Enable, an
HDA attention interrupt is generated. The interrupt
is sent by all storage paths to all the attached
systems.
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Device Ready LEDs

Each of the thirty-two possible devices has one
Ready LED. The LEDs are active only for the
installed devices.

The Ready LED is on when the device is ready for
use but is not being used. When the device is
being used the LED flashes off during seek
operations. Because the seek times of a 3380 are
in the millisecond range, the flashing of the ready
LED may not be visible.

During periods of inactivity the Device Ready LEDs
will flash off periodically. The flashing indicates
that a SAFE operation is being performed.

The Ready LED is off when the device is not
available to the customer (disabled) or when an
error condition is present on the device.

P/N 4519893 41 Sides EC 476573 30Nov88
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Front Operator Panel Labels

The, following labels are placed on the front
operator panel at installation time.

String ID
The physical ID set in the controller. In the
3380-JK all controllers in the string must be
set to the same ID.

Address
The address of the string (0 or 1).

Subsystem ID (SSID)
The Subsystem ID is an assigned number that
identifies the physical components of a logical
DASD Subsystem.

Sense byte limitations for 3380-JK require that
all subsystem IDs must have “00” as the first
two characters of the ID.

When looking at sense data for devices
attached to 3990, 32 bytes will be displayed.
Byte 21, the SSiD, is the same for all paths
attached to a particular device. Byte 21 is the
low order byte of the SSID.

The operator panel has an area for only one
SSID number on either a 2-path or 4-path
panel when attached fo 3990. When 2-path
string(s) are attached to a four path string all
strings have the same SSID number and are
within one contiguous 64 address range. The
2-path string attached to 3990 paths 0 and 2
will have the lower of the 16 address range
and if another 2-path string is attached to
3990 paths 1 and 3 they will occupy the higher
16 address range.

Configurations without 4-path strings will be
in 2-path mode. Paths 0 and 2 will have one
SSID number and paths 1 and 3 will have
another SSID number.

Path

The storage path (0, 1, 2, or 3) in the 3930 that
is attached to controller A1, A2, A3, or A4,
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Rear Unit Emergency Power Off Panel (3990 Subsystem)

UNIT EMERGENCY
SWITCH \

L

UNIT
EMERGENCY PATH
POWER L
CONTROLLER
r ] ENABLE CONTROLLER reADe LEDe
' POWER OFF LJora
STRING ADDRESS |
STRING ID /™
SUBSYSTEM ID ]
5000127N

Figure 16. 3380-JK Rear Unit Emergency Power Off Panel for 3990 Attachment

The rear unit emergency power off panel has the
following controls and LEDs:

® Unit Emergency switch
e Controller Ready LEDs

* Maintenance Device Connector

INTRO-24

Unit Emergency Switch

The Unit Emergency switch on the rear unit
emergency power off panel is only for emergency
power off of the string. It switches off all power,
except 24 Vdc in the A unit only, bypassing the
normal power-off sequence.

The Unit Emergency switches are normally in the
Power Enable (on) position. In this position,
3380-JK power can be controlled by either the host
system (remote) or the 3380-JK (local).

In 4-path configurations the Unit Emergency
Switches in each A unit are interlocked. That is,
either switch will power off both substrings.

Warning: Do not use the Unit Emergency switches
to normally power the string off and on. Possible
data loss can occur with the heads landing on the
data surface and not on the park areas of the disk
surface. Use the Controller On/Off switches to
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power the string off and on (see Power On/Off
procedures on page REPAIR-25).

Controller Ready LEDs

Each controller has one Ready LED. The Controller
Ready LED has four states. The Controller Ready
LED wilt:

e Be Off when the controller is powered off, a
controller check 1 is active, or a controller
fenced condition exists.

e Blink during a controller or a string power on
sequence. It is normal for the controller ready
LEDs for both controllers to blink at different
rates during a string power on sequence.

e Be dim (approximately half brightness) when
the controller is ready and there is no activity.

¢ Get brighter (approach full brightness) as
activity increases. Flashing or flickering is
normally apparent when there is activity.

Maintenance Device (MD) Connector

The MD connector provides the means to
physically connect the maintenance device (MD) to
the 3380-JK.

P/N 4519893 41 Sides EC 476573 30Nov88
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Rear Unit Emergency Power Off Panel
Labels '

The following labels are placed on the rear unit
emergency power off panel during installation.
These labels have the same meaning as the
corresponding Front Operator Panel labels
described on page INTRO-23.

String Address
Label identifying the String Address (0 or 1).

String ID
Label identifying the physical ID set in the
controller. In the 3380-JK all controllers in
the string must be set to the same ID.

Subsystem ID (SSID)
Label identifying the subsystem identifier
when attached to 3390.

Path
Label identifying the storage path connected
to controller A1, A2, A3, or A4,

Controller
Label identifying the controllers connected to
3990 storage paths 0, 1, 2, or 3.
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Device Characteristics Summary

Access Mechanisms
per unit

Cylinders .
per access mechanism
ata
Alternate data
CE

Diagnostic

Data Tracks
per cylinder A
per access mechanism

Maximum Data Capacity

in bytes:
per track

. per cylinders

in Mbytes: .
per access mechanism
per unit
per G—unit string

G—path configuration:
per 8—unit string

Models
AJ4 and BJ4

» Mb
10,083 Mb
20,166 Mb

Figure 17. Characteristics of the 3380-JK Models
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Track Layout - Models AJ4 and BJ4

Physical Logical
Outer Diameter (0D) Data Data
Track Track
Decimal Decimal
-11
-10
Guard |
Band —
Quter —4
Diameter
(G?OD) -3 -3
| —1I -2
-1
0 0
|
884 384
885 885
886%
887x
| 888x
889 886
Guard 890 887
Band—
Inner 891 888
Diameter
(GBID) 892 889
893 890
|—1 894
895
896

Inner Diameter (ID)

* 3380-J has 3 buffer cylinders between the
alternate cylinder and the CE cylinder. These
cylinders are not accessible from the system. If the
system attempts to access the CE cylinder (886) the
access mechanism will be positioned at physical
cylinder 889 (logical cylinder 886). The home
addresses on the buffer cylinders are flagged as
defective with no alternate assigned.
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Logical
Data
Track
Hex |
Head
Landing
Zone
Reserved

FFFD HA Map

Reserved
0 |
Customer
Data
374 |
375 Alternate
Buffer
376 CE
377x%xx
378%x
Diagnostic
379x%x
37 A%x
Required
or
servo

*% Diagnostic cylinders are accessible only by the
diagnostics. They cannot be accessed from the

system.
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Track Layout - Models AK4 and BK4

Quter
Diameter
(GBOD)

Guard
Band—
Inner
Diameter
(GBID)

Outer Diameter (0D)

Physical
Data
Track
Decimal

-11

-10

2654

2655

2656

2657

- 2658

2659

2660

2661

2662

2663

2664

Inner Diameter (ID)

%* 3380-K has 2 buffer cylinders between the
alternate cylinder and the CE cylinder. These
cylinders are not accessible from the system.
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2665

*¥% Dijagnostic cylinders are accessible only by the

Logical
Data
Track
Decimal

2669
26638
2667

2654
2655
2656
2657
2658
2659
2660
2661
2662

Logical
Data
Track
Hex

A6D
A6C
A6B

000

A5E
ASF
A60x%
A61%
A62
A63%x
A6 GXXx
A6 5%x%
A66xx

Héad
Landing
one

Reserved

HA Map

Reserved

Cuslomer
D?ta

Alternate

Buffer

CE

Diagnostic

Required
for
servo

diagnaostics. They cannot be accessed from the

system.
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Disk, Arm, and Head Layout

-~
N

(«3 [.ArmLeft ﬁﬁ;ess MgﬁmanismArT]
I B R B
‘ .
—~ = = - = = — = =
( piiBleiiciahialaliia
) L
( 2] [l Do)l [o]fe] [3]
1
i
(" Drive
| Pulley l
{
!
{
( 2 Ol ElE EEE
‘,
( ollisleliiaialiizialia
“' - - L] - - - L. - L
(i" ldérm! I grml | érml -l érgl
- Right Access Mechanism Note:

Head F is the servo head.

.
( ) Figure 18. Arms, Heads, and Disks in the HDA
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Servo System

The tracks on the 3380-K are spaced closer
together than other 3380 models. The servo control
loop now contains a digital control processor. The
addition of the micro-processor provides improved
control of the servo system.

Data Check Detection and Correction

A record is partitioned into subblocks. For each
subblock there is a set of check bytes. These
check bytes are used for the first-level ECC
detection and correction. As in other 3380 models
there are check bytes at the end of each record. In
3380-JK these bytes are used for second-level ECC
detection and correction.

The additional check bytes used for first-level
detection and correction do not decrease the
maximum data capacity of the track.

This scheme provides for detecting and correcting
multiple defects within a single record. ECC
correction including data area ECC correction is
always performed in the storage control buffer by
the storage control. In previous 3380 models data
area ECC correction was performed by the host.

Single data area correction is done in the storage
control. The method of reporting data checks is
different from previous 3380 models. Both first-level
and second-level correctable data checks are
reported in the format 4 sense data. The format 4
symptom codes (4xxx) in sense bytes 22 and 23
have been modified to provide additional
information about the data check.

INTRO-30

Switches and Indicators

A1 Board Voitage and Clock LEDs

Controller Controller
A2 7 A4 Al 7 A3
0 |— +5 V —] O
0 |— Clock —| O
0 |—-5V——]0
0|--4.25v—| 0
01A-AlL4 01A—-A1M4G

Each controller has Voltage LEDs that show +5V,
-5V, and -4.25V. The Voltage LEDs come on when
the Controller Power On/Off switch is on.

Each controller also has a Clock LED. When the
controller clocks are running, the clock LEDs are
slightly dimmer than the voltage LEDs. If a clock
LED is off or is at the same brightness level as the
voltage LED, it means the clock is stopped.
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B1 Board Power Card LEDs

Front Rear
Drive Drive
0 |— Left Sequencer Status —| 0
0 +5/24 V Common 0
0 +5 V Common 0
0 |— Right Sequencer Status —| 0
B1G2 B1R2
0 |— Left Device Ready 0
0 |— Left Switch Enabled 0
0 |— Right Switch Enabled —| 0
0 |—— Right Device Ready —/8| 0
B1G3 ‘ B1R3

Each B1 Board has LEDs showing Left and Right
Sequencer status, +5/24V Common, +5V
Common, Left and Right Device Ready, and Left
and Right Switch Enabled for each drive.

After initial power on, the Sequencer Status LEDs
for all 3380-JK models should come on for a few
seconds then flash approximately 3 minutes while
the heads are sweeping across the disk surface.
The Sequencer Status LED is on continuously and
is not flashing after the device becomes ready.
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B1 Board - PESIPROM Card LEDs

Left Right
Front Front
Device Device

0 |]— +l15 Vv —j| O

0|]—+5 V——|] O

0| —-5VvV——| 0O

0 |—-15Vv —}| O
B1D3 B1K3
Left Right
Rear Rear
Device Device

0 |— +#15V —1| O

0 |—+5V—| O

O }j—-5V—| 0

0 |—-15 Vv —1| O
B1IN3 B1U3

Each B1 board has LEDs showing +15V, +5V, -5V,
and -15V. There is one row of LEDs on each
PES/PROM card for each actuator (device).

Phase Rotation LEDs

The phase LEDs are located on the primary power
box in the A unit (see the LOC section in the MIM,
Volume R10). If the Green Phase LED is on, all ac
input line voltages are present and phasing is
correct.

If the Red Phase LED is on, all ac input line
voltages are present and the phasing is wrong, or
phase C is missing.

If both Phase LEDs are off, at least one of the input
voltages is missing or CB200 is tripped.
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Controller Voltage Regulator Card LEDs

Each controller power supply contains a Controller
Voltage Regulator Card with a +1.7 UV LED and a
+ 5V Special UV LED.

The controller voltage regulator cards are located
in the controlier power supplies at the front of each
A unit.

The Controller Voltage Regulator Card LEDs are
normally off. When the corresponding controller is
turned off or when an error prevents the controller
from completing the normal power-on sequence
the Controller Voltage Regulator Card LEDs will
turn on.

24 Vdc Panel - A and B units

/—'\—/\—'—f\"’/\-—/\/\/\

Controller Power Supply Circuit Protectors

Each controller power supply (there are two
controller power supplies in an AJ4 or AK4 unit)
has three circuit protectors:

CP305 Protects the +5Vdc to the controller
power supply regulator card and to the
A1/A3 or A2/A4 controller.

CP306 Protects the +8.5Vdc to the controller

power supply regulator card and to the
A1/A3 or A2/A4 controller.

CP307 Protects the -8.5Vdc to the A1/A3 or A2/A4
controller.

S

& 50000 & 0 &

—

DO NOT
TgRN

* SHUB86 «CPY410 » P41 * SWUB7 8

» CP406 CPyQ7 CP408
LLOWER 24 v 24 Vv FRT RR REMOTE CNTL 1 CNTL 2 REMOTE
. .
- - o —
» CONTAINED IN THE A UNIT ONLY ASOBUL

Figure 19. 24 Vdc Panel for A and B Units

The 24 Vdc Panel is located in the rear of the unit
to the left of the Single Actuator Maintenance
panel. The 24 Vdc panel contains the foliowing
circuit protectors and switches:

CP404 CP404 will trip when a blower motor
thermal circuit problem exists.

CP405 Protects the +24 Vdc circuit to CP404,
CP407, and CP408. The +24 Vdc from
CP405 provides voltage to CP404, CP407,
and CP408.

INTRO-32

CP406%* Protects the +24 Vdc to the Unit
Emergency Power On/Off switch circuit.
CP406 also protects the surge complete
relay (K415) and the Phase LED Detection
circuits.

CP407 Protects the +24 Vdc to the thermal in the

front motor start assembly (MSA), the front
motor thermal, and the front belt guard
switch. If an open condition exists in this
circuit, CP407 will trip, shutting off +24
Vdc to the front motor run relay (K418) and
front motor brake relay (K416).
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CP408

SwW486%*

CP410%

{

1\

8
C

Protecls the -+24 Vdc to the thermal in the
rear motor start assembly (MSA), the rear
motor thermal, and the rear belt guard
switch. If an open condition exists in this
circuit, CP408 will trip, shutling off +24
Vdc to the rear motor run relay (K419) and
rear motor brake relay (K417).

Local/Remote switch for controller A1. In
the Local position, 4-24 Vdc Source for
power sequencing is provided through the
Local/Remote switch. In the Remote
position, +24 Vdc source for power
sequencing is provided through the power
control cable and relay contacts in the
altached slorage control.

Protects the +24 Vdc to the A1 Controller
Power On/Off swilch. The +24 Vdc from
the A1 controller On/Off switch is
distributed to the A1 controller regulator

P/N 4519893 41 Sides EC 476573 30Nov88
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CP411*

card in the controller A1 power supply and
picks the A1 controller power relay (K217).

Protects the +24 Vdc to the A2 Controller
Power On/Off switch. The +24 Vdc from
the A2 controller On/Off switch is
distributed to the A2 controller regulator
card in the controller A2 power supply and
picks the A2 controller power relay (K218).

SW487% Local/Remote switch for controller A2. In

the Local position, + 24 Vdc Source for
power sequencing is provided through the
Local/Remote switch. In the Remote
position, +24 Vdc source for power
sequencing is provided through the power
control cable and relay contacts in the
attached storage control.

* The switch or circuit protector is on the 24 Vdc

panel of 3380 Model AJ4 and AK4 units, but not on
BJ4 or BK4 units.
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Single Actuator Maintenance (SAM) Control

Panel - A and B Units
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Figure 20. Single Actuator Maintenance Control Panel - A and B Units

The single actuator maintenance panel (CE power
sequence panel) has the following controls:

® Motor On/Off switches (SW691, SW692)

* +5V Common Circuit Protectors (CP602,
CP622)
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e Logic Enable/Disable switches (SW693, SW694,
SW695, SW696)

e (Other Circuit Protectors (CP603 to CP608,
CP613 to CP616, CP623 to CP626, and CP633 to
CP636)
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Motor ON/OFF Switch

The Motor On/Off switch controls the front or rear
HDA drive motor. With the switch on, the motor is
powered on and off through normal power on/off
sequence. If the switch is off, the motor is
prevented from a normal power on.

If the switch is set to Off when the motor is running,
the motor will power off.

+ 5 Volt Common Circuit Protectors

The +5V Common Circuit Protectors (CP602,
CP622) protect the power cards.

CP602 controls the +5V to B1G2.
CP622 controls the +5V to B1R2.

Logic Enable/Disable Switches

Each actuator has one Logic Enable/Disable switch
to permit single actuator maintenance.
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Actuator Circuit Protectors

Each actuator has a set of circuit protectors that
protect the associated logic circuits from excessive
current levels. The Circuit Protectors are used for
single actuator maintenance.

Device
Front HDA Rear HDA
Voltage| Left Right Left Right
+/-36v CP603 CP613 CP623 CP633
+/~15v CP604 CP614 CP624 CP634
—5v CP605 CP615 CP625 CP635
+5v CP606 CP616 CP626 CP636

Warning: Never power off the CPs for both devices
on the same HDA without powering off the drive
first. Machine damage will result (see Power
On/Off procedures on page REPAIR-29).

Warning: Never power off the CPs (CP603 through
CP636) for more than two actuators (devices)
without powering off the entire unit. Machine
damage will result (see Power On/Off procedures -
on page REPAIR-29).

Warning: When powering off a drive, NEVER power
off the CPs for either of the associated actuators
before turning off the Motor Switch. Machine
damage will result (see Power On/Off procedures
on page REPAIR-28).
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Undervoltage Detection

The 3380-JK provides undervoltage detection for
voltages available on the A1 and B1 boards as
follows:

A1 Board, +5 volts and +8.5 volts
B1 Board, +/-5 volts and +/-15 volts

Undervoltage detection provides a means of
identifying marginal voltages. An undervoltage
condition by itself will not cause an equipment
check condition.

An undervoltage condition will only be reported
when it occurs in conjunction with a controller
check-1, controller check-2, device check-1, device
check-2, or data check. ‘

The maintenance package assigns a higher priority

to undervoltage check conditions and it analyzes
them before attempting to analyze other failures.
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Service Call Strategy
The service call strategy for the 3380-JK models is:

e Collect all available information from EREP and
console messages.

e Determine if corrective action is required.

® Prioritize Symptom Codes.

® Locate the failing string and devices.

¢ Determine the probable failing unit.

® Perform a physical inspection of the machine.

e Vary offline (if possible) all required devices on
all required paths.

e Attach the maintenance device (MD) to the MD
connector in the 3380-JK A unit.

¢ Set the devices to be serviced in CE mode.
® Run the diagnostics.

® Analyze the SENSE data from the system or
error log if the diagnostics do not fail.

® Begin problem analysis and follow instructions
displayed by the maintenance device (MD).
See the PSG, beginning with page MD-1).

e Follow correct power off/on, and repair
procedures.

¢ Reset CE mode for all devices at the end of the
call.

e Reset Write Inhibit and Fenced conditions in the
Storage Control if they exist.
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EREP and Console Messages

The primary method of defining the failure type and
boundary is by reviewing EREP reporis and console
messages. EREP is an important tool that must be
in place and running when it is needed for the
analysis of DASD problems.

The maintenance package for the 3380-JK requires
the use of the Environmental Recording, Editing,
and Printing (EREP) program at release 3.3.2 or
later. If your customer has not installed EREP at
release level 3.3.2 or later, provide the assistance
necessary to help get it instalied.

The EREP System Exception Reports (SYSEXN) are
used by this maintenance package for analysis of
3380-JK problems. The customer should normally
run the System Exception reports on a daily basis.
For information on running the EREP System
Exception reports, see Environmental Record
Editing and Printing Program: User’s Guide and
Reference, GC28-1378.

For information about EREP reports, see “EREP
System Exception Reports” on page PROG-1.

Physical Identifiers

The physical identifier reporting format has
changed from previous DASD models (SS-CC-DD).
The format for 3380-JK is “CC.P-DD” where:

CC = Controller String ID
With 3380-JK, all controllers in the same
string must have the same ID.

P = Path

DD = Device

In EREP, the CC.P-DD is defined as a physical
address and is used to locate the failing string,
path, and device. At installation, strict guidelines
are given to properly label the 3380-JK A-unit
operator panel with the necessary information.

The DASD Symptom Code Summary report in EREP
also has a new heading “SSID-STRING” where:

SSID = Subsystem ID from sense byte 21.
STRING = String address (0 or 1) from sense byte
4, bit 2.
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Maintenance Device (MD)

The maintenance device (MD) is a maintenance
tool to be used under the direction of this manual.
There are eight basic functions provided.

¢ Set/Reset CE Mode

Permits you to set or reset CE mode in all
storage paths or storage directors for the
specified devices. CE mode causes the storage
path or storage director to present ‘Intervention
Required’ to any system that tries to access the
specified devices.

¢ Run Diagnostics

Permits you to run a specified diagnostic
sequence. Nine options are available.

® Error Log Function
Permits you to perform the following:

— Transfer the contents of the error logs to
the MD.

— Merge the transferred logs.

— Search the contents of each transferred log
or the merged log.

— Analyze specific log entries.

— Change the error log mask.

— Erase (reset) the contents of the error log
in each storage director or storage path.

¢ Analyze Symptom Code

Permits you to analyze a symptom code that
you entered into the MD.

® Review
Permits you to review the following:

— Devices set in CE mode.

— The last four diagnostic errors previously
displayed.

— The contents of the error logs.

— The last repair action previously displayed.

— HA scan results
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® Diagnostic Aids

Permits you to run any diagnostic and to enter
parameters.

® End of Call

Displays the status of the storage control and
permits you to reset CE mode, reset write
inhibit conditions, and (for 3990 storage control
only) reset fenced conditions. Refer to “RMAP
0350: End of Call” on page REPAIR-15.

Error Log

The MD permits you to review error log entries that
are contained in the two storage paths or storage
directors attached to the 3380-JK. The error logs
can be used to help isolate a failure if EREP or
console messages are not available.

Failure data is displayed for review before going
into analysis procedures in the MD. Devices do not
need {o be varied offline or placed in CE mode to
use this option. Refer to “Error Log Function (MD
Main menu Option 2)” on page LOG-1.

Diagnostics

Diagnostic options are selected from the MD
Diagnostic menu. Errors are displayed for review
before going into the analysis procedures in the
MD. Before device diagnostics are run, the
devices should be varied offline from all attached
systems and placed in CE mode. Devices may be
placed in or out of CE mode using MD Main menu
option O (Set/Reset CE Mode). Most controller
diagnostics run in-line with customer operation.
Most device diagnostics run concurrent with
cusiomer operation on other devices in the string.

Analysis Procedures

The analysis procedures in the MD can be entered
following the review of error log entries, following a
diagnostic failure, or by entering a symptom code.
The analysis procedures provide a list of suspected
field-replaceable units (FRUs) and references to
documentation. The MD need not be attached to
the 3380-JK when entering the analysis procedures
by entering a symptom code or after reviewing an
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error log entry that was previously transferred to
the MD from the storage control.

FRU Replacement

The maintenance package provides a primary and
secondary FRU list for most failure symptoms. The
primary list contains all of the high probability
FRUs. The FRU replacement strategy for solid
failures is different from that for intermittent
failures.

Solid Failures: A solid failure is indicated by a
consistent physical symptom or a consistent
diagnostic program detected error. Solid failures
should be isolated to the failing FRU by replacing
the FRUs indicated in the maintenance package
one at a time until the failure symptom disappears.
The FRUs are listed in the order of probability.

Intermittent Failures: An intermittent failure is a
failure that is not readily reproducible by
diagnostics or is only occasionally indicated by
physical symptoms. On the first call, all FRUs in
the primary FRU list should be replaced as a block
of FRUs. On a repeat call, the secondary FRUs
should be replaced as a block of FRUs and all
additional action items should be reviewed to
determine what type of action will be required if
there is another repeat call. On a second repeat
call, all additional action items should be
performed. If the HDA is suspect, an HDA cable
swap should be performed to help isolate the
problem if there is a repeat call.

Subsystem Microcode Ordering
Information

Subsystem microcode diskettes must always be at
compatible levels with each other and with the
supporting maintenance package documentation.
Updates to these diskettes will be through EC
control procedures.

3380-JK/3880 Subsystem: The 3880 subsystem
configuration requires three microcode diskettes as
follows:

® 3380-JK/3880 subsystem functional microcode
diskette.
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e 3880 MD diskette.

® 3380-JK MD disketlte.

3380-JK/3990 Subsystem: The 3990 subsystem
configuration requires two microcode diskettes as
follows:

e 3380-dK MD diskette.

e 3380-JK/3990 subsystem functional microcode
diskette.

Microcode and diskette ordering information can
be found in the Preface, on page PRE-2.
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Note: When ordering a diskette to replace a
defective diskette, the EC nhumber of the
defective diskette must be specified.
Otherwise, the latest level diskette is
shipped.

Documentation Ordering Procedure

A Documentation Request form (order humber
972-8390) is located in the microfiche holder (see
the MDM, Volume R30). Use this request form to
order microfiche or printed volumes of the
maintenance manuals. Refer to “Maintenance
Manual Ordering Procedure” on page PRE-1 and
“Related Publications” on page PRE-3.
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Tools and Test Equipment

The following lists the special tools, test equipment,

and maintenance supplies needed to provide

adequate support for installation and mainlenance
actions. When possible, the 3380-JK uses the tools

and test equipment already provided for the

3380-DE.

Description
Oscilloscope
Maintenance Device
3380 on site tool kit
Air pressure gauge
Bracket, air system tool
Sockel assembly ground
Manifold plug
Filting adapter
Tubing
6mm Allen extension socket
Spring height gauge
Duct covers
Coil covers
Socket Adapter, 3/8” to 1/4”
3380-DE on site ool kit
ESD cover
1Bmm/17mm wrench
ESD handling kit
Small grounding wrist strap
Large grounding wrist strap
Digital voltmeter
Vacuum cleaner
Torque wrench
Ralchet drive, 3/8”
High-voltage test probes
Red
Black
Electrical safety analyzer
Electrical safety analyzer
(Not necessary, but useful.)
Pulley-locking clamp
Pulley shipping lock
DDC (CTLI) terminators
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2759150
2760742
2135182
2759155
2759954
2760473
2760746
2760793
2760883
2759075
2758076
2108746
2179657
2317384
2135145
6428316
6428167
6428169

2515283
6428140

1749249
1749250
1650792
1650792

2759423
00F6760
2315764

Location

On site (may be located in branch office)
On site (may be located in branch office)
On site (may be located in branch office)

On site (may be located in branch office)

On site (may be located in branch office)
On site (may be located in branch office)
On site (may be located in branch office)
On site (may be located in branch office)
Branch office
Branch office
Branch office

Branch office
Branch office
Branch office
Branch office

Shipped with each 3380-JK unit
Shipped with each 3380-JK unit
Shipped with each Storage Control
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EC History of Introduction Section

EC HISTORY OF P/N 6519893

( ‘

( EC Number | Date Of EC | EC Number | Date Of EC
‘ 475245 14Nov86 475268 25Apr88

( ) 75246 21Juld?7 476573 30Nov88

475247 11Sep87

‘ g Notes:

(

(

{

#

1

(

{

{

‘ ‘

C

( P/N 4519893 41 Sides EC 476573 30Nov88 INTRO-41
" © Copyright IBM Corp. 1987, 1988

‘ .







{
«
N
{
(
)
«
«
«
«
C
«
)

MLX

This section makes going between this
maintenance library and other machine
maintenance libraries easier.

When coming to this library from some other
library:

1. Note the exit number on the MIM page or MD
display you are leaving in the other
maintenance package.

2. Find the same number in the column for that
machine in the Entries from Other Maintenance
Libraries chart on the MLX-2 page for this
machine (3380).
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3. Go to the page listed (in the same row) in the
column labeled Go to page (in this maintenance
package).

When you need to go from this maintenance
package to the maintenance package for some
other machine, you will be given an entry number
for the other package by the page or MAP doing
the sending. Find that number in the 3380 column
in the entry chart in the MLX pages for the other
machine.

To make tracing backwards easier, the chart on
MLX-3 in this manual contains a list of the entry
numbers specified in this maintenance package (for
3380) and the reason for going to the other
maintenance package.
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Entries from Other Maintenance Libraries

Use this page to get to the right page or procedure for a given entry to this maintenance package.

From | From Go to page

a a (in this maintenance

38380 | 3990 | Reason for coming to this maintenance package package)

1 N/A DDC Interface Check FRUs. SC 2004 (sync in check). No MAP-1, Entry AG (See
diagnostics failed. MIM, Volume R10)

2 N/A DDC Interface Check FRUs. SC 2020 (DDC interface MAP-1, Entry AG (See
check). No diagnostics failed. MIM, Volume R10)

3 N/A DDC Interface Check FRUs. SC 2080 (data overrun). No MAP-1, Entry AG (See
diagnostics failed. MIM, Volume R10)

4 4 DDC Interface Check FRUs. The symptom code is a MAP-1, Entry AG (See
Format 2. No diagnostics failed. MIM, Volume R10) o

5 5 3380 symptom code indicated. Device symptom codes SMAP 0010 Step 001 on
were entered by the CE. The control interface was page START-1
tested. No diagnostics failed.

6 N/A No power sequence complete signhal. The storage control | PWR-1, Entry AS (See
did not sense a power sequence complete signal from MDM, Volume R30)
the device.

7 N/A Routine D3 failed. Routine 77 correct at the storage MAP-1, Entry AK (See
control tailgate. The 3380 diagnostic routine D3 found an MIM, Volume R10)
error. The CTL-I cable wrap (routine 77) ran without error
when the wrap was performed at the storage control
tailgate.

8 N/A Routine CO failed. Routine D3 correct. The 3380 MAP-1, Entry AC (See
diagnostic routine CO found an error. The CTL-l cable MIM, Volume R10)
wrap (routine 77) ran without error when the wrap was
performed at the storage control tailgate.

9 N/A Routine D3 failed (CTRL error IC=D31B). The 3380 MAP-1, Entry AK (See
diagnostic routine D3 found an error. The error indicates MIM, Volume R10)
that the 3380 controller is failing.

10 N/A DDC Interface Check. The storage control directs the CE MAP-1, Entry AA (See
to perform a CTL-l check. MIM, Volume R10)

N/A 11 CTL-| test failed. Routine 77 correct at the storage MAP-1, Entry AB (See
control tailgate. MIM, Volume R10)

N/A 12 Controller not connected correctly. IMAP 0295 Step 001 on

page ISOLATE-55
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Exits to Other Maintenance Libraries

Use this page when tracing back from another maintenance package to understand the condition that
caused entry to that package.

Exit Reason for going to other package
from
3380 Exit to 3880 Exit to 3990
1 Exit to storage control interface analysis procedure. MLX Entry 1 MLX Entry 1
¢ |f attached to a 3880, exit to storage control interface
analysis procedure. Use MD option 1 at the storage
control and answer yes when asked if control interface is
to be tested.
e |f attached to a 3990, select and execute the external DDC
wrap procedure when the manual intervention menu is
displayed.
2 Exit to the storage control {o run diagnostics. The 3380 MLX Entry 2 MLX Entry 2
diagnostics received an error code. The error was found by
the storage control, probably while trying to read from a
£ diskette.
L 8 3 Exit to the storage control to run diagnostics. The 3380 MLX Entry 3 MLX Entry 3
diagnostics found an error in the storage control. The MD
{ display or the printed MAP contains error information.
- Not used. N/A N/A
v Not used. N/A N/A
@ Exit to the storage control to run diagnostics. The symptom MLX Entry 6 MLX Entry 6
code does not indicate a 3380 error.
q 7 The status pending light for the storage director is on. Perform | MLX Entry 7 N/A
i analysis from the storage director.
Exit to the storage control to quiesce a storage path. N/A MLX Entry 7
{ Exit to the storage control to quiesce a controller. N/A MLX Entry 8
| 110 Exit to the storage control for string removal procedure. N/A MLX Entry 9
( | 111 Exit to the storage control for a B-unit removal procedure. N/A MLX Entry 10
( | 112 Exit to the storage control for an HDA replacement procedure. N/A MLX Entry 11
) | {13 Exit to the storage control for a procedure to deactivate the N/A MLX Entry 12
(\ | Maintenance Panel.
o | |14 Exit to the storage control for an installation procedure. N/A MLX Entry 13
( | {15 Exit to the storage control to display 3990 Vital Product Data N/A MLX Entry 14
- | (VPD).

o B ae B ey Bian

P/N 4519895 04 Sides
© Copyright IBM Corp. 1987, 1988

EC 476581 01Aug89

MLX-3




A
| \{/
EC History of MLX Section R
N
EC HISTORY OF P/N 4519895
PN
EC Number Date Of EC EC Number Date Of EC L
475245 14Nov86 476573 30NovEd
475266 21Jul8? 476581 01Aug89 A
475248 25Apr8s -
Notes: e
v\»/\
\1‘«‘ -~
//2/ ™~
-
o
P/N 4519895 04 Sides  EC 476581 01Aug89 MLX-4
© Copyright IBM Corp. 1987, 1988 . g
.



3380-JK

Start

SMAP 0010: Start

This section contains analysis procedures
(SMAPs) that help to:

Determine if a repair action is necessary.
Prioritize errors.
Locate the failing unit.

Determine the probable failing FRUs (field
replaceable units). -

Plan the repair action.

The machine does not have to be available to
perform the following procedures:

001
(From Page MLX-2)

Questions you must answer and actions you

must perform are printed in bold print. All olher

text is explanatory and is designed to help the
service person with less experience with the
3380-JK. As experience is gained. the explana-
tory text may be skipped. If a question seems
difficult, return to the explanation for that step.

Select an entry from the following table and go
to the MAP or entry point indicated.

Entry Select One of the Following Go To
A Isolate a problem (START REPAIR) SMAP 0015 Step 001 on page START-2
B Guidelines for Periodic Review of EREP SMAP 0017 Step 001 on page START-6
Reports (Not problem related)
C Install, remove, or relocate a machine MDM, Volume R30, INST section
D Perform a safety check MIM, Volume R10, SAFETY section
E Power Off and On Page REPAIR-1, Entry B through F
F Perform preventive maintenance Page PM-1

Figure 1. Start Section Entry Table

PN 2317352
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EC 475254
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3380-JK

SMAP 0015: Isolate a Problem

001

(From SMAP 0010 Step 001 on page START-1)
(From IMAP 0200 Step 002 on page ISOLATE-1)
(From IMAP 0290 Step 009 on page ISOLATE-54)
(From IMAP 0290 Step 010 on page ISOLATE-54)

The following SMAPs contain analysis proce-
dures used to determine if a repair action is nec-
essary. If a repair action is necessary. you can
determine (if not already known) the probable
failing FRUs and the impact to the customer of
replacing those FRUs. Good planning allows
you to schedule the correct subsystem
resources. The SMAPs will analyze error data
that was collected at the time of the failure. The
machine does not have to be available to
perform the following procedures.

Collect information about the failure

Discuss the problem with the customer and
collect all available error information (for
example, EREP reports and console messages).

Sources of error information are physical symp-
toms, EREP, Device Support Facilities messages,
and console messages. The preferred informa-
tion for isolating most problems is contained in
the EREP System Exception reports (SYSEXN).
However, if there are known physical symptoms,
EREP reports or sense data will not be neces-

sary.

Physical Symptoms: [f you can locate the failing
string of devices due to a physical symplom
such as a Ready LED being off or a tripped CP.
EREP or Sense data is probably not required
because you can enter the maintenance package
with the physical symptom.

EREP Reports: EREP should be installed at
release level 3.3.2 or later to support the
3380-JK. If your customer has not installed
release level 3.3.2, provide the assistance neces-
sary 1o get it installed.

This maintenance package uses the EREP
System Exception DASD Report, the DASD

PN 2317352 | | EC 475254
20f2 07 Aug 92

START-2

Symptom Code Summary report, and the DASD
Data Transfer Summary report to isolate prob-
lems. These reports are part of the EREP
System Exception Reports.

Refer to the Environmental Recording and
Editing Printing Program User’'s Guide,
GC28-1378.

The customer should normally run the System
Exception reports on a daily basis. If you are
isolating temporary 1/O errors, it is normally suf-
ficient to use the daily reports provided by the
customer. If you are isolating a permanent I/O
error, you should ask the customer to run the
EREP System Exception reports for 33XX
devices.

Warning:

Do not attempt to off-load device statistics when
running EREP (SYSEXN) if devices or paths are
failing. A device or path problem can prevent
EREP from successfully collecting statistics and
the EREP job will not complete successfully. To
prevent off-loading statistics, a working data set
must be created from ERDS and then EREP run
against the working data set.

To run EREP for a specific problem, two steps
are required:

1. Create a working data set. Have the cus-
tomer use the following parameters:
PRINT=NO, ACC=Y, ZERO=N, TYPE =0,
and TABSIZE =999K.

2. Run EREP against the working data set and
print. Have the customer use the following
parameters: SYSEXN=Y, HIST, ACC=N,
TABSIZE =999K and DEV =(3380).

The System Exception reports are normally all
that is required to isolate a problem. If addi-
tional information is required. an Event History
report (EVENT) may be run against the working
data set. If this is done. have the customer use
the following parameters: EVENT =Y, HIST.
ACC-N, TABSIZE =999K, DEV =(3380), and

CUA = (xxx-xxx), where xxx-xxx is the device
address (CUA) range of the string.



Device Support Facilities (ICKDSF) Messages: If a
customer reports a problem while trying 1o perform
media maintenance using Device Support Facilities,
collect all Device Support Facilities reports
including the results of ANALYZE DRIVE TEST and
ANALYZE SCAN if available. If possible, collect all
EREP reports for the problem that caused the
customer to initiate a media maintenance action.

Console Messages: Console messages are also a
good source of information, particularly if they
contain sense information that pertains to the
failure. However, EREP reports will provide more
detailed information and should be obtained if at all
possible.

Select your best source of information about the
problem from Figure 2 and go to the MAP or entry
point indicated.

7 Information Source Go to

‘{ Physical symptoms (sense data not required) IMAP 0205 Step 001 on page ISOLATE-2.
EREP System Exception reports SMAP 0017 Step 001 on page START-6.

Q Device Support Facilities (ICKDSF) messages SMAP 0052 Step 001 on page START-27.

- Sense data from other sources (such as other EREP SMAP 0035 Step 001 on page START-17.
reports, console messages, etc.)

@ Console error messages without sense data SMAP 0070 Step 001 on page START-36.
None of the above. The customer cannot provide console IMAP 0205 Step 001 on page ISOLATE-2.
messages or sense data but does provide enough

1 information to locate the failing string.

Figure 2. Information Sources

i
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SMAP 0016: Using EREP to Determine If There Are 3380 Failures

001

Use the Subsystem Exception DASD report and
refer to Figure 3 on page START-5 to determine if
Storage Control errors have been reported. If
Storage Control errors are reported, the
PROBABLE FAILING UNIT column will contain SCU,
a Storage Control physical identifier, and the
Storage Control type.

See “DASD Subsystem Exception Report” on
page PROG-5 for additional information.

Are there any Storage Control errors reported?
Yes No

002
Go to Step 004 in this SMAP

003

Go to the Start procedure in the Storage Control
maintenance package for the indicated Storage
Control type.

004
(From Step 002 in this SMAP)

Determine if there are 3380 errors reported in the
PROBABLE FAILING UNIT column. If there are
3380 errors reported, the PROBABLE FAILING UNIT
column will contain 3380, 3380-DE, 3380-JK, or
3380-CJ. -

Are there 3380 errors reported for the failing

subsystem?
Yes No
005

Continue to review EREP periodically for
changes in error conditions.

006
Perform the following procedure:

1. Review the PHYSICAL ADDRESS column to
determine which physical addresses are
reporting errors. This information will be used
later to locate the failing string and devices.

P/N 4519897 38 Sides EC 476581 01Aug89
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2. Review the TOTALS PERM and TEMP columns
to determine permanent and temporary error
counts.

3. Review the IMPACT OF TEMPORARY ERRORS
columns to determine the type of temporary
errors. To further analyze the problem, the
following procedures will use the DASD
Symptom Code Summary report. In addition, if
data checks are reported (determined by
counts in the RD column), the following
procedures will use the DASD Data Transfer
Summary report. These reports should be
included in the same output as the Subsystem
Exception DASD report.

Go to SMAP 0020 Step 001 on page START-8.
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SUBSYSTEM EXCEPTION REPORT DATE 156 87
DASD PERIOD FROM 133 87
TO 134 87

B~BUS OUT PARITY CHK C-CHECK DATA CHK D-DISKETTE CHK I-INVOKED OFFSETS S—SER

PROBABLE IMPACT OF TEMPORARY ERRORS
FAILING FAILURE PHYSICAL —TOTALS— EQU
UNIT AFFECT CPU  ADDRESS PERM TEMP CHK SKS RD OVRN OTHER

FEIEIEIEIEIEIEIE N FHEIEIEIEIEIEIEHIEINIEWFIIEIE I I I IEIEIE I X I HIEI IEIEIEIEIEIEIEIEIEIEIEIEIEIEIEIE I I IEIE I IE I FEIEIEIEHIIEIEI I HIEIEIE NI N

Use this column to
determine the physical
address of the machine Use these columns to
reporting errors. determine the count of
each temporary error type.

Use this column to determine

the probable failing unit and EQU CHK = Equipment check
machine type. SKS = Seek errors
RD = Data checks
SCU = Storage Control Unit OVRN = Overruns
CTLR = Controller OTHER = Other errors including
MULT = Multiple Devices System Information
DEV = Device Messages (SIM)
VOL = Volume

Note: The count in the SKS and
RD columns represent the number
of times the temporary threshold
was exceeded (not the total
number of errors).

— Use these columns to determine
the total permanent and temporary
error counts.

Figure 3. Subsystem Exception DASD Report

i, e, o N N A, PN PN A AIH A~
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SMAP 0017: Guidelines for Periodic Review of EREP Reports

001

{(From SMAP 0010 Step 001 on page START-1)
{(From SMAP 0015 Step 001 on page START-3)
{(From SMAP 0051 Step 007 on page START-26)

This SMAP contains guidelines for reviewing EREP
on a regular basis to determine if there is a
potential 3380 problem. EREP should be installed
at release level 3.3.2 or later. If your customer has
not installed EREP at release level 3.3.2, provide
the assistance necessary to help get it installed.

The EREP report used in the following procedure is
the Subsystem Exception DASD Report, which is
contained in the EREP System Exception Reports
(SYSEXN). System Exception Reports should be
run on a daily basis. Limits should not be selected
when running the reports because error thresholds
are maintained in the storage control. For
information on running the EREP System Exception
Reports, see Environmental Record and Editing
Printing User’'s Guide and Reference, GC28-1378.

A recommended schedule for reviewing the System
Exception Reports is based on the number of 3380
units (all models) in the account. The schedule can
vary based on account performance and customer
expectations. The minimum recommended
schedule is as follows:

NUMBER OF 3380 UNITS FREQUENCY OF

IN ACCOUNT REVIEW
32 or more units Daily

8 to 31 units Weekly
Less than 8 Monthly

When reviewing the reports, use the System
Exception DASD Report and Figure 4 on
page START-7 to determine the following:

¢ The device type is 3380-JK

¢ The number of permanent and temporary
errors in the Totals Perm and Temp columns

P/N 4519897 38 Sides EC 476581 01Aug89
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¢ The number of each type of error from the
Impact of Temporary Errors columns

— EQU CHK - Equipment Checks
— SKS - Seek Checks

— RD - Read Errors {Data Checks)
— OVRN - Overruns

— OTHER

Determine if corrective action is required.
Use the following guidelines:

e |f permanent errors are indicated in the report,
corrective action is required.

e If temporary seek checks or data checks are
indicated, a threshold has been exceeded, and
corrective action is required.

e |f 3 or more temporary errors {other than seek
checks, data checks or overruns) are indicated,
corrective action is required.

According to the guidelines, is corrective action

required?
Yes To
002

Continue to review EREP periodically for
error conditions.

003 ,
Go to SMAP 0020 Step 001 on page START-8.
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SUBSYSTEM EXCEPTION
DASD

REPORT DATE 156 87
PERIOD FROM 133 87
TO 134 87

B~BUS QUT PARITY CHK C-CHECK DATA CHK D-DISKETTE CHK I-INVOKED OFFSETS S—-SER

PROBABLE IMPACT OF TEMPORARY ERRORS
FAILING FAILURE PHYSICAL —-TOTALS— EQU
UNIT AFFECT CPU  ADDRESS PERM TEMP CHK SKS RD OVRN OTHER
FEIEHHIENIENHINIEIIHFHINNIHN K HHIHIIHHHH NN H NI NI INNIIIIIININIIIENINNNIIIIIIWHIIEIHH KNI
<1> SCU 0010123.1 SCU TOTAL 1
3990.02 A 0010123.1 1
<2> CTLR 02.0-XX SCU/CTLR TOTAL G 6 6
3380-JK A 02.0-XX G 6 6
<3> XX.83-XX SCU/CTLR TOTAL 1 1
3380-DE A 31-83—-XX 1 1
<4> DEV 41.X-02 DEV TOTAL 1 1
3380-JK A 41.0-02 1 1
<B> VOL ABC123  DATAXFR TOTAL 10 10
3380-JK A 62.0-05 5 5
3380-JK A 62.1-05 5 5

Figure 4. Subsystem Exception DASD Report

Based on the guidelines for this report, the
following actions are required:

<1> A permanent error was logged for the 3990
Storage Control 0010123, Storage Path 1. A service
action is required. The probable failing unit is the
storage control. More information about the error
can be obtained from the DASD Informational
Messages report. The service action should begin
in the 3990 maintenance package.

<2> Four permanent errors and six temporary
equipment checks were logged for 3380-JK string
02, path 0. A service action is required. The
probable failing unit is the controller attached to
path 0. More information about the errors can be
determined from the DASD Symptom Code
Summary Report.

<3> One temporary equipment check was logged
for 3380-DE controller 83. No service action is
required. If a service action were required, the
3380-DE maintenance package would be used
because the failing string is a 3380-DE string.

<4> The temporary seek error threshold was
exceeded once for 3380-JK string 41, path 0, device
02. The probable failing unit is device 02. Because

P/N 4519897 38 Sides EC 476581 01Aug89
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the threshold was exceeded, the next 8 errors
occurring for device 02 will be logged. A service
action is required. More information about these
seek errors can be determined from the DASD
Symptom Code Summary report.

<5> The temporary error threshold for data
checks has been exceeded ten times for 3380-JK
string 62, device 05, volume ABC123. Two paths
connected to device 05 are reporting errors. The
probable failing unit is volume ABC123 (or device
05). Each time the threshold is exceeded, the next
24 errors are recorded. 240 temporary data checks
have been logged for device 5 (10 x 24 = 240).
More information about these data checks can be
determined from the DASD Data Transfer Summary
report.

The customer should run ICKDSF ANALYZE DRIVE
TEST on device 05 (volume ABC123) to determine if
there is a suspected hardware problem. If there is
a suspected hardware problem, a service action is
required; otherwise, the customer should perform
media maintenance in accordance with instructions
in Device Support Facilities Primer for the User of
IBM 3380 Direct Access Storage, GC26-4498 and
Maintaining IBM Storage Subsystem Media,
GC26-4495.

START-7



SMAP 0020: Corrective Action Determination With EREP

Use the EREP Subsystem Exception DASD
Symptom Code Summary report and the EREP
System Exception DASD Data Transfer Summary
report to determine if corrective action is required.
See the PROG section of this manual for sample
EREP reports and descriptions.

001

(From SMAP 0016 Step 006 on page START-4)
(From SMAP 0017 Step 003 on page START-6)
(From IMAP 0233 Step 006 on page ISOLATE-21)

Determine if corrective action is required. Do you

need help?

Yes tl\lo
002
Go to SMAP 0025 Step 001 on page
START-12.

003

Use the DASD Symptom Code Summary report and
Figure 5 on page START-10 to determine the
following:

1. Determine that the failure is a 3380-JK failure,
Verify that the Device Type Column contains
3380-JK or the symptom code is Dxxx.

There are cases where 3380-JK errors
(symptom code = Dxxx) are reported with the
wrong device type. For these cases a symptom
code of Dxxx is a definite indication of an error
on a 3380-JK device type. There are also
cases where 3380 and 3380-DE format 7 errors
{(symptom code = 7xxx or Bxxx) are reported
for 3380-JK device type. For these errors, refer
to the 3380 and 3380-DE maintenance package.

2. Determine the kind of errors (Permanent or
Temporary) from the OCCURRENCES
PERM/TEMP columns.

3. Determine if corrective action is required.
Use these guidelines:

e if permanent errors are indicated in the
DASD Symptom Code report, corrective
action is required. (See the EREP System

P/N 4519897 38 Sides EC 476581 01Augss
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Exception DASD Symptom Code Summary
report, Figure 5 on page START-10.)

If temporary errors with one of the following
symptom codes is reported in the DASD

. Symptom Code report, corrective action is

required:

4xCx, 9E12, 9FFF, 9F9F
~ DFFF, EFFF, EFFO

(See the EREP System Exception DASD
Symptom Code Summary report, Figure 5
on page START-10.)

If the threshold for temporary data checks
was exceeded (indicated by a nonzero
value in either the TEMPORARY OFFSET
INVK YES or NO columns of the Data
Transfer Summary report), corrective action
is required. (See the TEMPORARY OFFSET
INVK YES and NO columns of the EREP
System Exception DASD Data Transfer
Summary repott, Figure 6 on

page START-11, for additional information
about data checks (Symptom Code 4xxx)).

When the threshold for data checks without

‘offset is exceeded, the storage control goes

into logging mode. After logging mode is
completed, a format 0 sense record
(symptom code 0002) is logged and a
message is presented in the DASD
Informational Messages report (see
Figure 5 on page PROG-11).

If the threshold for temporary seek errors
{symptom codes 9Dxx and SF1E) was
exceeded on the DASD Symptom Code
Summary report, corrective action is
required. (See the EREP System Exception
DASD Symptom Code Summary report,
Figure 5 on page START-10.)

Symptom codes 9Dxx and 9F1E will not be
presented in the Symptom Code Summary
report unless the threshold is exceeded.
When the threshold for seek checks is
exceeded, a format O sense record
{symptom code 0001) is logged and a

START-8
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message is presented in the DASD
Informational Messages report (see
Figure 5 on page PROG-11).

e |f three or more temporary errors {(other
than above) are indicated on the DASD
Symptom Code Summary report, corrective
action is required. (See the EREP System
Exception DASD Symptom Code Summary
report, Figure 5 on page START-10.)

e |f fewer than three temporary errors (other
than above) are indicated on the DASD
Symptom Code Summary report,
maintenance action is not generally
required.

Temporary errors are usually transparent
to the customer’s normal operation unless
the errors are occurring so often that
petformance is degraded.

o,

Continue to review EREP each day for additional
errors. If the error condition persists, corrective
action is required.

According to the guidelines, is corrective action

( \k,‘ required?
) Yes To
004

Continue to review EREP daily for changes in
the error conditions.

005
Go to SMAP 0025 Step 001 on page START-12.

ol
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DASD SYMPTOM CODE SUMMARY : REPORT DATE 034 87
PERIOD FROM 032 87
TO 034 87

SEQUENCE BY PROBABLE FAILING UNIT

SYMPTOM PHYSICAL OCCURRENCES FAILURE DATE AND TIME OF
CODE ID PERM/TEMP  AFFECT  FIRST OCCURRENCE LAST OCCURRENCE
SENSE FROM FIRST OCCURRENCE
DEVICE 0000 000C0O0C 0011 1111 1111 2222
TYPE 0123 66567 8901 2345 6789 0123
PHYSICAL ERROR

ADDRESS  SSID-STRING PATH CPU(S)
FHIEIHIHHIIIEH NI NN HINHIIEN I I KNI HIHIN KNI IINIIHNIEHHINIEINHIIIHHIHHHKHHHHH
PROBABLE FAILING UNIT:
SEQUENCE BY

XKKX 3380-JK X X

LEI——-—- Look in these columns for counts of
permanent and temporary errors.
Use this column to identify the device type.

Use this column to identify the symptom code.

Valid codes for 3380-JK are: Gxxx Dxxx
9xKX Exxx

Figure 5. Headings for the DASD Symptom Code Summary Report. See “DASD Symptom Code Summary” on page PROG-17 for

additional information about this report.

P/N 4519897 38 Sides EC 476581 01Aug8S
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DASD DATA TRANSFER SUMMARY REPORT DATE 034 87
PROBABLE FAILING UNIT - VOLUME PERIOD FROM 032 87
TO 034 87

SENSE COUNTS
TEMPORARY
OFFSET INVK THRESHOLD

PERM NO YES LOGGING
FIEIINIEINIEIIEIINIIIIIINIIIIIIOEIIIIHN NI IIIHHININIEFINIIII RN NN I HIIIFHNINN I KN

Use this column to find the number of permanent
data checks that occurred in the report period.

Use this column to find the number of times the temporary
data check threshold was exceeded in the report period.
The error records associated with numbers in this column
contain the volume ID and the device address of the
device that exceeded the threshold.

Use this column to find the number of temporary data checks
recovered with offset.

Use this column to find the number of temporary data checks
that were logged during threshold logging.

Figure 6. Headings for DASD Data Transfer Summary Report

P/N 4519897 38 Sides EC 476581 01Aug89
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SMAP 0025: Prioritizing Symptom Codes

001

(From SMAP 0020 Step 002 on page START-8)
{From SMAP 0020 Step 005 on page START-9)
{(From SMAP 0030 Step 003 on page START-14)
{(From MD 0050 Step 003 on page MD-55)

- Determine the highest priority symptom code.

Check for symptom codes that indicate
undervoltage.

All undervoltage or non-repeatable runout
problems should be resolved before attempting to
resoive other problems. Review the symptom
codes for the following:

DFFF Controller undervoltage
EFFF Controller undervoltage
EFFO Device undervoltage
9FFF Device undervoltage
9F9F Non-repeatable runout

Do you have one of these symptom codes?
Yes No

I

002
Go to Step 004 in this SMAP.

003

This is the highest priority symptom code. Record
the symptom code and go to SMAP 0030 Step 001
on page START-14.

004
(From Step 002 in this SMAP)

Use the DASD Symptom Code Summary report to
answer the following questions and to find the
highest priority symptom code. (A description of
the DASD Symptom Code Summary report starts
on PROG-17.)

Is there more than one symptom code listed?
Yes No

|

005
(Step 005 continues)

P/N 4519897 38 Sides EC 476581 01Augs9
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005 (continued)
The symptom code listed is the highest
priority symptom code. Record the symptom
code and go to SMAP 0030 Step 001 on page
START-14.

006
(From Steps 010 and 012 in this SMAP)

The following symptom codes are low priority
symptom codes and should not be used to isolate a
problem when other symptom codes with a value
of Dxxx or Exxx are reported: ‘

Low Priority Symptom Codes

DFx3 DFx9 DFxC
DFx5 DFxA DFxD
DFx8 DFxB
Is there a low priority symptom code?
Yes No
007

Go to Step 010 in this SMAP.

008

Are there other Dxxx or Exxx symptom codes
{temporary or permanent)?

Yes No

I

009

The highest priority symptom code is the
first low priority symptom code listed.
Reccrd the symptom code and go to SMAP
0030 Step 001 on page START-14.

Note: Symptom code DF05 may be
caused by a control interface fenced
condition or a controller power off
condition. There will usually be a
preceding symptom code.

010 ,
(From Step 007 in this SMAP)

(Step 010 continues)

START-12
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010 (continued)

Are there any symptom codes (other than the low
priority symptom codes listed in Step 006 in this
SMAP) with permanent errors?

Yes No

|
on

Determine the highest priority symptom code
group. Use the following guidelines:

1. Symptom codes are grouped by the first
character of the code.

2. If there are symptom codes in more than
one of the following groups, select the
group closest to ihe top of the list.

Symptom
Code
Group Meaning

3xxx Storage Control Check 1

2XXX Storage Control Equipment
Check

Dxxx Controller Check 1

Exxx Controller Check 2 or
Device Check 1

9xXX Device Check 2

4xxx Data Check

Oxxx Program or System Check

3. After the highest priority group is

012

Is there more than one symptom code (other than
the low priority symptom codes listed in Step 006
in this SMAP) with permanent errors?

Yes No

|

013

The symptom code with permanent errors is
the highest priority symptom code. Record
the symptom code and go to SMAP 0030
Step 001 on page START-14.

014
Determine the highest priority symptom code
group.

P/N 4519897 38 Sides EC 476581 01Aug8s
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determined, go to Step 015 in this SMAP.

Symptom codes are grouped by the first character
of the symptom code. Refer to the following table
to group the symptom codes with permanent
errors. If there are symptom codes with permanent
errors in more than one of the groups listed in the
table, select the group closest to the top of the
table.

Symptom
Code
Group Meaning

3xxx Storage Control Check 1
2xxX Storage Control Equipment Check
Dxxx Controller Check 1
Exxx  Controller Check 2 or
Device Check 1
9xxx Device Check 2
4xxx Data Check
Oxxx Program or System Check

After the highest priority group is determined, go to
Step 015 in this SMAP.

015
(From Steps 011 and 014 in this SMAP)

Is there more than one symptom code in the
selected group?
Yes No

|

016

The symptom code in the group selected is
the highest priority symptom code. Record
the symptom code and go to SMAP 0030
Step 001 on page START-14.

017

The symptom code in the selected group that
occurs most often (permanent and temporary) is
the highest priority symptom code. Record the
symptom code and go to SMAP 0030 Step 001 on
page START-14.

START-13




SMAP 0030: Locating the Failing String and Devices

001

(From SMAP 0025 Step 003 on page START-12)
{(From SMAP 0025 Step 005 on page START-12)
(From SMAP 0025 Step 009 on page START-12)
(From SMAP 0025 Step 013 on page START-13)
(From SMAP 0025 Step 016 on page START-13)
(From SMAP 0025 Step 017 on page START-13)
(From IMAP 0205 Step 003 on page ISOLATE-2)
{From RMAP 0310 Step 001 on page REPAIR-5)
(From MD 0050 Step 003 on page MD-55)
{(From MD 0052 Step 005 on page MD-62)

Locate the failing machine. Do you need help?
Yes No

002
Go to SMAP 0033 Step 001 on page
START-16.

003
Use the entry with the highest priority symptom
code.

Using the DASD Symptom Code Summary report
(see Figure 7 on page START-15), perform the
following steps.

1. Verify that the Device Type column contains
3380-JK or the symptom code is Dxxx.

Note: If two strings are attached to the control
interface, there are some cases where format 7
errors {(sense byte 7=7x) are reported for both
strings. For these cases, it is necessary to
locate both strings. To locate 3380 or 3380-DE
strings, use the appropriate 3380 maintenance
package.

2. Determine the physical string, controllers,
devices, and storage control related to the
failure.

If there are multiple symptom codes in the
symptom code group determined in SMAP 0025
Step 001 on page START-12, use all physical
addresses listed within the selected group (both
permanent and temporary errors) to make this
determination (not just those physical addresses
listed under the highest priority symptom code).

P/N 4519897 38 Sides EC 476581 01AugB9
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Warning: Use the data in the Physical Address
column of the report to identify the physical
controller, path, and device. Do not use the Error
Path column or the Physical ID column to identify
the failing paths or devices. The Error Path column
identifies the path the error was reported on and
the device that was selected when the error was
reported, not necessarily the failing physical
address.

® To identify the string, match the controller ID
(CC) in the Physical Address column with the
string ID on the A unit operator panel.

& To identify the Storage Control, match the SDID
or SSID from the SSID-STRING column with the
SDID or SSID on the storage control.

¢ To identify the controller, match the path bit (P)
in the Physical Address column with the path
character on the A unit operator panel.

e To identify devices, match the device address
(DD) in the Physical Address column with the
device addresses on the A unit operator panel.

Go to SMAP 0033 Step 001 on page START-16.
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DASD SYMPTOM CODE SUMMARY REPORT DATE 034 87
PERIOD FROM 032 87
TO 034 87

SEQUENCE BY PROBABLE FAILING UNIT

SYMPTOM PHYSICAL OCCURRENCES FAILURE DATE AND TIME OF
CODE Ip PERM/TEMP  AFFECT  FIRST OCCURRENCE LAST OCCURRENCE
SENSE FROM FIRST OCCURRENCE
DEVICE 0000 0000 0011 1111 1111 2222
TYPE 0123 4567 8901 2345 6789 0123
PHYSICAL ERROR
ADDRESS  SSID-STRING PATH CPU(S)

FHIHIIHIEIIHIHINHIEH NN I KK NN K HHHHIENFHHHH K IEHHHHHHH N H NN HIIIHHHHIIINHHIEH KK
PROBABLE FAILING UNIT:
SEQUENCE BY

- DATE TIME - — DATE TIME —
=== == == —SENSE - DATA =— === = — ==

CC.P-DD SC-S
Use this column to identify I I Use this column to identify
the failing controllers, the Storage Control and
paths, and devices: string address (0 or 1):
CC = Controller String ID SC = Storage Control
P = Physical Path S = String (0 or 1)
DD = Device Physical Address

SC-CC-DD
For certain Format 7 errors,
the physical address is
reported in the same form
as previous 3880 models:

‘ﬁay s,

SC = Storage Control
CC = Controller String ID
DD = Device Physical Address

Figure 7. DASD Symptom Code Summary Report, Physical Address field. See “DASD Symptom Code Summary” on page PROG-17
for additional information about this report.

_ s

Y A= i,

- - -
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SMAP 0033: Determine the Probable Failing Unit

001

(From SMAP 0030 Step 002 on page START-14)
(From SMAP 0030 Step 003 on page START-14)

1. Use the DASD Symptom Code Summary report to

determine the probable Failing Unit.

Determine the probable failing unit from the first
line following the report heading. See Figure 9.

2. Find the highest priority symptom code group in

Figure 8 and go to the SMAP, MLX entry, or

maintenance package indicated.

Symptom Code Groups

Go To

2xxx, 3xxx, or Fxxx Storage Control
errors

The storage control maintenance package, MLX entry 6.

Dxxx

SMAP 0058 Step 001 on page START-34.

EBxx (Controlier/Device Port checks)

SMAP 0057 Step 001 on page START-33.

Exxx (except EBxx)

SMAP 0058 Step 001 on page START-34.

IXXX

SMAP 0058 Step 001 on page START-34.

XXX, BXXX, 7TXXX, OF 8XXX

The 3380 Stage 2 maintenance package.

Axxx, Bxxx, or Cxxx

The 3380-DE maintenance package.

4xxx Data Check

SMAP 0050 Step 001 on page START-23.

Oxxx

The storage control maintenance package, MLX entry 6.

Figure 8. Symptom Code Groups.

DASD SYMPTOM CODE SUMMARY

SEQUENCE BY PROBABLE FAILING UNIT
SYMPTOM PHYSICAL OCCURRENCES FAILURE

REPORT DATE 034 87
PERIOD FROM 032 87
TO 034 87

DATE AND TIME OF

CODE ID PERM/TEMP  AFFECT  FIRST OCCURRENCE LAST OCCURRENCE
SENSE FROM FIRST OCCURRENCE
DEVICE 0000 0OOGOCO 0011 1111 1111 2222
TYPE 0123 4567 8901 2345 6789 0123

PHYSICAL

ERROR

ADDRESS  SSID-STRING PATH

CPU(S)

FEIEIEIENR IEIEIEIIEIEIEIIEIE I IEIEIEIIEIEIEIEIEIEIEIEIIEIEIEHIEIEIEIEIIIEIIEIHIIIIFHIIEIEIIIENIE N HIEIIHIEHIIEIIEIHHIEIIN IR

PROBABLE FAILING UNIT: XXXXXX
SEQUENCE BY

Channel
Use this field to determine Storage Control
the PFU (probable failing Device
unit) Volume

Figure 9. DASD Symptom Code Summary Report, Probable Failing Unit.
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Probable failing units are:
Multiple (more than

one device)
nown
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001
{(From SMAP 0015 Step 001 on page START-3)

Determine if corrective action is required.

Do you need help?

Yes No
002
Go to SMAP 0040 Step 001 on page
{ START-19.
(( 003

1. Determine if the error is permanent or
temporary from console messages.

o :

2. Determine the symptom code from
sense bytes 22 and 23.

.

3. Determine that the failure is a 3380-JK failure
from the symptom code.

Valid 3380-JK symptom codes are 4xxx (except
49xx), 9xxx, Dxxx, and Exxx. 49xx symptom
codes are not used for the 3380-JK.

Is this a valid 3380-JK failure?
Yes No

004
Go to Step 006 in this SMAP.

=

005
Go to Step 007 in this SMAP.

e e e N
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SMAP 0035: Corrective Action Determination With Sense Data

006
{(From Step 004 in this SMAP)

Go to the appropriate maintenance package as
indicated in the following list:

S

ymptom Meaning and

Code Maintenance Package

1xxx Device Check 2 - 3380 Stage
SXXX Correctable data check
- 3380 Stage 2 or 3380-DE
6xxx Controller Check 2 or
Device Check 1 - 3380 Stage
7Xxx Controller Check 1
- 3380 Stage 2
8xxx Controller Check 2 or
Device Check 1 - 3380 Stage
Axxx Device Check 2 - 3380-DE
Bxxx Controller Check 1 - 3380-DE
Cxxx Controller Check 2 or
Device Check 1 - 3380-DE

2

2

2

007
{(From Step 005 in this SMAP)

Determine if corrective action is required. Use
these guidelines:

L]

If permanent errors are indicated, corrective

action is required.

If temporary errors with one of the following
symptom codes is reported, corrective action is

required:

4xCx, 9E12, 9FFF, 9F9F
DFFF, EFFF, EFFO

If the threshold for temporary data checks
(symptom codes 4xxx) was exceeded,

corrective action is required.

A threshold exceeded condition can be
determined from console messages or from a
format O sense record with a symptom code of

0002.
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If the threshold for temporary seek errors
(symptom codes 9Dxx and 9F1E) was exceeded,
corrective action is required.

A threshold exceeded condition can be
determined from console messages or from a
format O sense record with a symptom code of
0001.

Note: Symptom codes 9Dxx and 9F1E
are not presented to the system unless
the threshold is exceeded.

If three or more temporary errors (other than
above) are indicated, corrective action is
required.

If fewer than three temporary errors (other than
above) are indicated, maintenance action is not
generally required.

Temporary errors usually do not affect the
customer’s normal operation uniess the errors
are occurring so often that performance is
degraded. '

Review EREP each day for additional errors. If the
error condition persists, corrective action is
required.

According to the guidelines, is corrective action

required?
Yes l‘ldo
008

008

Review EREP daily for changes in the error
conditions.

Go to SMAP 0040 Step 001 on page START-19.

P/N
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SMAP 0040: Prioritizing Symptom Codes

001

(From SMAP 0035 Step 002 on page START-17)
{From SMAP 0035 Step 009 on page START-18)
{From SMAP 0045 Step 004 on page START-22)
(From SMAP 0053 Step 005 on page START-30)
(From MD 0050 Step 004 on page MD-56)

- Determine the highest priority symptom code.

Check for symptom codes that indicate
undervoltage.

All undervoltage or non-repeatable runout
problems should be resolved before attempting to
resolve other problems. Review the symptom
codes for the following:

DFFF Controller undervoltage
EFFF Controller undervoltage
EFF0 Device undervoltage
SFFF Device undervoitage
9FS9F Non-repeatable runout

Do you have one of these symptom codes?
Yes No

002
Go to Step 004 in this SMAP.

003

This is the highest priority symptom code. Record
the symptom code and go to SMAP 0045 Step 001
on page START-21.

004
(From Step 002 in this SMAP)

Perform the following MAP steps to find the highest
priority symptom code.

Is there more than one symptom code listed?
Yes No

|

005

The symptom code listed is the highest
priority symptom code. Record the symptom
code and go to SMAP 0045 Step 001 on page
START-21.
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006
(From Steps 010 and 012 in this SMAP)

The following symptom codes are low priority
symptom codes and should not be used to isolate a
problem when other symptom codes with a value
of Dxxx or Exxx are reported:

Low Priority Symptom Codes

DFx3 DFx9 DFxC
DFx5 DFxA DFxD
DFx8 DFxB
Is there a low priority symptom code?
Yes No
007

Go to Step 010 in this SMAP.

008

Are there other Dxxx or Exxx symptom codes
(temporary or permanent)?

Yes No

|

009

The highest priority symptom code is the
first low priority symptom code listed.
Record the symptom code and go to SMAP
0045 Step 001 on page START-21.

Note: Symptom code DF05 may be
caused by a control interface fenced
condition or a controller power off
condition. There will usually be a
preceding symptom code.

010
{(From Step 007 in this SMAP)

Are there any symptom codes (other than the low
priority symptom codes listed in Step 006 in this
SMAP) with permanent errors?

Yes No

(Step 011 continues)
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o011
Determine the highest priority symptom code
group. Use the following guidelines:

1. Symptom codes are grouped by the first
character of the code.

2. If there are symptom codes in more than
one of the following groups, select the
group closest to the top of the list.

Symptom
Code
Group Meaning

3xxx Storage Control Check 1

2xxx Storage Control Equipment
Check

Dxxx Controller Check 1

Exxx Controller Check 2 or
Device Check 1

9xxXx Device Check 2

4xxx Data Check

0Oxxx Program or System Check

3. After the highest priority group is

012

Is there more than one symptom code (other than
the low priority symptom codes listed in Step 006
in this SMAP) with permanent errors?

Yes No

!

013

The symptom code with permanent errors is
the highest priority symptom code. Record
the symptom code and go to SMAP 0045
Step 001 on page START-21.

014
Determine the highest priority symptom code
group.

Symptom codes are grouped by the first character
of the symptom code. Refer to the following table
to group the symptom codes with permanent

errors. If there are symptom codes with permanent

errors in more than one of the groups listed in the
table, select the group closest to the top of the

P/N 4519897 38 Sides EC 476581 01Aug89
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determined, go to Step 015 in this SMAP.

table.

Symptom
Code
Group Meaning

3xxx Storage Control Check 1
2XXX Storage Control Equipment Check
Dxxx Controller Check 1
Exxx Controller Check 2 or
. Device Check 1
9xxx Device Check 2
4xxx Data Check
Oxxx Program or System Check

After the highest priority group is determined, go to
Step 015 in this SMAP.

015
(From Steps 011 and 014 in this SMAP)

Is there more than one symptom code in the
selected group?
Yes No

|

016

The symptom code in the group selected is
the highest priority symptom code. Record
the symptom code and go to SMAP 0045
Step 001 on page START-21.

017

The symptom code in the selected group that
occurs most often (permanent and temporary) is
the highest priority symptom code. Record the
symptom code and go to SMAP 0045 Step 001 on
page START-21.
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SMAP 0045: Locating the Failing String and Devices

001

(From SMAP 0040 Step 003 on page START-19)
(From SMAP 0040 Step 005 on page START-19)
(From SMAP 0040 Step 009 on page START-19)
(From SMAP 0040 Step 013 on page START-20)
{From SMAP 0040 Step 016 on page START-20)
(From SMAP 0040 Step 017 on page START-20)
{From IMAP 0205 Step 003 on page ISOLATE-2)
(From RMAP 0310 Step 001 on page REPAIR-5)
(From MD 0050 Step 004 on page MD-56)

Locate the failing machine. Do you need help?
Yes No

002
Go to Step 004 in this SMAP.

003
Determine the physical strings, controliers, and
devices {CC.P-DD).

If there are multiple symptom codes in the
symptom code group determined on page
START-19, use all sense records in the selected

group to make the following determination (not just

those sense records associated with the highest
priority symptom code).

Note: If there are two strings attached to
the control interface, there are some cases
where format 7 errors (sense byte 7=7x) are
reported for both strings. For these cases it
is necessary to locate both strings. To locate
3380 or 3380-DE strings, use the appropriate
3380 maintenance package.

1. Use sense byte 3 or 14 to determine the string

ID. See Figure 11 on page START-22.

For example, if the symptom code is 9xxx,

Dxxx, or Exxx, use sense byte 3 to determine
the String ID. If the symptom code is 4xxx, use

sense byte 14.

2. To identify the string, match the string ID
obtained from sense byte 3 or 14 with the
String ID on the A-unit operator panel. For

3880 subsystems, see page INTRO-7; for 3990
subsystems, see page INTRO-20 or INTRO-22.
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3.

Use sense byte 4 to determine the path, the
string address, and the device address:

Sense Byte 4 Path

00xx xxxx Path 0
01xx xxxx Path 1
10XX XXXX Path 2
11XX XXXX Path 3

Sense Byte 4 String Address

XX0X XXXX
xxX1X XxXxx

String O
String 1

Sense Byte 4 Device Address

xxx0 0000 Device 00
xxx0 0001 Device 01
xxx0 0010 Device 02
xxx0 0011 Device 03
xxx1 1110 Device 1E
xxx1 1111 Device 1F

To identify the controller, use sense byte 4 to
determine the path and device address. Next,
match the path and device address from sense
byte 4 with the Path and Device on the A-Unit
operator panel. For 3880 subsystems, see
page INTRO-7; for 3990 subsystems, see page
INTRO-20 or INTRO-22.

To identify a device, match the device address
from sense byte 4 with the Device on the A unit
operator panel. For 3880 subsystems, see
page INTRO-7; for 3990 subsystems, see page
INTRO-20 or INTRO-22.

Continue with Step 004 in this SMAP.

START-21



004
(From Steps 002 and 003 in this SMAP)

Find your highest priority symptom code group in
Figure 10 (determined in SMAP 0040 Step 001 on
page START-19) and go to the SMAP, MLX entry, or
maintenance package indicated.

Symptom Code Groups Go To

2xxx, 3xxX, or Fxxx Storage Control
errors

The storage control maintenance package, MLX entry 6.

Dxxx SMAP 0058 Step 001 on page START-34.

EBxx (Controller/Device Port checks) SMAP 0057 Step 001 on page START-33.

Exxx {except EBxx) SMAP 0058 Step 001 on page START-34.

gxxx SMAP 0058 Step 001 on page START-34.

XXX, BXXX, TXXX, OF 8XXX The 3380 Stage 2 maintenance package.

Axxx, Bxxx, or Cxxx The 3380-DE maintenance package.

4xxx Data Check SMAP 0050 Step 001 on page START-23.

Oxxx

The storage control maintenance package, MLX entry 6.

Figure 10. Symptom Code Groups

Sense | Symptom Code | Error Type Storage | Controller | Device ID
Byte 7 | (bytes 22 and 23) Director | or String and
ID Byte | ID Byte Path Byte
Ox Oxxx Program or system check Byte 21 %* ¥
1x 9IxxX Device check-2 (except R/W checks) Byte 21 Byte 3 Byte 4
2% 2XXX Storage Control equipment checks Byte 21 * *
3x 3xxx Storage Control check-1 Byte 21 ¥ %
4x AxxX Data checks Byte 21 Byte 14 Byte 4
7 Dxxx Controller check-1 Byte 21 Byte 3 Byte 4
8x Exxx Controller check-2 or device check-1 Byte 21 Byte 3 Byte 4
9% gxxx Device check-2 (R/W checks) Byte 21 Byte 3 Byte 4
Fx Fxxx Storage Control check or message Byte 21 * %
Figure 11. Physical ID Bytes by Sense Format
* See the Storage Control maintenance package for sense byte definitions.
P/N 4519897 38 Sides  EC 476581 01Aug89 START-22
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SMAP 0050: Planning the Repair Action for Data Checks

001
{From SMAP 0033 Step 001 on page START-16)
(From SMAP 0045 Step 004 on page START-22)

The highest priority symptom found was data
checks (symptom code group 4xxx).

Use the EREP System Exception report, DASD Data
Transfer Summary if available. See Figure 12 on
page START-24. An analysis of this report will
assist you in making the decisions that are
required to isolate and fix data check problems.

Defects in the media will be fixed by the Device
Support Facilities program or other programs.

Hardware errors will require a repair action.

For information about media maintenance, see
Maintaining IBM Storage Subsystem Media,
GC26-4495 and Device Support Facilities Primer for
the User of IBM 3380 Direct Access Storage,
GC26-4498.

1. Determine if there are permanent data checks.

Examine the PERM column in the DASD Data
Transfer Summary or examine console
messages for permanent data checks.

Warning: Do not use sense byte 1, bit 0 to
determine if a data check is permanent.

2. Determine if there are data checks that required
offset for recovery.

Examine the OFFSET INVK YES column in the
DASD Data Transfer Summary report or
examine sense byte 23 to determine if data
checks with offset were reported. If byte 23
contains hex 2x, 6x, or Ax, offset was active.
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3. Determine if there are data check threshold
exceeded conditions.

Examine the OFFSET INVK NO column in the
DASD Data Transfer Summary report or sense
byte 2, bit 2 of each sense record to find entries
for devices that were put in Logging mode.
Sense byte 2, bit 2 (first logging mode)
identifies the first record logged for a device in
logging mode.

A data check with a symptom code of 4xCx
may be reported in this column. 4xCx symptom
codes are all logged. (The threshold does not

apply.)

4xCx indicates that the data check was not
recoverable with one or more control unit retry
sequences. A data check of this type should be
treated as permanent. For additional
information on data check reporting, see
“Understanding Temporary Data Check
Reporting” on page PROG-15.

Did more than one device in the failing string report
data checks.

Yes No
002
Go to SMAP 0051 Step 001 on page
START-25.

003

Go to SMAP 0056 Step 001 on page START-32.
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DASD DATA TRANSFER SUMMARY REPORT DATE 034 85
PROBABLE FAILING UNIT - VOLUME PERIOD FROM 032 85
TO 032 85

SENSE COUNTS

TEMPORARY

OFFSET INVK THRESHOLD

PERM NO YES LOGGING

FEIIRIHINIEI NI HINIENIIENIEIEIEIHIEIIEIIIEIENHIEIIEHIENTEHH I FIHIEH NI N HIEN NI I NHIH IR I NN
SEQUENCE BY VOLUME LABEL, PHYSICAL ADDRESS, HEAD, CYLINDER

UNITADDRESS xxxx DEVTYPE 3380-JK VOLUME HSM800
CPU A PHYSICAL ADDRESS 52.1-0A

FAILURE AT ADDRESS: CYLINDER 0087 HEAD 01 0 1 0 15
00001000 4A570143 00570001 00035200 00010000 00804340
LAST SENSE AT: 032/85 15:29:50:71

FAILURE AT ADDRESS: CYLINDER 0095 HEAD 02 o 0 0 1
00001000 4A5F0243 005F0002 00035200 00010000 00804340
LAST SENSE AT: 032/85 18:33:51:07

FAILURE AT ADDRESS: CYLINDER 0105 HEAD 04 o 1 0 30
00001000 4A690443 00690004 00035200 00040000 00804340
LAST SENSE AT: 032/85 18:33:51:07

Use this column to find the number of permanent
data checks that occurred in the report period.

Use this column to find the number of times the temporary
data check threshold was exceeded in the report period.

Use this column to find the number of temporary data checks
recovered with offset.

Use this column to find the number of temporary data checks
that were logged during threshold logging.

[AAbove example shows:

Device 0A on string 52, path 1, has exceeded the temporary
data check (no offset) threshold two times.

cylinder 87 head 1 -~ a temporary error on this track caused the
threshold to be exceeded. The track had a
total of 16 temporary errors.

cylinder 95 head 2 - this track had a total of 1 temporary
error recorded while in threshold legging
mode. :

cylinder 105 head 4 -~ a temporary error on this track caused the
threshold to be exceeded. The track had a
total of 31 temporary errors.

Recommended repair action for the above example:

Ask the customer to run ICKDSF INSPECT with PRESERVE and
CHECK(1) on cylinder 87 head 1 and on cylinder 105 head 4.

Figure 12. Sample of DASD Data Transfer Summary Report

P/N 4519897 38 Sides EC 476581 01Aug89
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SMAP 0051: Determining Tracks Reporting Data Checks

001
(From SMAP 0050 Step 002 on page START-23)

Use this SMAP to determine the failing track
addresses.

Do you need help?
Yes No

002
Go to Step 004 in this SMAP.

003
Determine the failing cylinder and head address.

Use the EREP System Exception report, DASD Data
Transfer Summary if available. Refer to Figure 12
on page START-24 for an example of this report.
Record the CYLINDER and HEAD values for each
head reporting errors from the “FAILURE AT
ADDRESS” lines. Cylinder and head values are in
decimal.

If a DASD Data Transfer Summary report is not
available, the cylinder and head address
{hexadecimal) may be determined from sense
bytes 5 and 6 using the following diagram:

Sense Sense
byte 5 byte 6
I I
CvliLLer Head
03 02 01

In this example, byte 5 contains 02 and byte 6
contains 31. The address is cylinder X“0302,” head
X MO1.!’

Bytes 8 to 11 may or may not contain the CCCC
HHHH in hexadecimal for the track having the data
check, depending on the nature of the data check.

Go to Step 004 in this SMAP.
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004
(From Steps 002 and 003 in this SMAP)

Warning: Have the customer dump the data from
the volume if one of the following conditions exist:

¢ Permanent data checks on eleven or more
tracks.

¢ Permanent data checks on any head at three or
more consecutive track addresses.

Have the customer perform media maintenance in
accordance with the procedures described in
Maintaining IBM Storage Subsystem Media,
GC26-..195.

Note: Before using the Device Support
Facilities INSPECT command to inspect
tracks, the customer should always run the
Device Support Facilities ANALYZE
DRIVETEST to ensure there are no hardware
problems.

For additional information about media
maintenance, see “Part 3;: Using Device Support
Facilities” in Device Support Facilities Primer for
the User of IBM 3380 Direct Access Storage,
GC26-4498.

Did Device Support Facilities indicate a suspected
drive problem or present error messages?
Yes No

005
Go to Step 007 in this SMAP.

006
Go to SMAP 0052 Step 001 on page START-27.
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007
(From Step 005 in this SMAP)

Device Support Facilities does not indicate a
suspected drive problem and does not present
error messages.

Perform the following actions:
1. Determine if the problem was corrected.

2. Continue to review EREP reports as required to
verify that the media maintenance action was
successful. Refer to SMAP 0017 Step 001 on
page START-6 for the guidelines to be used for
the review procedure.

3. lIf the problem was not corrected, perform the
following:

e |f possible, collect additional information by
having the customer run Device Support
Facilities ANALYZE SCAN.

e Obtain all error data from Device Support
Facilities.

Go to SMAP 0056 Step 001 on page START-32.
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SMAP 0052: Corrective Action Determination from Device Support Facilities Messages

001
(From SMAP 0015 Step 001 on page START-3)
{From SMAP 0051 Step 006 on page START-25)

Device Support Facilities reports can be used to
supplement the EREP System Exception reports for
isolating data check problems. This MAP deals
with error messages that can be presented in the
Device Support Facilities reports for the following
Device Support Facilities commands:

ANALYZE DRIVETEST
ANALYZE SCAN
INSPECT

INIT

o & o o

Collect information about the problem.
1. Collect Device Support Facilities reports.

2. If possible collect EREP System Exception
Reports prior to running Device Support
Facilities programs. These reports will assist
with problem determination.

For information about Device Support Facilities,
and error messages, refer to Device Support
Facilities User's Guide and Reference, GC35-0033,
Level 12 or later.

For information on when and how to perform media
maintenance, refer to:

® Maintaining IBM Storage Subsystem Media,
GC26-4495.

® Device Support Facilities: Primer for the User of
I1BM 3380 Direct Access Storage, GC26-4498.

These manuals contain guidelines the customer
uses to determine when and how to perform media
maintenance and when to call IBM for service.
Determine that the failure is a 3380-JK failure.
Review the Device Support Facilities reports to
ensure that PHYSICAL DEVICE = 3380 and that
DEVICE DESCRIPTOR = 16 or 1E.

3380 device descriptor codes are as follows:
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e (02 = 3380 Stage 1or 2
e (06 = 3380-D
¢ 0A = 3380-E
* 16 = 3380-J
e 1E = 3380-K

Determine if corrective action is required.
Do you need help?
Yes No

002
Go to Step 005 in this SMAP.

003
Corrective action is required if one of the following
messages is presented:

SUSPECTED DRIVE PROBLEM
This message is an indication of a hardware
problem. For most hardware problems, one
or more of the following messages may also
be reported.

EQUIPMENT CHECK (permanent or temporary)
Equipment checks are indicated by the term
“EQUIPMENT CHECK” or by Sense byte 07 as
follows: 0X, 1X, 2X, 3X, 7X, 8X, 9X, or FX.

UNCORRECTABLE DATA CHECK OCCURRED ON
CE CYLINDER
This message can indicate either correctable
or uncorrectable data checks.

CE CYLINDER DATA CHECK THRESHOLD
C{CEEDED
This message can indicate either correctable
or uncorrectable data checks.

CORRECTABLE DATA CHECK LIMIT EXCEEDED ON
CE CYLINDER
This message is used to show that the
indicated head has exceeded the error
criterion. A previous message has indicated
the detailed sense information associated
with the failing head.
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DATA CHECK THRESHOLD EXCEEDED ON ONE OR
MORE HEADS
This message is produced if one or more
heads exceed a threshold for data checks.
These data checks may be either correctable
or uncorrectable. The head or heads that
exceed the threshold are indicated in the
MOVEABLE HEAD ERROR TABLE that follows
the message.

DATAVER DATA CHECK EXCEEDED THRESHOLD
The number of data checks detected while
running ANALYZE SCAN exceeded a
threshold established for data checks on this
volume.

DATAVER UNCORRECTABLE ERROR
This message is used by ANALYZE SCAN to
indicate that it has found a track that is not
correctable using ECC correction algorithms.
It does not mean that it would not be read
correctly using rereads, read with offset or be
ECC correctable as a result of those rereads.

DATAVER CORRECTABLE ERROR
This message is produced whenever
ANALYZE detects a correctable data check
which persists through multiple attempts to
read the data. The multiple read is intended
to eliminate data checks caused by random
noise.

Corrective action is not required for the following
messages unless one or more of the above
messages also occur.

SKIP DISPLACEMENTS CHANGED FOR TRACK
X“cccc hhhh.”
This message is generated each time
INSPECT determines a media defect and
bypasses it by assigning a skip displacement.
It is normal and expected that some skip
displacements will be assigned when
INSPECT is run. It should be noted that skip
displacements may be changed even when
the NOSKIP option is selected.

TRACK X“cccec hhhh” EXPERIENCED
NON-RECURRING DATA CHECKS
This message occurs when the INSPECT
function detects a non-recurring
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(non-repeatable) data check during surface
analysis of the indicated track. It is normal
and expected that some data checks could be
detected when INSPECT is run. This message
by itself is not necessarily cause for concern.

CORRECTABLE DATA CHECK OCCURRED ON CE
CYLINDER
It is expected that there will be some data
checks during a run of ANALYZE DRIVETEST.

According to the guidelines, is corrective action

required?
Yes No
004

Continue to review EREP periodically for
error conditions.

005
(From Step 002 in this SMAP)

Go to the message in Figure 13 on page START-29
and perform the indicated corrective action.

006

(From Step 011 in this SMAP)

Do the Device Support Facilities messages contain
sense data?

Yes No

l

007

A media maintenance action is required.
Have the customer perform media
maintenance in accordance with the
procedures in Maintaining IBM Storage
Subsystem Media, GC26-4495.

For additional information about media
maintenance, see Device Support Facilities:
Primer for the User of IBM 3380 Direct
Access Storage, GC26-4498.

If the media maintenance procedures
indicate that a maintenance action is
.2quired (for example, “Call your Service
Representative”), go to SMAP 0053 Step 00
on page START-30. ,

{Step 008 continues)
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008
Determine if there is an undervoltage or loss of
track following condition:

e Sense byte 23, bit 4 = 1, indicates that a
device undervoltage condition was detected.

¢ Sense byle 23, bit 5 = 1, indicates that a
controller undervoltage condition was detected.

e Sense byte 23, bit 7 = 1, indicates that a loss
of track following was detected.

Is there an undervoltage condition or loss of track
following condition?
Yes No

009
Go to Step 011 in this SMAP.

010
A maintenance action is required. Go to SMAP
0053 Step 001 on page START-30.

011
(From Step 008 in this SMAP)

A media maintenance action is required. Have the
customer perform media maintenance in
accordance with the procedures in Maintaining IBM
Storage Subsystem Media, GC26-4495.

For additional information about media
maintenance, see Device Support Facilities: Primer
for the User of IBM 3380 Direct Access Storage,
GC26-4498.

If the media maintenance procedures indicate that
a maintenance action is required (for example,
“Call your Service Representative”), go to SMAP
0053 Step 001 on page START-30.

Message

Action

SUSPECTED DRIVE PROBLEM

Go to SMAP 0053 Step 001 on page START-30

EQUIPMENT CHECK

Go to SMAP 0053 Step 001 on page START-30

UNCORRECTABLE DATA CHECK OCCURRED ON CE
CYLINDER

Go to SMAP 0053 Step 001 on page START-30

CE CYLINDER DATA CHECK THRESHOLD EXCEEDED

Go to SMAP 0053 Step 001 on page START-30

CORRECTABLE DATA CHECK LIMIT EXCEEDED ON
CE CYLINDER

Go to SMAP 0053 Step 001 on page START-30

DATA CHECK THRESHOLD EXCEEDED ON ONE OR
MORE HEADS

Go to SMAP 0053 Step 001 on page START-30

DATAVER DATA CHECK EXCEEDED THRESHOLD

Go to SMAP 0053 Step 001 on page START-30

DATAVER UNCORRECTABLE ERROR

Go to Step 006 in this SMAP

DATAVER CORRECTABLE ERROR

Go to Step 006 in this SMAP

SKIP DISPLACEMENTS CHANGED FOR TRACK X*“ccce
hhhh”

No action is required.

TRACK X"“ccce hhhh”™ EXPERIENCED
NON-RECURRING DATA CHECKS

No action is required.

CORRECTABLE DATA CHECK OCCURRED ON CE
CYLINDER

No action is required.

Figure 13. Device Support Facilities messages
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SMAP 0053: Locating the Failing Unit from Device Support Facilities Messages

001

(From SMAP 0052 Step 007 on page START-28)
(From SMAP 0052 Step 010 on page START-29)
(From SMAP 0052 Step 011 on page START-29)
(From SMAP 0052 Step 011 on page START-29)
(From SMAP 0052 Step 011 on page START-29)
(From SMAP 0052 Step 011 on page START-29)
(From SMAP 0052 Step 011 on page START-29)
(From SMAP 0052 Step 011 on page START-29)
{From SMAP 0052 Step 011 on page START-29)
{(From SMAP 0052 Step 011 on page START-29)

The best way to locate the failing unit is with the
physical address information contained in a sense
record.

Does the report contain error messages with sense
data?
Yes No

I

002

Use the Channel Unit Address (CUU) or the
volume identifier (DNAME, DDNAME or
SYSNAME) from the input statement with
existing CE or customer procedures to locate
the failing unit.

Schedule machine with customer and go to
IMAP 0230 Step 001 on page ISOLATE-16.

003 .

All Equipment Check problems should be resolved
before attempting to resolve a Data Check
problem.

Is there an Equipment Check message?
Yes No

004
Go to Step 006 in this SMAP.

005 \
Go to SMAP 0040 Step 001 on page START-19.

P/N 4519897 38 Sides EC 476581 01Aug89
© Copyright 1BM Corp. 1987, 1988

006
(From Step 004 in this SMAP)

The sense data is from a Data Check. Locate the
failing unit with the physical ID information
contained in sense bytes 4 and 14 as follows:

1. To identify the string, match the String ID
contained in sense byte 14 with the string ID on
the A-unit operator panel. For 3880
subsystems, see Figure 6 on page INTRO-7;for
3990 subsystems, see Figure 14 on
page INTRO-20 and Figure 15 on
page INTRO-20.

2. To identify the controller, use sense byte 4 to
determine the path and device address. Next,
match the path and device address from sense
byte 4 with the Path and Device on the A-unit
operator panel.

Sense Byte 4 Path

00xx XXXX Path 0
01xx XxxXX Path 1
10xx XXXX Path 2
11XX XXXX Path 3

Sense Byte 4 String Address

XXO0X XXXX
XXTX XXXX

String O
String 1

Sense Byte 4 Device Address

xxx0 0000 Device 00
xxx0 0001 Device 01
xxx0 0010 Device 02
xxx0 0011 Device 03
xxx1 1110 Device 1E
xxx1 1111 Device 1F

Go to SMAP 0054 Step 001 on page START-31.
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SMAP 0054: Prioritizing Data Check Symptom Codes using Device Support Facilities

Messages

001
{From SMAP 0053 Step 006 on page START-30)

Use the following guidelines to determine the
highest priority symptom code.

Is there more than 1 symptom code listed?
Yes No

l

002

The symptom code listed is the highest
priority symptom code. Record the symptom
code and go to SMAP 0058 Step 001 on page
START-34.

003

Determine the highest priority group of symptom
codes from the following list. Select the applicable
group that is closest to the top of the list.

Priority 1 Sense Byte 23, bits 4 or5 = 1
{undervoltage)

Priority 2 Sense Byte 23, bit 7 = 1 (lost track
following)

Priority 3 Message indicates uncorrectable

Priority 4  Other

Is there more than one symptom code in the
selected group?

Yes No
004
The symptom code listed is the highest
priority symptom code. Record the symptom
code and go to SMAP 0058 Step 001 on page
START-34.

005

Reduce the size of the selected group by selecting
only those symptom codes that are in the group
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closest to the top of the following table of sense
byte 22 values:

Sense
Byte 22
Group Value Description
1 14 No Sync Byte Found,
HA Area
2 G5 No Sync Byte Found,
Count Area
3 46 No Sync Byte Found,
Key Area
G 67 No Sync Byte Found,
Data Area g
5 40 ECC Data Check,
HA Area
6 61 ECC Data Check,
oun rea
7 42 ECC Data Check,
Key Area
8 43 ECC Data Check,
Data Area

Is there more than one symptom code in the
selected group?

Yes To
006
The symptom code listed is the highest
priority symptom code. Record the symptom
code and go to SMAP 0058 Step 001 on page
START-34.

007

The symptom code that occurs most often is the
highest priority symptom code.

Record the symptom code and go to SMAP 0058
Step 001 on page START-34.
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SMAP 0056: Prioritizing Data Check Symptom Codes using Sense Data

001
(From SMAP 0050 Step 003 on page START-23)
(From SMAP 0051 Step 007 on page START-26)

Use the following guidelines to determine the
highest priority symptom code.

Is there more than 1 symptom code listed?
Yes No

|

002

The symptom code listed is the highest
priority symptom code. Record the symptom
code and go to SMAP 0058 Step 001 on page
START-34.

003

Determine the highest priority group of symptom
codes from the following list. Select the applicable
group that is closest to the top of the list.

Priority 1  Sense Byte 23, bits 4or 5 = 1
(undervoltage)

Priority 2 Sense Byte 23, bit 2 = 1 (offset active)

Priority 3  Sense Byte 23, bit 7 = 1 (lost track
following)

Priority 4 Permanent Data Check (Indicated in
EREP Data Transfer Summary or
console message)

Priority 5 Other

Is there more than one symptom code in the
selected group?
Yes No

|

004

The symptom code listed is the highest
priority symptom code. Record the symptom
code and go to SMAP 0058 Step 001 on page
START-34.

005
Reduce the size of the selected group by selecting
only those symptom codes that are in the group
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closest to the top of the following list of sense byte
22 values:

Group Sense Description
Byte 22
Value
1 G4 No Sync Byte Found,
HA Area
2 45 No Syn¢ Byte Found,
Count Area
3 %6 No Sync Byte Found,
. Key Area
G 47 No Sync Byte Found,
Data Area
5 40 ECC Data Check,
HA Area
6 61 ECC Data Check,
Count Area
7 G2 . ECC Data Check,
Key Area
8 43 ECC Data Check,
Data Area

Is there more than one symptom code in the
selected group?
Yes No

I

006

The symptom code listed is the highest
priority symptom code. Record the symptom
code and go to SMAP 0058 Step 001 on page
START-34.

007
The symptom code that occurs most often is the
highest priority symptom code.

Record the symptom code and go to SMAP 0058
Step 001 on page START-34.
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3380-UK

SMAP 0057: Determining the Failing Ports (EBxx)

001

(From SMAP 0033 Step 001 on Page START-16)
(From SMAP 0045 Step 004 on Page START-22)
(From IMAP 0220 Step 001 on Page ISOLATE-12)

Determine the failing ports and the devices and
controllers that must be removed from customer
operation to repair the problem.

The EBxx Symptom Code represents a failure of
the Controller/Device Port (CDP) interface.
Failing Ports and Devices cannot be determined
from the physical address column in the EREP
DASD Symptom Code Summary report or from
sense byte 4.

Mulitiple Port Failures

Failing ports are determined from the EBxx
symptom code where bits 4-7 of “xx" identify the
failing port. See Figure 14. Multiple EBxx
symptom codes with different values of “xx" indi-
cate that multiple ports are failing and that the
failure is probably in the controller.

Repairing the problem requires that the con-
troller and one failing device be removed from
customer operation.

Single Port Failures

If all EBxx symptom codes have the same value
of "xx,” a single port is failing. The failure may
be in the controller, or in the CDP interface, or in
one of the four devices on the port.

If devices on more than one drive are reporting
errors, failing devices cannot be determined
from sense data. Isolating the problem requires
that the controller and all four devices on the
failing port be removed from customer opera-
tion. See Figure 14 to determine which port and
devices are associated with the failure.

Note: Failure boundary definition for EBXX
symptom codes requires the use of MD
procedure 0051 (see MD 0051 Step 001 on
page MD-58).

Go to SMAP 0058 Step 001 on page START-34.

Table 1. Port/Device Service Groups

EBxx Port | Device EBxx Port | Device
Bits 4-7 Address | Bits 4-7 Address
x4 4 10-13 %8 0 00-03
x5 5 14-17 x9 1 04-07

X6 6 18-18 XA 2 08-0B
x7 7 1C-1F xB 3 0C-OF

PN 2317353 | | EC 475254
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3380-JK

SMAP 0058: Determining the Failing FRUs

001

(From SMAP 0033 Step 001 on page START-16)
(From SMAP 0033 Step 001 on page START-16)
(From SMAP 0033 Step 001 on page START-16)
(From SMAP 0045 Step 004 on page START-22)
(From SMAP 0045 Step 004 on page START-22)
(From SMAP 0045 Step 004 on page START-22)
(From SMAP 0054 Step 002 on page START-31)
(From SMAP 0054 Step 004 on page START-31)
(From SMAP 0054 Step 006 on page START-31)
(From SMAP 0054 Step 007 on page START-31)
(From SMAP 0056 Step 002 on page START-32)
(From SMAP 0056 Step 004 on page START-32)
(From SMAP 0056 Step 006 on page START-32)
(From SMAP 0056 Step 007 on page START-32)
(From SMAP 0057 Step 001 on page START-33)

If the symptom code is 7xxx or Bxxx, ensure that
the string is a 3380-JK string before continuing.

If the symptom code is 9F9F, go to START-39,
Entry 001 (do not continue with this SMAP).

Is the failing machine available for running diag-
nostics?
Yes No

002

Go to Step 006.

003

Are you working on a data check problem
(symptom code 4xxx)?
Yes No

004

Go to IMAP 0205 Step 001 on page
ISOLATE-2.

005

Go to IMAP 0228 Step 001 on page ISOLATE-15.

006

(Step 006 continues)
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006 (continued)

The failing machine is not available for running
diagnostics.

Foliow this path to determine the probable failing
FRUs, based on the sense information that has
been collected. You can also determine the part
of the string that will be affected by the repair
action.

Use MD main menu option 3 to determine the
probable failing FRUs. For additional information
on the use of MD option 3, see page MD-42.

1. Power-on and IML the MD. The MD need
not be attached to the 3380.

2. From the MD Main menu, select option 3
(ANALYZE SYMPTOM CODE).

3. In response to the prompt, enter the
symptom code to be analyzed.

4. If possible, answer all questions and enter
all data requested by the MD. If asked to
enter sense data when the data is not avail-
able, the step can be bypassed by pressing
the enter key. If a step is bypassed, a larger
FRU group will be given or the FRUs will not
be listed in order of highest probable failure.

5. When a FRU group is displayed, record the
list of FRUs from the primary FRU list and
the secondary FRU list if there is one. Do
not replace any of these FRUs at this time.

6. If there is a MAP referenced under additional
action, review the map to determine the
additional action that may be needed to
isolate the problem. Do not perform any of
these actions at this time.

7. If you have time and want to learn more
about the problem, look up the error condi-
tion in the ECD sectlion of the ECM, Volume
R40.

Go to SMAP 0060 Step 001 on page START-35.
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SMAP 0060: Scheduling the Hardware

001
(From SMAP 0058 Step 006 on page START-34)

Ensure that the FRUs are available before
scheduling the 3380 unit for maintenance. Look up
the probable failing FRUs and determine what part
of the string will be affected by the repair action:

¢ For FRUs on the A1 board, see Figure 15.
¢ For FRUs on the B1 or Cx boards, see
Figure 16.

Schedule maintenance time for the affected devices
and controllers with the customer. Arrange to have

Al Board Cards

the affected devices varied offline. When the 3380
unit is available for service, continue with this step.

Are you working on a data check problem

(symptom code 4xxx)?

Yes No

002

Equipment checks: Go to IMAP 0205 Step
001 on page ISOLATE-2.

003

Data checks: Go to IMAP 0228 Step 001 on page

ISOLATE-15.

Controller Ctlr Ctlr Notes:
Logic Card Name Al/A3 A27A4 Repair Affects
1. AJ4 and AK4 units do
DDC/DTB AlW2 AlB2 Controller not have CDPSS1 cards
I/0 Control AlvV2 AlC2 unless the 4—path
feature is installed.
CDPSSO AlU2 AlD2 Controller
CDPSS1 (note 1) AlT2 AlE2 2. AJ4% and AKG units
attached to a 3990
DPS (note 2) AlS2 AlF2 String storage control do
Controller Sequencer AlR2 AlG2 Controller not have DPS cards.
DHPLO AlQ2 AlH2 Controller
MD adapter AlM4 AlL4
Clock/SERDES/ECC 1 AlP2 AlJ2 Controller
Clock/SERDES/ECC 2 A1N2 AlK2
Figure 15. Probable Failing FRU on the A1 Board
Bl and Cx Board Cards
Device Left Right Left Right
Logic Card Name Front Front Rear Rear Repair Affects
PES/PROM B1D2 B1lK2 B1NZ2 BlUu2 Device
SEQ/Servo/RPS BlE2 BlJ2 B1P2 B1T2
Port/R—NW B1F2 B1H2 B1Q2 B1S2 Device
R/H channel board C0B2 ClB2 C2B2 C3B2
Servo power amp C4P1 C4P2 C4P3 C4P4
Power B1G2 B1G2 B1R2 B1R2 Drive
Al Port Term B1W2 B1lW2 B1W2 B1W2 All devices
A2 Port Term B1W3 B1W3 B1W3 B1W3 in the unit
A3 Port Ternm B1B2 B1B2 B1B2 B1B2
A4 Port Term B1B3 B1B3 B1B3 B1B3

Figure 16. Probable Failing FRU on the B1 or Cx Board
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SMAP 0070: Locate the Failing Machine with Console Messages

001
(From SMAP 0015 Step 001 on page START-3)

Do you need aid in locating the failing machine?
Yes No

002
Go to IMAP 0205 Step 001 on page
ISOLATE-2.

003

See the console message manual. Look for the
physical ID in the console messages. If present, it
will be in one of the following forms:

8SID.P-CC-DD
88-CC-DD

Is one of these physical ID forms in the console
messages?
Yes No

|
004

Use one of the following to locate the failing
machine:

¢ The Channel Unit Address (CUA).
¢ The Channel Path ldentifier (CHPID) and
device number.

Locate the failing string of devices by using
the CUA (or the CHPID and device number)
and existing customer or CE procedures.
Go to IMAP 0205 Step 001 on page
ISOLATE-2.

005
Is the physical ID form “SSID.P-CC-DD”?
Yes No

006

Go to Step 009 in this SMAP.

007
Go to Step 008 in this SMAP.

008
(From Step 007 in this SMAP)

The physical ID form is “SSID.P-CC-DD,” where:

SSID = Storage Control subsystem ID or
Storage Director ID (SDID)

P = Path
CcC = String ID
DD = Device address

Determine the failing string, paths, and devices
using the following procedure:

1. To identify the string, match the String ID (CC),
obtained from the console messages, with the
String ID on the A unit operator panel. For
3880, see page INTRO-7; for 3990, see page
INTRO-20 or INTRO-22.

2. To identify the controllers, match the path (P)
obtained from the console message, with the
path character on the A unit operator panel. If

= X in the console message, the path must
be determined from the Channel Unit Address
{CUA) or the Channel Path ID (CHPID) in the
console messages. Match the path determined
with the path character on the A-unit operator
panel.

3. To identify devices, match the device address
(DD), obtained from the console messages,
with the device addresses on the A unit
operator panel. For 3880, see page INTRO-7;
for 3990, see page INTRO-20 or INTRO-22.

Schedule the machine with the customer and go to
IMAP 0205 Step 001 on page ISOLATE-2.
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009
(From Step 006 in this SMAP)

The physical ID form is “SS-CC-DD,” where:

SS = Storage director ID or
Storage Control subsystem ID

String ID

Device address

cc
DD

I

Determine the failing string, paths, and devices
using the following procedure:

1. To identify the string, match the string ID (CC)
obtained from the console messages with the
string ID on the A unit operator panel. For
3880, see page INTRO-7; for 3990, see page
INTRO-20 or INTRO-22.

2. This form of physical ID does not contain path
information. The path must be determined from
the Channel Unit Address (CUA) or the Channel
Path ID (CHPID) in the console messages.
Match the path determined with the path
character on the A unit operator panel.

-

To identify devices, match the device address
{DD), obtained from the console messages,
with the device addresses on the A unit
operator panel. For 3880, see page INTRO-7;
for 3990, see page INTRO-20 or INTRO-22.

w

Schedule the machine with the customer and go to
IMAP 0205 Step 001 on page ISOLATE-2.

/“

|

-

o B on Blay
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EC History of Start Section

EC HISTORY OF Ps/N 4519897
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3380-JK

SMAP 0059: Determining the Failing FRUs (9F9F)

{(From SMAP 0058 Step 001 on Start-34)

001

Symptom code 9F9F is designed to give an early
indication of 3380-JK bearing instabilities and is
not an error condition.

A cold operating environment and/or a wide fluc-
tuation in operating temperatures might cause
symptom code 9F9F and result in unnecessary
HDA replacement. Replacing the HDA might
NOT fix the 9F9F symptom code if the environ-
mental issue is not first addressed.

Balancing the room temperature to the recom-
mended operating environment of 72°F, +2°F
has proven to eliminate 9F9F symptom codes in
many cases.

Go to “3380-JK Input Air Temperature Check” on
page PM-2. Return here when finished.

Was the air intake temperature within specifica-
tions?
Yes No

002

After modifications are made to correct the
temperature, monitor for symptom code
9FIF for a minimum of 24 hours. |If
symptom code 9F9F reoccurs, go to Step
005.

003

Is byte 9 of any symptom code 9F9F greater than
or equal to 10?
Yes No

l

004

Monitor EREP for the next occurrence of
symptom code 9F9F  No further action is
required.

005

Go to page MD-1, Entry C, and run Option A
(Non-repeatable Runout (NRRO) Test).
(Step 005 continues)

PN 2317354 | | EC 475254
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005 (continued)

Is the problem fixed?
Yes No

|

006

Call the next level of support.

007

No further action is required.
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3380-JK

Preventive Maintenance

3380 Models J and K Preventive
Maintenance Procedures

Perform the preventive maintenance procedures

shown in Table 2 at the intervals shown.

Table 2. Preventive Maintenance for 3380 Models AJ4, AK4, BJ4, and BK4

Task Frequency { Comments
In
Months'
Check the box intake 6 Refer to “3380-JK Input Air Temperature Check” on
air temperature page PM-2.
Check the blower 6 Refer to “Blower Vibration Measurement Procedure” on
motor page PM-4.
Check the gate fans 6 Check the A and B gates for excessively noisy or failed
gate fans. Replace the fans as necessary. Refer to “Gate
Fan” on page CARR-43, Vol. R10.
Check the primary air 6 Check the primary air filter and replace as necessary. Do
filter not attempt to clean the filter. Refer to page LOC-8, Vol.
R10.
Check the air pres- 6 Go to "Air Pressure Checks"” on page CARR-20, Vol. R10.
sure
Check the HDA motor 6 Check both motor brakes for excessive red dust around the
brakes brake housing per ECA149/150. Order the EC if required.
Check for cable 12 Order the cable chafe inspection kit, P/N 2317345. This kit

chafing supplies instructions for the recommended inspection
points. cable ties. and cable wrap tape.
PN 2317355 | | EC 475254
tof4 07 Aug 92

© Copyright IBM Corp. 1992

PM-1




3380-JK

3380-JK Input Air Temperature
Check

Background

A cold operating environment might cause
symptom code SF9F and result in unnecessary
HDA replacement. Replacing the HDA might
NOT fix the 9F9F symptom codes if the environ-
mental issue is not addressed.

Note. Generally, out-of-specification environ-
mental temperatures can be observed by a clus-
tering of 9F9F symptom codes (multiple devices
in the same physical area within a 24 hour
period).

Balancing the room temperature to the recom-
mended ideal operating environment of 72°F,
+2°F, as specified in the IBM General Informa-
tion Installation Physical Planning Manual, has
proven to eliminate 9F9F symptom codes in
many cases.

Note: Symptom code 9FIF is NOT an error con-
dition, but is an environmental symptom code
that might require further action to be taken.
Ensure that your customer understands that
symptom code 9F9F is NOT an error, but an indi-
cation that further diagnostics might be required.

Tools Required

The following tools are required to perform this
procedure:

« Temperature strips, P/N 2179638
*« NFPA approved pillows, P/N 2317361

These pillows are approved by the National
Fire Protection Agency (NFPA). if IBM takes
the responsibility for plugging the cable
cutouts, then this product (P/N 2317361) must
be used. If the customer chooses to do this
job, this is the recommended material.

PN 2317355 | | EC 475254
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Measuring the Input Air
Temperature

Note: Use SC 08 for all temperature checking
activities.

To measure the input air temperature, perform
the following:

1. Check for the presence of temperature strips
(P/N 2179638) on the pre-filter of all A and B
boxes. These were installed by ECA163, and
measure the temperature of the input air
entering the pre-filter. See Figure 2.

If the temperature strips are not installed,
order one temperature strip (P/N 2179368)
for each J or K box in your account. Install
the strips as shown in Figure 2.
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TEMPERATURE STRIP
Figure 2.

2. Read the temperature on each strip and
record the value read for each box.

3. Determine if the air entering the pre-filter is
within the limits of 18° to 32°C (65° to 90°F).
It is desirable to have the temperature
measure a few degrees above the 18C
minimum. The recommended ideal temper-
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ature range of air entering the 3380 pre-filter
is 21°C to 23°C (70°F to 74°F).

If the temperature is below the minimum of
18°C, do steps 4 through 6 on page PM-3,
then recheck the temperature again in 24
hours.

. Warning:

Do not decrease the number of vented floor
tiles in the computer room. It is important to
ensure that there is an adequate number of
vented floor tiles to maintain the proper cir-
culation of air to and from the air handlers.
Without the proper circulation, the under
floor temperature can be too cold and the
room temperature too warm.

Seal or replace all missing and perforated
floor panels under, or partially under, the
3380 string.

. Ensure that all vented floor tiles are 3 feet (1

meter) away from the louvered door.

. Pack the floor panel cable openings under

the A boxes with a fire rated pillow. This is
very important if the air under the floor is
below 18°C (65°F). See “Tools Required” on
page PM-2 for the recommended pillow.

. If the recommended input temperature

cannot be reached using the above steps,
contact your Branch Office Installation Plan-
ning Representative (IPR) for a thermal
balance review of your customer’s DASD
area.

PN 2317355 | [ EC 475254
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Reference Documentation

1. IBM General Information Installation Physical

Planning Manual, GC22-7072-2 dated August,
1990.

Note: Chapter 4 - Air Conditioning, defines
the latest IBM temperature and humidity
design criteria. The design criteria is 72°F,
+2°F and 45% RH. +5% relative humidity.

. IBM System/360, System/370, 4300 and 9370

Processors Input/Output Equipment Installa-
tion Manual-Physical Planning, GC22-7064-12
dated February, 1990.

Note: The 370 I/0 IMPP dated February 1991
reflects that the minimum temperature
entering the 3380-JK pre-filter is 18°C (65°F).

PM-3
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Blower Vibration Measurement
Procedure

This procedure requires the use of a vibration
monitor [, P/N 2317360. This is a branch office

tool.

If your branch does not have it, order the

tool and place it in the B/O tool inventory.

1.

Connect the cable end of the magnetic
mounting base [ to the ‘XDCR’ jack of the
vibration monitor.

. Switch the vibration monitor power on by

pushing the Power On switch to On. The red
LED lights if the power is on.

. Test the batteries using the Battery Test

switch and meter battery indicator. If the
batteries are low, replace both batteries with
9-volit batteries.

. Test the bias using the Bias Test switch and

meter indicator. If the bias reading is not
within the indicated range, return the meter
to the vendor for repair.

. Remove the cover on the vibration monitor

magnetic base by sliding it sideways.

Attach the vibration monitor magnetic base
to the end cap of the blower motor [ in the
12 o’clock position fJ. See Figure 3.

PN 2317355 | | EC 475254
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(SHOWN IN 12 0’'CLOCK POSITION) @

VIBRATION MONITOR

MAGNETIC MOUNTING
BASE

[3]2,9;5 00
POSITION
A|5003564C|2

BLOWER MDTOR

Figure 3. Blower Motor Vibration Monitor Placement

7.

10.

1"

With the blower motor running, read and
record the vibration monitor reading.

. Move the vibration monitor magnetic base to

the 3 o’clock position of the blower motor
end cap. See Figure 3.

. With the blower motor running, read and

record the vibration monitor reading.

The highest of the two readings is the meas-
ured vibration level for that particular blower
motor.

If either reading is .25 or above, replace the
blower molor. See page CARR-22 in the
MIM for the blower motor replacement pro-
cedure.



Isolate Procedures

IMAP 0200: isolate the Problem
001

The procedures in this section are designed to help
isolate the problem to a Field Replaceable Unit
(FRU) or to the smallest group of FRUs possible.
FRU isolation is based upon the results of
diagnostic programs and the data collected at the
time of the original failure. The machine must be
available for you to perform these procedures.

Before starting the procedures in this section, you
should have completed the analysis procedures in
the START section.

Have you completed the analysis procedures in the
START section?
Yes No

002
Go to SMAP 0015 Step 001 on page START-2
and collect information about the failure.

003

Locate the entry point (A, B, C, etc. determined
from the START section procedures) in the
following table and go to the map and step
indicated.

If an entry point is not available, select a symptom
from the Description column and go to the map and
step indicated.

Entry | Description Go to

A Physical Inspection IMAP 0205 Step 001 on page ISOLATE-2.
B Equipment Checks (Sense data is available) IMAP 0205 Step 001 on page ISOLATE-2.
C Data Checks (Sense data is available) IMAP 0228 Step 001 on page ISOLATE-15.
D Console Message (Sense data is NOT available) IMAP 0205 Step 001 on page ISOLATE-2.
E Status Pending LED is lit continuously IMAP 0252 Step 001 on page ISOLATE-33.

on the storage control (3880 only).

F Run Diagnostics IMAP 0215 Step 001 on page ISOLATE-8.
G Problem Analysis with Error Log Data IMAP 0240 Step 001 on page ISOLATE-24.
H Trouble Setting CE Mode IMAP 0225 Step 001 on page ISOLATE-14.
J Symptom Code Analysis IMAP 0235 Step 001 on page ISOLATE-23.

Figure 1. ISOLATE Section Entry Table

P/N 4519899 56 Sides EC 475248 25Apr88
© Copyright IBM Corp. 1987, 1988

ISOLATE-1



IMAP 0205: Physical Inspection

001

(From SMAP 0015 Step 001 on page START-3)
{(From SMAP 0015 Step 001 on page START-3)
{(From SMAP 0058 Step 004 on page START-33)
(From SMAP 0060 Step 002 on page START-34)
{From SMAP 0070 Step 002 on page START-35)
(From SMAP 0070 Step 004 on page START-35)
(From SMAP 0070 Step 008 on page START-35)
(From SMAP 0070 Step 008 on page START-36)
(From IMAP 0200 Step 003 on page ISOLATE-1)
{From IMAP 0200 Step 003 on page ISOLATE-1)
(From IMAP 0200 Step 003 on page ISOLATE-1)

Will the customer allow service at this time?
Yes No

002

Schedule the machine for service, then
continue with Step 003 in this IMAP when
the machine is available.

003
{(From Step 002 in this IMAP)

1. Locate the rear of the failing string.

Locate the rear of the string you are going to
work on by referencing the STRING ID on the
rear Unit Emergency Power Off panel of each A
unit in the string. See SMAP 0030 Step 001 on
page START-13 or SMAP 0045 Step 001 on
page START-20.

Check rear circuit breakers and protectors.

Check that all circuit breakers and protectors at
the rear of each A unit and each B unit affected
by the failure are ON. If you are not sure which
B units are affected, check the circuit
protectors on all B units in the string.

Are all circuit breakers and protectors on?

Yes

No

004
Go to page PWR-1, Entry C, in the MIM,
Volume R10.

(Step 005 continues)

ISOLATE-2

005

Check MDA (Maintenance Device Adapter) card
LEDs, A1-Board.

For each A unit in the string, remove the A1-board
logic card cover and check that both controller
clock LEDs and all voitage LEDs are on. When the
controller clocks are running, the clock LEDs are
slightly dimmer than the voltage LEDs. If a clock
LED is off or is at the same brightness level as the
voltage LEDs, it means that the clock is stopped.

Controller Controller
A2 /7 A4 1 7 A3
0| +5 V 0| +5 Vv
0] Clock 0| Clock
0| -5V 0| =5V
0} -9.25 V 0] —4.25 V
AlL4 AlM4

Are all voltage LEDs on (disregard the clock LED)?

Yes

No

006

Go to the front of the string and use the
following list to check each item in each A
unit in the string:

AC POWER-ON LED
Check that the AC Power-On LED
located on the front Operator panel is
on.

PHASE DETECTION LEDs
Check the green and red phase
detection LEDs to ensure that the green
LED is on and the red LED is off. The
green and red phase detection LEDs
are located on the primary power box
at the front of the A unit.

FRONT CIRCUIT BREAKERS AND
PROTECTORS
Check that all circuit breakers and
protectors at the front of the machine
are on.

P/N 4519899 56 Sides EC 475248 25Apr8&8
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007

CONTROLLER POWER SUPPLY VOLTAGE
REGULATOR CARD LEDs
Check that the two LEDs for +1.7 Vdc
and the +5 Vsp on both controller
power supply regulator cards are off.
The +1.7 Vdc LED is yellow and the

+5 Vsp is red.

The controller power supplies are
located at the front lower right of the A
unit (see the LOC section in the MiM,

Volume R10).

After checking each item, refer to the
following list and find the first item, from the
top, that matches your findings. Go to the

specified reference.

Physical Symptom

Tripped CB or CP

Green and red phase
LEDs are both off

Red phase LED is on

AC Power On LED
is off or dim

Controller power supply
voltage regulator card
LED(s) are on

None of the above

Go to page PWR-1
(MIM, Volume R10)

Entry C

Entry J

Entry AM

Entry AM

Entry Al

Entry Al

Are the clock LEDs on and dimmer than the voltage

LEDs?
Yes

009

No

008

Go to IMAP 0215 Step 001 on page

ISOLATE-8.

Check A1-board gate fans. For each A unit in the
string, check to ensure that the gate fans for the

P/N 4519899 56 Sides EC 475248 25Aprss
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A1-board are running.

Are all A1-board fans running?

Yes No
010
Refer to page PWR-1, Entry N, in the MIM,
Volume R10 to correct the problem. After
the problem is corrected, return to Step 011
in this IMAP.

011

(From Step 010 in this IMAP)

Check Controller Ready LEDs. For each A unit in
the string, check that the Controller Ready LEDs
(located on the rear operator panel beside the MD
receptacle) are ON.

Are the Controller Ready LEDs on?

Yes No
012
Go to IMAP 0250 Step 001 on page
ISOLATE-32.

013

Check the PES/PROM card LEDs.

Remove the B1-board logic card cover of the
machines that are affected by this failure and check
that the four . LEDs on each PES/ PROM card are
on.

Note: LEDs may appear to be dim when they are
not on at all. This is due to light from the adjacent
LEDs.

Left Right Left Right
Front Front Rear Rear
Device Device Device Device

0] +15V 0 0] +15 V 0

0 +5V 0 0 +5 VvV 0

0 -5V 0 0 -5V 0

o] -15v |o o] -15 v |o
B1D3 B1K3 B1N3 B1U3

{Step 013 continues)
ISOLATE-3



013 (continued)
Are all PES/PROM card LEDs on?

Yes No
014
Go to page PWR-1, Entry AdJ, in the MIM,
Volume R10.

015

Check the B1-Board gate fans. Check to ensure
that the gate fans for the B1-boards of the affected
units are running.

Are all B1-board fans running?
Yes No

016

Refer to page PWR-1, Entry N, in the MIM,
Volume R10 to correct the problem. After
the problem is corrected, return to Step 017
in this IMAP.

017
(From Step 016 in this IMAP)

Are any of the drive motors in the string running?
Yes No

018
Perform one of the following.

1. If you are attempting to isolate a
problem where none of the drive motors
start during a normal string power up
sequence, go to page PWR-1, Entry L, in
the MIM, Volume R10.

2. If you are trying to isolate a problem
other than in item 1 above, go to
Step 019 in this IMAP.

019
{From Step 018 in this IMAP)

Check B1-Board Power Card LEDs. While the
B1-board logic card covers are removed, check
that the eight LEDs on each Power card are on
{see Figure 2 on page ISOLATE-5).

ISOLATE-4

o |f the HDA cables are not swapped, refer to the
left side of Figure 2 on page ISOLATE-5 for the
meaning of the LEDs on cards B1G2 and B1R2.

e |f the HDA cables are swapped, refer to the
right side of Figure 2 on page ISOLATE-5 for
the meaning of the LEDs on cards B1G2 and
B1R2.

Are all B1-Board Power Card LEDs on?
Yes No

I

020

Determine if the HDA cables are swapped. |If
the cables are swapped, there should be a
cable swap label at the top of the B1-board
gate. If so, use Figure 2 on page ISOLATE-5
to determine the meaning of the LEDs.

In the following list, find the first item (from
the top) that matches your findings. Then go
to the specified reference.
Physical Symptom Reference
+5/24 Vdc or +5 Vdc Page PWR-1,
Common LED off Entry AJ
(MIM, Volume R10)
One or more Device
Ready LEDs are off IMAP 0245 Step 001
on page ISOLATE-27
SW ENABLED LED
is off IMAP 0247 Step 001
on page ISOLATE-30
One or more Device
Sequencer Status LEDs
are off IMAP 0248 Step 001
on page ISOLATE-31

021
Go to IMAP 0210 Step 001 on page ISOLATE-6.

P/N 4519899 56 Sides EC 475248 25Apr88
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B1 Board LEDs - Cable Swap

B1-BOARD (FRONT DRIVE - G2 COMMON POWER CARD
REAR DRIVE -~ R2 COMMON POWER CARD)

7/

,
NORMAL (HDA CABLES NOT SWAPPED)

BEFORE THE HDA CABLE SWAP, THE LEDS MAKE
REFERENCE TO THE FOLLOWING®

Yo TN

@ — '\LEFT SEQUENCER STATUS

Q-:—/l—— +5/24 V ON
Q«i)——— +5 V COMMON
@-~,———— RIGHT SEQUENCER STATUS

-

1)
I/

n RIGHT SWITCH ENABLED

@, — RIGHT DEVICE READY

LEFT DEVICE READY
LEFT SWITCH ENABLED

[ooosszs)1 (2]

Figure 2. B1 Board LEDs

]
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’
HDA CABLES SWAPPED

AFTER THE HDA CABLE SWAP. THE SAME LEDS MAKE
REFERENCE TO THE FOLLOWING»

T~
e \

I ) RIGHT SEQUENCER STATUS

@ —+5/24 v ON

'/ +5 V COMMON

°_I)

LEF'T SEQUENCER STATUS

2]

LEFT DEVICE READY

1)

LEFT SWITCH ENABLED
I/

@~ RIGHT SWITCH ENABLED

l RIGHT DEVICE READY

NOTES

WHEN THE CABLES ARE SWAPPED,THE LED FOR THE LEFT
SEQUENCER STATUS SHOWS RIGHT SEQUENCER STATUS.

WHEN THE CABLES ARE SWAPPED, THE LED FOR THE RIGHT
SEGUENCER STATUS SHOWS LEFT SEQUENCER STATUS. .
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IMAP 0210: Miscellaneous Physical Symptoms

001
(From IMAP 0205 Step 021 on page ISOLATE-4)

Do you have one of the physical symptoms listed in

Figure 3?
Yes No
002

Select an entry from the following list and go
to the specified MAP:

¢ Sense data is available. Go to IMAP
0212 Step 001 on page ISOLATE-7.

¢ Console message is available and sense
data is not. Go to IMAP 0255 Step 001
on page ISOLATE-34.

® Sense data and console messages are
not available. Go to IMAP 0232 Siep 001
on page ISOLATE-18.

003

Find the first item (from the top) in Figure 3 that
matches the physical symptom. Then go to the
specified reference.

Physical Symptom Reference

Failure to power off string or controller

Page PWR-1, Entry AR (MIM, Volume R10)

Failure to power off device logic

Page PWR-1, Entry AR (MIM, Volume R10)

Failure to power off drive motor

Page PWR-1, Entry H (MIM, Volume R10)

Device Ready LED is on when Device
Enable/Disable switch is set to Disable

Page MAP-1, Entry CE (MIM, Volume R10)

No power at convenience outlet

Page PWR-1, Entry AM (MIM, Volume R10)

Motor braking problem (Drive coasts to stop
on power off)

Page PWR-1, Entry K (MIM, Volume R10)

Controller Ready LED not on (operator panel)

Fuage PWR-1, Entry BT (MIM, Volume R10)

Device Ready LED not on (operator panel)

Fage PWR-1, Entry BS (MIM, Volume R10)

Status Pending LED is on continuously on the
storage control (3880 only)

IMAP 0252 Step 001 on page ISOLATE-33.

Figure 3. Physical Symptom Table

ISOLATE-6
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IMAP 0212: Checking For Undervoltage

001
(From IMAP 0210 Step 002 on page ISOLATE-6)

Determine if there is an undervoltage condition.

Review all sense records for the failing string.
Undervoltage is determined from the symptom
code (sense bytes 22 and 23) as follows:

9FFF Device Undervoltage
DFFF Controller Undervoltage
EFFO Device Undervoltage
EFFF Controlier Undervoltage

Is there an undervoltage condition?

Yes No
002
Go to IMAP 0215 Step 001 on page
ISOLATE-8.

003

Check the device and controller voltages and ripple.

Do the procedures referenced by page PWR-1,
Entry A in the MIM, Volume R10 and then return
here.

Are the voltages and ripple OK?

Yes No

004

Repair or replace FRUs as directed by the
procedures in the PWR MAPs.

Then go to RMAP 0320 Step 001 on page
REPAIR-8to run diagnostics.

005
Go to IMAP 0215 Step 001 on page ISOLATE-8.

P/N 4519899 56 Sides EC 475248 25Apr8s
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IMAP 0215: Running Diagnostics

001

(From IMAP 0200 Step 003 on page ISOLATE-1)
(From IMAP 0205 Step 008 on page ISOLATE-3)
{(From IMAP 0212 Step 002 on page ISOLATE-7)
(From IMAP 0212 Step 005 on page ISOLATE-7)
(From IMAP 0232 Step 002 on page ISOLATE-18)
(From IMAP 0233 Step 011 on page ISOLATE-22)
(From IMAP 0252 Step 001 on page ISOLATE-33)

Perform the following steps:

1.

Attach and prepare the MD. See page MD-4 for
directions.

Warning: Never power the MD on or off with
the diskette inserted.

Ensure that the storage control is powered on
and has completed its initial microcode load
(IML), and that the functional diskette for the
3380-JK is installed.

Determine if the controller is the probable

failing unit. The probable failing unit is the
controller if one of the following conditions
exist:

® EREP Symptom Code Summary report
indicates probable failing unit: “Controller”
or “Storage Control Unit.”

e Highest priority symptom code (sense bytes
22 and 23) is Dxxx.

® Clock LED is off or is as bright as the
voltage LEDs.

Does one of these conditions exist?

Yes

003

To

002

Go to IMAP 0220 Step 001 on page
ISOLATE-12.

Go to IMAP 0218 Step 001 on page ISOLATE-S.

ISOLATE-8
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IMAP 0218: Controller Diagnostics

001
(From IMAP 0215 Step 003 on page ISOLATE-8)

The controller tests can be run in-line with
customer operations on the controller. Therefore,
controller paths and devices do not need to be
varied off line.

Run the Controller tests:

1. From the MD Main Menu, select option 1
(RUN DIAGNOSTICS).

2. From the Diagnostic Menu, select option 1
(RUN CONTROLLER TESTS).

See page MD-12 for directions.

Did the controller diagnostics run to normal end
without an error?
Yes No

002

Analyze the error. Press the ENTER key on
the MD to analyze the error and to obtain a
FRU group or list of action items.

Answer questions and follow instructions
given by the MD. If you are asked “DO YOU
WANT TO RUN CONNECTION TESTS?” you
are advised to answer “YES.” The
connection tests provide better isolation.

The connection tests do not run inline with
customer operation. Before running the
connection tests, all paths to the failing
controller should be varied offline. If this
cannot be done, answer “NO” to “DO YOU
WANT TO RUN CONNECTION TESTS ?”

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs. :

Go to RMAP 0300 Step 001 on page
REPAIR-2.

(Step 003 continues)

003

Some configurations do not use the DPS cards.
The DPS cards are used when the string is
attached to a 3880, but they are not used when the
string is attached to a 3990.

Is the string attached to a 38807
Yes No

004
Go to Step 007 in this IMAP.

005

To completely test the DPS function run the
extended DPS tests. The extended DPS tests
check the correct interaction of DPS on both
controllers (A1 and A2). These tests can be run
inline with customer operations on both controllers.
Therefore, controller paths and devices do not
need to be varied offline.

Run the extended DPS tests:

1. Press the PF key to return to the MD Main
menu.

2. From the MD Main menu, select
option 1 (RUN DIAGNOSTICS).

3. From the Diagnostic menu, select
option 2 (EXTENDED DPS TESTS).

See page MD-13 for more complete directions.

Did the extended DPS tests run to normal end
without an error?

Yes To

006

Analyze the error. Press the ENTER key on
the MD to analyze the error and to obtain a
FRU group or list of action items.

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.

(Step 006 continues)

i}

J

ISOLATE-9
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006 (continued)
Go to RMAP 0300 Step 001 on page
REPAIR-2.

007
(From Step 004 in this IMAP)

To completely test controller operation, run device
tests on one or more devices.

Vary devices offline.

Ask the customer to vary offline each of the
devices you want to test. Devices should be varied
offline on each attached system.

If the devices are not varied offline successfully,
avoid using those devices or proceed only with
customer permission.

Advise the customer that devices to be tested must
be placed in CE mode for the tests to run. If a
system attempts to use a device that has been
placed in CE mode, the storage control responds
with unit check and sends an Intervention Required
sense byte record to that system.

When a device is taken out of CE mode, an
interrupt is generated to each using system and
normal operation of the device should be resumed.

Set CE mode for the devices to be tested:

1. Press the PF key to return to the MD Main
menu.

2. From the Main menu, select option 0
(SET/RESET CE MODE).

3. Use the Set/Reset CE Mode option to set the
devices to be tested in CE mode.

See page MD-6 for directions.

Did CE mode set OK for all the devices specified?
Yes No

008
Go to IMAP 0225 Step 001 on page
ISOLATE-14.

(Step 009 continues)

ISOLATE-10

009
Run the device tests:

1. Press the PF key to return to the MD Main
menu.

2. From the Main menu, select option 1
(RUN DIAGNOSTICS).

3. From the Diagnostics menu, select option 3
(DEVICE TESTS).

See page MD-10 for directions.

Did the device tests run to normal end without an
error?
Yes No

010

Analyze the error. Press the ENTER key on
the MD to analyze the error and to obtain a
FRU group or list of action items.

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.

Go to RMAP 0300 Step 001 on page
REPAIR-2.

o1
Do you have SENSE data from EREP or the system
console for the original failure?

Yes No
012
Go to IMAP 0240 Step 001 on page
ISOLATE-24.

013

Using Figure 4, find the highest priority symptom
code group identified in the START section.

Go to the MAP step, MLX entry, or maintenance
procedure indicated.

P/N 4519899 56 Sides EC 475248 25Apr8s
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Symptom Code Groups Go To

9xxx, Dxxx, or Exxx IMAP 0235 Step 001 on page ISOLATE-23

(controller or device equipment checks)

4xxx (data check) Page MAP-1, Entry EB, in the MIM, Volume R10.

OxxX, 2XXX, 3xXX, or Fxxx The storage control maintenance package, MLX entry 6
(storage control errors)

XXX, BXXX, 7XXX, Or 8xXx The 3380 Stage 2 maintenance package

Axxx, Bxxx, or Cxxx The 3380-DE maintenance package

Figure 4. Symptom Code Groups

b
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IMAP 0220: Normal Sequence Diagnostics

001

(From IMAP 0215 Step 002 on page ISOLATE-8)
(From IMAP 0232 Step 011 on page ISOLATE-19)
(From IMAP 0247 Step 002 on page ISOLATE-30)

Determine which devices to test.

If a device sequence status LED is off, use that
device to test. Otherwise, the failing device can
usually be determined from the Physical Address
Column of the EREP DASD Symptom Code
Summary or from Sense byte 4 unless the
symptom code is EBxx.

If the symptom code is EBxx, it may be necessary
to run diagnostics on each device on the failing
port to determine which device is failing. See
SMAP 0057 Step 001 on page START-32for
additional information.

Vary devices offline.

Ask the customer to vary offline each of the
devices you want to test. Devices should be varied
offline on each attached system.

If the devices are not varied offline successfully,
avoid using those devices or proceed only with
customer permission.

Advise the customer that devices to be tested must
be placed in CE mode for the tests to run. Ifa
system attempts to use a device that has been
placed in CE mode, the storage control responds
with unit check and sends an Intervention Required
sense byte record to that system.

When a device is taken out of CE mode, an
interrupt is generated to each using system and
normal operation of the device should be resumed.

Set CE mode:

1. From the MD Main menu, select option 0
(SET/RESET CE MODE).

2. Use the Set/Reset CE Mode option to set the
devices to be tested in CE mode.

See page MD-6 for directions.

ISOLATE-12

Did CE mode set OK for all the devices specified?
Yes No

002
Go to IMAP 0225 Step 001 on page
ISOLATE-14.

003
(From Step 005 in this IMAP)

Run the Normal Sequence diagnostics:

1. Press the PF key to return to the MD Main
menu.

2. From the Main menu, select
option 1 (RUN DIAGNOSTICS).

3. From the Diagnostics menu, select
option 0 (NORMAL SEQUENCE).

See page MD-10 for directions.

Did the diagnostics run to normal end without an
error?
Yes No

004

Analyze the error. Press the ENTER key on
the MD to analyze the error and to obtain a
FRU group or list of action items.

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.

Go to RMAP 0300 Step 001 on page
REPAIR-2.

005
Run the Normal Sequence diagnostics on other
controllers.

If the failing path is not known and any of the other
controllers have not been tested, go to Step 003 in
this IMAP. Repeat the normal sequence tests with
another controller (if possible) and on other
devices.

P/N 4519899 56 Sides EC 475248 25Apr88
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in,

005 (continued)

- Oor -

If all controllers (or all that can be) have been
tested, go to Step 006 in this IMAP.

006
(From Step 005 in this IMAP)

Some configurations do not use the DPS cards.
The DPS cards are used when the string is
attached to a 3880, but they are not used when the
string is attached to a 3990.

Is the string attached to a 38807
Yes No

007
Go to Step 010 in this IMAP.

008

To completely test the DPS function, it is necessary
to run the extended DPS tests. The extended DPS
tests check the interaction of DPS on both
controllers (A1 and A2). These tests can be run
inline with customer operations on both controllers.
Therefore, controller paths and devices do not
need to be varied offline.

Run the Extended DPS Tests:

1. Press the PF key to return to the MD Main
menu.

2. From the Main menu, select option 1
{(RUN DIAGNOSTICS).

3. From the Diagnostic menu, select option 2
(EXTENDED DPS TESTS).

See page MD-13 for directions.

Did the Extended DPS Tests run to normal end
without an error?
Yes No

009

Analyze the error. Press the ENTER key on
the MD to analyze the error and to obtain a
FRU group or list of action items.

When a FRU group is displayed, use the
guided FRU replacement procedures in the

P/N 4519899 56 Sides EC 475248 25Apr88
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REPAIR section to replace the indicated
FRUs.

Go to RMAP 0300 Step 001 on page
REPAIR-2.

010
(From Step 007 in this IMAP)

Do you have SENSE data available from the original
failure?

Yes No
o1
Go to IMAP 0240 Step 001 on page
ISOLATE-24.

012

Go to IMAP 0235 Step 001 on page ISOLATE-23.
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IMAP 0225: Trouble Setting CE Mode

001

(From IMAP 0200 Step 003 on page ISOLATE-1)
{(From IMAP 0218 Step 008 on page ISOLATE-10)
(From IMAP 0220 Step 002 on page ISOLATE-12)
{(From IMAP 0230 Step 002 on page ISOLATE-16)
{(From IMAP 0232 Step 004 on page ISOLATE-18)
(From IMAP 0245 Step 014 on page ISOLATE-28)
(From IMAP 0248 Step 004 on page ISOLATE-31)
(From IMAP 0260 Step 011 on page ISOLATE-36)
(From IMAP 0265 Step 013 on page ISOLATE-39)
(From IMAP 0270 Step 012 on page ISOLATE-43)
(From IMAP 0275 Step 004 on page ISOLATE-46)
(From IMAP 0280 Step 004 on page ISOLATE-49)
(From IMAP 0285 Step 004 on page ISOLATE-51)
(From IMAP 0290 Step 004 on page ISOLATE-53)
{(From RMAP 0320 Step 006 on page REPAIR-8)

The Set/Reset CE Mode diagnostic may not run if
certain errors are present in the storage control,
controller, or control interface. If the diagnostic
does not run, CE mode for the specified devices
does not change and the MD displays an error
message. See “Isolation Code Error Display” on
page MD-36.

Analyze the error. Press the ENTER key on the MD
to analyze the error and to obtain a FRU group or
list of action items.

If the MD reports a 00xx isolation code and
suggests that you run the connection tests, run
them if possible. The connection tests do not run
inline with customer operation. Before running the
connection tests, all paths to the failing controller
should be varied offline. If this cannot be done,
answer “NO” to “DO YOU WANT TO RUN
CONNECTION TESTS ?”

When a FRU group is displayed, use the guided
FRU replacement procedures in the REPAIR section

to replace the indicated FRUs.

Go to RMAP 0300 Step 001 on page REPAIR-2.

ISOLATE-14
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IMAP 0228: Undervoltage With Data Checks

001

(From SMAP 0058 Step 005 on page START-33)
{From SMAP 0060 Step 003 on page START-34)
{(From IMAP 0200 Step 003 on page ISOLATE-1)

Determine if there is an undervoltage condition.

Examine all 4XYY symptom codes to determine if
there is an undervoltage condition as follows:

YY, Bit 4 Device Undervoltage
YY, Bit 5 = Controller Undervoltage

Is there a symptom code that indicates
undervoltage?

Yes No
002
Go to IMAP 0230 Step 001 on page
ISOLATE-16.

003

Check the Device and Controller voltages and
ripple.

Do the procedures referenced by page PWR-1, .
Entry A, in the MIM, Volume R10, and then return
here.

Are the voltages and ripple OK?
Yes No

004

Repair or replace FRUs as directed by the
procedures in the PWR section MAPs (see
the MIM, Volume R10).

Go to RMAP 0320 Step 001 on page
REPAIR-8 to run diagnostics.

005
Go to IMAP 0230 Step 001 on page ISOLATE-16.
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IMAP 0230: Diagnostics for Data Checks
001

(From SMAP 0053 Step 002 on page START-29)
(From IMAP 0228 Step 002 on page ISOLATE-15)
(From IMAP 0228 Step 005 on page ISOLATE-15)
Vary devices offline.

Ask the customer to vary offline each of the

devices you want to test. Devices should be varied

offline on each attached system.

If the devices are not varied offline successfully,
avoid using those devices or proceed only with
customer permission.

Advise the customer that devices to be tested must

be placed in CE mode for the tests to run. If a
system attempts to use a device that has been
placed in CE mode, the storage control responds

with unit check and sends an Intervention Required

sense byte record to that system.

When a device is taken out of CE mode, an
interrupt is generated to each using system and

normal operation of the device should be resumed.

Set CE mode:

1. From the MD Main menu, select option 0
(SET/RESET CE MODE).

2. Use the Set/Reset CE Mode option to set the
devices to be tested in CE mode.

See page MD-6 for directions.

Did CE mode set OK for all the devices specified?
Yes No

002
Go to IMAP 0225 Step 001 on page
ISOLATE-14.

003
Run the Normal Sequence diagnostics:

1. Press the PF key to return to the MD Main
menu.

2. From the MD Main menu, select option 1
(RUN DIAGNOSTICS).

ISOLATE-16

3. From the Diagnostics menu, select option 0
(NORIMAL SEQUENCE).

See page MD-10 for directions.

Did the diagnostics run to normal end without an
error?
Yes No

004

Analyze the error. Press the ENTER key on
the MD to analyze the error and to obtain a
FRU group or list of action items.

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.

Go to RMAP 0300 Step 001 on page
REPAIR-2.

005
Repeat the Normal Sequence diagnostics on other
controllers.

If the failing path is not known and other controllers
have not been tested, repeat the normal sequence
tests with other controllers until all the controllers
{or all that can be) have been tested.

Did the diagnostics run to normal end without error
with all controllers?
Yes No

006

Analyze the error. Press the ENTER key on
the MD to analyze the error and to obtain a
FRU group or list of action items.

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.

Go to RMAP 0300 Step 001 on page
REPAIR-2.

(Step 007 continues)
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007

Is sense data available?

Yes No
008
Go to page MAP-1, Entry EB, in the MIM,
Volume R10.

009

Go to IMAP 0235 Step 001 on page ISOLATE-23.
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IMAP 0232: Determine the Failing Devices and Controllers with the Device Status Test

001

{From IMAP 0210 Step 002 on page ISOLATE-6)
(From MD 0050 Step 002 on page MD-50)
{(From MD 0051 Step 016 on page MD-54)

Do you need help to determine which devices and
controllers are failing?

Yes No
002
Go to IMAP 0215 Step 001 on page
ISOLATE-8.

003

The following procedure uses the Device Status
test to determine the failing paths and devices.

The Device Status test selects each device in the
string and performs a Read Home Address
operation. The Device Status test runs inline with
customer operation. Devices do not need to be
varied offline or placed in CE mode unless there
are no channels enabled to the storage path. See
“Diagnostic Menu Option 7 - Device Status” on
page MD-25 for additional information.

Run the Device Status test:

1. Attach and IML the MD to one of the A units in
the failing string. See page MD-4 for
directions.

Warning: Never power the MD on or off with
the diskette inserted.

2. Ensure that the storage control is powered on
and has completed its initial microcode load
(IML) and that the functional diskette for the
3380-JK is installed.

3. Check the channel enable/disable switches at
each attached storage control.

Is there at least one channel enabled on the
attached storage control?
Yes No

(Step 004 continues)

ISOLATE-18

004
CE mode must be set before running the
Device Status test.

Set CE mode:

1. From the MD Main menu, select option 0
(SET/RESET CE MODE).

2. Use the Set/Reset CE Mode option to set
the devices to be tested in CE mode.

See page MD-6 for directions.

After CE mode is set, go to Step 005 in this
IMAP.

- or -

If CE mode does not set, go to IMAP 0225
Step 001 on page ISOLATE-14.

005
{From Steps 004 and 007 in this IMAP)

Continue to run the Device Status Test:

1. From the MD Main menu, select option 1
(RUN DIAGNOSTICS).

2. From the Diagnostic menu, select option 7
{DEVICE STATUS TEST).

The test should run until an error occurs or until
configuration data is displayed.

See page MD-25 for directions.

Did the test display configuration data?
Yes No

|
006

The test stopped with an isolation code
displayed.

Analyze the error. Press the ENTER key on
the MD to analyze the error and to obtain a
FRU group or list of action items.

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.
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006 (continued)
Go to RMAP 0300 Step 001 on page
REPAIR-2.

007

Review the configuration data to ensure that it is
correct. See page MD-27 for 3990 Configuration
data; see page MD-26 for 3880 Configuration data.

If the configuration data is not correct or you are
not sure, If the configuration data is not correct or
you are not sure, perform an analysis as instructed
by the MD. Correct any problems. If there were
any problems, rerun the Device Status test, then
return here.

Record the device status for each device. See
“Device Status” on page MD-29.

Repeat the test on each controller. Start at

Step 005 in this IMAP on a 4-path {4 controllers)
subsystem. You will have to move the MD plug to
the other A unit in the string to run the Device
Status Test with the controllers in that A unit.
Operational devices should report a status of “O.”
A status of “N” will be reported for devices that are
not attached.

Did any attached devices report a status other than
“0” through any controller?

Yes lldo

008

To determine which devices and paths are
failing, use the error log.

Go to IMAP 0233 Step 001 on page
ISOLATE-20.

009
Did any devices report a status of “D,” “E,” or “I”?
Yes No

|

010

Devices reporting a status of “B” or “S” are
busy. This may occur if the Device Status
test is run during periods of heavy usage. It
is usually a good indication that the device is
operational. However, you may want to
rerun the test to ensure that these devices
are operational.
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To determine which devices and paths are
failing, use the error log.

Go to IMAP 0233 Step 001 on page
ISOLATE-20.

o1
Record the devices that report a status of “D,” “E”
or “I”. These are failing devices.

Select one of these devices and failing paths to run
diagnostics. Then go to IMAP 0220 Step 001 on
page ISOLATE-12.
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IMAP 0233: Determine the Failing Devices and Controllers with the Error Log

001
(From IMAP 0232 Step 008 on page ISOLATE-19)
(From IMAP 0232 Step 010 on page ISOLATE-19)

The error log is collected and maintained by the
storage control. The error log is an equipment
check log. Data checks are not included unless the
error log mask is changed to include them.

There is an error log for each controller.

Each error log contains a maximum of 16 entries
for errors that occurred on the string when using
the controller. Each entry contains 32 bytes (24
sense bytes and 8 bytes of additional information).

Each error log entry contains a counter. If an error
occurs that is the same as the previous error
(same controller and symptom code for format 7, or
same controller, device, and symptom code for
formats 1, 8, and 9) the counter in the last entry is
updated and a new log entry is not generated.

The error log may be transferred to the MD and
then searched, based on search parameters
entered on the MD. The error logs for all
controllers can be transferred to the MD and then
merged together into one error log. The merged
error log can then be searched for errors on any
device and any controller.

The error log is accessed by an inline diagnostic
routine that runs in the storage control under
control of the MD. Devices need not be in CE
mode.

Is the MD already attached and loaded?
Yes No

002
Attach and prepare the MD.

Warning: Never power the MD on or off with
the diskette inserted.

See page MD-4 for directions.

(Step 002 continues)

ISOLATE-20

002 (continued)

Ensure that the storage control you are
going to use is powered on and has
completed its initial microcode load (IML),
and that the functional diskette for the
3380-JK is installed.

Go to Step 003 in this IMAP.

003
(From MD 0050 Step 002 on page MD-50)
(From Steps 002 and 005 in this IMAP)

Warning: If the MD diskette is from another string,
all logs must be transferred before searching any of
the logs. Otherwise, the results of the search will
be unpredictable.

Use the transfer log function to collect error
information from the error logs:

1. From the MD Main menu, select option 2
(ERROR LOG FUNCTION).

2. From the Error Log Function menu, select
option 1
(TRANSFER LOG).

3. Specify your choice for the controller.

During the transfer, the most recent entry is first
and the oldest entry is last. When the transfer is
complete, the log can be searched or merged with
other transferred logs.

The transfer uses a diagnostic program that runs in
the storage control. Some problems with the
storage control, with the controller, or with the
control interface (DDC) do not allow the diagnostic
to run. The error log is not transferred, and the
MD displays a diagnostic error message.

Was the transfer completed without a diagnostic
error message?
Yes No

004
Press ENTER to begin analysis in the MD.

Note: See “Isolation Code Error
Display” on page MD-36.
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004 (continued)

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR pages to replace the indicated FRUs.

Go to RMAP 0300 Step 001 on page
REPAIR-2.

005

The error log for the selected controller was written
on the MD diskette during the transfer. The error
log in the storage control is not reset.

Transfer error logs for all other controllers:.

1. From the MD Main Menu, select option 2
(ERROR LOG FUNCTION).

2. From the Error Log Function menu, select
option 1
(TRANSFER LOG)

3. Specify your choice for the controller.

Repeat Step 003 in this IMAP for the other
controllers.

" If the string is a 4-path string, move the MD plug to

the other A unit in the string and repeat Step 003
in this IMAP for both controllers in the other A unit.

Search transferred logs.

The error log can now be searched using option 2
of the error log function menu. For instructions,
see “Search Log (Option 2)” on page LOG-5.

Alternatively, a merge (option 3) can be done with
other transferred error logs and a search done on
the merged error logs. For instructions, see
“Merge Log (Option 3)” on page LOG-8.

If the string is attached to a 3990 Storage Control,
merge the error logs just transferred using Error
Log Function Menu option 3. Error log entries for
all specified logs are merged in chronological
order. Records in the merged log can then be
searched and displayed without searching each
individual log.

Display each entry in each log transferred or in the
merged log using Error Log Function Menu option 2
(Search Log Function). Specify ALL records. The

P/N 4519899 56 Sides EC 475248 25Apr88
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most recent entries are displayed first. For
instructions, see “Search Log (Option 2)” on
page LOG-5.

Record each symptom code, device address,
controller, and age, for the errors that occurred
since the customer started having problems. If the
age is not known because the error log came from
a 3880 Stcrage Control, it is difficult to determine
which records are associated with the problem.

If possible, obtain information from the customer
about the nature and frequency of the problem.
This information, combined with your knowledge of
the devices in this account, can sometimes be used
to determine which records are associated with the
problem. The most recent entry in the log is
labeled ENT =01; the last entry in the log is the
oldest.

Are there any entries in the transferred logs?
Yes No

006

Have the customer run EREP.

An EREP report will be required to determine
failing devices and controllers. Ask the
customer to run the EREP Exception reports.

Then go to SMAP 0020 Step 001 on page
START-8.

007
Prioritize the errors in the log using the following
procedure.

Note: A/l undervoltage problems should be
resolved before attempting resolve other
problems.

Review the system codes for the following
undervoltage conditions:

DFFF Controller undervoltage
EFFF Controller undervoltage
EFFO0 Device undervoltage
9FFF Device undervoltage

(Step 007 continues)
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007 (continued) 011 (continued) v Py
Do you have one of these symptom codes? The procedure in IMAP 0215 Step 001 on page L/
Yes No ISOLATE-8uses device diagnostics to help isolate
I the problem. =
008 S
All symptom codes associated with the
string of drives should be considered. O
N
1. Determine the highest priority symptom
code group from the following list: o
N’
e  Dxxx {except low priority SCs) ‘
e Exxx a
e Low priority symptom codes: ~
DFx3 DFx9 DFxC N
DFx5 DFxA DFxD {
DFx8 DFxB : =
®  Oxxx B
2. Determine the highest priority symptom -
code within the selected group. Select o
the symptom code that occurs most often & ,
or has the highest count. -
3. Determine which Devices and Controlier v L/
paths are reporting the selected
symptom code from the information e
previously recorded. W
Go to Step 011 in this IMAP. -
009
Check the Device and Controller voltages and
ripple. See page PWR-1, Entry A, in the MIM, ’ N
Volume R10.
Are the voltages and ripple OK? N
Yes No
010 N
Repair or replace FRUs as directed by the
procedures in the PWR section MAPs (see C "/
the MIM, Volume R10). -
Next, go to RMAP 0320 Step 001 on page C
REPAIR-8 to run diagnostics.
011 )
(From Step 008 in this IMAP) :
5 - o
(Step 011 continues) W
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IMAP 0235: Symptom Code Analysis

001

(From IMAP 0200 Step 003 on page ISOLATE-1)
(From Page ISOLATE-11)

(From IMAP 0220 Step 012 on page ISOLATE-13)
(From IMAP 0230 Step 009 on page ISOLATE-17)
(From IMAP 0240 Step 006 on page ISOLATE-25)
(From IMAP 0245 Step 023 on page ISOLATE-29)
(From IMAP 0250 Step 007 on page ISOLATE-32)
(From IMAP 0280 Step 009 on page ISOLATE-50)
(From IMAP 0285 Step 009 on page ISOLATE-52)
(From IMAP 0290 Step 009 on page ISOLATE-54)

Use the MD to determine the probable failing FRUs:

If you already have the FRU list, go to step 5 in the

following procedure.

1. Press the PF key to return to the MD Main
menu.

2. From the Main menu, select option 3
(ANALYZE SYMPTOM CODE).

3. In response to the prompt, enter the highest

priority symptom code. This code should have

been previously determined in the START
procedures. See “Analyze Symptom Code
(Main Menu Option 3)” on page MD-37 for
directions on entering symptom codes.

4. Answer all questions and perform all steps
requested by the MD until a FRU list is

e Ifthe HDA is suspected, the HDA cable
swap procedure should be performed to
help isolate the problem if there is another
repeat call. See page CARR-1, Entry Q, in
the MIM, Volume R10.

® On a second repeat call, perform all
additional action items.

Go to RMAP 0300 Step 001 on page REPAIR-2 to
replace the recommended FRUs.

displayed. If the MD asks for additional sense
information, entering the requested sense bytes
will provide the smallest possible FRU list. If
the sense bytes are not available, bypass the
step by pressing the enter key.

Perform actions indicated by the MD. When
replacing FRUs, use the following guidelines:

® On the first call, replace all FRUs in the
primary FRU list.

e On a repeat call, replace all FRUs in the
secondary FRU list. If there is a MAP
indicated by the MD, go to the MAP to
determine any additional actions.
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IMAP 0240: Problem Analysis With Error Log Data

001

{(From IMAP 0200 Step 003 on page ISOLATE-1)
(From IMAP 0218 Step 012 on page ISOLATE-10)
(From IMAP 0220 Step 011 on page ISOLATE-13)
(From IMAP 0250 Step 006 on page ISOLATE-32)
(From IMAP 0265 Step 016 on page ISOLATE-40)
{(From IMAP 0270 Step 016 on page ISOLATE-44)
(From IMAP 0270 Step 017 on page ISOLATE-44)
(From IMAP 0275 Step 009 on page ISOLATE-47)
(From IMAP 0280 Step 008 on page ISOLATE-50)
(From IMAP 0285 Step 008 on page ISOLATE-52)
(From IMAP 0290 Step 008 on page ISOLATE-54)
{From RMAP 0340 Step 003 on page REPAIR-13)

The error log is collected and maintained by the
storage control. The error log is an equipment
check log. Data checks are not included unless the
error log mask is changed to include them.

There is an error log for each controller.

Each error log contains a maximum of 16 entries
for errors that occurred on the string when using
the controller. Each entry contains 32 bytes (24
sense bytes and 8 bytes of additional information).

Each error log entry contains a counter. If an error
occurs that is the same as the previous error
(same controller and symptom code for format 7, or
same controller, device, and symptom code for
formatis 1, 8, and 9) the counter in the last entry is
updated and a new log entry is not generated.

When atlached to a 3990 storage control, each
error log entry contains the age of the entry in
hours. When attached to a 3380 storage control,
age is not provided.

The error log may be transferred to the MD and
then searched, based on search parameters
entered on the MD. The error logs for all
controllers can be transferred to the MD and then
merged together into one error log. The merged
error log can then be searched for errors on any
device and any controller,

The error log is accessed by an inline diagnostic

routine that runs in the storage control under
control of the MD. Devices need not be in CE

ISOLATE-24

mode.

Is the MD already attached and loaded?
Yes No

002
Attach and prepare the MD.

Warning: Never power the MD on or off with
the diskette inserted.

See page MD-4 for directions.

Ensure that the storage control you are
going to use is powered on and has
completed its initial microcode load (IML),
and that the functional diskette for the
3380-JK is installed.

Go to Step 003 in this IMAP,

003
(From Steps 002 and 005 in this IMAP)

Warning: If the MD diskette is from another string,
all logs must be transferred before searching any of
the logs. Otherwise, the results of the search will
be unpredictable.

If not already done, use the transfer log function to
coliect error information from the error logs:

1. From the MD Main menu, select option 2
{ERROR LOG FUNCTION).

2. From the Error Log Function menu,
select option 1 (TRANSFER LOG).

3. Specify your choice for the controller.

If the error log has already been transferred, go to
Step 005 in this IMAP.

During the transfer, the most recent entry is first
and the oldest entry is last. When the transfer is
complete, the log can be searched or merged with
other logs that have been transferred.

The transfer uses a diagnostic program that runs in
the storage control. Some problems with the
storage control, with the controller, or with the
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control interface (DDC) do not allow the diagnostic
to run. The error log is not transferred, and the
MD displays a diagnostic error message.

Was the transfer completed without a diagnostic
error message?
Yes No

004
Press ENTER to begin analysis in the MD.

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR pages to replace the indicated FRUs.

Go to RMAP 0300 Step 001 on page
REPAIR-2.

005
(From Step 003 in this IMAP)

The error log for the selected controller was written
on the MD diskette during the transfer. The error
log in the storage control is not reset. Perform the
following steps:

1. Repeat Step 003 in this IMAP for the other
controller in the A unit.

2. [If the string is a 4-path string, move the MD
plug to the other A Unit in the string and repeat
Step 003 in this IMAP for the controllers in that
A Unit.

3. The error log can now be searched using
option 2 of the error log function menu or a
merge (option 3) can be done with other
transferred error logs and a search done on
the merged error logs.

See “Search Log (Option 2)” on page LOG-5.

Were error log entries found?
Yes No

I

006

An EREP report or a system console
message with sense data is needed for
analysis. When sense data is available, go
to IMAP 0235 Step 001 on page ISOLATE-23.
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Before returning the machine to the
customer, perform the End of Call procedure.

Go to RMAP 0350 Step 001 on page
REPAIR-15.

007
A summary of each log entry is displayed.

Select a symptom code for analysis.

Review all entries before selecting an entry for
analysis.

1. Record each symptom code, device address,
controller, and age, for the errors that occurred
since the customer started having problems. If
the age is not known because the error log
came from a 3880 Storage Control, it is difficult
to determine which records are associated with
the problem.

If possible, obtain information from the
customer about the nature and frequency of the
problem. This information combined with your
knowledge of the devices in this account, can
sometimes be used to determine which records
are associated with the problem.

The most recent entry in the log is labeled
ENT=01; the last entry in the log is the oldest.

2. Use the following guidelines to prioritize the
failures:

® Resolve undervoltage conditions first:

DFFF  Controller undervoltage
EFFF Controller undervoltage
EFFO Device undervoltage
9FFF Device undervoitage

Note: All undervoltage problems

should be resolved before attempting
resolve other problems.

e |[fthere are multiple symptom codes and no
undervoltage symptom codes, determine
the highest priority symptom code group
from the following list:
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— Dxxx (except low priority SCs)

— Exxx

— Low priority symptom codes:
DFx3 DFx9 DFxC
DFx5 DFxA DFxD
DFx8 DFxB

—  9xxx

e |f there are multiple symptoms within the
selected group, select the symptom code
that occurs most or has the highest count.

After each error display, the search function
allows you to analyze the error by entering
“A."If “A” (Analyze the Error) is chosen, the 24
sense bytes are displayed, then analysis is
done on the error.

Follow directions from the MD until a FRU group is
displayed. When replacing FRUs, use the following
guidelines:

On the first call, replace all FRUs in the primary
FRU list.

On a repeat call, replace all FRUs in the
secondary FRU list. If there is a MAP indicated
by the MD, go to the MAP to determine any
additional actions.

If the HDA is suspected, the HDA cable swap
procedure should be performed to help isolate
the problem if there is another repeat call. See
page CARR-1, Entry Q, in the MIM, Volume R10.

On a second repeat call, perform all additional
action items.

Go to RMAP 0300 Step 001 on page REPAIR-2 to
replaze the recommended FRUs.

ISOLATE-26
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IMAP 0245: Device Not Ready

001
{(From IMAP 0205 Step 020 on page ISOLATE-4)
{(From IMAP 0248 Step 002 on page ISOLATE-31)

Device not ready is indicated when a Device Ready
light on the operator panel is off.

A Device Ready light is off when one or more of
the following conditions are present:

e The drive associated with the device is
powered off or did not power on.

® The device is powered off.

¢ The device logic is disabled.

e The ENABLE/DISABLE switch associated with
the device is in the DISABLE position.

e There is a device Check 1.

¢ There is a device Check 2.

® A hardware fault in the device dropped Online.
{Online is indicated in sense format 1 or 8,
sense byte 19, bit 4.)

e There is a hardware fault in the servo system.

Check the Enable/Disable switch (on the operator
panel) for the not ready device to verify that the
switch is in the Enable position.

Is the switch in the Enable position?
Yes No

002
Set the switch to the Enable position.

If the device becomes ready, go to Step 011
in this IMAP.

-or -

Otherwise, go to Step 003 in this IMAP.

003
(From Step 002 in this IMAP)

Inspect the HDA access mechanism lock for the
device that is not ready. See page CARR-1, Entry
AB, in the MIM, Volume R10.

(Step 003 continues)
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003 (continued)

Is the lock in the unlocked position?
Yes No

004

Perform the following steps:

1. Unlock the access mechanism lock.

2. Set the actuator logic switch for the
failing device to the Disable position,
then back to the Enable position. See
page REPAIR-27.

3. The device should come ready within 10
seconds.

If the device becomes ready, go to Step 011
in this IMAP.

- Or -

Otherwise, go to Step 005 in this IMAP.

005
(From Step 004 in this IMAP)

Check the status of the drive (running or stopped).
Is the drive stopped?
Yes No

006
Go to Step 011 in this IMAP.

007

Does the drive belt appear to be in good condition
and in the correct position on the pulleys?
Yes No

008
Replace the belt. See page CARR-1, Entry E,
in the MIM, Volume R10 for the procedure.

If this corrects the Device Not Ready
problem, go to RMAP 0320 Step 001 on page
REPAIR-8.

- or -

Otherwise, go to Step 009 in this IMAP.
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009
(From Step 008 in this IMAP)

Check the fit of the drive belt cover to the belt
cover switch. '

Does the belt cover switch appear to be correctly

operating?

Yes No
010
Correct the problem with the belt cover
switch.

If this corrects the Device Not Ready
problem, go to RMAP 0320 Step 001 on page
REPAIR-8.

- or -

Otherwise, go to Step 011 in this IMAP.

011
(From Steps 002, 004, 006, and 010 in this IMAP)

Vary devices offline.

Ask the customer to vary offline each of the
devices you want to test. Devices should be varied
offline on each attached system.

If the devices are not varied offline successfully,
avoid using those devices or proceed only with
customer permission.

Advise the customer that devices to be tested must
be placed in CE mode for the tests to run. If a
system attempts to use a device that has been
placed in CE mode, the storage control responds
with unit check and sends an Intervention Required
sense byte record to that system.

When a device is taken out of CE mode, an
interrupt is generated to each using system and
normal operation of the device should be resumed.

Is the MD already attached to the A unit, powered
on, and ready for use?
Yes To

012

(Step 012 continues)

ISOLATE-28

012 (continued)
Attach and prepare the MD.

Warning: Never power the MD on or off with
the diskette inserted.

See page MD-4 for directions.

Ensure that the storage control you are
going to use is powered on, has completed
its initial microcode load (IML), and that the
functional diskette for the 3380-JK is
installed.

Continue with Step 013 in this IMAP.

013
{(From Step 012 in this IMAP)

Set CE Mode:

1. From the MD Main menu, select option O
(SET/RESET CE MODE).

2. Use the Set/Reset CE Mode option to set the
devices to be tested in CE mode.

See page MD-6 for directions.

Did CE mode set OK for all the devices specified?
Yes No
014
Go to IMAP 0225 Step 001 on page
ISOLATE-14.

015
(From Step 018 in this IMAP)

Run the Normal Sequence diagnostics:

1. Press the PF key to return to the MD Main
menu.

2. From the Main menu, select option 1
(RUN DIAGNOSTICS).

3. From the Diagnostics menu, select option 0
{(NORMAL SEQUENCE).

See page MD-10 for directions.

(Step 015 continues)
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015 (continued)

Did the diagnostics run to normal end without an
error?

Yes To

016

Press the ENTER key on the MD to analyze
the error and to obtain a FRU group.

When a FRU group is displayed, use the

guided FRU replacement procedures in the

Go to RMAP 0300 Step 001 on page
REPAIR-2.

017
Has the failing device been tested with all
controllers?
Yes To
018
Go to Step 015 in this IMAP and repeat the
normal sequence tests with all controllers.

019

Is the Device Ready LED on now?

Yes No
020
Use the PWR section MAPs in the MIM,
Volume R10 to isolate the problem.
Go to page PWR-1, Entry BS, in the MIM,
Volume R10.

021

Is sense data available from the system (EREP,
console, ICKDSF, etc.)?
Yes No

|

022

It is not unusual for device ready LEDs to go
off during long periods of non-operation.
This may be due to a loss of track following.
If this happens, using the device will cause
the storage control to rezero the actuator.
This will bring the device back to the ready
state.
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REPAIR pages to replace the indicated FRUs.

022 (continued)

If this is of concern, replace the
Sequencer/Servo/RPS card and Servo Power
Amplifier card for the affected actuator.

Next, go to RMAP 0300 Step 001 on page
REPAIR-2.

- Or -

Otherwise, go to RMAP 0350 Step 001 on
page REPAIR-15.

023
Go to IMAP 0235 Step 001 on page ISOLATE-23.
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IMAP 0247: Device Switch Enabled LED Off

001
{From IMAP 0205 Step 020 on page iSOLATE-4)

Check the front of the A unit to ensure that the
suspect device Enable/Disable switch is in the
Enable position.

Is the switch in the Enable position?
Yes No

002
Switch to Enable, then go to IMAP 0220 Step
001 on page ISOLATE-12 to run diagnostics.

003
Go to page MAP-1, Entry CE, in the MIM, Volume
R10.

ISOLATE-30
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IMAP 0248: Device Sequencer Status LED Off

co1
(From IMAP 0205 Step 020 on page ISOLATE-4)

The Device Sequencer Status LED should not be
used to isolate a problem if the Device Ready LED
is off.

Is the Device Ready LED on?
Yes No

002
If the device ready LED is off, go to IMAP
0245 Step 001 on page ISOLATE-27.

003

The Device Sequencer Status LED should normally
be on when the device is ready. However, there
are certain problems with the hardware that can
cause the Device Sequencer Status LED to turn off
and stay off until power is turned off, then on again.

Run diagnostics on the failing device using the
following procedure:

Vary devices offline.

Ask the customer to vary offline each of the
devices you want to test. Devices should be varied
offline on each attached system.

If the devices are not varied offline successfully,
avoid using those devices or proceed only with
customer permission.

Advise the customer that devices to be tested must
be placed in CE mode for the tests to run. If a
system attempts to use a device that has been
placed in CE mode, the storage control responds
with unit check and sends an Intervention Required
sense byte record to that system.

When a device is taken out of CE mode, an
interrupt is generated to each using system and
normal operation of the device should be resumed.
Set CE Mode:

1. From the MD Main menu, select option 0

(SET/RESET CE MODE).
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2. Use the Set/Reset CE Mode option to set the
devices to be tested in CE mode.

See page MD-6 for directions.
Did CE mode set OK for all the devices specified?
Yes No

004
Go to IMAP 0225 Step 001 on page
ISOLATE-14.

005
Run the Normal Sequence diagnostics:

1. Press the PF key to return to the MD Main
menu.

2. From the Main menu, select option 1
(RUN DIAGNOSTICS).

3. From the Diagnostics menu, select option O
{NORMAL SEQUENCE).

See page MD-10 for directions.

Did the diagnostics run to normal end without an
error?
Yes No

006

Press the ENTER key on the MD to analyze
the error and to obtain a FRU group. When
a FRU group is displayed, use the guided
FRU replacement procedures in the REPAIR
section to replace the indicated FRUs.

Go to RMAP 0300 Step 001 on page
REPAIR-2.

007
Replace the following logic cards for the failing
device:

PES/PROM card
Power card
Sequencer/Servo/RPS card

Go to RMAP 0300 Step 001 on page REPAIR-2 and
follow the directions in the repair procedures.
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IMAP 0250: Controller Not Ready

001
{(From IMAP 0205 Step 012 on page ISOLATE-3)

Controller not ready is indicated when a Controller
Ready light on the operator panel is off. A
Controller Ready light is off when:

e The controller is powered off.

® There is a Controller Check 1.

® The controller is “fenced” from the DDC
interface.

Attach and prepare the MD.

Warning: Never power the MD on or off with the
diskette inserted.

See page MD-4 for directions.

Ensure that the storage control you are going to
use is powered on and has completed its initial
microcode load (IML), and that the functional
diskette for the 3380-JK is installed.

Run the Controller tests on the failing controller:

1. From the MD Main menu, select option 1
(RUN DIAGNOSTICS).

2. From the Diagnostic menu, select option 1
(RUN CONTROLLER TESTS)

See page MD-12 for more complete directions.

Did the Controller diagnostics run to normal end
without an error?
Yes No

|
002

Press the ENTER key to analyze the error
and to obtain a FRU list.

Answer questions and follow instructions
given by the MD. If you are asked “DO YOU
WANT TO RUN CONNECTION TESTS?” you
are advised to answer “YES.” The
connection tests provide better isolation.

The connection tests do not run inline with
customer operation. Before running the

ISOLATE-32

connection tests, all paths to the failing
controller should be varied offline. If this
cannot be done, answer “NO” to "DO YOU
WANT TO RUN CONNECTION TESTS ?”

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.

Go to RMAP 0300 Step 001 on page

REPAIR-2.

003

Is the Controller Ready light on now?

Yes No
004
Use the PWR section in the MIM, Volume
R10 to isolate the problem.
Go to page PWR-1, Entry BT, in the MiM,
Volume R10.

005

Is sense data available from the system (EREP,
console, ICKDSF, etc.)?

Yes No
006
Go to IMAP 0240 Step 001 on page
ISOLATE-24.

007

Go to IMAP 0235 Step 001 on page ISOLATE-23.
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IMAP 0252: Status Pending LED Is On Continuously

001

(From IMAP 0200 Step 003 on page ISOLATE-1)
(From Page ISOLATE-6)

The 3880 status pending light is turned on when the
channel fails to respond to one of the following
conditions:

[

The 3880 has retry reconnection status to
present to the channel.

Ending status has been presented, but was
stacked.

A contingent connection exists for one device
(unit check was presented to the channel, but
the channel failed to return a sense command).

Status pending must be reset before diagnostics
can be run. Perform the following steps:

1.

Refer to the 3880 maintenance package to reset
the status pending condition. See page MLX-3,
Exit 7.

After the status pending condition is reset, go
to IMAP 0215 Step 001 on page ISOLATE-8. -
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IMAP 0255: Console Messages

001
(From IMAP 0210 Step 002 on page ISOLATE-6)

Find the console message associated with your
problem (refer to Figure 5) and proceed as
directed.

Record the message number and the message.
Find the message in the appropriate manual in the
customer library. Try to determine whether the
message was caused by a hardware problem, a
software problem, or a microcode problem.
Consult next level of support if necessary.

Console Messages

Go To

Intervention Required

IMAP 0260 Step 001 on page ISOLATE-35.

Condition Code 1

IMAP 0265 Step 001 on page ISOLATE-38.

Condition Code 3

IMAP 0270 Step 001 on page ISOLATE-42.

Missing Channel End or Device End (missing interrupt)

IMAP 0275 Step 001 on page ISOLATE-46.

Write Inhibited

IMAP 0280 Step 001 on page ISOLATE-49.

Volume Fenced from Storage Path

IMAP 0285 Step 001 on page ISOLATE-51.

Other

IMAP 0290 Step 001 on page ISOLATE-53.

Figure 5. Console Messages

ISOLATE-34

P/N 4519889 56 Sides EC 475248 25Apr88
© Copyright 1BM Corp. 1987, 1988

W,



IMAP 0260: Console Message — Intervention Required

001
(From Page ISOLATE-34)

An attempt to use a device results in the
Intervention Required console message if:

¢ The Device ENABLE/DISABLE switch on the
operator panel is set to DISABLE.

¢ The device is in CE mode.

® The device has been powered on but has not
yet become ready.

® The device is not installed.

® The device address switches are set
incorrectly.

Is the Device ENABLE/DISABLE switch (operator
panel) in the ENABLE position for each failing
device?

Yes No

|

002

Consult the customer about the switch
settings to determine customer intentions. If
the switch setting was intentional, advise the
customer about varying the device offline to
prevent “Intervention Required” messages.

If the switch setting is not intentional, correct

Go to RMAP 0320 Step 001 on page
REPAIR-8.

003

Is the MD already attached to the A unit, powered
on, and ready for use?

Yes No

004
Attach and prepare the MD.

Warning: Never power the MD on or off with
the diskette inserted.

See page MD-4 for directions.
Ensure that the storage control you are

going to use is powered on, has completed
its initial microcode load (IML), and that the
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the problem by setting the switch to ENABLE.

functional diskette for the 3380-JK is
installed.

Continue with Step 005 in this IMAP.

005
(From Step 004 in this IMAP)

Use the Review CE Mode function to determine if
the failing device is in CE mode:

1. If necessary, press the PF key to return to the
MD Main menu.

2. From the MD Main menu, select option R
(REVIEW).

3. From the Review Option List, select option 0
(REVIEW CE MODE).

4. Follow directions from the MD.

See page MD-44 for directions.

Does the MD display the CE mode status of the
devices?
Yes No

|

006

The review CE mode function uses a
diagnostic program that runs in the storage
control. Some problems with the storage
control, the controller, or the control
interface do not allow the diagnostic to run.
If the diagnostic does not run, CE mode
cannot be sensed and the MD displays an
error message.

Press the ENTER key on the MD to analyze
the error. Follow the directions from the MD.

If the MD reports a 00xx isolation code and
suggests that you run the connection tests,
run them if possible. The connection tests
do not run inline with customer operation.

Before running the connection tests, all
paths to the failing controller should be
varied offline. If this cannot be done, answer
“NO” to “DO YOU WANT TO RUN
CONNECTION TESTS?”
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When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.

Go to RMAP 0300 Step 001 on page

REPAIR-2.
007
Is the failing device in CE mode?
Yes No

008

Go to Step 010 in this IMAP.
009

The problem is that the device is in CE mode.

Go to RMAP 0350 Step 001 on page REPAIR-15 to
reset CE mode.

010
{From Step 008 in this IMAP)

Vary devices offline.

Ask the customer to vary offline each of the
devices you want to test. Devices should be varied
offline on each attached system.

If the devices are not varied offline successfully,
avoid using those devices or proceed only with
customer permission.

Advise the customer that devices to be tested must
be placed in CE mode for the tests to run. If a
system attempts to use a device that has been
placed in CE mode, the storage control responds
with unit check and sends an Intervention Required
sense byte record to that system.

When a device is taken out of CE mode, an
interrupt is generated to each using system and
normal operation of the device should be resumed.

Set CE Mode:
1. From the MD Main menu, select option 0

(SET/RESET CE MODE).
2. Use the Set/Reset CE Mode option to set the
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devices to be tested in CE mode.
See page MD-6 for directions.

Did CE mode set OK for all the devices specified?
Yes No

011
Go to IMAP 0225 Step 001 on page
ISOLATE-14.

012
Run the Normal Sequence diagnostics:

1. Press the PF key to return to the MD Main
menu.

2. From the Main menu, select option 1
(RUN DIAGNOSTICS).

3. From the Diagnostics menu, select option 0
(NORMAL SEQUENCE).

See page MD-10 for directions.

Did the diagnostics run to normal end without an
error?
Yes No

013
Press the ENTER key on the MD to analyze
the error and to obtain a FRU group.

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.

Go to RMAP 0300 Step 001 on page
REPAIR-2.

014
Replace the following logic cards for the failing
device:

Power card
Sequencer/Servo/RPS card
Port/R-W card

Read the following note, then go to RMAP 0300
Step 001 on page REPAIR-2 and follow the
directions in the repair procedures.
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Note: If replacing these cards does not
correct the problem, there could be a noisy
Device Enable/Disable switch or an
associated circuit problem. See page MAP-1,
Entry CE, in the MIM, Volume R10 and check
the switch.

Repair or replace the switch if required, then go to
RMAP 0340 Step 001 on page REPAIR-13.
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IMAP 0265: Console Message — Condition Code 1

001 :
(From Page ISOLATE-34)

Condition Code 1 (CSW stored) is caused by any
non-zero status condition in the system Channel
Status Word (CSW). All Unit Check conditions
(CSW bit 38) cause a Condition Code 1. Under
most Unit Check conditions, sense data should be
available and should be used to resolve the
problem. This procedure is for those cases when a
Unit Check condition occurs, but sense data is not
available.

Check the CSW in the console message or in
system storage for a Unit Check condition (CSW bit
38). If the failure occurred during IPL and the
console is not operational, check the system main
storage. The CSW is located in main storage at
X"40.”

Is CSW bit 38 set?
Yes No

|

002

The Condition Code 1 was probably caused
by some problem that is not in the 3380-JK.
The remainder of this procedure is probably
not appropriate.

However, if you want to run diagnostics,
continue with Step 003 in this IMAP.

003
(From Step 002 in this IMAP)

Check that the Motor switch for the failing device is
ON and the Logic Enable/Disable switch is set to
ENABLE.

Was the Motor switch on, and was the Logic
Enable/Disable switch at ENABLE?
Yes No

|
004

Correct the switch settings and go to RMAP
0350 Step 001 on page REPAIR-15.

{Step 005 continues)
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005

Is the MD already attached to the A unit, powered
on, and ready for use?

Yes No

006
Attach and prepare the MD.

Warning: Never power the MD on or off with
the diskette inserted.

See page MD-4 for directions.

Ensure that the storage control you are
going to use is powered on, has completed
its initial microcode load (IML), and that the
functional diskette for the 3380-JK is
installed.

Continue with Step 007 in this IMAP.

007
(From Step 006 in this IMAP)

Use the Review CE Mode function to determine if
the failing device is in CE mode. Directions follow.

1. If necessary, press the PF key to return to the
MD Main menu.

2. From the MD Main Menu, select option R
(REVIEW).

3. From the Review Option List, select option 0
(REVIEW CE MODE).

4. Follow directions from the MD.

See page MD-44 for directions.

Does the MD display the CE mode status of the
devices?
Yes No

l

008

The review CE mode function uses a
diagnostic program that runs in the storage
control. Some problems with the storage
control, with the controller, or with the
control interface do not allow the diagnostic
to run. If the diagnostic does not run, CE
mode cannot be sensed and the MD displays
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an error message.

Correct this problem before continuing with
the original problem.

Press the ENTER key on the MD to analyze
the error. Follow the directions from the MD.

If the MD reports a 00xx isolation code and
suggests that you run the connection tests,
run them if possible. The connection tests
do not run inline with customer operation.

Before running the connection tests, all
paths to the failing controller should be
varied offline. If this cannot be done, answer
“NO” to “DO YOU WANT TO RUN
CONNECTION TESTS?.”

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.

Go to RMAP 0300 Step 001 on page

REPAIR-2.
009
Is the failing device in CE mode?
Yes No

010

Go to Step 012 in this IMAP.
011

The problem is that the device is in CE mode. Go
to RMAP 0350 Step 001 on page REPAIR-15.

012
(From Step 010 in this IMAP)

Vary devices offline.

Ask the customer to vary offline each of the
devices you want to test. Devices should be varied
offline on each attached system.

If the devices are not varied offline successfully,
avoid using those devices or proceed only with
customer permission,.
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Advise the customer that devices to be tested must
be placed in CE mode for the tests to run. If a
system attempts o use a device that has been
placed in CE mode, the storage control responds
with unit check and sends an Intervention Required
sense byte record to that system.

When a device is taken out of CE mode, an
interrupt is generated to each using system and
normal operation of the device should be resumed.

Set CE mode for affected devices.

1. From the MD Main menu, select option 0
(SET/RESET CE MODE).

2. Use the Set/Reset CE Mode option to set the
devices to be tested in CE mode.

See page MD-6 for directions.

Did CE mode set OK for all the devices specified?
Yes No

013
Go to IMAP 0225 Step 001 on page
ISOLATE-14.

014
Run the Normal Sequence diagnostics.

1. Press the PF key to return to the MD Main
menu.

2. From the Main menu, select option 1
(RUN DIAGNOSTICS).

3. From the Diagnostics menu, select option 0
(NORMAL SEQUENCE).

See page MD-10 for directions.

Did the diagnostics run to normal end without an
error?

Yes To

015

Analyze the error. Press the ENTER key on
the MD to analyze the error and to obtain a
FRU group.

When a FRU group is displayed, use the
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guided FRU replacement procedures in the
REPAIR pages to replace the indicated FRUs.

Go to RMAP 0300 Step 001 on page
REPAIR-2. '

016
Review the error logs in the Storage Control.

Review the error logs in the storage control to
determine if errors are reported for the failing
device. Use the procedure in IMAP 0240 Step 001
on page ISOLATE-24, then return here.

Were error log entries found for the failing device?
Yes No

|
017

Replace cards. Replace the Port/R-W card
for the failing device.

Go to RMAP 0300 Step 001 on page
REPAIR-2 and follow the directions in the
REPAIR section.

018
Select a symptom code for analysis. Review all
eniries before selecting an entry for analysis.

1. Record each symptom code, device address,
controller, and age, for the errors that occurred
since the customer started having problems. If
the age is not known because the error log
came from a 3880 Storage Control, it is difficult
to determine which records are associated with
the problem.

If possible, obtain information from the
customer about the nature and frequency of the
problem. This information, combined with your
knowledge of the devices in this account, can
sometimes be used to determine which records
are associated with the problem.

The most recent entry in the log is labeled
ENT =01, the last entry in the log is the oldest.

2. Use the following guidelines to prioritize the

failures:

® Resolve undervoltage conditions first:
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DFFF Controller undervoltage
EFFF Controller undervoltage
EFFO  Device undervoltage
9FFF Device undervoltage

Note: All undervoltage problems should be
resolved before attempting to resoive other
problems.

e |[fthere are multiple symptom codes and no
undervoltage symptom codes, determine
the highest priority symptom code group
from the following list:

— Dxxx (except low priority SCs)

—  Exxx

— Low priority symptom codes:
DFx3 DFx8 DFxC
DFx5 DFxA DFxD
DFx8 DFxB

—  Oxxx

e |f there are multiple symptoms within the
selected group, select the symptom code
that occurs most or has the highest count.

3. After each error display, the search function
allows you to analyze the error by entering
“A.” If “A” (Analyze the Error) is chosen, the 24
sense bytes are displayed, then analysis is
done on the error.

Follow directions from the MD until a FRU group is
displayed. When replacing FRUs, use the following
guidelines:

® On the first call, replace all FRUs in the primary
FRU list.

® On a repeat call, replace all FRUs in the
secondary FRU list. If there is a MAP indicated
by the MD, go to the MAP to determine any
additional actions.

¢ [fthe HDA is suspected, the HDA cable swap
procedure should be performed to help isolate
the problem if there is another repeat call. See
page CARR-1, Entry Q, in the MIM, Volume R10.

® On a second repeat call, perform all additional
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action items.

Go to RMAP 0300 Step 001 on page REPAIR-2 to
replace the recommended FRUSs.
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IMAP 0270: Console Message — Condition Code 3

001
(From Page ISOLATE-34)

Condition Code 3 occurs when:

¢ The channel or the storage control fails to
recognize its address.

e The unit control blocks (UCBs) for the string
have not been generated in the operating
system.

o The storage control times out waiting for the
controller to respond at initial selection time.

® The controller that is addressed by the storage
control during initial selection does not exist.

Has the system recently been reconfigured, or is
this a new installation?
Yes No

002
Go to Step 005 in this IMAP.

003
Check hardware and _software addressing.

1. Verify with the customer that the correct UCBs
for the string have been generated in the
operating system.

2. Verify that the correct unit control words
(UCWs) have been generated for the channel,
and that the storage control device address
ranges have been set correctly.

The storage control address range, the channel
UCW range, and the operating system UCB
range should all be the same.

Are the UCB, UCW, and Storage Control address
ranges correct?
Yes No

004

Correct the problem. After the problem has
been corrected, go to RMAP 0350 Step 001
on page REPAIR-15.

(Step 005 continues)
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005
(From Step 002 in this IMAP)

Is the MD already attached to the A unit, powered
on, and ready for use?
Yes No

006
Attach and prepare the MD.

Warning: Never power the MD on or off with
the diskette inserted.

See page MD-4 for directions.

Ensure that the storage control you are
going to use is powered on, has completed
its initial microcode load (IML), and that the
functional diskette for the 3380-JK is
installed.

Continue with Step 007 in this IMAP.

007
(From Steps 006 and 010 in this IMAP)

Run the Device Status Test.

Use the Device Status test to verify the switch
settings on the DDC/DTB cards. For the correct
switch settings, see page REPAIR-17 (2-path) or
page REPAIR-18 (4-path).

1. If necessary, press the PF key to return to the
MD Main menu.

2. From the MD Main menu, select option 1
(RUN DIAGNOSTICS).

3. From the Diagnostic Menu, select option 7
(DEVICE STATUS TEST).

4. Follow directions from the MD.

See page MD-25 for directions.
First, the controller tests (routine 80) run on the
controller you specify. Next, the device status test

(routine 96) runs.

(Step 007 continues)
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007 (continued)

Did the device status test run without the MD
displaying an error?

Yes No

008
Analyze the Error. Press the ENTER key to
analyze the error and to obtain a FRU list.

Answer questions and follow instructions
given by the MD. If you are asked “DO YOU
WANT TO RUN CONNECTION TESTS?,” you
are advised to answer “YES.” The
connection tests provide better isolation.

The connection tests do not run inline with
customer operation. Before running the
connection tests, all paths to the failing
controller should be varied offline. If this
cannot be done, answer “NO” to “DO YOU
WANT TO RUN CONNECTION TESTS ?2.”

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.

Go to RMAP 0300 Step 001 on page
REPAIR-2.

009
Review configuration data.

Configuration data is being displayed on the MD.
Review the configuration data to ensure that the
string address (0 or 1) is correct. See page MD-69.

For 2-path strings:
See page REPAIR-17 to determine how to set
the string address switches.

For 4-path strings:
See page REPAIR-18 to determine how to set
the string address switches.

Has device status been collected through all
controllers?
Yes No

(Step 010 continues)
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010
Return to Step 007 in this IMAP and run the
device status test using another controller.

Repeat until the device status has been run
using all controllers.

o1
Vary devices offline.

Ask the customer to vary offline each of the
devices you want to test. Devices should be varied
offline on each attached system.

If the devices are not varied offline successfully,
avoid using those devices or proceed only with
customer permission.

Advise the customer that devices to be tested must
be placed in CE mode for the tests to run. If a
system attempts to use a device that has been
placed in CE mode, the storage control responds
with unit check and sends an Intervention Required
sense byte record to that system.

When a device is taken out of CE mode, an
interrupt is generated to each using system and
normal operation of the device should be resumed.

Set CE Mode:

1. From the MD Main menu, select option 0
(SET/RESET CE MODE).

2. Use the Set/Reset CE Mode option to set the
devices to be tested in CE mode.

See page MD-6 for directions.

Did CE mode set OK for all the devices specified?
Yes No

|

012
Go to IMAP 0225 Step 001 on page
ISOLATE-14.

013
(From Step 016 in this IMAP)

Run the Normal Sequence diagnostics.

1. Press the PF key to return to the MD Main
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menu.

2. From the Main menu, select option 1
(RUN DIAGNOSTICS).

3. From the Diagnostics menu, select option 0
(NORMAL SEQUENCE).

See page MD-10 for directions.

Did the diagnostics run to normal end without an
error?

Yes No
014
Analyze the error. Press the ENTER key on
the MD to analyze the error and to obtain a
FRU group.
When a FRU group is dispiayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.
Go to RMAP 0300 Step 001 on page
REPAIR-2.

015

Have all controllers in the string been tested?

Yes To
016

Go to Step 013 in this IMAP. Repeat the
normal sequence tests with the other

controller(s) and on other devices if possible.

For 4-path configurations the MD plug must
be moved to the other A unit in the string to

test that A-unit’s controllers.

to determine if errors are reported for the
failing paths and devices. Use the
procedure in IMAP 0240 Step 001 on page
ISOLATE-24, then return here.

017

Review the error logs in the Storage Control to
determine if errors are reported for the failing
paths and devices. Use the procedure in IMAP
0240 Step 001 on page ISOLATE-24, then return
here.

(Step 017 continues)
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Review the error logs in the Storage Control

017 (continued)
Were error log entries found?

Yes

019

No

018
Replace the DDC/DTB card in the controller
suspected of causing the condition code 3.

Go to RMAP 0300 Step 001 on page
REPAIR-2 and follow the directions in the
REPAIR section.

Select a symptom code for analysis. Review all
entries before selecting an entry for analysis.

1.

Record each symptom code, device address,
controller, and age, for the errors that occurred
since the customer started having problems. If
the age is not known because the error log
came from a 3880 Storage Control, it is difficult
to determine which records are associated with
the problem.

if possible, obtain information from the
customer about the nature and frequency of the
problem. This information, combined with your
knowledge of the devices in this account, can
sometimes be used to determine which records
are associated with the problem.

The most recent entry in the log is labeled
ENT =01, the last entry in the log is the oldest:

Use the foilowing guidelines to prioritize the
failures:

¢ Resolve undervoltage conditions first:

DFFF Controller undervoltage
EFFF Controller undervoltage
EFFO Device undervoltage
9FFF Device undervoltage
Note: All undervoltage problems

should be resolved before attempting
resolve other problems.

e |f there are multiple symptom codes and no
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undervoltage symptom codes, determine
the highest priority symptom code group
from the following list:

— Dxxx (except low priority SCs)
—  Exxx

— Low priority symptom codes:
DFx3 DFx39 DFxC

DFx5 DFxA DFxD

DFx8 DFxB

—  9xxx

e Ifthere are multiple symptoms within the
selected group, select the symptom code
that occurs most or has the highest count.

3. After each error display, the search function
allows you to analyze the error by entering
“A If “A” (Analyze the Error) is chosen, the 24
sense bytes are displayed, then analysis is
done on the error.

Follow directions from the MD until a FRU group is
displayed. When replacing FRUs, use the following
guidelines:

(

(

)

(

(

(

(

(

(

{

{

e On the first call, replace all FRUs in the primary

! FRU list.

{ " secondary FRU st I thore is & MAP idicated

{

(

(

(

(

(

«
-
n

by the MD, go to the MAP to determine any
additional actions.

e Ifthe HDA is suspected, the HDA cable swap
procedure shouid be performed to help isolate
the problem if there is another repeat call. See
page CARR-1, Entry Q, in the MIM, Volume R10.

¢ On a second repeat call, perform all additional
action items.

Go to RMAP 0300 Step 001 on page REPAIR-2 to
replace the recommended FRUs.
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IMAP 0275: Console Message — Missing Channel End and Device End (Missing Interrupt)

This message may be caused by the controller
failing to interrupt the storage control after one of
the following operations:

e Seek
¢ Set Sector

001
(From Page ISOLATE-34)

Vary devices off line.

If the devices are not already offline, ask the
customer to vary offline each of the devices you
want to test. Devices should be varied offline on
each attached system.

If the desired devices are not varied offline
successfully, proceed only with customer
permission.

Advise the customer that devices to be tested must
be placed in CE mode for the tests to run. If a
system attempts to use a device that has been
placed in CE mode, the storage control responds
with unit check and sends an Intervention Required
sense byte record to that system.

When a device is taken out of CE mode, an
interrupt is generated to each using system and
normal operation of the device should be resumed.

Is the MD already attached to the A unit, powered
on, and ready for use?
Yes No

002
Attach and prepare the MD.

Warning: Never power the MD on or off with
the diskette inserted.

See page MD-4 for directions.

Ensure that the storage control you are
going to use is powered on, has completed
its initial microcode load (IML), and that the
functional diskette for the 3380-JK is
installed.

ISOLATE-46

Go to Step 003 in this IMAP.

003
(From Step 002 in this IMAP)

Set CE mode.

1. From the MD Main menu, select option 0
{SET/RESET CE MODE).

2. Use the Set/Reset CE Mode option to set the
devices to be tested in CE mode.

See page MD-6 for directions.

Did CE mode set OK for all the devices specified?
Yes No

|

004
Go to IMAP 0225 Step 001 on page
ISOLATE-14.

005
(From Step 008 in this IMAP)

Run the Normal Sequence diagnostics.

1. Press the PF key to return to the MD Main
menu.

2. From the Main menu, select option 1
(RUN DIAGNOSTICS).

3. From the Diagnostics menu, select option 0
(NORMAL SEQUENCE).

See page MD-10 for directions.

Did the diagnostics run to normal end without an
error?
Yes No

006

Analyze the error. Press the ENTER key on
the MD to analyze the error and to obtain a
FRU group.

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.
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006 (continued)
Then go to RMAP 0300 Step 001 on page
REPAIR-2.

007
Have all controllers been tested?
Yes No

008

Go to Step 005 in this IMAP and repeat the
diagnostic on the other controllers in the
string.

For 4-path configurations, the MD plug must
be moved to the other A-unit in the string to
test that A-unit’s controllers.

009

Review the error logs in the Storage Control to
determine if errors are reported for the failing
paths and devices. Use the procedure in IMAP
0240 Step 001 on page ISOLATE-24, then return
here.

Were error log entries found?
Yes No

010

Replace the Port/R-W card and the
Sequencer/Servo/RPS card in the failing
device. If the DPS feature is present,
replace the DPS cards in both controllers.

See RMAP 0300 Step 001 on page
REPAIR-2and follow the directions in the
REPAIR section.

o1
Select a symptom code for analysis. Review all
entries before selecting an entry for analysis.

1. Record each symptom code, device address,
controller, and age, for the errors that occurred
since the customer started having problems. If
the age is not known because the error log
came from a 3880 Storage Control, it is difficult
to determine which records are associated with
the problem.

If possible, obtain information from the
customer about the nature and frequency of the
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problem. This information, combined with your
knowledge of the devices in this account, can
sometimes be used to determine which records
are associated with the problem. The most
recent entry in the log is labeled ENT =01, the
last entry in the log is the oldest.

2. Use the following guidelines to prioritize the

failures:
® Resolve undervoltage conditions first:

DFFF Controller undervoltage
EFFF Controller undervoltage
EFFO Device undervoltage
9FFF Device undervoltage

Note: All undervoltage problems should be
resolved before attempting resolve other
problems.

e |fthere are multiple symptom codes and no
undervoltage symptom codes, determine
the highest priority symptom code group
from the following list:

— Dxxx (except low priority SCs)

—  Exxx

— Low priority symptom codes:
DFx3 DFx9 DFxC
DFx5 DFxA DFxD
DFx8 DFxB

—  Ixxx

e If there are multiple symptoms within the
selected group, select the symptom code
that occurs most or has the highest count.

3. After each error display, the search function
allows you to analyze the error by entering
“A.” If “A” (Analyze the Error) is chosen, the 24
sense bytes are displayed, then analysis is
done on the error.

Follow directions from the MD until a FRU group is
displayed. When replacing FRUs, use the following
guidelines:

~ & On the first call, replace all FRUs in the primary

FRU list.
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e On a repeat call, replace all FRUs in the
secondary FRU list. If there is a MAP indicated
by the MD, go to the MAP to determine any
additional actions.

e |f the HDA is suspected, the HDA cable swap
procedure should be performed to help isolate
the problem if there is another repeat call. See
page CARR-1, Entry Q, in the MIM, Volume R10.

e On a second repeat call, perform all additional
action items.

Go to RMAP 0300 Step 001 on page REPAIR-2 to
replace the recommended FRUs.

ISOLATE-48
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IMAP 0280: Console Message — Write Inhibited

001

(From Page ISOLATE-34)
(From Page MD-34)
(From Page MD-35)

A singie controller, a single channel, or an entire
storage path or storage director becomes write
inhibited when a read/write unsafe condition is
detected by the 3380 or the storage control.

To recover from write inhibited, repair the problem
and follow the End of Call procedures in RMAP
0350 Step 001 on page REPAIR-15. Alternatively,
have the customer run Device Support Facilities
(ICKDSF), CONTROL function with the
ALLOWWRITE parameter specified. See the Device
Support Facilities User’s Guide and Reference,
GC35-0033.

For additional information on Write inhibit, see the
HELP section in the ECM, Volume R40.

Vary devices offline,

Ask the customer to vary offline each of the
devices you want to test. Devices should be varied
offline on each attached system. )

If the devices are not varied offline successfully,
avoid using those devices or proceed only with
customer permission.

Advise the customer that devices to be tested must
be placed in CE mode for the tests to run. If a
system attempts to use a device that has been
placed in CE mode, the storage control responds
with unit check and sends an Intervention Required
sense byte record to that system.

When a device is taken out of CE mode, an
interrupt is generated to each using system and
normal operation of the device should be resumed.

Is the MD already attached to the A unit, powered
on, and ready for use?
Yes No

(Step 002 continues)
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002
Attach and prepare the MD.

Warning: Never power the MD on or off with
the diskette inserted.

See page MD-4 for directions.

Ensure that the storage control you are
going to use is powered on, has completed
its initial microcode load (IML), and that the
functional diskette for the 3380-JK is
installed.

Continue with Step 003 in this IMAP.

003
(From Step 002 in this IMAP)

Set CE Mode:

1. From the MD Main menu, select option 0
(SET/RESET CE MODE).

2. Use the Set/Reset CE Mode option to set the
devices to be tested in CE mode.

See page MD-6 for directions.

Did CE mode set OK for all the devices specified?
Yes No
004
Go to IMAP 0225 Step 001 on page
ISOLATE-14.

005
Run the Normal Sequence diagnostics:

1. Press the PF key to return to the MD Main
menu.

2. From the Main menu, select option 1
(RUN DIAGNOSTICS).

3. From the Diagnostics menu, select option O
{(NORMAL SEQUENCE).

See page MD-10 for directions.
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Did the diagnostics run to normal end without an
error?
Yes No

006

Analyze the error. Press the ENTER key on
the MD to analyze the error and to obtain a
FRU group.

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.

Note: After the problem is corrected,
go to RMAP 0350 Step 001 on page
REPAIR-15to reset the Write Inhibit
condition.

Go to RMAP 0300 Step 001 on page
REPAIR-2.

007

Determine the error that caused the write inhibit
condition.

Review the console messages to find the sense
record that occurred just before the storage control

became write inhibited.

Was a sense record found?

Yes No
008
Go to IMAP 0240 Step 001 on page
ISOLATE-24.

009

Go to IMAP 0235 Step 001 on page ISOLATE-23.

ISOLATE-50
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IMAP 0285: Console Message — Volume Fenced from Storage Path

Fencing is a technique used by the 33990 Storage
Control microcode to remove a failing path from
system operation. This technique prevents path
related failures from significantly degrading
subsystem performance.

Device fencing (for each volume) is used to remove
devices from a failing path, one at a time, as they
are used. Devices are removed from the failing
path one at a time to ensure that error data is
logged in the System error recording data set
(ERDS) for each device that fails.

Do not reset fenced conditions at this time.

After you have completed a repair action, device
fenced conditions may be reset by using the End of
Call option (Main menu option Z).

Alternatively, you can have the customer run
Device Support Facilities (ICKDSF) CONTROL
function with the CLEARFENCE parameter
specified. See the Device Support Facilities Users
Guide and Reference, GC35-0033.

For additional information on Fencing, see the
HELP section in the ECM, Volume R40.

001
(From Page ISOLATE-34)

Vary devices offline.

Ask the customer to vary offline each of the
devices you want to test. Devices should be varied
offline on each attached system.

If the devices are not varied offline successfully,
avoid using those devices or proceed only with
customer permission.

Advise the customer that devices to be tested must
be placed in CE mode for the tests to run. If a
system attempts to use a device that has been
placed in CE mode, the storage control responds
with unit check and sends an Intervention Required
sense byte record to that system.

When a device is taken out of CE mode, an
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interrupt is generated to each using system and
normal operation of the device should be resumed.

Is the MD already attached to the A unit, powered
on, and ready for use?
Yes No

002
Attach and prepare the MD.

Warning: Never power the MD on or off with
the diskette inserted.

See page MD-4 for directions.

Ensure that the storage control you are
going to use is powered on, has completed
its initial microcode load (IML), and that the
functional diskette for the 3380-JK is
installed.

Go to Step 003 in this IMAP.

003
(From Step 002 in this IMAP)

Set CE Mode:

1. From the MD Main menu, select option O
(SET/RESET CE MODE).

2. Use the Set/Reset CE Mode option to set the
devices to be tested in CE mode.

See page MD-6 for directions.

Did CE mode set OK for all the devices specified?
Yes No
004
Go to IMAP 0225 Step 001 on page
ISOLATE-14.

005
Run the Normal Sequence diagnostics:

1. Press the PF key to return to the MD Main
menu.

2. From the Main menu, select option 1
(RUN DIAGNOSTICS).
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3. From the Diagnostics menu, select option 0
(NORMAL SEQUENCE).

See page MD-10 for directions.

Did the diagnostics run to normal end without an
error?
Yes No

006
Press the ENTER key on the MD to analyze
the error and to obtain a FRU group.

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.

Note: After the problem is corrected,
go to RMAP 0350 Step 001 on page
REPAIR-15t0 reset the fenced
conditions.

Go to RMAP 0300 Step 001 on page
REPAIR-2.

007
Determine the error that caused the fenced
condition.

Review the console messages to find the sense
record that occurred just before the storage control
became fenced.

Was a sense record found?

Yes No
0038
Go to IMAP 0240 Step 001 on page
ISOLATE-24.

009

Go to IMAP 0235 Step 001 on page ISOLATE-23.

ISOLATE-52
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IMAP 0290: Miscellaneous Console Messages

001
(From Page ISOLATE-34)

Record the message number and the message.
Find the message in the appropriate manual in the
customer library. Try to determine whether the
message was caused by a hardware problem, a
software problem, or a microcode problem.
Consult the next level of support if necessary.

If a hardware problem is suspected, continue with
the following procedure. Otherwise consult the
next level of support.

Vary devices offline.

Ask the customer to vary offline each of the
devices you want to test. Devices should be varied
offline on each attached system.

If the devices are not varied offline successfully,
avoid using those devices or proceed only with
customer permission.

Advise the customer that devices to be tested must
be placed in CE mode for the tests to run. If a
system attempts to use a device that has been -
placed in CE mode, the storage control responds
with unit check and sends an Intervention Required
sense byte record to that system.

When a device is taken out of CE mode, an
interrupt is generated to each using system and
normal operation of the device should be resumed.

Is the MD already attached to the A unit, powered
on, and ready for use?
Yes No

002
Attach and prepare the MD.

Warning: Never power the MD on or off with
the diskette inserted.

See page MD-4 for directions.

{Step 002 continues)
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002 (continued)

Ensure that the storage control you are
going to use is powered on, has completed
its initial microcode load (IML), and that the
functional diskette for the 3380-JK is
installed.

Continue with Step 003 in this IMAP.

003
{From Step 002 in this IMAP)

Set CE Mode:

1. From the MD Main menu, select option 0
(SET/RESET CE MODE).

2. Use the Set/Reset CE Mode option 1o set the
devices to be tested in CE mode.

See page MD-6 for directions.

Did CE mode set OK for all the devices specified?
Yes No

004
Go to IMAP 0225 Step 001 on page
ISOLATE-14.

005
Run the Normal Sequence diagnostics:

1. Press the PF key to return to the MD Main
menu.

2. From the main menu, select option 1
(RUN DIAGNOSTICS).

3. From the diagnostics menu, select option 0
(NORMAL SEQUENCE).

See page MD-10 for directions.

Did the diagnostics run to normal end without an
error?
Yes No

006

Analyze the error. Press the ENTER key on
the MD to analyze the error and to obtain a
FRU group.
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007

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.

Go to RMAP 0300 Step 001 on page
REPAIR-2.

Isolate the problem with sense data. The problem
must be isolated using sense data from the system
or from the Error Log.

Is the sense data from the system?

Yes

009

No
008
Sense data from the Error Log:

1. Go to IMAP 0240 Step 001 on page
ISOLATE-24. Refer to SMAP 0015 Step
001 on page START-2 for information on
sense data.

2. Before returning the machine to the
customer, be sure to reset CE mode.

Go to RMAP 0350 Step 001 on page
REPAIR-15 for the End of Call procedure.

For details about the Error Log, see “Select
Error Log Function” on page LOG-2.

Sense data from the system:

1.

Go to IMAP 0235 Step 001 on page ISOLATE-23.
Refer to SMAP 0015 Step 001 on page START-2
for information on sense data.

Before returning the machine to the customer,
be sure to reset CE mode.

Go to RMAP 0350 Step 001 on page REPAIR-15 for
the End of Call procedure.

ISOLATE-54
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IMAP 0295: Controller Not Connected Correctly

The storage control has determined that the
controller is not correctly connected to the storage
control. This problem can be caused by:

e DDC interface cables are not connected
correctly or are crossed.

® The “controller A-board to A-board” cable is
not connected correctly.

001
(From Page MLX-2)

Verify that the “A-board to A-board” cable is

correctly installed. See page INST-1, Entry Q in the

MDM, Volume R30.

Did the device status test run without the MD
displaying an error?
Yes No

I

002
Analyze the Error. Press the ENTER key to
analyze the error and to obtain a FRU list.

Answer questions and follow instructions
given by the MD. If you are asked “DO YOU
WANT TO RUN CONNECTION TESTS?,” you
are advised to answer “YES.” The
connection tests provide better isolation.

The connection tests do not run inline with
customer operation. Before running the
connection tests, all paths to the failing
controller should be varied offline. If this
cannot be done, answer “NO” to “DO YOU
WANT TO RUN CONNECTION TESTS ?.”

When a FRU group is displayed, use the
guided FRU replacement procedures in the
REPAIR section to replace the indicated
FRUs.

Go to RMAP 0300 Step 001 on page
REPAIR-2.

003
(Step 003 continues)

P/N 4519899 56 Sides EC 475248 25Apr88
© Copyright IBM Corp. 1987, 1988

003 (continued)
Configuration data is displayed on the screen.

Perform the following procedure:

1.

2.

Record the configuration data.
Press the Enter key.
Record the number of units in the string.

Press the Enter key and answer “YES” to “DO
YOU WANT AN ANALYSIS OF THIS
CONFIGURATION DATA?”

Correct any problems found by following
instructions from the MD.

After any problems have been corrected,
repeat the Device Status test for the remaining
controllers, one at a time, and correct any
problems found (repeat steps 1 through 5 for
each controller).

Go to RMAP 0340 Step 001 on page REPAIR-13.
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EC History of Isolate Section

EC HISTORY OF P/N 4519899

EC Number Date Of EC EC Number Date Of EC
675245 14Nov86 475248 25Aprgs8
475246 21Juld7
475247 11Sepd7

Notes:
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Repair Procedures -

Entry

Select One of the Following

Go To

FRU Replacement Procedures

RMAP 0300 Step 001 on page REPAIR-2.

String Power Off/On Procedure

Page REPAIR-25.

-~

Unit Power Off/On Procedure

Page REPAIR-26.

Controller Power Off/On Procedure

Page REPAIR-27.

-

Device Power Off/On Procedure

Page REPAIR-29.

Drive Power Off/On Procedure

Page REPAIR-28.

I|Mmgo|iO|®

DDC/DTB Card Switch Setting

Page REPAIR-18.

/O Control Card Switch Setting

Page REPAIR-20.

Servo Power Amplifier Card Replacement

RMAP 0300 Step 001 on page REPAIR-2.

Post Repair Checkout

RMAP 0320 Step 001 on page REPAIR-8.

End Of Guided Maintenance

RMAP 0340 Step 001 on page REPAIR-13.

Reset CE Mode (Use End of Call)

RMAP 0350 Step 001 on page REPAIR-15.

DPS Card Replacement

RMAP 0300 Step 001 on page REPAIR-2.

vlo|z|r|x|<]|—

End Of Call

RMAP 0350 Step 001 on page REPAIR-15.

Figure 1.

N

)

e

y

-~ - A - -

REPAIR Section Entry Table
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RMAP 0300: FRU Replacement Procedures

001

(From IMAP 0218 Step 002 on page ISOLATE-9)
{From IMAP 0218 Step 006 on page ISOLATE-10)
(From IMAP 0218 Step 011 on page ISOLATE-10)
(From IMAP 0220 Step 004 on page ISOLATE-12)
(From IMAP 0220 Step 009 on page ISOLATE-13)
- {From IMAP 0225 Step 001 on page ISOLATE-14)
(From IMAP 0230 Step 004 on page ISOLATE-16)
(From IMAP 0230 Step 006 on page ISOLATE-16)
(From IMAP 0232 Step 006 on page ISOLATE-19)
(From IMAP 0233 Step 004 on page ISOLATE-21)
(From IMAP 0235 Step 001 on page ISOLATE-23)
(From IMAP 0240 Step 004 on page ISOLATE-25)
(From IMAP 0240 Step 009 on page ISOLATE-26)
(From IMAP 0245 Step 016 on page ISOLATE-29)
{(From IMAP 0245 Step 022 on page ISOLATE-29)
(From IMAP 0248 Step 006 on page ISOLATE-31)
(From IMAP 0248 Step 007 on page ISOLATE-31)
(From IMAP 0250 Step 002 on page ISOLATE-32)
(From IMAP 0260 Step 008 on page ISOLATE-36)
(From IMAP 0260 Step 015 on page ISOLATE-37)
(From IMAP 0260 Step 016 on page ISOLATE-37)
(From IMAP 0265 Step 008 on page ISOLATE-39)
(From IMAP 0265 Step 015 on page ISOLATE-40)
{(From IMAP 0265 Step 017 on page ISOLATE-40)
(From IMAP 0265 Step 018 on page ISOLATE-41)
(From IMAP 0270 Step 008 on page ISOLATE-43)
(From IMAP 0270 Step 014 on page ISOLATE-44)
(From IMAP 0270 Step 018 on page ISOLATE-44)
(From IMAP 0270 Step 019 on page ISOLATE-45)
(From IMAP 0275 Step 008 on page ISOLATE-47)
(From IMAP 0275 Step 012 on page ISOLATE-47)
(From IMAP 0275 Step 013 on page ISOLATE-48)
(From IMAP 0280 Step 006 on page ISOLATE-50)
(From IMAP 0285 Step 006 on page ISOLATE-52)
{From IMAP 0290 Step 006 on page ISOLATE-54)
(From IMAP 0295 Step 002 on page ISOLATE-55)
{From Page REPAIR-1)

{From Page REPAIR-1)

(From Page REPAIR-1)

(From RMAP 0320 Step 010 on page REPAIR-9)
{From RMAP 0320 Step 014 on page REPAIR-9)
{(From RMAP 0330 Step 006 on page REPAIR-11)
(From RMAP 0330 Step 010 on page REPAIR-12)
(From RMAP 0340 Step 003 on page REPAIR-13)
(From RMAP 0340 Step 003 on page REPAIR-13)

REPAIR-2

Find the card or cards you want to replace in
the charts on page REPAIR-4.

Use the Repair Affects column to determine
what portion of the machine or string is
affected by replacement of the card.

Does the Repair Affects column indicate Controller?

Yes

003

No

I

002

Refer to the Vary Offline column to
determine which devices the customer must
vary offline. If not already done, ask the
customer to vary offline each of the affected
devices. Devices should be varied offline on
each attached system.

Place the affected devices in CE mode. Use
MD Main Menu Option 0. Refer to
“Set/Reset CE Mode (MD Main Menu Option
0)" on page MD-7.

After the device or devices are placed in CE
mode, go to RMAP 0310 Step 001 on page
REPAIR-5.

Determine if the failing controller can be quiesced.

Itis
the
atta

easier to Quiesce a controller than it is to have
customer vary the failing path offline from each
ched system, but there are some limitations:

Quiesce controller can be used on both 4-way
and 2-way subsystems. On a 2-way subsystem
the path must be varied offline by the customer
before the Quiesce Controller is executed.

Quiesce path or controller cannot be used
when attached to a 3880 storage control.

Quiesce is a function performed at the Storage
Control support facility keyboard and does not
involve system operators.

(Step 003 continues)

P/N 4519801 30 Sides EC 476573 30Nov88
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| 003 (continued)

| Can the failing controller be quiesced?

| Yes To

004

Ask the customer to vary offline the affected
path on each attached system.

Go to RMAP 0310 Step 001 on page
REPAIR-5.

005

To locate the attached storage control and
determine the storage path, refer to the SSID and
Storage Path labels on either the A-Unit front
operator panel or the rear Unit Emergency Power
Off panel.

| To Quiesce a controller, use instructions in the
| storage control maintenance package. Refer to
| MLX Exit 9 on page MLX-3.

| After the controller is quiesced, go to RMAP 0310
| Step 001 on page REPAIR-5.

i

-~ -
x,‘\ a/
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A1 Board (Controller) Cards

Controller Controller | Controller
Logic Card Name A1(A3) A2(A4) Repair Affects | Vary Offline or Quiesce
DDC/DTB A1W2 A1B2 Controller Affected storage path
1/0 Control (10C) A1vV2 A1C2 Controller
CDPSS0 A1U2 A1D2 Controller Affected storage path
CDPSS1 (Note 1) A1T2 A1E2 Controller
DPS (Note 3) A182 A1F2 String All devices in the string
(Devices cannot be quiesced)

Controller Sequencer A1R2 A1G2 Controller Affected storage path
DHPLO A1Q2 A1H2 Controller Affected storage path
Clock/SERDES/ECC 1 A1N2 A1J2 Controller
SERDES 2 {Note 2) A1P2 A1K2 Controller
MD Adapter A1M4 A1L4 Controller

Notes:

1. Controllers in 2-path strings do not have CDPSS1 cards.

2. Late level machines do not have SERDES 2 cards.

3. Strings attached to a 3990 storage control do not have DPS cards.

B1 and Cx Board (Device) Cards

Device Left Right | Left Right
Logic Card Name Front | Front | Rear | Rear Repair Affects | Vary Offline
PES/PROM B1D2 | B1K2 | B1N2 | B1U2 Device Affected devices
Seq/Servo/RPS B1E2 | B1J2 |[B1P2 | B1T2 Device
Port/R-W B1F2 B1H2 | B1Q2 | B1S2 Device
R/W Channel Board coB2 | C1B2 | C2B2 | C3B2 Device Affected Devices
Servo Power Amp C4P1 | C4P2 | C4P3 | C4P4 Device
Power B1G2 | B1G2 | B1R2 | B1R2 Drive Both devices in drive
A1 Port Term B1W2 | B1W2 | B1W2 | B1W2 All devices All devices in the unit
A2 Port Term B1W3 | BAW3 | B1W3 | B1W3 in the unit
A3 Port Term B1B2 | B1B2 | B1B2 | B1B2
A4 Port Term B1B3 B1B3 B1B3 B