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Introduction to Civil Engineering Panel by Richard Wainer,

Assistant Division Engineer, Coordinating Division, Bureau of
Engineering of the City of Los Angeles.

The speakers on this panel, with the exception of
Mr., Julian of San Diego, are from the Data Processing Committee of
the Los Angeles Chapter of the American Public Works Association.
About four years ago when the various governmental agencies in the
area started to become computer oriented, informal meetings were
held. To give a more official stature to the group, we reguested
recognlition from the Los Angeles Chapter of the American Public
Works Association and for the last three years we have been
recognized as a working committee of this organization.

At the outset, workshop meetings were fairly frequent to
share our experience and to prevent duplication of effort., As
programs have been completed and familiarity with their usage
obtained, the need for frequency of meetings has diminished and now
meetings are held quarterly.v

The Panel today will present information on some of the
applications developing and problems encountered in the area of

acceptance of computer technology in Municipal Engineering.

Mr, William Reader, Structural Engineer, Bridge and Structural
Division, Bureau of Englneering, Clty of Los Angeles.

I want to discuss a method for the design of reinforced
concrete multiple box structures. The slope cdeflection method used
to develop the general aigebraic equations 1s applicable to wide
variety of structures though the loading cbnditions used are those
found in conditions approximating underground and unsymetrical

loading. Through the use of tabular design methods and computer




developed tables, the coefficients of maximum stress conditions
are determined.

Fixed end moments are appliedvto each member and composite
moment diagram is devélopéd. 'Superposifiohed moments are applied
to balance the fixed,ehd moments.,‘The algebraic slope deflection
equations are then reduced.,

From these simplified algebraic equations, the computer
(1620 Model 1, 20 K) was used to develop tables of coefficients
to simplify the designer's work. The advantages of this method afe:

1. Time savings and reduction of errors over previous
methods.

2. An increase in visualization of effect of changes on
final configuration.

3.’ Facilifate the development of more economical design;
Jim Nugent, Technical Service Supervisor Advance Planning Section,
County of Los‘Angeles Road Department.

The County Road Department has developed and refined the
classic problém bf earth work into a neat package of both ﬁabular
~output and graphic dispiay using én 8K 1401. |

This pfogram béduces>to a minimum the computational
demands of the‘Engineerfs=time and freeé him to evaluate the results
and\attempt bettér sblutions; |

Thé sﬁéps in establishing the economics of an earthWork
design by the manual méthod afebtraditiOnalz Alignment; both
verticai and horizantal,\ié eétéblished by‘the Engineer; the"dross
sectiohs are élotted ahd tﬁe téﬁplate is éuperimpbsed; quantities
are calcuiated from planimefered crossvsections; and finaliy, the

results are analyzed to determine the economics of the assumed

2
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alignments, Often at this point, an entlre reprocessing must be
done to arrive at a better solution. Average Engineers' timé for
fhis manual processing is in the range of 65 hours per miie of
roadway.

Through the application of new techniques, the cross
section data is prepared photogrametrically, a trial alignment is
made, and the information processed by our 1401 system. Cross
sections and profiles are plotted by the 1403 at the rate of about
12 sections per minute, considerably faster than most 1line piotters.
When the cross sections were plotted by a service bureau, the cost
was about two dollars per section as compared to our current estimate
of above ten cents a section.

This rapid and economic method allows for the establishment
of the most economic design, It is now feasible to try several
alignménts or fTurther refine a selected alignment to produce the
minimum construction cost design. The computer time required for
the automated method is about 20 minutes per mile including plotting.
Jim Hunder: Assoclate Civil Engineer, Office of the County Engineer,
County of Los Angeles.

Ore of the typical problems of municipal Sanitation Design
is the investigation of a sewer network, The flows, capacity,
hydraulic grades and total flow at an outlet for a network are
analyzed by the computer freeing the engineer of the relatively
routine arithmetrical computations required.

The program devclopes a model of the'system based on
conduit size, land use, manhole numbers, dralnage areas and slopés.

This data, combined with actual reasured data»at control points,

3
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produces a tabular outpué of percent of capacity being utilized,
A tabular output is alzo nrocduced showing what reaches have exceeded
capacity and are in neod of replabement.

Ls the program now operates on our 20K system, it is a
three pass processing program, The first program accepts the manhole
numbers, land use, pipe parameters and dfainage areas and computes
the theoretical capacity of the network elements. Pass 2 accepts
the pass 1 output plus measured data to develor the percent of
capacity being utilized. Pass 3 developes the formal output,
replacement schedules, and estimated cost.

It is estimated that the cost saving realized over former
methods is about 50 percent. In additlon, once the basiec data file
haz been established 1t becomes economically feasible to pro?ide
estimates of how zoning changes or new connections would z=2ffect the
existing system. This method cculd be amplified to cover other
gravity flow systems such as storm drains and water supply.

Frank B. Julian, Program Developement Engineer, Office of the County
Road Commissioner, County of San Diego.

When I was recuested to appear on this panel, my first
idea was to speak about our 1620 earthwork program. After further
thoﬁght, I changed my mind, but not because of a conflict with
Mr., Nugent's presentation. The declsion was‘based on a certain
aspect of our program that presents problems familiar to most
organizations. The documentation for input format is good, but due
to lack of capacity, certain data checks are not made. When these
conditions‘arise, naturally the program blows and the only one

that knows where and how to correct it is the programmef himself,

@;D



Though the action of the computer can be reasonably
anticipated, the human reaction is completely unpredictable. When
we first installed the 1620 computer about four years ago, we had
the green eye-shade and sleeve garter types thét were still not too
sure of the ability of a slide rule. As a consequence, no doors
were broken down by the crushing hoard wanting to use the beast.
Interest has been stimulated through familiarization classes and
allowing them to write programs. The biggést selling point, though,
has been short turn around time on data submitted.

At one end of the scale are those, and most are gullty,
who enjoy writing a program, no matter how trivial, without a real
understanding or 1nterest in how much it costs. A singular example
of this is the processor manipulators and program'modifiers striving
to save ﬁicro-seconds. This is fun but not really productive.

At the opposite extreme is the man who is afraid thét the
computer, like an expendible item of supplies, will be used up. He
keeps ldoking for the great applications. Trivial applications,
though productive and economically justified, are not of sufficient
challenge to warrant implimentatioh. He over studies applications
hoping the requestor will give up and go away.

As we discuss the various odd computer types, the last one
to touch on 1s the non-documenting programmer who, four years later'
can not figure out his criptic notes on the edge of a sheet of
paper. Use the abllity of the prpcessor‘to handle‘comment cards,
the next man who has to ﬁiék up the program will be eternally

grateful,.




I am sure that these types are noﬁ unigue to our @?\
; _ &
orzanization, every installation has 1ts share. The only thing
we can all try to do is to place the computer in‘its proper
prospective and pay more attention to the people who make up the
organization, | |
Robert Olson, Water Works Engineer, Los Angeles Deparfment of Water
and Power,
I wan®t to discuss a‘program for the flow distribution and
head losses in a water distribution system on a 1620-60K system.
Capacity of the program is 600 lines, 600 junctions and 175 loops.
The solution iz by means of the Hardy-Cross method of successive
itterations., Tnput data 1s pipe parameters, roughness factors,
inflows, outflows, and elevations of junctions.
The method of solution is to prepare a schematic of the ‘{[D
network., The locps are numbered in an arbitrary fashion but not
swippinzy any numhcrc, Starting with loop 1 a direction of flow is
assumed for ezchh lire, Then each line 1s numbered. Each junction
is numbered with junction #1 being a point of known hydraulic grade.
On each line place the length, diameter znd friction factor.
Quantities of inflow énd fake-outs are shown and a check made to be
sure that outflcws are the same as inflows. The program uses nine
different types of data cards for such information as identification,
pipe numbers, parameters, number of itterations, Jjunction numbers,
andiloop definitions.
Output is in three parts. Part 1 is an optional output
showing unbalanced heads at juﬁctions after each itteration. Second
output is line data showing flow and head less in feet per 1000 feet. ‘;D
Output 3 1s the hydraulic grade line elevations and pressure heéd

at each junction. , v 6;




r Jr., Associate Civil Engineer, Data Processing Section,
County Flood Control District.

The Los Angeles County Flood Control District has modified
the IBM-20G0-1 System from the original typewriter output to card
output for offline listing because our workload required several
hours of typing each day. Our workload has been running about
150% utilization,

Mr, Ramsdale of IBM and Mr. Lebcw of the Los Angeles County
Road Department have assisted in & further modification to use the

1443 Printer directly as the output device, by direct machine lan-

cuage patches which change the output device code from O4 to 09
and control the carriage skipping.

Had the COGO T System been compiled in FORTRAN with Format,
it would have been possible to change the subroutine linkage address
from type to Punch, since both statements compile as follows:

BT to the type or punch routine with the Format address,

BTM to the fill routine with each variable in turn except

the last followed, by a BTM to the completion routine with

the last wvariable,

The BT to the output routine could be changed by changing

the linkage address every time 1t occured in a program. A gimple

SPS program was used to do this to one of our condensed program
decks, |

Fortran without Format compiles a type statement as
follows: BT to a RCTY routine with the first varlable, BT to a

TBTY routine for each variable. The Punch statement, however,




compiles as folldws:

BT to a fill routine for each variable, followed by a

<BT to the output routine.

This}necessitated completeiy recompiling the COGO‘I
System, changing all of the Type statements to Punch statements,

A couple qf'the piug decks require executing them before punching

the plug. This was done by manually branching directly to the

pfoper gstatement number, the location of which was found by searching
the symbol table.

A further modification 1is being made in the COGO I Monitor
for checking the secuence numbers of the pluzs decks as they are read
(our 1622 Automatically shuffles the decks as they are read),’
automaticélly skippihg to a new sheet when a character appears in
column 80 of a data card, and to pack more than four variables into
the output z2rea similar to MIT's DTM system to simulate the original

typewriter output format.




SNOBOL 3, A List Processing Language
For the IBM 1620

I. Genersl Comparison--List Processing vs. Fortran.

A 1ist processing langusge 1s designed to work with ALPHABETIC
rather than numeric date as is FORTRAN, One would never consider
writing s multiple correletion in SNOBOL, On the other hand, one
could write programs in SNOBOL to:

1. Columnize en article for a newspeper. That is, set up
the print so that the left snd right mergins are even
end, if necessery, decide where to hyphenate words.

2. Reesd in a Fortran-like exoression, tske its analytic
derivetive, end put out s Fortren-like expression, which,
when evaluated, will give the derivative,.

Both of the above applicetions would be very difficult to
programin FORTRAN or SPS,

ITI. Acknowledgement.

SNOBOL wss first implemented for the IBM 7090 by D.J. Farker,
R.E. Griswold, and I.P. Polonsky at Bell Lebs, Holndel, New Jersey.
There was an artlcle written by them on SNOBOL 1 in the January 1964
issue of the Journsl of the Association for Computing Machinery
celled "SNOBOL, A String Menipulation Language."

ITII. Direction of Implementstion.

The purpose of the implementstion is eduﬂational We want
to be able to tell our students what & list processing language is
2ll sbout. As & result, this imolementation is rather slow.
Practicsl progrems for production runs generally involve a change of
card format involving sbout four SNOBOIL statements.

For example. recently we ran & job with a group of address
cards which had the last name first. The problem was to switch
the last names down to the end. This involved a four csrd pro-
gram in SNOBOL.

'The vrogresm has been submitted to the 1620 Users Group Li-
brery. They have not yet finished processing it, but they have
given it s temporary P,I,D, number of D3182,

IV. Dets Structure--String and String Name.

The basic date structure of SNOBOL 1s the string. * A string
contains from O to 5000 ordered alphsbetic, numeric, blank, or
special charescters. Each string has a neme which is from- 1 to 80
alphebetic or numeric characters including the special characters

. of period and record mark., The string is needed so that the
'Eb SNOBOL progrem can refer to the string, much like a variable name

in FORTRAN,

q




SNOBOL 3 continued | PAGE 2

V. SNOBOL Statement Construction.

The SNOBOL ststement consists of five parts: QSD
LABEL STRING @ @ = @42 /S(LABEL)
Statement Reference Match " Construction Go to
Label String Specification Specification Specification

Except for the End Statement, SNOBOIL has just one statement
type. The purpose of the separate parts of the statement is ss
follows:

1. Statement Lebel. A statement lebel must meet the same
requirements as 8 string name, except that it must begin
with & letter or digit. The stetement label is needed
for reference from other statements very much like state-
ment numbers in FORTRAN. Like FORTRAN, where the stetement
number is ootional, so is the’ statement label in SNOBOL,
Statement lsbels must begin in col. 1 if present, other-
wise col. 1 is left blank. The rest of the statement is
in free format in the sense that wherever & space is
required. more than one cen be used.

2. Reference String Neme. This gives the string which will
be worked on for this statement., This is the only part
of the statement which cennot be eliminated.

3. Metch Svecification: This specifies that which some @3&
substring in the reference string must match. In this
case, the match specification has just one element: @ @,
This is & literel string, which is svecified by its con-
tents surrounded by @ signs. Thus, in this case, we are .
looking for a blank somewhere in the string named STRING,
The match scen is generally left to right, and the inter-
preter will take the first match it comes to, Since
strings which contein @ signs cannot be specified by @
literal, & speciel string QUOTE is supplied which contains
just one @ sign. Notice that if there are no blanks in
the string nemed STRING, the match "fails."

4, Construction Specification: This specifies what the substring
which is matched is to be chenged to in the reference
string. This part of the statement is separated from the
match spec1fication by an equal sign. If the match speci-
fication is not included, the whole reference string is
changed to whet is 80601fled If the construction speci-
ficetion is omitted, then the reference string is left
unchanged. If the metch wes unsuccessful, then the con-
struction specification is ignored and the reference
string is left unchenged. In this cese, if a space
is found in the string named STRING, it will be replaced
bv a record mark spec1f1ed by @L2, . .




SNOBOL 3 continued PAGE 3

5. Go to Specification. This specifies the next statement
‘:ﬁ : to be executed., If the part is omitted, the next se-
quential instruction in the program is executed The
slash preceded by a blank and followed by & non-blank
character identifies the go ito specification. Parentheses enclose
the name of the next statement to be executed. This
neme can be constructed if desired in

/S(LABEL)

the S indicates a "eonditional. Rl,.if an
if the match was successful. gbragch on §a1£u?eL1% and only

indicated by an F. Here the failure branch is not
specified. Therefore, the next sequential instruction
will be executed on a failure,

Since LABEL is the statement label of this statement, the
interpreter will loop through the statement  until all
blanks are replaced by record marks in the string named
STRING,

Notice .that 1f the statement is modified to
IABEL STRING @ @ = /S(LABEL)

all the spaces in string will be deleted. This is one
‘T“ of the first things done in any FORTRAN compiler.

VI, Radix Sort Explanation.

The sample program (see inserted 1lst1ng)wh1ch I am going to
go through involves alphabetlzlng words using the radix sort
technique, The technique is simply that used when one orders
cards on a card sorter., For example, say one wanted to sort the
following number into numeric order:

2297
2147
2293
2143
2197
2193
2243
2247,

One would first sort on the last column. (In case of ties ori-
ginal order is preserved):

é293
2143

2193
2243

c =
. ‘ ’ 2147
S 2197

2247,

Then one would ‘sort on the second last column:

I




SNOBOL 3 continued : ‘ PAGE U4

2143
2243
2147
2247
2293
2297
2197.

Now the numbers are once again out of order with respect to
the last digit. However, on the cards where the second last
digit is the same, the cards are in order by the last digit,
which is just what we want. Sorting on the third last digit gets:

2143
2147
2193
2197
2243
2247
2293
2297.

Since the first digits are all the same, an extra sort on
the first digit will yield the same result. Notice that the
numbers are now in order. '

VII. Sample Program (see inserted listing). '
I will go through the sample program on a card by card basis.

##XEQ SNOBOL :
This card would appear only on those machines which operate
under a MONITOR system, Otherwise, it should be omitted.

BEGIN SYSPIT *SIZE* @ @

SYSPIT is a special string for the SYStem'!s Peripheral Input
Tape. On this interpreter this means the card reader. Whenever
SYSPIT appears, one card is read and its contents are put into
a string of length 80. There is no construction or go to speci-
fication in this statement.

*¥*SIZE* is what is known as a filler. It can be matched with
as many characters from the reference string as necessary to
rermit the rest of the match specification to match., If the match
is successful, then the contents of SIZE are replaced by those
characters against which the filler was matched. A filler may
match a null string (string of length zero). If a filler is the
first element in a match specification list, then, as is this one,
it is matched starting with the first character of the reference
string; if it is the last element the character it is matched
ageinst is extended to the last character of the reference string.

In this case, *SIZE* @ @ is being matched against the first

input card which is a 9 followed by blanks. The @ @ will match -
the blank in col. 2 and SIZE will be filled with the 9. The

/2

O

‘I»



SNOBOL 3 continued PAGE 5

purpose of the statement is to read in the maximum number of
letters in the word to be sorted or, looking at it another way,
the number of columns to be sorted on.

START SYSPIT *WORDS* @ @ /F(LO)
This statement is very much like the preceding one, only
the names have been changed and a failure exit has been added.
In this case, WORDS will be filled with ARMY, TEST, GLOBAL, etc.

LIST = LIST WORDS / (START)

Since the match specification is missing, the entire string
is set equal to the construction specifications. Here the con-
struction specification consists of two elements LIST and WORDS,
The contents of the two strings are combined with all of the
characters in LIST preceding all of the character in WORDS., The
results are stored in LIST, Notice that the first time through
the string,LIST is used before it has been defined. This perfect-
ly legal. Any undefined string i1s taken as being null.

Then the program goes back to START and reads the next card
whose contents, up to the first blank,are stored in WORDS., The
contents of WORDS is then added onto the contents of LIST,

Once again we go back to start. However, this time the card read
doesn't have a blank., The contents of WORDS is left unchanged
and control transfers to LO. -

L0 SYSPOT = @ THE LIST TO BE ALPHABETIZED IS - @ LIST
SYSPOT is a special symbol for SYStem's Peripheral Output
Tape. In the case it's the typewriter, or, if you have a printer,

the 1443 printer. There is also SYSPPT (SYStem's Peripheral
Punch Tape), which is the card punch. Every time SYSPOT (or
SYSPPT) appears in a statement, its contents are outputted once
the statement completed, This statement will type out

THE LIST TO BE ALPHABETIZED IS-
followed by the contents of LIST,

_ SYSPOT = VOID
This prints a blank line since void is empty, being undefined.

L1 ALPHABET = = @ABCDEFGHIJKLMNOPQRSTUVWXYZ@

This statement put the alphabet into ALPHABET, In the con-
text of the program, the statement actually defines the collating
sequence to be used., The definition is completely independent of
the natural machine collating sequence, ‘

L2 SIZE = SIZE - ele

Arithmetic is permitted between two strings whose content
are purely numeric, Both strings are decoded into ten-digit
numbers; the arithmetic operation (#;-,%,/,or ¥¥) is carried out
and the results are recoded as a string. Negative numbers are
coded with a minus in’front, all preceding zeros are dropped,
except if the result is zero the resulting string is @0@.
Special provision has been made to avoid coding a negative zero. -
Here SIZE, which was 9, is decremented to 8. SIZE contains the
number of letters in a word to be ignored before the column we

are now sorting on.,

I3




SNOBOL 3 continued PAGE 6

SIZE ‘@-@ /S (FIN) '
This statement asks if there is a minus sign in SIZE, Even-
tually SIZE will be decremented to the point where it contains
a minus one, in which case this statement will transfer to FIN.
For the time being, the match will fail and we'll go on.

I3 LIST *WORD* @,@ = /F(L5)

Everything up to the first comma in LIST is put into WORD
and the substring of LIST which was matched, including the comma,
will be set equal to the null string. That 1s, this particular
work will be deleted from LIST, IF LIST HAS NO MORE IN IT, then
the match fails and the program transfers to L5, '

WORD *HEAD/SIZE*  ¥PIT/@1@% /F(L4)
HEAD/SIZE denotes a '"fixed length filler." 1In this case,
HEAD can only be filled with the number of characters specified by the
numeric string SIZE, Likewise, PIT can only be filled by one
character, which happens to be the character we are sorting on.
If the word is too small, the contents of HEAD and PIT are left
unchanged and the program transfers to L4,

$ PIT = $PIT WORD @,@ / (L3)

The $indicates indirect addressing. The contents of PIT
are to be used as a string name. If PIT contains @K@, then it is
the string name K that we are dealing with. Almost all re-
strictions on string names and statement labels are removed when
indirect addressing is used. In this case, say we are sorting
on the fourth letter of the work TENSOR. Then @TENSOR,@ would
be added onto the string name S. These strings with one character
names are being viewed as pockets in a sorter are. After this
statement is done, it transfers bgck to L3 to pick off the next
word from LIST, -

4 BIN = BIN WORD @,@ /(13)
BIN is used to store those words which are too short to be
sorted at this time. Control is then transferred back to L3
to take the next word off of LIST.

; 15 BIN *LIST* =
Now that all the words have been distributed among the
"pockets," that is strings with one character names, we must collect
the words back into LIST in collating sequence. This statement
does two things:

1. Moves what is in BIN, that is, those words too short for
sorting on this column, into LIST,

2. Set BIN equal to the null string.
This is done since the arbitrary filler LIST will match with

the entire string BIN because it is both the first and last
element in the match specification.

i4




¥NOBOL 3 continued PAGE 7

16 ALPHABET *PIT/@1@* = /F(ll)
This statement put into PIT the next "pocket" to be put
back into LIST, This letter is then deleted from the string
named ALPHABET, If the list of letters in ALPHABET has been
exhausted, control is transferred back to L1, At L1 the contents
of ALPHABET are restored, SIZE 1s decremented again, and the sort
continues on the next column.

LIST = LIST $PIT
Add the words in the "pocket" onto LIST.

$PIT = - /(16) _
Set the "pocket" equal to the null string and transfer back
to I6 to get the name of the next "pocket." ,

FIN SYSPOT= @ THE ALPHABETIZED LIST IS - @ LIST
After the sort is complete, that 1s] SIZE also reaches a
minus one, this statement types the alphabetized list.

END BEGIN

This statement performed the functions of both the END and
STOP statement on FORTRAN, It indicates to physical end of the
source deck for the interpreter. If control is transferred to
it, either by a branch to END or, as in this case, by being
executed as the next sequential instruction, execution of the
program is ended., BEGIN is the statement label of the first in-
struction to be executed in the program, If this name is omitted,
execution starts with: the first statement, as in FORTRAN,

VIII. Other Features.
The language has several other features:

Recursive Functions

Balanced (with respect to parentheses) Fillers

Back Refe§encing (if the contents in a Filler match further
down

Tracing Capabilities (sense switch 1)

Memory Dump (on a control card).

NeTE ¢ SNQ/B/(.{L has heen czca@/u{ec[
by Zhe C drimg //'é/»/uwy‘ vAder & he
nember [1,4.027,

15




+#XEQ SNOBOL

BEGIN SYSPIT . %SIZE* @ @
START SYSPIT © *I0RDS* @ @ | . JE(LO)
LIST | = LIST WORDS | | / (START)
Lo SYSPOT = @THE LIST TO BE ALPHABETIZED 1S - @ LIST
sYseOT = viOD
L1~ ALPHABET = @ABCDEFGH | JKLHHOPQRSTUVHXYZeE
L2 SIZE = SIZE - @16
SIZE o-@ - | /SCFI)
L3 L1ST HIORD*  @,0 = JF(L5)
LORD  YHEAD/SIZE* *pIT/@lex JE(LY)
SPIT = SPIT WORD @6 | AL3)
Lk BIN = Bl WORD @,@ /(L3)
L5 Bl *LISTH = (0
L6 ALPHABET RPIT/Q16% = /F(L1)
LIST = LIST SPIT
SPIT - = | /(L6)
Fli SYSPOT = @THE ALPHABETIZED LIST IS - @ LIST

END BEGIH

; :

ARIMY ,TEST,GLODAL, ARIORY,GLOBE ,ARIM,TENSOR, ALIBI, ARE,GLCOW,TENSE, TCTAL,CANCEL,
TOHSIL,GLARIATOR,MOBILE,HOTILE,ANY,TORSION,PLATITUDE ,FUMBLE,

CAR{).“"I"lT’i'l.“‘éO.BLAi’iKS.FOE{.TRAlLER.010‘..00000000ooloc!o.c-.ooooaooooo.on.ooouoocoo
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An Interpretive Input Routine
for Linear Programming

D. J. Aigner
University of Illinois

1. Introduction

The LP system to be described below derived from a need to. make available
to business and ecoﬁomics students with essentially no programming background a set
of easy-to-use codes for various tools in the fields of operations research and
statistical analysis.

While as a general proposition it would seem that business schools are
requiring increased maihematical and statistical sophistication on the pért of
students (as reflected in their curricuia), a basic introduction to digital
machines, requirediof all undergraduates, is not yet such a general reality. When
such a course is a requirement in these curricula it will.likely become of lesser
importance - indeed, more difficult to justify economically the effort required in
many cases to produce truly simple input codes fa students' use, such as the one
which is the subject of this note.

Of course the programming model, whether it be of linear or non-linear
form, and as one of a number of such examples, finds application in fields othef
than business and economics. Thus viewed in a more global perspecti§e~ the central
University computing facilities, at least in the short run, should be concerned if
not committed +to providing a basic kit of popular tools which is easily accessible
to the unsophisticated'user. This last statement is not an apology for the existence

of such people, but rather a judgment based on an observation of reality. The
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educational process does not merely apply to the person who is listed as'é student
in the University records, but to his feachers as well. And while we usually

speak of pedagogy as a teacher to student causal relation, it mayjas well be applied
across disciplines on & teacher to teacher basis, and,as is becoming more apparent,
the learning process,especially with regard to computer applications in "virgin"
areas, also takes the form of a student to teacher feedback.

While this introduction may not seem appropos +the more technical con-
tent to follow, it does establish, if its basic premise is agreed on, a justifi-
cation for the cost of preparing rafher complex (from & coding standpoint) I/0
routines for many well-used tools of analysis.

At Illinois the premise in question is accepted, with the result that an
integrated set of 37 programs for statistical techniques, matrix editing and mani-
pulations, data tranéformation,'and certain operatioﬁs research tools has been QDD
produced; the progrems are available individually or in combination through a
single data input routine. Thié package, designated SSUPAC, is presently stofed
on the TO9%4 disk file and may be obtained by the user via the main operating
system just as he would any compiler. ;

The.linear programming code in SSUPAC, written originally by Glenn
Rosbrook of the University's Statistical Service Unit, is unique not for reason
that the code is superior in efficieﬁcy,‘generality, or flexibility to other
codes, but because of its input routine. Indeed, any LP code could be used for
calculation purposes, receiviﬁg its input from this routine. The input code has
also been adapted as ALPS, A Linear Programming System on the College of Business
Administration's 1620, and is used primarily as a pedagogical device for students

in operations research courses. ‘ ‘;@

¥




2. Description of the Routine

The .. ¢ .~ concept upon which ALPS is based is quite simple: to produce
& code for linear programming which requires input of the simplest form, butb
is general - enough to allow a variety of data modes (mixed perhaps), has very few
restrictions for card punching, and will itself take care of adding slack or arti-
ficial variaebles where necessary. The result produced in attempting to meet these

goals takes the form of an algebraic statement of the LP problem, e.g.

Maximize g = xjeq + x2c2'+ ees kX Co
(or minimize)

Subject to
8, X + oo ta, x = b
1171 T %12%2 In"n > 1
. ‘ 4
‘TW amlxl + a.mzx2 + oeee. + amnxh = bm
4
Xi>0 j-:l, .0..’ n

translated ver batim onto punched cards, except for the non-negative restrictions.

For example, the problem

Maximize & = .5x + 6x2 - 5%z

Subject to

hxl + 6x2 + 5x3 = 24,5

<
xl + l.5x2 + 5x5_. 12
3x1_+ xé < 12
could be inputed to ALPS as: .
MAXIMIZE 2 = .5x(1) + 6x(2) - 5x(3),
SUBJECT TO
CONSTRAINT (1) ix(1) + 6x(2) + 3x(3) = 2L.5,
| w . CONSTRAINT (2) x(1) + 1.5E00%(2) + 2x(3) IE 12,
1 CONSTRAINT (3) 3x(1) + x(2) IE 12, -
END

[9
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Basically, the routine keys off the beginning letter of each statement,
M, S, C, or E to determine the type of statement: "M" for the objective function
(maximize or minimize), "S" for any editorial statement, "C" for a constraint ’

statement, and "E" for the end of problem statement. In the objective and con-

straint statements an ending comma signals termination of the statement. Editorial

statements can be used anywhere in the input, and statements maylbe punched any-
where on the card or cards necessary; continuation is automatic until the termina-
ting comma is found and all blanks are ignored.

Coefficients may take mnéﬁur'hmdes": integer as in 3x(1), Fortran "F"
format as in .5%(1), floating as in 1.5B00%(2), and no coefficient as in x(1),
which is interpreted as 1X(1). There are no restrictions on mixing modes in any
statement. Forms of the .constraint inequations are indicated by LE (£), GE (2),
and E or = . Identical comments as above apply to the mode representation of the
constraint constants. |

As presently written, ALPS does error checking in the statements for
invalid characters, integer subscripts, beginning letters and ending commas
(where applicable) for all statements, etc. Also included is & capacity check
for the maximum matrix'size allowéd, which of course varies according to the
particular machine at hand.

ALPS prepares a data matrix from the above input by adding necessary
slack and artificial variables with appropriate weights for the objective func-
tion, provides an initial basis, and, if required, transforms a minimization
pfoblem into a maximization problem as input to any LP solver. The basic pro-

cess is outlined in Figure 1.




3. Coordination with a Solution Routine

Bootstrapping the output of ALPS to a given calculation routine is
obviously dependent in form on the hardware at hand. TFor small equipment without
peripheral storage devices the most efficient method for coordination likely
would be to prepare the data matrix (size determined by the solution routine and
the hardware) in high-order memory and load the solving routine directly after
ALPS puts the matrix into its proper addresses. With less imposing memory limi-
tations, or possession of diék or tape storage, the coordination problem could
be handled in a variety of ways, depending on the maximum problem size desired.

As presently written ALPS requires approximately 7,200 BCD positions
plus the output data matrix¥ or about 1,000 words plus on a Boolean machine.
Input statements are processed individually, then immediately translated into
their appropriate locations in the date matrix.

Both operating versions at Illinois use a Fortran-coded revised simpiex

algorithm for computation.

¥ Or matrices, depending on the algorithm used.
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" "ON WHICH 1T OCCURRED; cuv/;g/we ) 9 S G INTERN,
PROCESSING FOR ERRILS,

 FLOATING FOI/T.

F

FIGURE 1, SETCH FLowcHART —ALRS
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Appendix

Adaptations for the 1620

ALPS is now used h conjunction with a mag tape 1620, where the data
matrix is outputed from ALPS to tape, the Fortran-codéd LP solver is read into

memory, and finally the data matrix is returned to memory from tape. A disk-
oriented 1620 could be utilized in the same fashion, so that no intermediate
’output need be handled,

For s strictly card~6rientéd machine, it is possible to alleviate
intermediate handling problems also, by preparing the data matrix in addreéses
appropriate to a given solution routine, and then loading the solution routine

over ALPS. The basic modifications necessary to accomplish this consist of the

following (references refer to SPS source listing): ¥
Page Change 29
17 EXIT H B¥ . 12
18 RWT2 remove
18 - 19 TFM  YECH+6, NUM RICD 0
through B 0
MES2 DAC 38
21 BOX DSB 10, 21,, These locations must have
CONTRI DSB 10, Th,, their addresses set so as
CONST DSB 10, 1575,, to place the arrays in

thelr corresponding solution
routine locations

21 ‘ BLAST DC 1 Can be set to correspond
. to given memory capacity
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The Fortran code used at present with ALPS is listed on pp. 22-24k., On
a 4OK machine the maximum matrix size (coefficients plus constraint constants) is
n + m < 1554 with the normal significance levels f = 8, k = 5, maximum problem
size being dependent upon the number of IE's and GE's included. The maximum
problem size of T4 variables and 21 constraints could only occur if all constraints
were equalitles. Of course there are ways, given tapes or disks, to increase
problem éize by some "ping-pong" method, but our user's requirements hardly justify
this. It is also difficult to justify using the 1620 for large LP problems given
that one has two large-scale machines available for gereral use.

A copy of the user's information sheet for ALPS is also included to

show examples of input and output for the LP package.

2.5
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* COMPACTION ROUTINEs AT STOREe+ ADDR GIVES RECORD MARK POSITION

AGAIN

START

CF

ROUT

RCTY
RCTY

TFM
TFL
AM
CM
BN
SF
TFM
TDM
AM
cM
BNE
TFM
TD
TFM
TFM
TFM
TFM
TFM
TOM
TFM
TOM
AM
(of,]
BNE
TFM
TDM
AM
CM
BNE
TFM
SM
CF
CF
SF
TFM
TFM

CNUMCONTR I
~CNUM ¢ ZERO
CNUM+10
CNUMJCONTRI+16490
*=36

START

ADDR ¢ CREC
«~ADDR+0O

ADDR 1
ADDR+CREC+21
*=36
ADDR+CONST+15741
=ADDR ¢« RMARK
CDSAVE O

SAVE «O

SAVE14+0
NUM+34¢04¢7
COUNT o NUM
EQSN+35¢3¢¢ TO tOOK FOR ¢ SIGN
ADDR + OVERLP
-ADDR 0O

ADDR s 1
ADDR«OVERLP+80
*#=-36

ADDRSTCOL
=ADDR O

ADDRe 1
ADDR+STCOL +159
#=36

CD+O

CDet

C

ERR1 s e« NEW SEQUENCE=-~COMMA CHECK
EQSN

ADDR ¢« NUM
COLM.STCOL

RACDSTCOL

SF
AM
AM
TD
TO
SF
cMm
BNE
TF
BNF
TFM

CHKs s s A CARD HAS JUST BEEM READ
CDs1

CDSAVE .1

WORK+STCOL+158

WORK=1¢STCOL+157

WORK =1

WORK+0s10+SEE IF B0 1S BLANK
ERR11

STCOL +158 ¢+ RMARK

*#4+24+START

STCOL=2+T71+10s SKIPS PAGE IN FORMAT CONTROL

WACDSTCOL =2

CF
TFM

START
STCOL=-2+00+10

# CHECK FOR END OF CARD

CHK

CM
BE
TO
SM
TD

COLM STCOL+158
YES

WORK » =COLM
COLM, 1

WORK=1 +~COLM




AM
SF WORK=1
CM ADDR « NUM+2
BNE #+72
SF  NUM=1,
cM NUMe4S+10e SEE
BE END
cM NUMes624+10s SEE
BE AGAIN
¥ CHECK FOR BLANK
CM WORK«00+10
BNE TSMITD
AM COLMe2
3] CHK
TSMI TOBNF RND ¢ CHIK ¢ s COMMA
CF CHK
BNF RND«ERR1
TD WORK ¢ =COLM
SM COLM.]
TD WORK=1 ¢+~COLM
AM COtL M.l
SF WORK =1
(of ] WORK ¢« 54 ¢4 10 ¢ SEE
BE ERR10
CM  WORK«43410¢SEE
BE ERR10O
CM WORK ¢ 62410 ¢ SEE
BE ERRI1O
(of,} WORK 45410+ SEE
BE ERRI10
RND TD ~ADDR ¢« -COLM
SF ERR1!
SM ADDR 1
SM COLM.1
TD -ADDR ¢ ~-COLM
CF ~ADDR
AM ADDRe 1
AM COLM.3
* CHECK FOR COMMA
AM ADDR e 2
CM WORK ¢23410
BE STIP
8 CHK
#* CHECK FOR FIFTH CARD
YES CM CD+S
BE ERRI1
B START
ERR1 WATYNO1
BTM ROUT«0+10
B8 AGAIN
STiIP SM ADDR~2
TF ~ADDR ¢+ RMARK
* CHECK
AM COLMe2
CcCOoM cMm COLM«STCOL+155
BNN RUNE
T0 WORK~1 +~COLM
AM COLM, 1
TD WORK ¢« ~COLM
AM  COL M,
SF WORK=-1

«10-

COLM,

IF END STATEMENT

IF AN S

CHECK

IF AN M
IF A C
IF AN S

1F END STATEMENT

FOR MATERIAL TO RIGHT OF A COMMA

“
7

VON = > g

g fl@b(??awﬁk

Ly 5 i ‘(:,w% |l Q\/ “"
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CM WORK+00+10+TO SEE IF BLANK
BE COM

WATY MES12

BTM ROUT+0410

B8 AGAIN

RUNE NOP

*

INTERROGATION OF MAXe MINs OR CONSTRAINT
TFM CNUM.O
CF  AMINI
SF EQSN
TFM COUNT1 « NUM
TD WORK=1+NUM=1
TD WORKeNUM
SF WORK-1

i

CF  WORK

CM WORK«544+10+SEE IF AN M
BE M

CM  WORKe43+10¢SEE IF A C
BE C

WATYERR4

BTM ROUT«0410

B AGAIN

TD WORK eNUM+2

TDM WORK~=1+0011

CM WORKs1e¢10s SEEIF AN A
BE EQSN=-12 )

AMINI SF  AMINI

5] EQSN=12

SF C

TDM WORK~=~140e11

TDM EQSN+435¢2+¢T0O LOOK FOR A LEFT PAREN RATHER THAN = SIGN
AM  COUNT1,.1

EQSN AM  COUNT1.2

x X

*

*

™D WORK ¢ «COUNT 1
CM WORKe3«104 SEE IF = SIGN
BE *+24
B EQSN

THE ABOVE LEAVES COUNT1 AT = SIGNe LEFT SIDE
AM  COUNT142
BNF MAX.C

FLAG AT C IF A CONSTRAINT CARD

FILL IN CONSTRAINT ROUTINEe COUNT! IS ON LEFT SIDE OF FIRST NOe.
CF FIX
AM COUNT1 41
TD CNUM¢=COUNT
AM  COUNT1 41
TD WORK+=COUNT1
CcM WORKes7e10e TO SEE 1IF IT IS A 2-PI_ACE SUBCRIPT
BNE %*+60
AM  COUNT1 .1
TD CNUM=1 ¢ CNUM
TD CNUM ¢ «COUNT 1
AM COUNT1 e 1

COUNLD PUT A CHECK IN HERE FOR RIGHT SUBSCRIPT
CcM CNUM.21
BNP #*+36
WATYERRS
BTM ROUT 0410
AM  COUNT1 42

SAVE]l WILL CONTAIN THE LARGEST SUBSCRIPT

C SAVE1 « CNUM

.2L27

IN PAREN
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BP %424
TF SAVE1+CNUM

MAX TF COUNT2.COUNTI
TFM COUNT « FORM~31
TD WORK+=~COUNT1
AM  COUNT1s1
TD WORK=1¢~COUNT1
SF  WORK=1
SM  COUNT1 41
CM WORKs76+10s SEE IF AN X
TOM WORK=140¢11 '
BNE RL
BNF PAREN-12,EQSN
TFL EX+ONE
SM  COUNT1,.,2
TD WORKs=COUNTI
CM WORKs2+10e¢ TO SEE IF NEGATIVE ONE

BNE *+424
SF  EX=2
AM  COUNT1+2
B PAREN i
# CONDITION TO NOT SET A NUMBER TO ONE
RL TD WORK«-=COUNT] '
CM  WORKe7+10¢ CLEAR FLAG IF A NUMBER THE FIRST TIME
BNE %424
CF EQSN

TD «COUNT s —-COUNTI1
AM  COUNT. 1
AM  COUNT141
TD ~=COUNT~COUNTI1
AM  COUNT, 1
AM  COUNT1 .1
B MAX+24
BTM FORM«0+ 10
PAREN SF EQSN
TDM WORK=~1+¢0411
TFM PLACE.O
AM COUNT1 44
D WORK « ~=COUNT 1
CcM WORKe7+¢10¢ SEE IF IT IS A NUMBER
BE *4+48
WATYERRS
BTM ROUT 0410
B AGAIN
AM COUNT 141
TD PLACE + ~COUNT
AM  COUNT1.1
TD WORK+~COUNT1
[of,] WORKs0e10e¢ SEE IF RIGHT PAREN
BE OESERT
CcM WORK +7+10+DEE IF A NUMBER
BE %448
WATYERRS
BTM ROUT+0+10
B AGAIN
TD PLACE=~1+PLACE
AM  COUNT1 .1
TD PLACE ¢« ~=COUNT
AM  COUNTI1.1
TD WORK ¢+ «COUNT |
cM WORK +0Os 100 SEE IF RIGHT PAREN

&



BE
WATYERRS

BTM™M
B

*+48

ROUT 0410
AGAIN

DESERTBNF MPLACEC
CNUM 1S PRESENT CONSTRAINT NUMBER. PLACE 1S X(PLACE)e

*

MPL

¥*

EST

TF  ADDRe«CNUM
SM  ADDR 1
MM ADDR«750¢9
SF 95
TF ADDR99
MM  PLACE+10
SF 95
SM 99410
A ADDR ¢+ 99
AM  ADDR+CONST
TFL =ADDREX
B EST
ACESM PLACE. ]
TF ADDRJPLACE
MM  ADDR 10
SF 95
TF ADDR99
AM ADDR+CONTRI
TFL =ADDRJEX
AM PLACE.1
c SAVE +PLACE
BNN #+24
TF SAVE+PLACE + ¢ SAVE WILL CONTAIN THE LARGEST SUBSCRIPT
CHECK FOR TWO EQUAL SUBSCRIPTS
AM PLACE +OVERLP
BNR *+36+~-PLACE
WATYERR6G
BTM ROUT+04¢10
TD =PLACE +RMARK
SF  EQSN
AM COUNT]e¢2+ssLEAVES IT ON LHS OF FIRST DIGIT OF NEXT NOe.
TF COUNT2+COUNTI
AM  COUNT2.1
BNF DPCONT~124C
TD WORKe=COUNT 1
TF  ADDRCNUM
SM  ADDR. 1
AM ADDRCREC
CM WORKeO1e10e¢ SEE IF A PLUS SIGN
BE MAX
CM WORK02+104+ SEE IF A MINUS SIGN
BE MAX
CcM WORK+03¢10e« SEE IF = SIGN
BE F1X
CM WORK0S5+10s SEE IF LE
BNE *+448
AM  COUNT14+2
TD ~ADDR.RMARK
8 FIX ’
CM WORKe04s10es SEE IF E OR GE
BNE NO7 :
TD WORK=COUNT2
CM WORK+Se10e¢ SEE IF E
BE FIX
TPOM =ANDROes11ls SET A FLAG FC

30
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. .

AM  COUNTI1+2
FIX TFM COUNT ¢FORM-31 -
AM  COUNT1424¢9AT LHS OF FIRST NOe AFTER C~CONDITION
TD WORK«~COUNT]1
CM WORKe7e¢10e¢ SEE IF A NOo.
BE LLL~12
CM  WORKs0Oe10e SEE IF A PERIOD
BE LLL=12
CM WORK+2+10s SEE IF A NEGe. NOo
BNE *+24
SF  FIXeese CHANGE SIGNS ALL NOS, JUST ENTERED IF A FLAF AT FIX
AM  COUNT12
TF COUNT2+.COUNT!
Lee TF COUNT3+COUNTI1
AM  COUNT3. 1
BNR *+244+-COUNT3
B FIixa
TD «COUNT.«-COUNT]1
AM  COUNT, 1
TD =COUNT«-COUNT3
AM  COUNT1.2
AM  COUNT, 1
B L
FIX2 BTM FORM+0.10
TF  ADDR+CNUM

SM  ADDR» !
MM  ADDR+10+10
SF 95

TF ADDR.99
AM ADDR+BOX
TFLL =ADDRJEX
# CHECK TO SEE IF NEGe CONSTRAINT
BNF AGAINCFIX
TF ADDR+CNUM
SM  ADDR. 1
MM ADDRe¢ 75049
SF 95
TF ADDR 99
AM  ADDRCONST
SM  ADDRs2
TF PLACE3+ADDR
AM  PLACE3,740
ZAP BNF %#+364~ADDR

CF =ADDR

B *+24

SF  «ADDR

C ADDRPLACE3
BE ZIP

AM ADDRs10

B8 ZAP

Z1P TF ADDRsCNUM
SM  ADDRs 1
AM ADDR+CREC
BNR *+48¢~ADDR
BNF AGAINs=ADDR
TDM ~ADDR+O+11
BNF AGA INs~ADDR
TD ~-ADDR+RMARK
B AGAIN
BNR MAX ¢=COUNT2
DPCONTBNF AGAINsAMINI
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# MINIMIZER

FORM

TFM COUNT2.0
TFM ADDR+CONTRI=2
BNF #+364+-ADDR

CF =ADDR
8 *+24
SF «ADDR

AM COUNT2.1
AM ADDRs 10
c SAVE ¢ COUNTZ

BNE #-84
B AGAIN
* CONVERSION ROUTINE

DC 3140

SF FLAG

CF E

CF FLAG2

CF MINUS

TRY

CF MINUSE

TFM EXe0e10

TFM EX=2+0

TFM EX=S540

TFM AT +EX~9

TFM COUNT FORM=-31
CF FORM=31

TD WORK ¢ =COUNT
TOM WORK=1+0¢11
CM COUNT FORM=1

BE SERVE
CM WORKe7+10+SEE IF A DIGIT
BE DIGIT

TD WORK-—1s~-COUNT
AM  COUNT 1

.TD WORKs=COUNT

SM  COUNT.1

SF  WORK=-1

CM WORKe45¢10+SEE IF AN E

BE E

CM WORK03+10+SEE 1F A PERIOD
BE PERIOD

CM WORKs10+10+SEE IF A PLUS SIN
BNE #+36

AM COUNT2.2

B PERIOD=24

CM  WORK 20+ 10+SEE IF A MINUS SIGN
BNE %+36

AM COUNT2.2

B MINUS

CM WORK+Os10+SEE 1F A BLANK
BE SERVE

WATYERR2

RCTY

WATY MES6

WNTYCDSAVE=3

RCTY

RCTY

TFM #+18+FORM=31

TDM FORM=31+04¢TO SET TO ZER/

AM  #=641
CM %~18¢FORM=2
BNE %*-~36

32
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~16=-

SF  ROUT
8 AGAIN

DIGIT AM COUNT41
TD WORK s=~COUNT
TOM WORK=1¢0s11
SM  COUNT.1 »
CM WORK:0+10+SEE IF A ZERO
BNE ANUM '
FLAG BNF ANUMJFLAG
FLAG2 BNF #+244+FLAG2 ,
SM EXel1+10+HAVE GONE BY o W/0 NON=ZERO DIGIT
B PERIOD=24
ANUM AM COUNT. 1
TD =AT+=COUNT
SM COUNT 1
BNF *4+24¢FLAG2+0v o HAS NOT BEEN FOUND+EXP IS NOT SET

B *424
AM EXes1e10
CF FLAG
AM ATel
AM COUNT.2
B TRY

PERIODAM COUNT. 1
TD WORK+=~COUNT
TOM WORK=14+0411
CM WORK«Os10¢ SEE IF NUMBER IS THRU
BE SERVE
* COUND PUT IN CHECK FOR PERIODs AM AT RHS OF THING STARTING W/ BLANK
SM  COUNT, 1 :
SF  FLAG2
B8 PERIOD~24
MINUS SF MINUS
B8 PER10OD~24
MINUSESF MINUSE
€ AM COUNT,2
SF E
TDM WORK==1e¢0s11
TD WORK +~COUNT
CM WORKs1410+SEE IF A PLUS SIGN
BE E
CM WORK+2+10¢SEE IF A MINUS SIGN
BE MINUSE
AM  COUNT. 1
TD WORK=1e¢=-COUNT
AM COUNT.2
TD WORKe+=COUNT
SF  WORK-1
BNF #+24 ¢MINUSE
SF  WORK
A EX ¢ WORK
SERVE SF EX=1

SF  EX=9
CF EX-<2
BNF #424 «MINUS
SF  EX=2

TFM ¥+18+FORM=31
TDM FORM=314+0¢+TO SET TO ZERO

AM  #=6,1
CM  %#-=18.FORM~2
BNE #*=36

* FOR I-CONVERSION



BNF #+24.+E

BB

BNF %424 ¢FLAG2
BB

AM  COUNT2s1

% COUNT2 IS ON RHS OF FIRST NOe

* £
END

BRND

LOOP
* GE

RECK

TF PLACE +COUNT1

S PLACE«COUNT2

TFM ADDR O

SM  PLACE.2

AM ADDRo 1

CM  PLACE.O

BH %#«36

SF  ADDR-1

TF EX+ADDR

58
ND ROUTINE

NOP

BNF BRND«ROUT e s IF ERRORS EX1STe EXIT
EXIT

TFM PLACE1 CRECeseePLACE] CHECKS FOR C-CONDITION
TFM JeOses INDICATES USE OF EXTRA COLUMNS
TFM SLIP+CONTRI

MM SAVE.10+10

SF 95

A SLIP«99

MM SAVE1¢10.10

SF 95

A SLIP+99ssSLIP 1S BELOW ADD I TIONAL COLUMN
TFM JJeO

TFM 140

FOR I MATRIXe PLACE3

TF PLACE3+SAVE

A PLACE3. 1

MM  PLACE3410¢10

SF (=11

TF PLACE3+99

MM 1¢75049

SF 95

A PLACE34+99

AM  PLACE3+CONST

BNF RECKe«=PLACE1

ROUT INE

TFL =~-PLACE3«NEGONE

TFL =SLIPWLGNEG

AM  SLIPe10 .
FOR EXTRA COLUMNSs PLACEZ2

TF PLACE2+SAVE

A PLACE2+SAVEL

A  PLACE2+J

MM PLACE2+10410

SF 95

TF PLACE2+99

MM 1075049

SF 95

A PLACE24¢99

AM PLACE2+CONST

TFL =PLACE2«ONE

AM Ul :
B INCRE ¢ 4 ¢ ¢ TO INCREMENT PLACE 1 AND 3 AND I
BNR NONE +~PLACE1 :
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# LE ROUTINE
TFL =PLACE3sONE
B INCRE
NONE TFL =PLACE3.ONE
TF EQDWN,4 I
A EQDWN,+SAVE
MM EQDWN,10+10
sF. 95
TF EQDWN,99
AM  EQDWN,CONTR1!
TFL =-EQDWNLGNEG
INCRE AM 11
AM  PLACE1l.1
AM PLACE3+760
c SAVE1l 41
BNE LOOP
* PUT BOX AWAY AT END OF CONSTRAINTS
TFM PLACE1 +BOX
TF PLACE2+SAVE
A PLACEZ2+SAVE1
A PLACE24J
MM PLACE2+104¢10
SF 95
TF PLACE2+99
AM  PLACEZ2+CONST
TFM I'e0
NIFTY TFL =-PLACE2+=PLACE]
AM  PLACE1¢10
AM  PLACE2+ 750

AM Tel
C SAVE1l !
BNE NIFTY

TF SUB+SAVE

A SUBSAVE]

A SUBeJ

RWT2

TFM TRT+6¢NUM+30
TRT TFM NUM+30.0

CM  TRT+6«NUM+160

BE %#+36
AM  TRT+65
B TRT

TF  NUM+4,5UB

TF  NUM+9,SAVE ]

TF  NUM+14,SAVE

CF NuM

CF  NUM+S

CF  NUM+10

TF  NUM+80 «RMARK
TFM YECH+6+NUM

BTM WRITE.O

TO SLIPCONST=9
TD CONST=9+RMARK
TFM YECH+6+CONTR[ =9
BTM WRITE.O

TO CONST~9+SLIP
SF CONST-9

TFM YECH+64¢CONST=~9
BTM WRITE.O

RWT2

EXIT
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H
DC 540
WRITE TFM CD¢S5410
TFM COUNT5410
BV #4112
cTt2
YECH WNT20
BNWC*+14
BKT242000
SM COUNTs1410
BNZ WRITE+24
RCTY 4
WATYMES1
EFT2
SM CDs1s10
BNZ WRITE+12
RCTY
WATYMES2
H
8 WRITE
MES1 DAC 17+TAPE WRITE CHECK!
MES2 DAC 38.PUT NEW TAPE OF TwOes THEN PRESS START?
NO1 DAC 48.USED MORE THAN FIVE CARDS FOR ONE SPECIFICATION®
ERR2 DAC 29+INVALID CHARACTER IN A NUMBER
DAC 14!
ERR4 DAC 33+FIRST LETTER NOT A Ce+ Me Eo OR S
ERRS DAC 18+ INVALID SUBSCRIPT? _
ERR6 DAC 47+TWO SUBSCRIPTS ARE EQUAL IN OBJECTIVE FUNCTION®
NO7+ RCTY
WATYERR7
BTM ROUT 0410
5) AGAIN
ERR7 DAC 38+NO +9¢ —¢ GEs LEe =¢ OR E AFTER AN X(1)
DAC 140
ERR8 DAC 37+CONSTRAINT NUMBER IS GREATER THAN 21¢
MES4 DAC 41+A COMMA DOES NOT TERMINATE THE END OF A C
DAC 364ONSTRAINT OR THE OBJUECTIVE FUNCTION?
MESS  DAC 25+COLUMN 80 IS NOT A BLANK!?!
MES6 DAC 25+ERROR IS IN CARD NUMBER
MES10 DAC 35+ERRORS NOT CHECKED IN CARD NUMBER ¢
MES12 DAC 45+A COMMA 1S BEFORE THE END OF A SPECIFICATION®
DC 5.0
ROUT RCTY
WATYMES6
WNTYCDSAVE=~3
SF  ROUT
‘RCTY
RCTY
BB
ERR11 WATYMESS
BTM ROUT+0e10
TF STCOL+1584+RMARK
TFM STCOL=2+04¢10
WACDSTCOL=2 '
8 AGAIN
ERR10 WATY MES4
SM  CDSAVE !
BTM ROUT 0410
AM CDSAVE1
CM WORK+45:¢10+SEE 1IF AN END CARD
BE END

3¢




WATYMES10

WNTYCDSAVE=3

RCTY

B AGAIN

‘DC 240
STCOL DAC 5400000

DC 5040

DC 5040

DC S50+40

RMARK DC 2

DC 8410000000
ONE DC 2.+01

DC 8+-50000000
LGNEG DC 2406
CNUM DC Se0

CcD DC 5+0
1 DC S0
J DC 5.0

FINAL DC S.0

PLACEIDC 540

PLACE2DC S+0

PLACE3DC 5.0

SLIP DC S.0

EQDWN DC S.0

COUNTIDC S+s0¢sMOVING ADDRESS OF NUMBER
COUNT20C Se0++ADDRESS OF BEGINNING OF NUMBER
COUNT3DC  S.0 -

CDSAVEDC Ss0

DC 1.t
AT DC S.0
JJ DC 5Se0

PLACE DC Se0
ADDR DC Se0
COLM DC 5Se0
COUNT DC Se0
DC 8.0
EX DC 2.0
WORK DC 2+K0
NUM DAC 3+000

DC S504+0
DC 5S040
DC 5040
DC 5040
DC 5040
DC 5040
DC 5040
DC S040
DC 5040
DC 500
DC 5S040
DC 5040
DC 5S040
DC 50.0
DC 5040
DC S040
DC 840

ZERO DC 2+=99

DC 8+=10000000
NEGONEDC 2401 i
OVERLPDSC S50+0

-DC 3240

©



80X DSB 104214 +FOR PLACEMENT OF NUMBER FOLLOWING C-CONDITIONS
CREC DSC 21¢04+FOR PLACEMENT OF CONSTRAINT CONDITIONS
DC Se0
SAVE DC 5.0
suB DC 5.0
SAVEl DC Se0ss FOR THE NUMBER OF CONSTRAINTS
CONTRIDSB 10e¢7444+FOR STORAGE OF MAX=~MIN VECTOR
CONST DSB 10415759 +FOR STORAGE OF CONSTRAINT MATRIX
BLAST DC 1+ s
DEND402

3¢




DIMENSION B(75+21)¢C(21)¢N(21)+ZSTAR(T7S) sP(74) ﬁm
COMMON N1 \ W
COMMON B

MAXIMUM NUMBER OF CONSTRAINTS IS 21
NUMBER OF VARIABLES ALLOWED = 74-NUMBER OF CONSTRAINTS USED-NOe. OF GE'S
READ INPUT TAPE 2+51 ¢ NCOL +NROW+NVAR

READ TAPE 2+P

PUNCH 101
READ TAPE 2+8B
NT=0

1111 IF(NT) 1188.118841199
1199 PUNCH 110
1188 LL=0
NN=NCOL + 1
Z = 060
L2 = 1
61 IF(NN=B)62¢62465
65 LL = LL+8
GO TO 68
62 LL=LL+NN
Z = 10
68 PUNCH 20¢ (JaJ=L2sLL)
DO 40 I=1+NRCW
40 PUNCH 2561+ (B(Jel)eJz=L2sLL)
IF (Z=140) 75.88.88
75 NN=NN=-8
L2 = L2+8
GO TO 61
88 IF(NT) 1169¢1169+1160
1160 PUNCH 111 MJD
GO TO 1165 , A
1169 PUNCH 103
1165 LL=0
NN=NCOL
Z=0
La=1
161 IF (NN=8)162+162¢165
165 LL=LL+8
GO TO 168
162 LL=LL+NN
Z2=1e
168 PUNCH 204+ (JeJu=L2sLL)
I=1
IF(NT) 1220412201222
1222 PUNCH 25414 (ZSTAR(J) sJ=L2+LL)
GO TO 1221
1220 PUNCH 25+ 1+ (P(J)sJ=L2eLL)
1221 IF(Z=14)175+188+188
175 NN=NN=8
L2=L2+8
GO TO 161
188 IF(NT) 1270012704399
1270 NN=NVAR+1
11=0
DO 1 J=NNNCOL
DO 1 1=1+NROW
IF(B(JsI)=16)1490¢1
1I=11+41 _
C(1tyYy=P(N)
1 CONTINUE

0



e

8

N1=0
1501 LL=0
1=1
Z=0e¢
t2=1
NN=11
IF(N1)1502+150241503
1502 PUNCH 104
GO TO 961
1503 PUNCH 105
961 1F(NN=8)962¢962+965
965 LL=LL+8
GO TO 968
962 LL=LL+NN
Z=1le
968 IF(N1)15044+150441505
1504 PUNCH 200¢(Jeu=L2+LL)
PUNCH 294 (N(J)eJ=L2sLL)
GO TO 1506
1505 PUNCH 20¢ (JeJ=L2eLL)
PUNCH 2S5e1e(C(J)eJ=L2sLL)
1506 NN=NN=8
L2=L2+8
IF(Z=14)961+988.:988
988 IF(N1)1507¢1507+1508
1507 N1=1
GO TO 1501
1508 L1=NCOL+1
200 DO 203 I=1.NCOL
ZSTAR(1)==P (1)
DO 203 J=1+NROW
203 ZSTAR(1)=ZSTAR(IDI+C (U *B(1+J)
OPTIMALITY CHECK AND SIMPLEX CRITERION
400 FLAG=0
SMALL =0
DO 404 1=1NCOL
IF(ZSTAR(1))402+404+404
402 FLAG=1e.
IF(ZSTAR(1)=SMALL)1403+4044+404
403 SMALL=ZSTAR(I])
IN=1
404 CONTINUE
IF(FLAG)900+¢900+405
APPLY SIMPLEX CRITERION 11
405 SMALL=9.E3S
DO 409 I1=1+NROW
IF(B(INI1))»409¢409+408
408 QUOT=B(L1+1)/BCINsI)
1F (QUOT ~SMALLY41144106409
411 UN=1
SMALL =QUOT
GO TO 409
410 IF (B(INe I)=B(INsJIN))409+409+411
409 CONTINUE
IF (SMALL~9.E35)500+407+407
407 PUNCH 1001
GO TO 9089
NORMAL I1ZE EQUATIONS WRT ENTERING VARIABLE
500 DO S01 J=1sL1
501 ZSTAR(J)I=B(J+sIN)/BUIN«INY
DO S02 1=1+NROW

o ¢
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PROD=B(IN+1)
DO S02 J=1sL1

S02 B(Je1)=B(Js1)-ZSTAR(J) *¥PROD
DO S03 J=1leL1

S03 B(JeJUN)=ZSTAR(J)
C(INI=P(IN)

N(JUN)=IN

GO TO 200
C ouTPUT
900 NT=1

GO TO 1111
399 PUNCH 112
2=0e
DO 909 I=1+NROW
P(21)=B(L1.1)%C(1])

Z=Z+P(21)
909 PUNCH 120+ NI eB(L1+T)eClTI)eP(21)
PUNCH 11342
113 FORMAT (27HSOPTIMAL FUNCTIONAL VALUE = o+ Fl14.4 )

120 FORMAT(SXolSo6XoFl4o4o9X'F140402XoFI4o4)
110 FORMAT (17H1SOLUTION MATRIX )
111 FORMAT(3SH20PPORTUNT!Y COSTS OR SHADOW PRICES )
112 FORMAT( I4HSVARIABLE USED+8X+8HQUANT ITY s 10Xs I3HCONTRIB«/UNIT
111 XeSHVALUE)
1001 FORMAT (19HSSOLUTION UNBOUNDED )
S1 FORMAT(315)
105 FORMAT (6MHSCOSTS )
104 FORMAT(16HSBASIS VARIABLES )
103 FORMAT (30H2CONTRIBUTION (PROFIT OR COST) )
29 FORMAT(SXe¢S114/1H9¢26Xe3114)
25 FORMAT (1XeI3e2XeS5F1464/1H9127Xe3F1444)
20 FORMAT (1HO+3X+s5S114/1H9¢25X+3114)
101 FORMAT (13HOMATRIX CHECK)
9089 END
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HRHXREEXEXXERXXRE A LINEAR PROGRAMING SYSTEM (ALPS) 363 3633 I IS I I I I A6 I W

Ie

GENERAL INFORMATION
THE FUNCTION OF LINEAR PROGRAMING IS TO OPTIMIZE A LINEAR OBJECTIVE
FUNCTION SUBJECT TO LINEAR CONSTRAINTS, FOR A DISCUSSION OF PROCEDURES
AND INTERPRETATIONS SEE CHURCHMANLs ACKOFFs ARNOFFe INTRODUCTION TO
OPERATIONS RESEARCHs NEW YORKs WILEYe 1961+ OR ANY GENREALLY ACCEPTED
TEXT ON THE SUBJECTe THIS PROGRAM USES THE GENERAL SIMPLEX METHOD.
TO PRINT THE PUNCHED OUTPUT ON THE IBM 407+ USE THE OUTPUT BOARD WITH
SWITCHES ONE AND TWO DOWN (FOR FORMAT CONTROL) e

STATEMENTS (IN ORDER)

Ae CALL CARDS

le  $3J0B
COLUMNS 1-5 $$J08B
6 B (BLANK)
T-12 ID NOes STAFFs FACe OR JUOB NUMBER
13 B8
14-33 NAME. LAST NAME FIRST (USE A COMMA)
34 B
35=-38 COURSE NAME ABBREVIATION OR GENL IF NON=CLASS WORK
39 B
40~-42 COURSE NUMBER. IF ANY
43 8
44~45 SECTION. IF ANYes RIGHT JUUSTIFIED
46 B8
47-48 PROBLEM NUMBERe IF ANYs RIGHT JUSTIFIED
49-80 B

2e $SALPS
(IN COLUMNS 1-6)

Be OBJUECTIVE FUNCTION :
1« PUNCH MAXIMIZE OR MINIMIZEs FOLLOWED BY YOUR FAVORITE FUNCTIONAL
NAME (OPTIONAL) e+ AND THEN PUNCH AN EQUAL SIGN (=)« FOLLOWED BY THE
FUNCTIONs AS SHOWN IN THE EXAMPLES, IT IS NEAT BUT NOT NECESSARY
TC BEGIN PUNCHING IN COLUMN 1, ALL BLANKS ARE IGNOREDe
2¢ FOLLOW IT WITH A COMMA, USE NO MORE THAN FIVE CARDS.

Ce ' SUBJECT TO THE FOLLOWINGY 1S OPTIONAL, ACTUALLYs EDITORIAL COMMENTS
MAY BE PLACED ANYWHERE BETWEEN SPECIFICATIONS (AFTER $$ALPS) BY SIMPLY
HAVING AN S AS THE FIRST CHARACTERe

De CONSTRAINTS
le IT 1S NEAT BUT NOT NECESSARY TO START IN COLUMN 1,
2e¢ PUT THE CONSTRAINT NUMBER IN PARENTHESIS FOLLOWING THE WORD
*CONSTRAINT e THEN WRITE THE CONSTRAINT FUNCTIONs FOLLOWED BY ONE OF
THE SYMBOLS OF EQUALITY OR INEQUALITY.
(A) LE MEANS LESS THAN OR EQUAL TO
(B) GE MEANS GREATER THAN OR EQUAL TO

(C) E OR = MEANS EQUAL TO
3¢ THEN WRITE THE CONSTRAINING FUNCTIONAL VALUEs IN ANY FORM
ACCEPTABLE TO A COEFFICIENT (SEE BELOW)s FOLLOWED BY A COMMA,

Ee 'END* STATEMENT e PUNCHED IN ANY COLUMNs SIGNALS THE END OF DATA COMPI-
LATION AND INITIATES EXECUTION,.
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RESTRICTIONS

Ae THE MAXIMUM NUMBER OF CONSTRAINTS IS 21

Be THE NUMBER OF VARIABLES ALLOWED (NOT INCLUDING SLACK OR ARTIFICIAL
VARIABLES) IS BETWEEN 32 AND 74 TO BE MORE SPECIFICs IT IS 74 MINUS THE
NUMBER OF CONSTRAINTS USED MINUS THE NUMBER OF CONSTRAINTS USING THE
NOTATION *GE*' (MEANING GREATER THAN OR EQUAL TO)e THE FORMULA 1S+ USING
NOTATION VERBALIZED IN THE LAST SENTENCE.

V = 74 - C'S -~ GE'Se.

Ce ONE SPECIFICATION (A CONSTRAINT OR THE OBJECTIVE FUNCTION) MUST NOT
BE WRITTEN ON MORE THAN FIVE (5) CARDSe.

De A COMMA MUST FOLLOW EACH SPECIFICATION, THE END STATEMENT AND
COMMENT STATEMENTS (BEGINNING WITH AN S) DO NOT REQUIRE THE TERMINATING
COMMA ¢

Ee WRITE NOTHING IN COLUMN 80,

Fe USE OF NUMBERS FOR COEFFICIENTS~~FOUR MODES POSSIBLEs AND THEY MAY ALL
BE USED IN ANY ONE SPECIFICATION.
le FIXED POINT MODE (AN INTEGER)
2« FLOATING POINT MODE (YOU SUPPLY THE DECIMAL POINT)
3¢ NO NUMBER IN FRONT OF AN X SIGNIFIES A 1+ EeGes X(25) IS
INTERPRETED AS 1X(25)
4e EXPONENTIAL MODE
Ae NOT RECOMMENDED BECAUSE THE COEFFICIENTS SHOULD BE BETWEEN
1 AND 10+000+ SAY, FOR ACCURATE RESULTSe. IF THE COEFFICIENTS ARE
NOT IN THIS RANGE. A SCALE FACTOR SHOULD BE USED BEFORE PUNCHING.
Be MAY USE FIXED OR FLOATING MANTISSAs
Ce FOLLOW IT WITH AN Es THEN A MINUS OR PLUS SIGN (OPTIONAL) s
AND THEN A TWO DIGIT EXPONENT e
De EXAMPLE=-= 22E03 1S INTERPRETED AS 22.000.00

Ge SUBSCRIPTS ARE PUT IN PARENTHESES FOLLOWING THE ¢X*e THEY MUST NOT
CONTAIN A DECIMAL POINTes AND AREs OF COURSEs ONE. OR TWO DIGITS IN LENGTH.

ERROR STATEMENTS

Ae ALPS HAS A LIMITED CAPACITY TO CHECK FOR ERRORSe THE MATRIX CHECK
SHOULD ALWAYS BE VISUALLY COMPARED WITH YOUR INPUT DATA TO INSURE ACCURACY
OF THE RESULTSe THE ERROR STATEMENTS ARE SELF-EXPLANITORYe ALL ERRORS
EXCEPT THE FIRST TWO INHIBIT EXECUTIONe  THE MONITOR IS CALLED AFTER

ALL CARDS ARE CHECKED FOR ERRORS, ONLY THE FIRST ERROR IN EACH CARD IS
USUALLY GIVENe. '

Be THEY ARE~--
TAPE WRITE CHECK
PUT NEW TAPE ON TwOes THEN PRESS START
USED MORE THAN FIVE CARDS FOR ONE SPECIFICATION
INVALID CHARACTER IN A NUMBER
FIRST LETTER NOT A Ce Me Ee¢ OR S
INVALID SUBSCRIPT
TWO SUBSCRIPTS ARE EQUAL IN OBUECTIVE FUNCTION
NO +¢ =9¢ GEe LEs =9¢ OR E AFTER AN X(I)
A COMMA DOES NOT TERMINATE THE END OF A CONSTRAINT OR THE OBJECTIVE
FUNCTION
ERRORS NOT CHECKED IN CARD NUMBER XXXX
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COLUMN 80 IS NOT- A BLANK
CONSTRAINT NUMBER 1S GREATER THAN 21
A COMMA 1S BEFORE THE END OF A SPECIFICATION

Ce TYPED WITH EACH ERROR STATEMENT EXCEPT THE FIRST TWO IS
ERROR 1S IN CARD NUMBER XXXX

(ALL CARDS ARE COUNTED.)
Ve EXAMPLE INPUTS

$$J0B STAFF CASSIDY+HENRY

SSALPS

MAXIMIXE = oSX(1) + 6Xt2) + SX(3)

SUBJECT TO THE FOLLOWING CONSTRAINTSs -

CONSTRAINT (1) 4X(1) + 6X(2) + 3X(3) LE 24
CONSTRAINT (2) X(1) + 1e5X(2) + 3 X(3) LE 12 .
CONSTRAINT (3) 3X(1) + X(2) LE 12

S AN EDITORIAL STATEMENT

END PROBLEM

$3J08 FAC ABLE+ Be

SSALPS

MAXIMIZE IT ONE TIME = 2EO0O0X(1) 43 X (2)»
S AN EDITORIAL STATEMENT

CONSTRAINT (5)=X(2) GE =3

CONSTRAINT (4) X(1) LE 3 o

CONSTRAINT (3) X(1) +5X(2) GE4.

CONSTRAINT (2) 6EO00 X(1) 42E00X(2) GE +8»

CONSTRAINT (1) X(1) + X(2) LE4 o

END

$$J0B STAFF SMITHe HARRY

SSALPS

MINIMIZE THE FUNCTION = 5,30X(1)44e90X(2)+4¢40X(3)+5410X{4)4+7e00X(5)+6X(6)
+5eT7OX{ 7)) +520X(B)1+5,80X(9)+6 e 7OX(10)1+7400X(11)+Bs00X(12)+66430X(13)
+5490X(14)45,40X(15)+6610X(16) o

SUBJECT TO THE FOLLOWING .

CONSTRAINT(1) 1X(1)4+1X(2)+1X(3)+1X(4)ILE13,

CONSTRAINT(2) IX{(S)1+1X(6)+1X(T)+1X(8)LE1O0,

CONSTRAINT(3) 1X(9)+1X(10)+1X(11)+1X(12)LEB,

CONSTRAINT(4) IX(13)+1I1X(14)+1X(15)+1X{16)LEG

CONSTRAINT(S5) 1X(1)+1X(S5)+1X(9)+1X(13)=10e34

CONSTRAINT(6) I1X(2)1+1X(6)+1X(10)+1X(14)=7el 0

CONSTRAINT(7) 1IX(3)+1X(TI+IX(11)+1X(15)1=6e2 ,

s EDITORIAL STATEMENT==AS IF | HAD ANYTHING TO EDITORIALIZE

CONSTRAINT(8) 1X(4)+1X(8)+1X(12)+1X(16)=Fel

END OF PROBLEM

294
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Ve EXAMPLE

MINIMIZE THE FUNCTION

ouUTPUT

5430X(1)4+4e90X(2)44e40X(3)+5,10X(4)+7,00X(5)+6X(6)

+5¢ 70X 7)1 45.20X(8)4+580X(9)+6¢70X(10)+7400X(11)+8400X(12)+6430X(13)

+5690X(14)14+5440X(15)46410X(16)
SUBJECT TO THE FOLLOWING

CONSTRAINT(1)
CONSTRAINT(2)
CONSTRAINT(3)
CONSTRAINT(4)
CONSTRAINT(S)
CONSTRAINT(6)
CONSTRAINT(7)
S EDITORIAL
CONSTRAINT(8)
END OF PROBLE

MATRIX CHECK

NP LN -

BN WN—-

1
1

1

DSOS WN -

©

IXC1)+IX(2)+1X(3)+1X(4)LE13
IX(S)+1X(6)+1X(T7)+1X(8)ILE1O
IX(9)+1X(10)1+1X(11)+1X(12)LEB
IX(13)+1X(14)+1X(1S)+1X(16)LE4
IX(1)+1X(5)4+1X(9)+1X(13)=10e39
IX(2)+1X(6)I+1X(10)+1X(14)=Tel
IXI(3)+1IXET)+1X(11)+1X(15)=6e20
STATEMENT=-=AS IF 1 HAD ANYTHING TO EDITORIALIZE
IX(4)+1X(8)+1X(12)+1X(16)=Felo

M

1
10000
040000
040000
00000
1.0000
040000
040000
040000

9
00000

* 040000

1,0000
040000
10000
0.,0000
040000
00000

17
1 « 0000
0.0000
0.,0000
06,0000
00000
00000
00,0000
00000

25
340000
060000
8.0000
460000
0+3000
71000
602000
91000

2
10000
0.0000
0.0000
040000
040000
10000
00000
0.0000

10
0.0000

. 040000

10000
040000
040000
140000
0.0000
040000

18
0,0000
10000
040000
040000
040000
0,0000
00,0000
00,0000

3
10000
00000
040000
040000
00000
040000
10000
040000

11
040000
00000
10000
00000
040000
00000
10000

060000

19
040000
040000
140000
0.0000

0+0000

0.0000
00,0000
040000

q
10000
00000
0« 0000
040000
040000
00,0000
0+0000
140000

12
040000
040000
140000
040000
00000
00000
040000
10000

20
00000
00000
040000
140000
00000
040000
00,0000
00000

5
040000
10000
00000
00000
140000
060000
040000
040000

13
040000
040000
040000
10000
10000
040000
060000
0+0000

21
00000
040000
060000
060000
10000
040000
040000

040000

6
040000
10000
040000
040000
040000
10000
040000
040000

14
P+0000
040000
00000
10000
040000
10000
00000
040000

22
00000
00000
040000
00000
0¢0000
10000
040000
0+0000

7
00000
10000
040000
0«0000
040000
040000
10000
040000

15
040000
040000
040000
10000
040000
040000
140000

00000

23
040000
00000
040000
00000
040000

040000

10000
040000

8
040000
10000
00,0000
00000
00000
040000
040000
10000

16
0.0000
040000
040000
140000
040000
040000
00000
10000

24
040000
000000
00000
040000
040000
040000
00000
10000

-8¢~
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CONTRIBUTION (PROFIT OR COSsT)

1
=543000

9
~5,.8000

17
0,0000

BASIS VARIABLES

COSTS
1
00,0000

2
«4 49000

10
-6,47000

18
0,0000

0,0000

3
~4 44000

11
=7.0000

19
0,0000

00,0000

4 5 6 7 8
~541000 ~7,0000 -640000 ~547000 ~542000
12 13 14 15 16
~8.0000 ~643000 -549000 ~544000 ~641000
20 21 22 23 24
0.,0000 =500000,0000 =500000,0000 ~50000040000 ~500000,0000
4 5 6 7 8
20 21 22 23 24
a 5 7 _ 8
0.0000 =500000,0000 =50000060000 ~50000040000 ~50000040000
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0000°1
0000°0
0000°0
0000°0
0000°0
0000°0
0000° 1~
0000°0
»2

0000°1
0000°0

- 0000°0

0000°0

0000°1

0000°0

0000° 1~

0000°0
o1

0000°1
0000°0
0000°0
0000°0
0000°0
0000°0
0000°0
0000°0
8

0000°0
0000°1
0000°1
0000°0
0000°1~
0000°0
0000°0
0000°1I~
€2

0000°0
0000°!

- 0000°1

0000°0

QQ00°*0

Q000°0

0000°0

0000°* 1~
Gt

0000°0
0000°1
0000°1
0000°0
Q000°1-
0000°*0
0000°1
0000° 1~
L

0000°0
0000°0
0000°1
0000°0
0000° (=
0000°0
0000°0
0000°0
ce

0000°0
0000°0
0000°*1
0000°0
0000°0
0000°*0
0000°0
0000°0
vl

0000°*0
0000°0Q
0000°1
0000°0C
0500° 1~
0000°0
0000°1
0000°0
9

0000°0
0000°0
0000°1
0000°1
0000° 1~
0000°0
0000°0
0000° 1~
ie

0000°0
0000°0
0000°1
0000°1
0000°0
0000°0
0000°0
0000° 1~
el

0000°0
0000°0
0000°1
0000°1
0000°* 1~
0000°0
0000°1
00001~
S

0000°0
0000°0
0000°0
0000°0
0000°1

- 0000°0

0000°0
0000°0
oc

0000°1
0000°0
00001~
00001~
0000°*1
0000°1
0000°1~
0000°1
el

0000°1
0000°¢0
0000°* |~
0000°¢0
0000°1
0000°*0
00001~
0000°1
v

0000°0
0000°0
00001~
0000°t-
0000°1

© 0000°1

0000°0
0000°1
61

0000°0
0000°1
0000°0
0000°*I=
0000°*0
0000°1
0000°0
0000°*0
i1

0000°0
0000°1
0000°0
0000°*0
0000°0
0000°0
0000°*C
0000°0
€

ooocC*0
0000°0
0000°0
0000°0
0000°0
0000°0

0000°1

0000°0
el

0000°0
0000°0
0000°*0
0000° 1~
0000°0
00o00°1
0000°0
0000°1
o1

0000°0
0000°0
0000°0
0000°0
0000°*0
0000°0
0000°0
0000°1
4

0001°*6
000e°*9
00092
000€* 2
ooov* 1
0000°8
G006°
0005y
=24

~NMTONOMD

0000°0
0000°0
0000°* 1~
0000°0
ooo0°*1
0000°0
0000°0
0000°1
L1

~-uMmTNO~O

0000°0
0000°*0
0000°0
0000°0
0000°*0
0000°*1
0000°C
0000°0
6

~-NMeTOOd~D

0000°0
0000°0
0000°0
0000°1
0000°0
0000°0
0000°0
0000°0
i

~NMmMITOO~O

XIHLVW NOILNT0S
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OPPORTUNTIY COSTS OR SHADOW PRICES
1 : 2 3 a 5 6 7 8
1 0,0000 00000 0,0000 +9000 « 7000 «1000 «3000 040000
9 10 11 12 13 14 15 . 16
1 0,0000 143000 241000 343000 040000 040000 040000 «9000
17 18 19 20 21 22 23 24
1 10000 00000 «5000 0,0000 499993,7000 499994.1000 4999946000 499994 . 8000
VARIABLE USED QUANTITY CONTRIB4/UNIT VALUE
2 4 45000 ~-449000 ~224,0500
s 18 « 5000 040000 040000
M ° 8,0000 ~5,8000 ~4604000
- 20 144000 , 040000 040000
1 : 243000 -5,3000 ~1241900
14 246000 ~54,9000 ~1543400
3 642000 ~4,44000 ~27.2800
8 941000 =-85,2000 ~4743200
OPTIMAL FUNCTIONAL VALUE = -170.5800

Vile PROGRAMED BY HENRY CASSIDYe AIDED BY BILL PETEFISHe AUGe 64 1965
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1620 SPS and SPS II-D Object Deck Modifier

I'm sure most of us have had the experience of writing and debugging

as SPS program on the 1620, Typically, the process goes as follows:

1.

2.

Write and key punch the SPS source progran.

Arrange for computer time. 2 or 3 hours will be needed for ;
moderately long program.

Load the assembler deck. This takes 2-3 minutes.

Load the source program and execute Pass I of the assembly
Load the source program again, execute Pass II of the assembly,
and gét an object deck punched.

Load the object deck into core.

o
Find a bug or bugs. These may occur in object deck patches, if H
any have been made in the deck.

If the change necessary to correct the bug is minor, punch a

patch card to correct it. Also, if large portions of the program

were not destroyed by the error, patch in core and continue

debugging. Otherwise, it may be necessary to reload the object

deck, or even to re-assemble.

With a disk file and Monitor, the process ié made somewhat easier by bypassing

the tedious loading of the assembler. Even so, debugging is a frustrating

procedure, and not the least of these frustrations can be the errors made

in correcting the errors in the original program.

When a bug is found, a correction can often be made in the object

deck, avoiding the assembly process. This is done by punching a patch card, ‘:m

which is loaded over the erroneous instructions or data when the object deck

50




is loaded. When patching a program, the address at which the correction is
being made and the correction itself usually must be typed twice--once to
enter the correction into core and once to punch a patch card. Errors can
‘be made 1A A Aumber er piacee in this process—-

1. Typing the address at which the chanée is to be made.

2. Typing the change.

- 3. Punching the change in a patch card.
k4. Punching the address in a patch card.
‘5. In the card assemblér, computing and punching the addreés at which
the change ends.

6. Keeping track of which change goes witg which patch card.

This catalogue of‘érrors may sound exaggérated, but after 3 or 4
dhours on the computer, it is possible to make any or all of these errors
* in any given correction. |

A few years ago, a student in the Electricél Engineering Department of
Stanford University wfote a program whiéh prevents fhe persbn debuggihg
‘an.SPS program from making four of the six errdrs mentioned above. This.
program is called the 1620 SPS Object Deck Modifier, or DECK M@D for short.
'It was originally written to be operated with the card assembler, and was
"revised when SPS II-D under'Monitof I became availgble.
Let me describe the program’with reference to the SPS II card assembly
- system; modifications necessary for other versions of SPS are minor.

DECK M@D is loaded after the‘objecf program is in core. During loading,
.a message.is typed giving the tﬁo sense'switch functions/uéed. DECK M@D
 re§uire§ 1000 digits ofistorage; and usually resides in;the upper 1000 digits

"'of core. The first instruction is'then'af 19000, 39000, or 59000, depending




on the core size available, so one can easily remember the starting address.

To use DECK M@D, execute a branch to the starting address. The type-
writer carriage will return and the program will wait for an entry from @he
typewriter. The address at which the modification is to be made should be.typed.
This address is the lowest memory address (high order digit of the modification).
It need ndt be a 5~digit number--the program will supply leading zeroes. When
R/S is depressed, the typewriter will space over and wait for entry of the
actual modification. Up to 61 digits of numeric information may be enteréd;
record marks are allowed only as the last digit. When R/S is again depressed,
a 3-digit sequence number is typed to identify the change and-a patch card
is punched in the proper format with the sequenqe number just typed. After
the patch card is punched, the patch is transmitted as a record to the.
apbropriate place in memory. The sequence number will not be reset to 000
until DECK M@D is reloaded--thus there will be no duplicate sequence numbers
in a series of modifications. As long as the pafch cards are kept in order,
there is no difficu;ty in making patches on fop of patches:'

Two program switches are used by DECK M@D. Swifch 4 is for the typical
error-correction procedure. (Turn the switch on after a typing error is made,
hit R/S, and the information may be re-entered.)

Switch 3 is used to provide a return‘to4the program being debugged.

It may be turned on whénever'the‘typewriter is awaiting data entfy (either
k.an address or a modification). The words "GO TO" will be typed, and the
fypewriter will await entry of an addfess to which a branch is to be made.
(Again, this need not be a 5-digit number.) When R/S is depressed, a branch
to the address just typed will be executed. The patch cards are usually

allowed to accumulate infthe punch hoppef:until the object program is to be



;2402 is never used by the programmer.

4

'reioaded, at which time they are placed in front of the seventh card from

the end in the object deck.

‘Operation of DECK M@D is essentially the same for SPS II-D (disk SPS).

A modification may have 67 digits, with no record marks exocépt as the last

character. All patch cards are punched in absolute format, so DECK M@D may

:éhot be used to patch relocatable SPS (e.g. subroutines written to be used
:Qith a FPRTRAN main program). Patch cards are placed in front of the second
card from the end of the object deck. ' The deck is self-loading, rather than
:stbréd on the disk, to avoid'the possibility of destroying a part of core
jby calling the Monitor. Of course, it would load faster if stored on the

;disk in core-image format, and this can certainiy be done if memory below

N

In summary, the 1620 SPS Object Deck Modifier provides a way to avoid

the most common errors associated with correcting errors in a program, by

2automatica11y punching patch cards at the same time a correction is made to

a program in memory.

This program will be available from the 1620 Program Library in the near .

'fufure.. ﬁntil then, I will be happy_to‘supply copies of the source decks.







ABSTRACT

CLEARTRAN is a system for cofnpiling FORTRAN statements to

‘yield an object program having maximum efficiency. The object program

generally occupies less than one-half the core space and usually executes
twice as fast as the MONITOR 1 system. Programs involving substantial

-amounts of subscnpted variables may execute in as httle as one tenth the
~usual time. ‘

"Infinite' programs may be compiled by virtue of "instant" linkage

~from disk and the use of optional advanced language concepts.

"My 1620 can draw circles around your 1620" aptly describes the

'Format capability. Equations can be "'plotted" on the printer. Information

can be extracted from a card read or a card may be re-read by any Format

number, Complete printer control is available with FORMAT statements.

Printing of the results of one problem may be obtained whﬂe computing the

- next set of answers,

_ . Error analyses are exceedingly thorough =i both the compile and
execution stage. For example, unidentified variables, and out-of-range
subscripts are called out at both compile and execuie time. The object
program seldom blows up during execution. A tract routine is available
for presentation of both the name of the variable and its value as calculated.




. CLEARTRAN VERBS

ACCEPT
ASSIGN
BRANCH BACK
CALL
EXIT .
INTERRUPT - -
LINK '
. PDUMP
COMMON -
CONTINUE
- DEFINE
' ADDRESSES
- DISK -
'DISK ADDRESS "
FAST LOG -
SIZE
START
DIMENSION
DO o
- DO BACK
END
EQUIVALENCE
FETCH ,
. FIND o
FORMAT
FUNCTION
GO TO
'HOLD '
- CARD IMAGE _
ERROR MESSAGE -
PRINT SKIP

RETURN

. & O
" "INTEGER
"PAGE
. PAUSE .
. PERFORM

PRINT
PUNCH

- READ -

REAL
RECORD

- RELEASE

CARD IMAGE _
ERROR MESSAGE
PRINT SKIP

PRINT ROUNDING

ROUTINE

SET

STACK

STOP

STORE A ,
ADDRESSES
" CONSTAN'TFS

NAMES

 SUBROUTINE
TAG '-
'TRACE

. PRINT, TYPE, PUNCH
. OFF
TYPE .-

ZIP
PRINT ROUNDING



" IN-LINE ROUTINE

A group of FORTRAN statements prefaced by ROUTINE is defined
as an in-line routine. The routine is given a name with up to six alphanu-
n.eric characteristics, the first of which must be alphabetic. A routine
is normally entered by means of the PERFORM command and the normal
exit is by BRANCH BACK,

The PERFORM command generates a BTM (branch and transmit -
immediate) type of instruction, with the return address being carried to
the routine for use when a BRANCH BACK instruction is encountered. If .
the PERFORM command includes a statement number, the BRANCH BACK -
will be to the address of the statement number specified; otherwise, the
return address will be that of the statement following PERFORM.,

The data and variables used in a routine are identical to those of a
mainline program. A routine may be located anywhere in the program ex-
cept within the confines of another routine. The normal exit from a routine
is by the BRANCH BACK command, of which several may be used if des1red.
A direct entry to any numbered statement of the routine may be used. In
this event, 2he BRANCH BACK exit address from the routine will be that
specified by the PERFORM command last used to enter the routine.

The address of a routine may be stored in a subscripted array by
the STORE ADDRESSES command. This makes it possible to PERFORM
a computed address, e.g., PERFORM RUTEN(J)

While within a routine, one may PERFORM other routines provided -
the chain of addresses required to return to the mainline program is not
broken. If there is a need to break the chain, the address of the ROUTINE
where the break is to occur may be saved by including the name of the
routine as the third operand of the PERFORM command.

- By t\hisbmeans, one may perform a ROUTINE from within the routine
itself, - if desired. Examples are illustrated in the sample program's;.' L




_\ DEFINI;KION OF VARIABLES AND ASSIGNMENT OF ADDRESSES

A variable is "defined" if it is encountered to the left of an equal -
sign, in a READ, ACCEPT or FETCH statement, or in one of the '
following: COMM N, DIMENSION, EQUIVALENCE INTEGER, REAL
STACK‘

DIMENSION

The DIMENSION statement is used to define the size and the num-
ber of words in an array. The number of subscripts which may be used is
not limited to three. The length of the fields in an array can be made
different from normal by placing an intergal number in front of each ele-
ment of the list. The minimum length field is two. There is no maximum

- limit to the length of the field; however, the pmctxcal limit for use in
conjunction with printer commands is 288.

COMMON
This command is identical to IBM's.
STACK

_ . The STACK command is the opposite of COMMON; i. e., the vari- 4
ables in the list are assigned sequentially ascending addresses, while those A
in COMMON have descending addresses. A dimmensioned variable can be
equivalenced to the first element of a list previously stacked making it
possible, thereby, to refer to the list as an array. The STACK" command
is especially convenient for use in conjunction with the deferred PRINT
command described later.

TAG

If it is desired to ‘detefmine alll the positions in a program where
reference to a particular variable is made, the TAG command may be =
used. Up to five variables may be tagged at one time; e. g., .

"TAG, V, VOICE, A20, I, YOU

REAL

This verb defines a varlable as a ﬂoatmg pomt type even though
the initial letter m1ght bel, J, K, L, Mor N. »

INTEGER

* This command defines a variable as a fixed point type even if the O
initial letter is other thanlI, J, K, L, M or N.
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FIELD LENGTH

As with the DIMENSION command, the length of a variable can be
changed from the normal length by placing a number immediately after the
STACK, REAL or INTEGER commands.

ALTERNATE DIMENSIONING

The list in the COMMON, STACK, REAL or INTEGER commands
can be subscripted as in a DIMENSION statement if the variable is to be

‘dimensioned, (The variable must not then appear in a DIMENSION state-

ment.‘)
STORE

The STORE command may be used to store at compile time three
types of data: addresses, fixed or floating constants with sign, or ..alpha-
numeric data. The name of the field where the data are to be stored in
core is the first element of the list; the remaining elements are stored in
first and successively higher addresses.

ASSIGN

This command may be used to move addresses in core at object
time.

, DEFINE
- The DEFINE ADDRESSES command may be used to specify indirect
addresses where the actual address of a subroutine, routine, statement
number, constant, etc., may be found. This cormmand is very useful for
a communication link between two programs Whl(‘h may be in core simul-
taneously.

TRACE

The commands TRACE PRINT, TRACE TYPE, TRACE PUNCH, and!
TRACE OFF may be used to follow the path of a problem through a program.:
The TRACE PRINT statement calls in a relocatable subroutine which prints
the name of the variable on the lefthand side of the equal sign in each arith- ~
metic statement, together with its numerical value. Three variables and
their values are printed on each line. Switch 4 activates the TRACE sub-
routine at object time. - o

CALL INTERRUPT

The CALL INTERRUPT statement results in storage on disk of the

core immagé of the program and data, together with the address at which
the interrupt occurred. The CALL INTERRUPT command may be selected
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by program calculations or by furning on a programmed sense switch. The
program may be restored and execution continued by loading a single
INTERRUPT RESTART card. If data remain tc be read, the last card
read, together with cards not yet read, should be set aside for reloading.
Obviously, data stored by RECORD commands may be lost unless the dlSk
pack is set aside.

PRINTER DUMP

If it is desired to dump the contents of core on the printer during
the execution of a program, one may use the following command:
CALL PDUMP (N1, N2)
N1 and N2 may be absolute addresses or they may be the names of variables.
CALL PDUMP pulls in a disk utility program which prints core between the
limits specified, with 100 digits per line grouped by tens, with core addresses
conveniently shown. Control returns to the program after execution.

. ZIP

The ZIP statement used imnmediately preceding a DO will speed up
the evaluation of arithmetic expressions involving subscrlpted varlables
The conditions where ZIP may be used are:

1. Indexing must be under DO loop control only.

2. Each arithmetic statement must be complete without
having to use more than one continuation card.

3. DO's may be nested not more than tews deep. \H/\/\ﬁ-ﬁa

-4, The number of subscmpted words may not exceed 20.

(The above limits are tentative.)
" Example:
ZIP
11 DO 3J=1,10
12 DO 3K=3,5
13 DO 3 L=1,JIM, 2
-1 A(J) = AQJ) + B(J,K, L) +AB(1)

IF (CWJ,K,L) -50.)2, 3, 2 |

iae

2. CJ,K,L) = D(J,K+1, L~ 1) +F +A(J)
'3 CONTINUE

Note there are four subscripted '"words' in the above, under ZIP
control. A(J) is one word, B(J,K,L), C(J,K,L) and D(J,K+1, L-1) are the
others., Each word must consist of not more than 12 characters including, '
the two parentheses. AB(I) is not a "word" because its index, 1, is not .
under DO control '

Another ZIP could be used after statement. No. 3. The DO's must

have numerical starts and numerical increments. The DO's may have variable |

upper limits; i.'e., JIM in statement 13.
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1/0 FEATURES

The input or output achieved by execution of conventional 1/O FOR-
TRAN statements is identical to that from IBM compilers. Certain addi-
tional features are available, as follows:

1. B-TYPE, G-TYPE, and J-TYPE FORMAT
- 2. ALPHABETIC SUBSTITUTION IN E & F OUTPUT
3. AUTOMATIC E & F ROUNDING
4. AUTOMATIC PAGE SKIP h
5. CARD IMAGE REREAD
6. DEFERRED PRINTING
7. FORMAT OVERRIDE
8. NON FORMAT READ
9. PLOTTER SIMULA TION
10. PLUS SIGN (+) SPACE IGNORE
11. COMPLETE PRINTER CONTROL

B-TYPE FORMAT

B-type words (B for Beta) can be read cr written with a non-standard’
length designated by the FORMAT statement. The length may be a single
character, Bl, or up to 80 characters for reading the entire card, B80, or
B144 for printing 144 characters. The variable where such a word is stored
normally is dimensioned so as to have its word length equivalent to that used
in the FORMAT. For example Bl words could be read into a dimensioned
variable with a word length of at least 2. B80 words should be read into
fields which are at least 160 digits long. '

A single B-type character is stored as two digits in core, the left

one of which is flagged. If stored in a standard fixed-point field of four digits,
.only the two positions to the right side of the four are used. When printing or
punching such a word, by a B-type FORMAT which is identical in length to

that used to read the word, conventional output is obtained. However, if the
length designated by the FORMAT statement used to read the word is less

than the length used in output, the character will be positioned incorrectly

by the difference in the two lengths. This can be corrected by changing the
- output FORMAT statement so that the two lengths are equal, using X-type °
FORMAT to make up the differences where required for spacing purposes. .

'G-TYPE FORMAT
This is identical to F-type FORMAT except that the first blank follow-

ing the field is considered as a decimal. G-type FORMAT is normally used
for reading only. '
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J-TYPE FORMAT

» This is identical to I-type FORMAT except that the first blank to
the right of the field terminates reading. This permits left-justified,
fixed-point fields.

ALPHABETIC SUBSTITUTION IN E & F OUTPUT

On occasions it may be desirable to substitute a short word or '
blanks in place of an E or F output field. This can be done by setting;f;he
floating-point variable to be listed equal to a special alphabetic field.” The
two leftmost characters of the alphabetic field inust be the decimal point
equivalent (03). The decimal point is not printed but the alphabetic chara-
cters -which represent the remaining portion of the word will be printed.
As an illustration,

IF (A) 2,1, 2
1 A= WORD (1)
2 PRINT 100, A
100 FORMAT (F10. 0) ,
STORE NAMES (WORD(1), . <NONE,.  ,.ALL)

will cause the .word NONE to be printed if A were z.ero at the IF statement.
Blanks would be printed if A were set equal to WORD(2) and the word ALL
would be printed if set equal to WORD(3).

AUTOMATIC E & F ROUNDING

Rounding of E and F output is automatic. If automatic rounding is
not desired, it can be bypassed by the command: "HOLD ROUNDING; and
restored later if desired by: RELEASE ROUNDING.

"AUTOMATIC PAGE SKIP

A skip to a new page is automatic when the bottom line of the page
is sensed (printer indicator 34). This feature can be eliminated by the
command: HOLD SKIP (and restored by RELEASE SKIP). This might be
desirable when using plotter simulation, or when page skip is under program
control, :

CARD IMAGE REREAD

The usual READ statement with a FORMAT number will cause a
new card to be read and data extracted therefrom in accordance with the
FORMAT specifications. It is possible to ""read' the same card again,
using different FORMAT statements if 'desired, by two different methods:

G
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1. Place an X (for extra) after the FORMAT number
in the READ statement.

2. Use the command, HOLD CARD IMAGE, followed
by a conventional R1JAD statement.

The latter causes a one-time skip of the normal procedure whereby a new
card is read for each READ statement, making it possible to reread the
last read card. The HOLD CARD IMAGE cominand can be nullified by the
command RELEASE CARD IMAGE.

DEFERRED PRINTING

Some problems require that all or almost all of the calculations
be completed prior to doing any output. With CLEARTRAN it is possible
to print the results of one set of calculations while calculating the following
set. By this means, printing and calculations can go on simultaneously
with a considerable savings in time. Deferred output can be obtained by
placing the letter ""S'" (for Save) after the FORMAT number of an output
statement; e.g., PRINT 102S, List. This command will be ignored at object
time prior to execution of a SAVE command.

The output commands utilizing this feature can be placed at selected -
positions in the mainline of the program where recycling does not occur,
Alternately, all PRINT S commands can be placed in a ROUTINE using a com-
puted GO TO to execute successive statements. The ROUTINE could be
executed by randomly placed PERFORM statements. When used in a
ROUTINE, the '"printer busy' indicator should be tested to save time (if the -
printer is busy an immediate exit from the ROUTINE should be made.)

The SAVE (V1,V2) commands result in a transfer of that portion of
core image lying between the address of variable V1 and variable V2 to a
safe place in memory. This includes V1, but not V2, The variables to be
listed by S type output commands should be in contiguous memory locations
for the least space requirements. The STACK or COMMON commands are
used to achieve the desired order. All the variables to be listed should be

in either COMMON or STACK, but not part in one and part in the other.

The deferred output command can be made to list current values
if a zero ig,used in a SAVE statement; i.e., SAVE (0). The original status

‘can be restored by using a negative number in a SAVE statement; e, g. s

SAVE (- 1)

.
i

FORMAT OVERRIDE

The list of an I/O statement is under control of the specifications -
set up in the FORMAT statement. This normally requires that the number
of items in a subscripted list be identical to the repeat" number of the :
corresponding element in the FORMAT statement. ' :
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With CLEARTRAN, an I/O list may involve subscripts using a
variable index. The corresponding "'repeat’ number of the FORMAT
specification should be greater than the maximum possible value of the
index(99 is tops). If the repeat number happens to be less than the index
variable, FORMAT control will pass to the next element of the FORMAT
statement.

NON FORMAT READ

The preparation of input data to be read under FORMAT control
requires extra care to insure proper positioning of data on the punched
card, This problem can be circumvented by using the READ statement

‘without a FORMAT number. Data of the E, F, I and A type can be read
without a FORMAT number. One or several spaces are used to separate
data fields. All 80 columns of a card may be used. A relocatable library
subroutine examines the input data and discriminates between E, F, I or
A data. The F-type conversion results from a decimal point in a numeric

data field. The E-type results if a decimal point and the letter E are found.

The I-type is generated when there is no decimal point in a numeric field.
The A-type is obtained if none of the above conditions are met.

An "input error" is called out if the variable being read is in the -
wrong mode. The unread portion of the card is typed and a BRANCH TO
the program starting address occurs. ‘

One card may contain information which is read by several READ
statements. After all the fields on a card are read, the next item on a
list will cause a new card to be read, even if the item is in the middle of:
a list. A record mark in column one of a card calls EXIT,

PLOTTER SIMULATION

The SET command is identical to the PRINT command with the

exception that printing does not occur. The SET command is normally used _
to build an image which is to be held in position for additional modifications.

If an X follows the FORMAT number of a SET command, "extra' informa-

‘tion can be placed in the image without destruction of information previou_sl'}‘_rf;l-'

placed (except that which is overlaid). By this means, it is possible to

build up a complex line of information Whl(‘h is to be printed after all the - 5-

information is in place.

The X specification in a FORMAT statement is used to position or™
space adjacent fields. In CLEARTRAN one may use the X specification ,
followed by a fixed point variable in parenthesis; e.g., X(N1)." This . .’
specification will result in a number of spaces equal to the value of the
fixed point varlable N1. :

W
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One"may use the space supress character (+) in column one to
print one set of characters on top cf another. This character should be -
erased (1HO) pr1or to the final PRINT command.

After a line of data is in position, it is printed by a PRINT command,,‘
the FORMAT number of which is followed by the letter X,

The first 80 characters of an image can be punched by placing the
letter X after the FORMAT number of punch statement.

A program to illustrate these features is attached. This program
plots three equations, coordinate grids, and prints alphabetic information
simultaneously. Another program ''draws'' a picture of a heat exchanger
tubesheet.

PLUS SIGN (+) SPACE IGNORE

It is not necessary to provide space for the plus sign when printing
or punchmg This makes it possible to put additional information on a card
when punching, or to pack E or F fields adjacent to other fields when print-
ing. .An error may occur if the E or F fields are negative, since space must
be prov1ded for the minus sign.

COMPLETE PRINTER CONTROL

A complete set of printer controls is available with CLEARTRAN.
The following is a list of the printer controls which are achleved by placing
a Hollirith character in column one:

~ Before Printing o After Printing
+ Space supress ' ‘

" J  one space S one space

'K two spaces T two spaces
L three spaces ’ .

1  skip to channel 1 A skip to channel 1

2 skip to channel 2 ~ B skip to channel 2
3: skip to channel 3 C skip to channel 3
4 - skip to channel 4 D skip to channel 4
5 skip to channel 5 . E sgkip to-channel 5
- 6 -skip to channel 6 .F skip to channel 6
7 skip to channel 7 G skip to channel 7 -
8 skip to channel 8 H skip to channel 8

-9 skip to channel 9 : ‘ I skip to channel 9
= gkip to channel 11 - . skip to channel 11
@ skip to channel 12 - . ) . skip to channel 12

(Any other character may result in a run-
away carriage. ) ‘ : :




FQRMAT statements with multiple slashes which are executed
only by PRINT commands are automatically compiled so as to take advan-
tage of fast printer spacing insofar as: possﬂale

The "printer busy' indicator (35) can be sensed by use of the
statement: IF (SENSE SWITCII 35) N1, N2. A BRANCH TO statement N1
occurs if the indicator is on (buffer is unavailable for loading); N2 if off
(buffer can be loaded).

Similarly, 33, 34 and 25 can be used to sense respectively channel
9, channel 12, and printer check indicator on the 1443.
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The WDPC 1620 Automonitor was written at the Western Data
Processing Center, which is. a part of the Graduate Schogl of
Business Administration at UCLA. It was written to serve as a
debugging aid to the students in BA 113, an introductory course
in data proéessing. This class usually has from 60 to 80 students;
so any debugging which requires manual operation at the console
is extremely inconvenient to other studenﬁs,and greatly increases
the confusion from too many students milling around awaiting their
turn on the machine. (The 1620 lab is an open~shop arrangement.,)

The WDPC Automonitor is used for debugging student-written

1620 machine language programs. Instead of being executed directly,

the student's program is executed one instruction at a time, with
each instruction and its memory address being printed out just before
it is executed. As long as the Automonitor is in coﬁtrol, the trac-
ing may be turned on or off to enable the operator to trace selected
portions of the student's program, or all of it. For example,
tracing may be desired only after a certain point in the program
has been reached, that point being indicated by a particular value
being printed. At that point switch 1 may be turned on and the in-
structions will be traced from then until switch 1 is turned off
again. This selection process may be repeated as often as needed.
The students are given only two constraints: (1) their programs
must start at location 5000, and (2) they may not use any memory
positions lower than 5000 because that area is reserved for the
loader program and the Automonitor. To increase the throughput of
the system, the students' machine language programs are run under
the Monitor I System. This requires that the student program

return control to Monitor upon successful execution. If execution
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‘39 is not completed succesefully, then the operator must manually
| branch to Monitor (using a 4900796 instruction), In order to
allow stacking of jobs, the student cannot test for last carg,
as is usually done to signal the processing of the last data
card. Therefore, each student is also required to test for a
trailer card having a record mark in column 1. The Monitor I
end-of-job card does nicely for this purpose.
As implied above, the 1620 configuration at WDPC includes a

1311 disk storage drive and a Monitor I System. We also have 40K
of core storage, and, although it has no bearing upon the use of

the Automonitor, a 1627 plotter.

OPERATING PROCEDTURE

~

(TD Student's deck setup:

##COLD START

##PAUSE (for stacked input)
##JOB

#XEQSMACHLG

(Student's machine language program,
punched one instruction per card.)

(blank card -- to separate program from data)
(data for student's program)
FFFF

If tracing will be desired during any part of the user's
program execution, switch 2 should be turned on before the word"
EXECUTION is typed on the console typewriter. Then turging switch
' 1l on at any time will cause tracing to begin, and turning switch

1 off will stop the trace printout.
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LOADER PROGRAM

MACHLG (a listing of which follows later) is the program
which loads the student's program. MACHLG is stored'on the disk
in the regular way, with an associated DIM entry, and is called
into core and executed by the ##XEQS Monitor Control Card. The
functions performed by MACHLG afe the followihg.

First, it loads from the_disk into core 37,000 digits, start-
ing at location 3000 and ending with 39999. These 37,000 digits
are obtained from one cylinder of the disk, which contains 20,000
digits, so that part of the cylinder is used twice. (We have re-
defined the disk storage so that cylinder 0 is not a part of the
disc's working storage, but is available for MACHLG to use. Othe;/
installations may wish to obtain the cylinder in some other way,
and should change the instructions in MACHLG accordingly.) The
first 14 sectors of the cylinder contain the Automonitor program;
therefore it is loaded with its starting address being 3000. Thé
rest of the cylinder contains only zeroes which are used to effect-
ively clear core from the end of the Automonitor to location 39999.
Locations 0 - 29992 are not cleared since they contain the arith-
metic tables, part of the Monitor Supervisor routine, and MACHLG
itself. | |

Second, MACHLG loads the student's program, starting at
location 5000. MACHLG loads each instruction, i.e. the first
12 digits of each card, into successively higher memory‘positions
until it detects a card with a blank in column 1, signifying that
the entire program has been loaded.

Third, control is transférred to the instruction at 3000,

which is the first instruction of the Automonitor.
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AUTOIMONITOR OPERATION

The following description is‘brief and perhaps confusing;
please refer to the program listing for better understanding.

The Automonitor first interrogétes Switch 2 to see if trac-
ing is or will be desired. If not, control is transferred to the
student's program and that program executed directly. If Switch
2 is on, then the student's program will not be executed directly,
but will be simulated by the Automonitor in the following manner.

First, the Automonitor copies the student's first instruction
into an area within the Automonitor program, which will be refer-
red to as the simulation register. (Actually the instruction is
copied intd two areas -- one for execution and the other for out-
putting the instruction.) If the instruction is not a branch in-
struction, it will be executed directly in the simulation register.
Since this register in imbedded in the Automonitor program, con-
trol will remain in the Automonitor after execution of the in-
struction. Then the next sequential instruction of the student's
program is treated by the same process.

If the instruction is a branch, then the actual execution of
that instruction, even in the simulation register, would cause

control to be transferred to the student's program and the Auto-

monitor would then be inoperable._ Therefore, that branch instruction

must be simulated in such a way that the next instruction operated

upon by the Automonitor is the correct one. That is, if a branch

were called for by the conditions of the machine, then the instruction

at the branch address must be the next one fetched and treated.

If a branch were not called for, then we want to take the next
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sequential instruction after the unsuccessful branch instruction.

This is done by carrying out the appropriate tests, for conditional

branches, and modifying the 'next instruction address' (ADDR)
accordingly.

TRACING

If at any time the user wants to have his program traced as
it is simulated by the Automonitor, he only has to turn on switch
1. This will cause the address of each instruction and the
instruction itself to be printed. If switch 3 is on, the trace
will be punched on cards; if it is off, the trace will be printed
on the console typewriter.b Which option is chosen depends, of
course, on the demand for operating time and the availability and
convenience of listing equipment. (The punched output will have
the instruction address and the instruction separated by one zero
instead of blanks sipce alphameric mode is not used.)

If it is definitely known that a trace will not be needed,
then switch 2 should be off initially so that the user's program
will be executed directly instead of being simulated. However,

on short student programs the added time used by the Automonitor

is insignificant, so one need not worry about accidentally leaving

switch 2 on.

RESTRICTIONS

By their nature, operation codes 07, 17 and 27 cannot, to my
knowledge, by simulated sincevto do so would require acceSsing
the hardware registers. Also( the Automonitor will not handle
any compare operation, since the Automonitor itself makes a great

many comparisons and, as it now stands, would probably destroy
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the indicator set by the user's compare operation before his
branch-on-condition instruction would be simulated. It is pos-
sible to rewrite the Automonitor to handle compares, but the
compare instruction is rarely used by beginning students, so we

have not done so. For the same reason of infrequent use the

branch-no-indicator instruction (op code 47) has not been in-
cluded either, although to do so would simply be a matter of
following the logic of OP46 (see listing of Automonitor).

The WDPC Automonitor could be elaborated upon to a considerable

extent to achieve a sophisticated tool for debugging 1620 machine

language programs. However, it was the opinion of the author that

such a tool would serve to defeat the purpose for which the student

'is taught machine language. That purpose is primarily to acquaint

him with the basic level operations of the computer, and much of
that acquaintance comes from manual debugging, i.e. experience.
However, a minimal autqmonitor is helpful in those cases where
the lab assistant must help the student debug =-- formerly by
manually stepping through the program at the console.

Each section of the Automonitor program delineated by the
lires of asterisks is self-contaiﬁed and has no particular physi-
cal relationship to the other sections. The 'B FLAG' instruction
just before the section labelled 'FLAG' seems to be a superfluous
instruction, but it was left in the code in order to preserve
this modularity. Extensions to the Automonitor can be easily made,
if desired, by following the pattern of the present sections. It

is recommended that the médularity be retained since it clarifies

the flow of the program to a considerable degree.
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$3JOB 5
i+ BOOZER, G.L. BA 113 PROGRAMMING PROBLEM NO. 1

$+$+XEQSMACHLG
EXECUTION

02150
00350
99200 _
100200
710000
0000

200
0199
END OF JOB

The above execution of the student's program was with switch
2 off. It will now be run again with both switch 1 and 2 on,
but switch 1 will be turned off after the second answer is obtained.

++JOB 5
¥ BOOZER, G.L. BA 113 PROGRAMMING PROBLEM NO. 1

$+XEQSMACHLG
EXECUTION

05000 361500100500
05012 1450503615001
05036 321500100000
05048 261206015005
05060 361500100500
05072 321500100000
05084 261206515005
05096 321206600000 .
05108 221207012070
05120 321207100000
05132 221207512075
05144 211207012060
05156 211207012065
05168 460532401400
05180 - 251500600400
05192 261500512070
05204 340000000102

05216 381500100100 02150

00350

99200

100200

710000

70000

02005 .

01995CONDITION CODE NOT RECOGNIZED
END OF JOB :
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+£J0B 5
$4SPS 5

*LIST TYPEWRITER
*|D NUMBEROS8L2
*NAMEMACHLG
*STORE CORE 1MAGE

START SK
RDN
SK
RDN
CARD RNCD
SF
CM
CF
BE
TRANS TD
AM
AM
CM
BE
B
RESTOR TFM
B
FIELD DDA

VELD DDA

PROG  DSA
IMAGE DSS
DEND

END OF ASSEMBLY,

FIELD, 00701
FIELD, 00702
VELD, 00701

'VELD.00702

IMAGE

IMAGE

IMAGE + 1,00, 10
IMAGE

3000

PROG , IMAGE , 67
TRANS + 11,01,7
PROG, 01,7

TRANS +' 11, IMAGE + 12,7
RESTOR

TRANS

TRANS + 11, IMAGE,7
CARD

,1,00000, 200,03000

,1,00030,170, 23000

5000
80
START

02720 CORE POSITIONS REQUIRED
00022 STATEMENTS PROCESSED

DK LOADED MACHLG 0842 1046000040 240202402%

END OF JOB

02402 34 02606 00701
02414 36 02606 00702
02426 34 02620 00701
02438 36 02620 00702
02450 36 02639 00500
02462 32 02639 00000
02474 14 02640 00000
02486 33 02639 00000
02493 46 03000 01200
02510 25 02638 02639
02522 11 02521 00001
02534 11 02638 00001
02546 14 02521 02651
02558 L6 02582 01200
02570 49 02510 00000
02582 16 02521 02639
02594 49 02450 00000
02606 00006 100000
02612 00003 200
02615 00005 03000
02620 00006 100030
02626 00003 170
02629 00005 23000
02638 00005 05000
02639 00030

02402



C

AUTOMONITOR

DORG 3000, DEFINE ORIGIN 03000
FIRST _TFM ADDR 5600 7, INITIALIZE ADDR 03000
TFM ADDR1 5000 7, INITIALIZE ADDR1 03012
START BC2 CLEAR,,,IF SW 2 IS ON, BRANCH TO CLEAR "
0302
B 5000, , ,BRANCH TO 5000 03036
?*********
CLEAR S COUNT,COUNT,, CLEAR COUNTER 03048
TD 1D INST, ADDR 211 TRANSMIT INSTRUCTION DIGIT 6
03060
D INST1,ADDR, 211 ,TRANSMIT INSTRUCTION DIGlg
03072
AM TD+6 1 ., 7/ ,ADJUST INSTUCTION ADDRESS 03084
AM TD+I§ 1 7 ADJUST INSTRUCTION ADDRESS 6
0309
AM  ADDR,1,7, INCREMENT ADDR 03108
AM COUNT 1 10 ADD 1 TO COUNTER 03120
C TWELVE COUNT TEST FOR COMPLETION 03132
BH TD,,,IF P IS GREATER THAN Q, BRANCH TO Tth
031
TFM TD+6,INST,7, RESTORE INSTRUCTION ADDRESS 6
0315
TFM  TD+18, INST1,7 ,RESTORE INSTRUCTION ADDRESS68
‘ 31
BNC1 FLAG,,, IF SW 1 IS OFF, BRANCH TO FLAG
03180
BC3 PUNCH 03192
PRINT RCTY ,,, RETURN CARRIAGE ON TYPEWRITER 03204
WNTY ADDR1-L4,,, PRINT OUT INSTRUCTION ADDRESS 6
0321
SPTY ,,, SPACE ON TYPEWRITER 03228
SPTY ,,, SPACE ON TYPEWRITER 03240
WNTY INST,,, PRINT OUT INSTRUCTION 03252
B FLAG,,, 03264
Bk
PUNCH TD ADDR1+1,RETURN+20,, CLEAR RECORD MARK 3276
0327
WNCD ADDR1-L 03288
TD  ADDR1+1, INST+12,, 03300
B  FLAG 03312
RRdedkdekfNnn
'FLAG  SF INST,,, SET FLAG 03324
CM  INST+i 41,10 03336
BNH EXEC 03348
CM INST+1 49 10, TEST FOR 49 OPERATOR 03360
BE  OP4S 03372
CM INST+1,46,10, TEST FOR L6 OPERATOR  0338L
BE OPL6 03396
“CM INST+1,45,10, TEST FOR 45 OPERATOR 03408
BE oPLS 03420
CM INST+1,47,10, TEST FOR L7 OPERATOR 03432
BE 0P47 03444
CM  INST+1,44,10, TEST FOR L4 OPERATOR 03456
BE oPL4L 03468

/¢

1
L
1
L
1
L
1
L
1

16 04163 05000
16 04173 05000

L6 03048
49 05000

22 04189
25 04175

26 0L128
11 03066

11 03078
11 04168
11 04189
24 04191 04189
L6 03060 01100
16 03066 OkL175
16 03078 Ok128
47 03324 00100

46 03276 00300
34 00000 00102

00200
00000

04189
04168

04168
00001

80001
00001
00001

38 04169 00100
3L 00000 00101
34 00000 00101
38 04175 00100
49 0332 00000

25 04174 04160

38 04169 00400
25 OL174L OL1R7

49 03324 00000

32 04175 00000
14 04176 00041
L7 04068 01100
L 0L176 000L9
6 03540 01200
L 76 000L6
2 01200
6 00045
6 01200
6 00057
0 01200
6 000LL
2 01200

olojolelololololoXe
W W W W W
O =2\ =t 2D e \J ==

- O

6
L
6
L
6
L
6

L




CM
BE
RCTY
WATY
B

Jededeveveeksh ek

0PL9

B

Yevede v e vede skl

OPLb6

CcC9

cC1

NOT1

NOT2

NOT3

NOTL

SF
CM

BNE
BV
B
CM

BNE
BLC
B
CM
BNE
BC1
B
CM
BNE
BC2
B
CM
BNE
BC3
B
CM
BNE
BCL
B
WATY
B

Yedededededede vk

OPLS

BNR
B

Khkdeddiokdek

0PL7

B

dehddedehhdhn

OPLL

BNF

B
Fededededededekkde

0oPL43

BD
B8

dedededededededokde
NOGOOD RCTY

WATY
B

Fekdedefdedokek

INST+1,43,10, TEST FOR 43 OPERATOR  034E0
OP43 03492
03504
MESS3 03516
796 03528
BRANCH 03540
INST+8,,, SET FLAG 03552
INST+9,1L,10, TEST FOR OVERFLOW INDICATOR |
035
cC9 | 03576
BRANCH, ,, BRANCH ON OVERFLOW 03588
RETURN | 03500
INST+9,9,10, TEST FOR LAST CARD INDICATOR
» 03612
cci , 03624
BRANCH,,, BRANCH LAST CARD 03636
RETURN 03648
INST+9,1,10, TEST FOR COND CODE 1 03660
NOT1 03672
BRAMNCH 03684
RETURN 03696
INST+9,2,10, TEST FOR COND CODE 2 03708
NOT2 03720
BRANCH 03732
RETURN 0371k
INST+9,3,10, TEST FOR COND CODE 3 03756
NOT3 03768
BRANCH 03780
RETURN 03792
INST+9,4,10, TEST FOR COND CODE & 03804
NOTh 03816
BRANCH 03828
RETURN 03840
MESS1 03852
796,,, BRANCH TO END OF JOB ROUTINE 0386k

BRANCH, INST+11,11, BRANCH NO RECORD MARK

| 03876
RETURN, ,, 03888
NOGOOD 03900
BRANCH, INST+1,11 03912
RETURN 03924
BRANCH, INST+1,11 03936
RETURN o 03948

03960
MESS2,,, 03972
796, ,. 03984

77

14 04176 00053
L6 03936 01200
34 00000 00102
39 04311 00100
49 00796 00000

49 03996 00000
32 04183 00000

14 04184 000TL
L7 03612 01200
46 03996 01400
49 04140 00000
14

04184 00009
47 03660 01200
46 03996 00900
L9 04140 00000
14 04184 00001
L7 03708 01200
L6 03996 00100
L9 04140 00000
14 04184 00002
47 03756 01200
L6 03996 00200
49 OL140 00000
14 04184 00003
L7 03804 01200
L6 03996 00300
L9 o4140 00000
14 04184 00004
L7 03852 01200
446 03996 00400
L9 oL4140 00000
39 04193 00100
49 00796 00000

L5 03996 04185
L9 oL14O 00000
L9 03960 00000

LL 03996 04176
L9 ok140 00000

43 03996 04176
49 04140 00000

34 00000 00102
39 04253 00100

49 00796 00000




BRANCH SF |NST+2,,, SET FLAG 03996
BNF NOFLG, INST+6,, TEST FOR INDIRECT ADDRESﬁOOS
0
TF  ADDR, INST+6,11, TRANSMIT FIELD 04020
B RETURN,,, BRANCH TO RETURN 04032
NOFLG TF  ADDR, IN§T+6,, TRANSMIT FIELD 0LOLL
B RETURN,,, BRANCH TO RETURN 04056
Jedededefeek e
EXEC CM  INST+1,38,10, TEST FOR OUTPUT INST  0L4O68
BE  SPACE 04080
CM  INST+1,39,10, TEST FOR OUTPUT INST 04092
BNE INST1 0L 10L
SPACE SPTY ,,, SPACE ON TYPEWRITER 04116
INSTI DSS 12,,, DEFINE FIELD (INST1) 0L1 28
RETURN TF  ADDRi,ADDR,, TRANMIT FIELD 0L140
B CLEAR,,, BRANCH TO CLEAR 04152
ek ddededeved
ADDR DC  5,5000,, INITIALIZE ADDR TO 5000 04168
ADDR1 DC  5.5000,, INITIALIZE ADDR1 TO 5000 04173
DC  1.®,, SET RECORD MARK o417kL
INST DSS 12,,, DEFINE FIELD (INST) 04175
DC  1,@,,, SET RECORD MARK 04187
COUNT OC 2,0.,  INITIALIZE COUNTER TO O 04189
TWELVE DC  2,12,, SET VALUE OF TWELVE AT 12 04191
MESS1 DAC 30,CONDITION CODE NOT RECOGNIZED®@,, 04193
MESS2 DAC 29,0P CODE CANNOT BE PROCESSED®, 04253
MESS3 DAC 39,0P CODE GREATER THAN L1 NOT Récoleon@
dededeses kN 0 3' 1
DEND FIRST 03000
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32 04177 00000

L oLOLL 04181
26 04168 0L18T
49 04140 00000
26 04163 04151
49 0L140 00000

14 04176 00038
L6 04116 01200
14 04176 00039
47 04128 01200
34 00000 00101
00012 -

26 04173 0L168
49 03048 00000

00005 05000
00005 05000
00001 %
00012

00001 %
00002 00
00002 T2
00060

00058

’00078







ANTHROPOLOGY AND THE TEACHING OF PROGRAMMING

Presented at Western Region Winter Meeting of COMMON, December 7, 1965,
Los Angeles, California.

This discussion, since what I have to say could not be considered
a "paper" will be mainly narrative in nature.

Let me introduce myself as neither a programming expert nor as an
anthropologist. The title of this talk came about due to an unimaginative
attempt to call it something. I am, in fact, a physicist in charge of a
computational group, trapped into spending part of my timg as an admini-
strator., I am involved in a small amount of research in atomic and molecular
spectra and structure. I teach a course combining quantum mechanics, atomic
and molecular physics.

Usually when a course is given we concern ourselves with the winners--
those who pass-—and consider the losers as somehow deficient and incapable.
But I believe we must look more carefully at the losers in programming
courses. Somehow the "miracles" of computing have been greatly overdrama-
tized, and we are all_guilty._ How else do we get money from tight fisted
administrations? Well and good, a lot of people believe things of this
sort. Especially students--especially some of the foreign students.

The consideration of attitudes came up in the careful examination of
the types of‘students who were dropping Mathematics 195, Introduction of

Automatic Digital Computing-—and their reasons.
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Mathematics 195 is required of all engineering students at Illinois,
and may be taken after having had differential caLcﬁlus. It became obvious
that foreign students were having considerable difficulty, much more than’
native born, although there had not been much distinction between these two
groups in their mathematics grades. More than once, a section would lose
every foreign‘student; only occasionally would a foreign student last
through to complete the course.

As far as native born students are concerned, the ability to pass the
course seemed to be, in very general terms, only a function of intelligence
as evidenced by grades. Good students do well, poor students do poorly.

Now and then an otherwise average scholar does very well because something
seems to click. However, the foreign student: who has been doing average,
or perhaps even better than average, work in his other courses, wouid be in
trouble in the programming course. What and why?

For several reasons this is not a Frivial problem. Let us look at
some aspects of possible answers, which hopefully might lead to better ways
of dealing with the problem.

1. Are we overtraining foreign students? Are the skills and experience
he is acquiring not’applicable when he returns to his native country? Does
the student know this and is this why he is negligent in his learning?

Some people are becoming analytical and critical, and think that this may be
the case. Have we alienated these graduates from the manpower and techniques
of his own country, replacing them with skills and tools that are not
available? There is no point in saying what ought to be available; we must
deal with what is. Are we right in demanding a skill that cannot:be applied?

The facts are that there are now 80,000 foreign studenté in this country,

most of whom are studying in scientific and engineering fields. -‘If we require
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that they learn useless techniques, upon returning to their native lands\
they become estranged from their own people. In such an instance, unfor-
tunately education has become a destructive influence. This need not and
should not be.

2. Let us consider our system of enumeration. Is it the only "useful"
system? Well, let us look at Roman engineering: roads, forts, arches, the

Coliseum, and aqueducts that still function. All done with an awkward I,

II, III, IV, etc., and look at this v
LXXXT = II1

Try that on your 1620, 1800 or 360. We are decimalized almost everywhere
in the world, but should we be, to coin an expression, binarized or
octalized? I would like to learn more about learning arithmetic. Because
most of us learned by counting objects, applés and bananas, long before we
learned to abstract "numberness'". In some societies this "numberness'" is
prone to have associated ideas which I shall touch on later.

3. 1Is there a cultural and ethnic antipathy to our objectives? Let me
quote:

-non-literate peoples are capable, under the pressing conditions
of necessity, of doing their utmost with their minds to solve
some practical problem in a scientific manner. Most of the
scientific processes involved are of a practical nature, and
there is little time or inclination for science for science's
sake. The latter activity does not appear until the develop-
ment of highly sophisticated societies like Hellenic Greece.
This is but yesterday in the history of human time. Because
the Greeks were an aristocratic society based on slavery, they,
who had so much of the necessary theoretical knowledge at their
disposal, virtually failed to apply it. Machines were unneces-
sary since slaves could do all the work. The Greeks were
interested in ideas—-in brains--not in drains. The refuse of
civilization could be disposed of by slaves, but only those
with the necessary leisure could create and maintain that
civilization. The Greeks developed the greatest ideas in the
humanities and the sciences that the world has ever known, and
probably the fewest inventions of a mechanical kind. -Not that




the Greeks were uninterested in the practical application of some
of their ideas, it is simply that they were not enamored of the
possibility of creating machines that think and human beings who
don't."

Are we "thinking'" when we "solve" a problem using a machine? I say the best

use of machines depends upon our ingenuity as human beings solving human

problems. Do some foreign cultures induce inhibitions so that the machine

~would deprive people of the ability and right to make human judgments?

"patois"

4. Has the computer technology and use given rise to a form of
or jargon, difficult but possible for the native born, but impossible for
the foreigner? We have gone to the stage of requiring more academic work
in English from foreigners than from native born. The trouble seems to
originate from penalizing a student in his rhetoric class and then penalizing
him for not using the ungrammatical syntax of compiler languages. Apparently,
if he is hit from two sideé for errors that seem to contradict each other,
a very frustrating situation is created. But the problem goes beyond just
language and words. The people in the U. S. seem to be impressed by large
quantities and numbers and except for 13, of which the superstition is
vanishing, all numbers are very much the same, but for foreigners numbers
have a semantic meaning over the merely technical context. Hindus avoid
prime numbers; among the Japanese numbers mean good lock, wealth, bankruptcy
and even death.‘ This incidently spills over into the telephone systems.
Good numbers command a high price, while unlucky numbers as assigned to the
unwitting foreigners.

‘5. Is our philosophy of classroom behavior ineffective for teaching

and learning when used with foreign students? Do they require a more

1Ashley Montagu, "Man: His First Million Years," World Publishing Co.,
1957.
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personal, more intimate, interpersonal relationship? Are we lacking in
cross cultural communication? Does this lack affect our ability to educate
our own native born students? I want to give you a few ideas to mill over.
My source for some of this material is a paper bound book "The Silent
Language'" by Edward T. Hall--"how people talk to each other without words."

Assume, if you will that what is ordinary courteous behavior in the
U. S. does not offend a foreigner (example: among Hindus one must not sit
with soles of feet toward another person—-—it showed great disrespect; among
Arabs one must not pass things on with the left hand.)

Are we making a mistake in believing that people should "understand"
what they are doing?

During World War II, when many technicians were needed it was thought
that good mechanical aptitude would be a basic need for good airplane
mechanics. To everyone's surprise a good shoe clerk would turn out better
than a fellow who had fixed his own car. The important point was not
mechanical aptitude but the ability to follow instructions. Someone who
"understands" is apt to have his own ideas, which may be just the thing
not needed.

In the U. S. we go on a '"first come, first serve basis' again for some
foreigners this is a peculiar notion. The rank of the person——and people
sent to the U. S., England, France, and Germany to study are persons in
their own country of high rank--determines when he shall be served. So
that the rationals of logical ranking or ordering, as we use it, is a new
and disturbing method.

The last concept vaish to mention is time. In the U. S. we want
"fast" and faster machines to do more and more. A better maéhine is a

faster machine. This may not be the foreigner's concept. Again the matter

o
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of positionkinuhis own society may imply some notions uncomfortaﬂle to ﬁs
but natural to him. The purpose of the computing machine is not to save
time bug to save labor; he does not care how long something takes to be
performed--up to a point--since labor is likely to be considered menial,
the entire process of programming and computing may be thought of as an
inferior activity.

Let me iterate, 80,000 Studenfs in our educational system may be a
small percentage, but since thése are the technical people we may have to

deal with, it pays us, in the broadest sense, to learn to communicate--—

and at all possible levels.




The 1620 for Simulation in a Biomedical Environment

I. R. Neilsen and J. J. Horning
Scientific Computation Facility
Loma Linda University
Loma Linda, California

INTRODUCTION:

Our 1620 installation handles a job-mix of great variety which
would probably seem quite normal to those of you working with a
general-purpose machine in a university environment. Batch process-
ing methods are, providing the turn-around time can be kept reason-
able, generally satisfactory for much of the work that is being done.
We are not going to discuss the handling of such a general job-mix.
We will instead concentrate on a particular class of problems which
is occupying an increasingly large fraction of our effort and for
which the batch processing methods of a conventional computing center
are inappropriate and ineffective. These are problems of modeling
and simulation of living systems. We would like to summarize for
you some of the important hardware and software requirements for
successful work of this kind and describe the way in which these
requirements are being met on our 1620 (a Mod II with 40K, 1622 Mod
II, two 1311's and a CalComp plotter). In order to give specificity
to our remarks we will briefly introduce some of our currently active
work on three models.

SYSTEM REQUIREMENTS AND DESCRIPTION

Our experience to date leads us to believe that the mathematical
model of a biological system will most often consist of a set of
differential and/or algebraic equations. These equations will typi~-
cally be non-linear and the set of equations may turn out to be very
large. A first and extremely important system requirement is conven-
ient, effective man-machine communication. This man-machine inter-
action has been achieved very effectively in the use of analog com-
puters. There are those who feel that the digital computer can never
effectively compete in this domain. The digital computer does, however,
offer certain specific advantages which make it temptlng to try to use
it in the study of such models.

In any case, an on-line mode of operation appears absolutely
essential to us. The user needs to be able to halt computation, start
over again, modify various parameters in his equations and even change
the structure of the model in a quick and convenient way. These
changes should be accomplished in a time comparable to that required
for the model builder to think about them-which is to say that they
need to be accomplished in time on the order of seconds. Program

changes in milliseconds are obviously not needed and changes requir-

ing minutes or hours to implement are too slow and laborious. Putting
all possible values of all parameters into the program in advance in
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‘order that the output from a batch-proce851ng run shall include the

behavior of the model in the as-yet-unknown region of 1nterest, is
totally unrealistic.

' We have made a strenuous effort to perserve the open-shop
concept. We justify this in terms not of increased computations/
dollar, but in terms of increased utlllty to our users. We resist
the trend towards measuring efficiency in terms of the machine,
rather than the man. We fear that model-building and simulation
may become tedious to the point of not being done, if users must
extrude their models through a closed-shop, batch processing system.
Our ideal is to have the researcher who conceived and programmed
the model sitting at the console, adjusting parameters and evaluating
results.

A requlrement which is partlcularly pertinent in our university
situation in which this work is being done on a part-time basis by
people who are also teaching classes and doing other things, and in
which there tend to be many interruptions between sessions at the
computer, has to do with the convenience of getting the model back

on the machine. For small problems on analog computers this can

frequently be handled by means of plug-in patch boards, but for
larger problems this becomes a significant difficulty.

~ A third system requirement, implied in part by what we have
already said, is for on-line graphical output. As the parameters in
the model are manipulated, one needs to be able to quickly visualize
and evaluate the effect. This is not conveniently done through the
medium of pages of tabular output, but rather from the graphical
display of the behavior of important system variables. Since the
installation of our CalComp 565 graph plotter (alias IBM 1627) we
have had a marked jump 1n computer usage of several types including
simulation.

Graphical output permits convenient comparison of model with
experiment, and often greatly enhances model comprehension. This is
important in both the construction of the model, and in its later
use as a conceptual and educational tool.

However, desirable as this plotter is, there are drawbacks which

‘prevent it from being the complete solution to all our problems.
"For one thing, the 3 inches/sec plotting speed means that on-line

plotting can easily consume large share of the available computer

time. Second, and somewhat related to this, is the fact that graphs
~cannot be convenlently viewed while being prepared. This becomes

crucial ‘when one wishes to maximize man-machine interaction.
'~ Today's popular solution to this type of problem is the cathode-

vray tube display. A glance at the systems typically available,

however, reveals that the information displayed needs to be refreshed
at a 30 to 60 Hz rate. Very simple calculations show that the 1620
could occupy itself full-time in keeping the CRT decorated, with no
time left over for useful computation. Buying a buffer memory to
provide scope refresh looked economically unattractive. Add to this
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the cost of alphanumeric generators, vector generators, etc., and
perhaps you realize why we had nearly abandoned the CRT idea as
"nice--but out of our price bracket." Observation of a storage
oscilloscope in use as an output device on Dr. Homer Warner's 1620
in Salt Lake suggested a practical and inexpensive (less than
$3,000) solution to our problem. Basically the idea was to abandon
the continuous refreshing of the CRT display and instead, think of
the CRT face as being equivalent to plotter paper; once written on,
it stays written. Use the same incremental plotting techniques as
does the plotter.

What is involved (see Figure I) is an interface between the
1620 paper tape channel and the plotter which is essentially stand-
ard. In parallel with the plotter are two bi-directional counters
which accumulate the increments of plotter motion. These counters
are fed into standard digital-to-analog coverters to generate CRT
deflection voltages. A Tektronix storage oscilloscope does the
rest. Due to a built-in "memory grid", a spot once written on the
CRT remains there until erased. ,

The CRT display has proved to be a real boon to our installa-
tion. Not only does it allow graphical output to run computation-
limited (our theoretical output of 66Kilopoints/second is simply
beyond our ability to compute points) but the operator can conven-
iently monitor output as it occurs, and stop a run--to modify
parameters, etc.--as soon as it becomes apparent that something has
gone wrong. This frequently saves many long, useless runs on the
computer. '

The above could probably be said of any on-line CRT. There
are some specific advantages of our implementation (besides its low
cost), which we feel are worth mentioning: A) The computer sees
the CRT as identical to the plotter, thus the operator can select,
at will, by turning a switch, among the options CRT, CRT + plotter,
and plotter, with no program recognition of this fact being neces-
sary. B) NO reprogramming is necessary to use the CRT. Existing
IBM routines such as PLOT and CHAR work unchanged (a faster algo-
thrithm has been programmed at our installation, however, to take
advantage of the increased speed available with the CRT). C). When
output on the plotter is necessary, as it frequently is~-for higher
resolution, a permanent record, or multicolor work--its progress
can be simultaneously monitored on the CRT.

Two additions have been found desirable in the input end of the
man/machine interface. First, some extra sense switches are vital.
Second, we have plans for a dozen precision potentiometers. With
the installation of analog-to-digital equipment these will be used
for the "potentiometer twisting" method of parameter input so
familiar to analog computer users. We expect these to aid in more
intimate feedback from man to-model.

57




1620

COMPUTER
OUTPUT LINES

COMPUTER

&4

> BECODER

STORAGE
OSCILLOSCOPE

A

X X
n DIGITAL DTOA
+X___INCREMENT _PULSES | REGISTER * |— NETWORK
- X R >
+Y R o ” 7
=L 21 DIGITAL > D TOA
REGISTER NETWORK
PEN
{ > INTENSIFYING
> CIRCUIT
kA Yy Vv Yy VY
STANDARD
INCREMENTAL
PLOTTER
FIGURE I




C

Problem solution in real-time has not been an important
requirement in our work to date. It has, in fact, been a real
advantage to be able to slow down certain physiological processes
for the convenience of the observer.

APPLICATIONS

Much of our simulation work involves the PACTOLUS system
described by Robert Brennan of IBM, San Jose, at the 1964 Fall
Joint Computer Conference. PACTOLUS is one of the so-called
"analog-oriented languages." It allows the 1620 to be programmed
much like an analog computer: i.e. by the preparation of block
diagram and a "wiring list." Many function blocks are available
in PACTOLUS. The key element is a numerical integrator, which
allows the use of this system to solve differential equations.

Even a digitally-oriented person usually finds it relatively
easy to go from a set of differential equations to a block diagram
to a PACTOLUS coding sheet with initial conditions, and perhaps
1/2 hour after being given the problem have the problem on the
computer. The computer prints on one sheet the system configur-
ation, the initial conditions and parameters, and the time and
output controls. Any of these can be selected for modification at
any time by turning on various sense switches.

Three models on which we have worked will be used to illust-
rate typical applications:

KIDNEY MODEL:

The time-~course of radioactive tracers injected into the
circulatory system can be monitored at various body sites. The
radioisotope rhenogram is widely used in evaluating kidney function,
but no adequate mathematical model exists for evaluating the curves
that are generated by monitoring the radioactivity at kidneys, bladder,
and other locations of interest. We are currently working on the
development of such a model. A first and rudimentary version began
with a so-called two-cavity open compartment system. Such a system
can be described by a set of three simultaneous differential equations.
(See Figure II) The programming time to get this simple model running
on the computer was only a few minutes. Many physiological problems
can be similarly considered in terms of such multi-compartment
analysis and )the ease of programming in PACTOLUS and the ready
evaluation of the model through inspection of the solutions in
graphical form on the CRT are a great convenience.
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NERVE MODEL:

A great variety of structures and processes make up the nervous

system. One obviously important and all-pervasive phenomenon is

the action potential by which information is transmitted along the
membrane separating the solution within from that without. The
resting nerve is characterized by ionic concentrations within and
without which, operating across the membrane conductance, determine
the potential of the solution within the nerve in relation to that
outside (typically -80 mV). When stimulated, the nerve "fires" or
depolarizes. Actually the potential reverses with the inside going

to perhaps +40 mV. This depolarization "spike", or action_potential,

then propogates along the nerve fiber. Hodgkin and Huxleyl proposed
the model shown in Figure 3 for the situation occuring at the bound-
ing membrane.

Implementing this model is not without challenge. We are not
completely satisfied with the present version. (see Figure 4) The
model is straightforward (and uninteresting) except for the non-
linear conductances shown in series with the ionic "batteries".

The values of these conductances have been shown by Hodgkin and
Huxley to be complicated functions of the time-history of cell
voltage. Without the graphical output and interactive capabilities
of our present computer system it is doubtful that a working model
on the 1620 would have been achieved at all. Further trial and
error adjustment of the functions and parameters is needed to more
accurately match the behavior of a real nerve.

HEART MODEL:

There are two limitations of PACTOLUS that we feel tend to
somewhat restrict its usefulness. Digital computer users tend to
feel rather keenly the somewhat arbitrary restriction to analog-
like 3-input block notation and tend to feel that future software
should accept differential equations directly as input--perhaps in
a FORTRAN-like format--while perserving the man-machine inter-
activeness which is the strong point of PACTOLUS.

The second is that a special-purpose system such as PACTOLUS
is almost inherently somewhat limited in its capability of produ01ng
polished, well-labelled outputs such as are typlcally needed in the
use of already well-developed models.

lhodgkin, A. L. and Huxley, A. F.;J, Physiol. 117, p 500 (1952)
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The Loma Linda University Heart Model falls into this category. qzw
It was a model of proven usefulness as a research tool before conver-
sion to the 1620 was even attempted. Due to the demands of internal
logical structure, and output reguirements, this model has been
written and maintained ,in the FORTRAN Language.

Computer analysis of electrocardiograms has received much
attention. The clinical cardiologist has typically attempted
diagnosis on the basis of the so-called scalar electrocardiogram.
Leads are attached to the body at various sites and the scalar
electrocardiogram is then simply a plot of the voltage between a
pair of these leads as a function of time. With the concept of
orthogonal leads it becomes possible to think of these voltages as
components of an electric vector which changes in magnitude and
direction as the depolarization wave sweeps over the heart in a
cycle. The figure traced in space by the tip of this vector (or
the projection of this figure on a given plane) is then called the
vectorcardiogram., ' ‘

We now have a computer model which will generate vector (or
scalar) cardiograms which look like those generated by a human
patient.

In developing our computer model we consider a heart divided
into 20 segments. As the depolarizion wave sweeps over the heart
it passes through a given segment thereby creating an equivalent
electric vector. The time course of these twenty vectors is given
as twenty functions with their directions specified by their direc-
tion cosines. The vector sum of these 20 segment vectors taken at <()
each moment of time then specifies a single equivalent vector which
is regarded as generating the vectorcardiogram. The model was
first programmed for the analog computerZ but the 1620 version has
been much more successful not only because of greater freedom in
specifying the 20 functions but also because of the ability of the
digital computer to process the output in useful ways to provide
a more meaningful display.

‘We shall restrict our discussion to techniques by which we have
tried to enhance the usefulness of the graphical output of this model.

The typical electro-cardiogram EKG of yesterday and today
consists of a polygraph output of from 6 - 12 essentially periodic
traces of voltages obtained from leads placed at various points on
the body. 12 lines are the basic output of the Heart Model and
correspond to one period of each of 12 scalar leads. These can be

2Selvester, R. H., Collier, C. R. and Pearson, R. B.; Circulation,
Vol. xxx1, January 1965.
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used to compare the output of the model with traditional EKG's.
Two loops, the projections on a horizontal and frontal plane of
the 3-dimensional loop, present the same amount of information as
the scalar lines, but relationships are much more easily seen.

The use of color permits us to readily compare abnormal cases
with the normal ones. Shifts in the vector loops are often detected
much more easily than the corresponding changes in the scalar leads.

Our next thought was "if going from l-dimension to 2-dimensions
in our presentation increases the digestibility of information so
much, what about 3-d?" We don't have a 3-d plotter yet. What we
do have is a series of programs which prepare left-and right-eye
views from 3-d coordinates for use with an old-fashioned stereo-
scope. The 3-d effect so produced can be startingly good.

We are in the process of debugging the programs and the
photographic techniques for the preparation of full-color, 3-4,
animated motion pictures of vector-cardiograms, using data from
either the model or from patients. Right now, the program is ahead
of our photographic technique. When both operate to our satisfaction
we plan to prepare movies to be used in medical education.

CONCLUSION

We are reminded of a remark by Professor Culler when asked how
the time-sharing system at UC, Santa Barbara compares with other
such systems. He responded that "one comparison that could be made
is that the Santa Barbara system is a member of a class of systems
which exist-as opposed to a much larger class of systems which
people talk about." Remote terminals and graphical display devices
are rapidly becoming available for a variety of computer systems and
the on-line concept is one which is supposedly going to revolution-
ize the world of computers in the near future. Meanwhile our system
exists and we are on-line. The economics of the system are such
that we can allow significant blocks of user time with the operator
interacting with the computer as he observes on the CRT display the
effects of his parameter and programming manipulation. The needed
element of high-speed CRT display was developed and could be dupli-
cated by other users with a modest expenditure of time and money.
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PERT / CPM

PRACTICAL APPLICATIONS AND A LOOK TO THE FUTURE

PRACTICAL APPLICATIONS

I am very pleased for the opportunity to participate in this con-
ference, And, particularly on this subject.

I feel, as do the other members on the panel that techniques like
PERT (Program Evaluation and Review Techniques) and C. P. M.
(Critical Path Method) have great potential,

Up until the last couple of years, references to PERT/CPM were as-
sociated with large defense programs or large construction pro-
jects, Now, we find that there is an awakening on the part of
management to the potential of these techniques, These techniques
(particularly C.P,M.) are now being used in all types of construc-
tion (large and small), in the field of education, equipment main-
tenance, accounting and auditing, data processing, and many others.
As a matter of fact, the use of these techniques have spread to so
many new fields that I have heard hints to the effect that the
notorious "English Train Robbery" was so well planned, scheduled,
and carried out that the culprits must have used C,P.M,

Before getting into details on "Practical Applications" let us re-
view various techniques now used in Project Management,

We have PERT, CPM, GANTT CHARTS, CHECK CHARTS, HUNCH, HABIT, .
INTUITION, If we were to list them in order of use, they would
most likely fall in the following sequence:

-1, Hunch, Habit, Intuition
2. Gantt Charts
3. Check Charts _ :
L4, CPM (Trend toward Activity Oriented systems)
5. PERT (Defense Industry uses, but technique being
modified)

You know, businesses are now too complex and costly to operate as
they were in the "good old days." And yet, we still find many
being run by habit. That is, there is no formal planning.

We continuously hear and read of projects being late for one reason
or another, Some part or material not delivered, some equipment or
manpower not available, request for budget appropriation overlooked.
Hurry and wait, crash program, work overtime, seems to be the stan-
dard practice, And, we realize these delays and conditions might
have been averted had there been any real planning.

I recently heard of two computer installations that had to be de-
layed., One was delayed because the site was not ready, the other
because systems and programming for the conversion were not started

in time., . '
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There will always be delays beyond the control of & manager, but
think of the times that the project could have gone smoothly had
there been planning; that is: both strategic and operational
planning.

I am sure you have heard of the Polaris Submarine and Missile pro-
Jject, and the project being completed two years ahead of schedule
using the new PERT technigue, Also, of Dupont and others using
C.Pi.M and saving time and money on maintenance of equipment and
on construction projects,

But let us discuss some smaller applications of C,P,M, Some that
have benefited both the company and the person who developed the
network,

Following are some examples of such C,P,M, applications:

I. A young engineer became interested in PERT/CPM and took a
course on the technique, His supervisor heard of his in-
terest and assigned him to develop a network for the
"Puddingstone Dam Maintenance Proaect.

Show Chart No., I.

II, A young man working in the construction industry took a

course on C,P,M, technique for a term project. He developed

a network on a "60,000 sq. ft. Warehouse" that his company

planned to build, He showed the network to his superinten-

dent, He was so impressed that the company actually used
the network for scheduling and controlling the project.

Show Chart No. II.

IITI. A Police Sergeant applied the C,P.M, technique to a pro-
gram for "overhauling and installation of radies on motor-
cycles," He developed the network and computed the total
time manually, It proved the value of formal planning

and scheduling, It also pointed out that the project could

not possibly be completed by the scheduled (direct date)
using the manpower provided.

The Sergeant's superior officers were so impressed with the

advantages of this technique over others in use that they
are recommending that other officers learn PERT and C,P.M,
techniques,

~ Show Chart No. III.,

IV. An Executive Secretary took an interest and learned the
fundamentals of PERT and_C.P.M.- She developed a network
on "merging two departments," Her boss, a vice president,
was so impressed that he assigned her to develop C.P.M.
networks on "epening a European Plant,."

Show Chart No., IV.

She now has a new title "Pert Analyst,"

17
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There are many applications I could mention: mountain cabins,
apartments, painting buildings, D.P. applications and installa-
tions, and so-forth, You can see that you do not have to look
far for practical applications, Any project which meets the
criteria: space,people, departments, critical schedules, tight
budgets, and interrelated or dependent tasks.,

Projects that call for good planning, scheduling eand control.
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PERT / CPM
PRACTICAL APPLICATIONS AND A LOOK TO THE FUTURE

A LOOK TO THE FUTURE

1.

Unfortunately, none of us have a Crystal Ball, Nor do we have
the psychic or prognostic ability o% Jean Dixon. As a matter
of fact, most of us have trouble predicting what our wives or
children are going to do next.

But as far as business is concerned, if we study the past,
what's happening right now, we can see trends., It doesn't

take a very astute person to evaluate the technological advances
made in science and engineering in the last 30 years: our space
program, television, surgery on eyes and heart, nuclear power,
And of course we must recognize the advances made in computer
technology as almost unbelievable,

What about the Future? We can expect some amazing progress with
lazers, with atomic power, electronic miniturization, and in the
use of computers,

What about management? Have we made much advancement? Certainly

not comparable to science and engineering, Oh, we are using com-

puters and some other improved office equipment, but there are
S0 many managers operating by habit; by trial and error.

They say there is a trend towards the use of mathematics and
the computer by management,

Future for Management., No question, there will be wider and
expanded use o and CPM and, no doubt, with technical im-
provement, Remember, the primary function of management is
PLANNING and PERT andCPM Forces Planning. That is, both stra-
tegic and operational.

STRATEGIC PLANNING:
A clear definition of objectives
Scope of project defined
Directed dates and authority
Imposed conditions
Laws and legal provisions
Approvals
Financial and Budget Controls
Resource limits and Company Policy

OPERATIONAL PLANNING
What we must do _
Logical sequence of performance
Interrelationships and Dependencies (one task to another)
The things we use: manpower, material, equipment, etec.
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Another thing, there will be more of a common understanding
between those in the financial end (Controllers, -Budget Of=- -
ficers, Boards, those controlling the finances) and those i
doing the project--whether the project would be construction,
sales, tralining,Data Processing, scientific, engineering, or
any of the many new fields.

Each will be able to visually see the CONDITION OF THE PRO-
JECT in terms of:

What has to be done

When and how long

What has been done

What is being done

What has yet to be done

Also, cost to date

In closing, a few years ago I was out at UCLA doing a Resource
Simulation Study on the 1620, I noticed a young fellow in the
corner and assumed that he was the son of one in our GR. He
looked about fifteen. He sat down beside me, I asked, "Waiting
for dad?" "No, waiting to test PROG." This took me by surprise
and I asked, "Prog. 1401?" "No, but 1410." I asked, "how o0ld?"
He said, "twelve years,"

You know, we live in a competitive society and to advance and to
keep ahead of these young students we have to not only have ex-
perience, but to keep abreast of new ideas and techniques, Like
PERT and CPM,
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INTRODUCTION

This paper is a discussion of the Critical Path Method
of scheduling hereafter referred to as CADS now in use by the
Department of Water and Power, City of Los Angeles, for the
scheduling of design, construction, materlal procurement,
equipment maintenance, and preliminary operations of steam plants,
large bulk power substations, Water System projects, and a nuclear
plant.

CADS may be described as an automated method of
scheduling complex projects on digital computers. DMore than
that, it is a logical approach to project scheduling, organization
and planning in detail.
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The various methods of computer scheduling (see
appendix, page Al) presently available have been developed out
of a need for a 1ogicai method to analyze the relationshipn
between thousands of activities which go into large manufacturing

and construction projects.

WHY IS CADS NEEDED?

CADS plays an important role in the Department's design
and construction for several reasons, as follows:

1. In order to supply sufficient detall for the
establishment of target dates for such items as material
procurement, engineering, preparation of drawings, orderly
installation of equipment and so forth, it is necessary to
schedule and coordinate several thousand Jjobs or activities.

2. Since there are over 100 design, construction, and
material procurement groups in a major project team, a standard
scheduling and coordination technique administered by a central
authority 1s required.

3. Because of the vastness of the projects and the
continual need for updating schedules, high sveed scheduling
techniques are required to prevent delays in obtaining vital
information.

L, A method is desired which enables the scheduler or
engineer to pinpoint, in advance and with sufficient scope, the
areas of difficulty and to take corrective action months in
advance instead of after the difficulty has been encountered.
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5. A technique is desired which enables a scheduler

or engineer to describe a project in regard to its many
dependent activities or Jobs, with the required start and finish
dates of the project, and which then automatically adjusts thé
resulting schedule by making time corrections on critical Jobs
to produce a final schedule meeting the original requirements
specified.

6. PFinally, a technique or method is required which
enables the scheduler or engineer to see the effect of a
slippage of any one Job or activity in a project with regard to
the overall project target date.

With regard to the last point above, 1t has been
assumed 1ﬁ the past that there are certain key items or
activities in a large project, such as the placement of a maln
power transformer or the arrival of a turbine spindle, which
- could be used to measure the progress of a project and indicate
project completion date slippage.

.Another assumption in the past was that only the
large or key items in a project need be scheduled and that
everything else would automatically fall in place. Both of
these assumptions are false. The two weeks late arrival of
reinforcing steel for a transformer foundation can delay a project
just as long and can be just as serious a problem as the two
weeks late arrival of the transformer to be installed on the

foundation,
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HOW IS CADS USED IN THE DEPARTMENT?

; The Department's version of CPM scheduling is called
] CADS, CADS, which stands for Construction and Design
Scheduling, has been used in the scheduling and the coordination
of all design, material procurement, construction and testing
activities needed to bulld three large bulk power substations,
Recelving Stations S, P, and T, in the Los Angeles area. Two
of these stations, RS-S and RS-T, are conventional, aboveground
138 KV to 34.5 KV Substations with ultimate capacities of 400 MVA
each, RS-P is a 230 KV to 34.5 KV underground station, (in the
downtown area of Los Angeles) with an initially installed transformer
capacity of 320 MVA., All phases of the projects such as site
selection, engineering, drafting, management approval, material
procurement, construction, testing, and energizing of the stations
are scheduled in detail to answer inquiries and problems of the
following types:

An electrical design engineer needs to know when a
set of detalled structural drawings wlill be ready in ordef to
know when he can start design of an electrical equipment
installation.

A land division officer wonders whether a two weeks
delay in obtalning a parcel of land will be acceptable.

A member of engineering management is considering
whether or not enough time 1s left to request a change in system

design.
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A chief draftsman flooded with a deluge of drafting

jobs must assign the order in which the jobs are to be done.

A specificatlion writer 1s faced with deciding what
delivery date will be satisfactory aponroximately two years from
now.

Noting the tremendous expense today for construction
equipment rental and wages, a project engineer has the problem
of declding the exact day on which to begin construction in
order to meet the project completion time and at the same time
minimize cost., These problems, and many more, can be answered
by CADS.

A typical receiving station schedule for the type of
stations indicated above consists of approximately 2500 jobs or
activities, Portions of a typical receiving station schedule
are shown 1n the aprendix of this paper. These comﬁuter listings
will be explained later,

In conjunction with the scheduling of large receiving
stations, it was necessary to schedule the transmission and
underground englineering and construction of the 1lines and cables
entering the stations.

The other main application of CADS in the Department
has been the scheduling of construction and preliminary oneration
activities of Units 1, 2 and 3 at the Department!s new Haynes
Steam Plant. These units will produce 230 MW each. The
construction of these units not only involves the coordination
and scheduling of the Department's own construction groups, but
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also that of the various contractors responsible for the bollers,
turbines, tank erectibns, and so forth. To date only the
construction and preliminary operation activities have been
scheduled by CADS for the above units.

One of the extra dividends accrued in going to
computer scheduling, and in particular to CADS, was the increased
understanding and knowledge of the detailed activities, with
their interrelationships, required in building a plant. The
benefits from this one point alone have made the program highly
desirable and successful, |

The last major point pertains to the manner in which
the CPM or CADS automated scheduling program was implemented
within the Department. |

The computer program was developed at the suggestion
of several Department senior engineers concerned with the
coordinating and scheduling of large projects. The original
programming group consisted of engineers, having previous plant
design experience and familiar with computers.

In the latter part of 1960, much time was spent in
researching available publications, principally those concerning
the Navy's PERT Program. After analyzing the Department's needs
and the programs then available, it was decided to write an
entirely new program having the input and output features that
the Department required,

The engineers, who wrote the computer orogram,
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prepared, with the help of the Station Design Engineers, the
first recelving station échedulé data., The first steam plant
schedule data were prepared by the preliminary operation,
construction and scheduling engineers because of their greater
familiarity with steam plant construction activities. The

task of originating, organizing, operating and implementing
computer schedules for all projects is now done by the
Department's Design and Construction Division staff englneering
schedulers, who have historically been charged with the
responsibllity for coordinating and scheduling. The original

computer programming group now serves in a consulting capacity.

WHAT CAN CADS DO THAT CONVENTIONAL SCHEDULING TECHNIQUES CANNOT?

As was pointed out above, CADS or CPM can analyze
thousands of detalled activities, as to theilr correct time
relations. Using conventional bar chart techniques, 1t is
physically impossible and impractical to correctly relate
several thousand activities according to calendar dates, to tyve
or print and proof complete schedules for distribution at
regular intervals within a satisfactory period of time, much
less examine the critical and suberitical paths for areas of
possible trouble.

With former conventional techniques, only the major
equlipment and construction activities could be scheduled,
therefore not providing sufficient detail to indicate problem

areas, In addlition, independent schedules for design,
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construction, and materlal procurement were made by Various
subsection schedulers in order to aid their engineering groups.
This resulted in conflicting schedules, each in different
degrees of updating. CADS can update, print, proof, and ready
a complete detailed schedule for distribution in a matter of

minutes after the need for a change has been recognized.

Lastly, CADS, through its automatic rescheduling features,

can adjust a schedule through its ability to find the critical
areas or paths, modify certain time estimates, and recast a
schedule 1lteratively until specific project requirements are

met,

HOW DOES CADS COMMUNICATE OR PORTRAY ITS INFORMATION TO THE

SCHEDULER AND/OR ENGINEER?

The advent of high speed, large storage digital
computers, with the ability to output information at the rate
of 600 lines per minute and with up to 132 characters on a line,
has provided a temptation for programmers to output too much
information for humans to digest. To be certailn, management,
design engineers, clerks, and construction people need detalled
scheduling information because they work with details., It is
the day-to-day decisions, such as which jobs are to be performed
next, how many people are needed on the design staff during the
next year, and can part of a group be rotated to new assignments,
that plague management. With the abllity to provide detailed
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information and while still recognizing the frailty of human

beings in digesting large amounts of data, the specifications
for the CADS output format were devised.

A person reading a schedule is usually concerned with
the details which pertain to his group only. For instance,
the supervisor of a group of electrical draftsmen 1s concerned
with jobs which require electrical drafting and not with the
number of plumbers needed on a pnarticular date. Hence, the
schedule output is divided into summaries according to actual
Department design and construction grouvs. A partial list of
groups in the Department given individual summary printouts
from the CADS schedule may be found in the appendix, nage AlL.
A supervisor is concerned with decisions such as when jobs
assigned to his group should be started and finished, how many
men should be employed on each, which jobs can be started
early, is overtime required, and are the prerequisites to starting
a job avallable (key drawings, engineering calculations, sketches,
and so on). A supervisor therefore needs an individual summary
for his group which contains the above information.

The two typical approaches can be made when examining a
summary schedule. The first type of inquiry might be as follows:

Has a particular job been completed yet?

And the second type:

Which jobs should be started, finished, or active

today?

/07




The first type of inquiry requires an alphabetical
listing of activities by summary, while the second requires a
chronological listing of activities by summary. The CADS
output format includes both types of 1listings for each summary.
‘In addition, it is convenient to have the outpnut format for
each summary in both tabular and graphical forms. The
alphabetical listing of activities is printed in tabular form
and the chronological listing is printed in grapvhical form
(bar chart) for each individual group summary.

In order to discuss the outpuf formats, samples of
which are included in the appendix, it is first necessary to
define the terms activity, related (prerequisite) activity,
critical path, slack time, normal and critical time, and normal
and critical manpower.

An activity can be either a task performed or an elapse
of time. Examples of tasks performed are engineering studies,
drafting, installations, and testing. An example of an elapse
of time is the curing of concrete. Before most activities can
be started, certain’prerequisite activities must be completed
first. These prerequisite activities are known as related

activities. As an example, the curing of a concrete foundation

is the related activity to the activity of placing a transformer
on that foundation. To further illustrate the term related
activity, the placing of the transformer on the foundation is

a related activity to the activity of connecting the transformer

10
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to the station bus work. -

The remaining terms can best be described with the
ald of a diagram., On vage A5 of the appendix a simplified
schedule has been diagrammed (both names and time estimates
aré arbritrary and are intended only to illustrate
terminology and the manner in which CADS schedules). The
diagram shows the relationship of activities to each other with
regard to the sequence in which the activities must be verformed.
A real.time scale is included at the right of the page. On the
side of the page labeled pass 1, the activities TRANSFORMER
FINAL ASSEMBLY and TRANSFORMER WIRING CONNECTION are both shown
as requiring the related activity TRANSFORMER PLACEMENT;
however, since the activity TRANSFORMER FINAI ASSEMBLY requires
more time to perform than the activity TRANSFORMER WIRING

CONNECTION, the related activity TRANSFORMER PLACEMENT must be

‘completed earlier than what is required for the activity

TRANSFORMER WIRING CONNECTION. The time renresented by the
dash line on the diagram is known as slack time. The interval
between having all the related activitiles complete and the
latest possible starting date for an activity is defined as the

slack time of the activity. For the actiVKty TRANSHORMER

WIRING CONNECTION, the slack time referring to the time scale

is one day. A nath is comprised of two or more activities

worked 1n series. The activities TRANSFORMER TEST, TRANSFORMER

FINAL ASSEMBLY, TRANSFORMER PIACEMENT and TRANSFORMER DELIVERY
11
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form a path. Another path is defined by the activities
TRANSFORMER TEST, TRANSFORMER WIRING CONNECTION,_TRANSFORMER
PLACEMENT and TRANSFORMER DELIVERY. It 1s noticed that some

of the same activities occurred in the second‘path as were in

the first path. In the first path there exists no slack time.
The activity TRANSFORMER WIRING CONNECTION has slack time in

the second péth. The criﬁical path is tﬁeylongeét nath in
time and contaihs no slack tiﬁe. Fof the nass 1 diagram, |
the critical path consists of TRANSFORMERNTEST, TRANSFORMER
FINALFASSEMBLY; TRANSFORMER PLACEMENT, TRANSFORMER FOUNDATION
CONCRETE CURE, TRANSFORMER‘FOUNDATION FORM STRIP, TRANSFORMER
FOUNDATION CQNCRETE POUR, and TRANSFORMER FOUNDATION FORM
INSTALLATION. Although the critical path is the longest »ath

in the project, it dictates the shortest time in which the

project may be completed. Only when activities in the critical

path have their time shortened or are worked in parallel rather

than in series can the project time be reduced.

Since in most cases the sequence in which activities

are performed cannot be changed (a concrete foundation must cure

before placing equipment unon it) the common way to shorten a

project is to shorten the allowable time to nerform each activity
in the critical path. This can be accomplished by placing more
manpower on the activity or by working more than one shift ner

day. Activities are therefore given two time estimates, normal

and critical. The normal estimate is givén as the time and

number of men normally allowed to accommlish a given activity.

1?7
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The critical estimate is based unon the time and number of men

required to perform an activity when a project must be
completed in minimum time. For most activities the critiecal
time estimate will be smaller than the’normai estimate, and
the critical number of men estimate iarger than,the normal
estimate. For some activities the normal and critical
estimates will be the same (i.e. concfete cure).

If the left side of page A5 of the aﬂ“endix is again
referred to, a number nair can be observed directly below the
name of each activity. The number on the left side ef‘the |
slash (/) represents the normal days estimate, and the number
on the right the critical days estimate. If the activities
represented by the diagram were}scheduled by CADS usihg normal
estimates, the pass 1 schedule output would appear as shown
on the left side of the page. Should the time required to comwlete
this work be greater than acceptable, CADS would attemﬁt to
reschedule as shown for pass 34 e pass 2 schedule was obtained
by replacing the normal esf//ate with the crwtical estwmate for
each activity appearing in the critical path ofkpass'l, |
(transformer test, final assembly, placement, foundation concrete
cure, form stfie and form installation), and rescheduling. Again

if the pass ? schedule requires too many days to comnlete,'the

‘activities apvearing in the critical path of pass ?, (rack area

backfill, grounding mat installation, and rack afea excavation)
would'have their normal estimates reolaeed with eritical
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estimates by the CADS program. With these changes a hew
schedule 1is output as shown under bass 3, page A6. This
recycling process continues until the schedule is shortened
to an acceptable time or until all the'activities’appéaring
in the critical path obtained in the new'pass were
previously reduced to their critical estimates in an earlier
pass or untll the number of passes equals the 1limit for the
maximum allowable number of passes (which can be set by the
individual scheduling with the CADS program). |

In order to describe some of the output features of
CADS, the following definitions and explanations are made.

Activity Index Number, This is a computer generated

activity identification number, which is unique for each
particular activity. This activity number is assigned when all
activities are sorted, alphamerically by summary, during
processing. The activity index number will normally chahge for
subsequent schedule recasting. It is usually used in 1ocating

a specific activity when the schedule outputs are being |
examined.

File Number., This is an arbitrarily chosen activity

identification number assigned by the scheduler, and is used for
identifying an activity external to the computer. This number
does not change for subsequent schedule recasting and is

therefore useful for activity data modifications.

14

Y



The output features of CADS are:

‘Summary - Activity Table., This table is printed as the

first item in the schedule and 1lists all the summary numbers and
summary names uséd, with the number of activities assigned to each
summary. The heading contains the date at which the schedule is
made, the project name, and the page number, Next, listed in
numerically ascending order are the summary numbers with their
respective summary names and assigned activities (see appendix,

page All).

Critical - Path Table, This table provides a list
of all actiﬁities in the critical path for the specified pass
number., The heading shows the date at which the schedule is
made, the name of the project, the pass and the page number.

Next, a total indicates the number of activities comprising

- the critical path, as well as the number of working days for

the critical path. If the computer generated schedule does not
terminate within the required completion time period, a message
is printed out showing the pass number and the number of working
days by which the schedule "Overshoots" the project completion
date., In addition to the activity name, the index number, fille
number and time estimate are also listed. The critical path
activities are arranged so that activities occurring towards the
beginning of the project are listed first. (See appendix, pages
A12-A13),

If rescheduling occurs, then subsequent critical-path

tables will be printed for each pass.

15
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Alphabetic Schedule, The alphabetic schedule

alphamerically 1ists all activities, with their related activities, VQSD
for each summary. ' The heading includes the date at which the

schedule is made, the name of”the-prdject,'thé'svmmary néﬁe, the

pass number, and the page number. Information included for each
activity'in”thié schedule 1s the activity index number, the |

activity name, the filée number, the‘normal‘time and manpower

estimates, the ¢ritical time and manpower estimates,_thé ébmputed,

if not initially estimated, total man-hour requirements, the slack
time, the start date, and the finish date. Information pertaining

to related activities is indented. Time and manpower estimates

actﬁally used in the schedule are marked with an asterisk. Any

»actiVity previously completed or finished will be indicated by

the word»"CQmpleted"'in the start and finish columns. (See

appendix, pages A14-A16). : @39

Chronological (Bar Chart) Schedule. The graphical

type of sghedule lists activit;es chronologically by starting

date for each summary. The heading includes the date at which

the schedule is made, the name of the project, the summar -

name, and the page number., The maximum period for wh

. ‘scheduling information can bé'provided on ohe;page‘is four months.
In addition to the activity'name,’the activity manpower requirement
and sléck time are also shown. Near the top‘of the page; the
months -and years under consideration are indicated. The neXt two

lines show actual calendar work days. Weekends and holidays are

16 .
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omitted. The first line is the first-digiy,‘or5tegslposition of
the calendar day, and the second line is the second digit or
units position of the calendar day. The "X's" span the timé~_:
interval during which the activity is to be performed. A "C"
occurring on the last calendar day of a page indicates that the
"X" sequence is continued into a subsequent time period. Therefore,
the same activity will occur on another page of the schedule, .
An activity which has been completed will not: appear in the
chronological schedule, \

At the end of the list of a summary containing all.
activities for a specific time interval, usually four months,
a "total manpower requirements" chart is printed. The values
indicate the total number of men required by the group represented
in the summary, for any particular date during the interval.
The first, second, and third lines indicate the hundreds, tens,
and units positions, respectively, of the’manpower(value.
(See appendix, pages Al7-A18).
HOW DOES THE SCHEDULER AND/OR ENGINEER DESCRIBE THE PROJECT TO

THE CADS SYSTEM?

The schematic approach (arrow diagramming) for
collecting schedule data for the CADS program was avolded because
of the difficultlies in showing the sequence relationships
between activities, and because of theylimited number of
activities which can be shown on a single sﬁeet of paper.

The}collection of data for a project schedule is

17
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begun by examining the finished product ahd asking the
questions: Which components make up the finished product,
and what 1s the last activity performed on each of these
coﬁponentsybefbre they are declared complete? '

This initial 1list of activities is called the end-
‘of-project activity 1list., It is not necessary to include in
this list any activity which is a prerequisite to any other

activity.
Each end-of-project activity is then examined to

determine its immediate prerequisite activities. Then the

immediate prerequisite activities to thé activities preceding
the end-of-project activities are sought, etec. The activities

which must immedlately precede an activity are called that
activity's related activities.

The order of performance of activities (starting
with a particular end-of-project activity) for most
installations 1s as shown below, Indented activitles are
related (immediate prerequisites) to the non-indented
activity directly above,

COMPONENT TEST
COMPONENT INSTALLATION

COMPONENT INSTALLATION .
COMPONENT MATERIAL DELIVERY
COMPONENT INSTALLATION DRAWING REVIEW BY
CONSTRUCTION '
COMPONENT AREA PREPARATION

COMPONENT MATERIAL DELIVERY
'COMPONENT BID AWARD TO DELIVERY TIME

18
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COMPONENT BID AWARD TO DELIVERY TIME
COMPONENT AWARD OF CONTRACT, APPROVAL

COMPONENT AWARD OF CONTRACT, APPROVAL
COMPONENT BID EVALUATIONS

COMPONENT BID EVALUATIONS }
COMPONENT BID ADVERTISEMENT TIME

COMPONENT BID ADVERTISEMENT TIME
COMPONENT SPECIFICATION APPROVAL

COMPONENT SPECIFICATION APPROVAL
COMPONENT SPECIFICATION PREPARATION

COMPONENT SPECIFICATION PREPARATION
(The prerequisite of preparing any specification
i1s generally the engineering of some key
drawing (i.e., one line wiring, design
equipment, or structural stee13 and/or the
preparation of an authorization.)

COMPONENT INSTALLATION DRAWING REVIEW BY
CONSTRUCTION
COMPONENT INSTALLATION DRAWING APPROVAL

COMPONENT INSTALLATION DRAWING APPROVAL
COMPONENT INSTALLATION DRAWING REVIEW BY DESIGN
ENGINEERING

COMPONENT INSTALLATION DRAWING REVIEW BY DESIGN
ENGINEERING
COMPONENT INSTALLATION DRAWING DRAFTING CHECK

COMPONENT INSTALLATION DRAWING DRAFTING CHECK
COMPONENT INSTALLATION DRAFTING

COMPONENT INSTALLATION DRAFTING
- COMPONENT INSTALLATION DESIGN ENGINEERING

COMPONENT INSTALLATION DESIGN ENGINEERING
(The prerequisite of engineering varies. It can
be one or all of the following: authorization
prepared, other engineering complete, other
drawings prepared, and manufacturer's drawing
prepared,

COMPONENT AREA PREPARATION
(e.g. installation of equipment board, erection
of a building, concrete cure, etc.)

19
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The collection of data as shown in the above section
for a project schedule is accomplished by describing in order @:w
starting with the end-of-project activities, step by step, the
activitles necessary for the cthtruction of a project. Once
the construction phase of the data collection has been’completed
far enough to require thé delivery of material or drawings,
the steps for material procurement and obtaining drawings are
almost always the same for each item in most organizations.

After fhe data breakdown has‘been declided, time
estimates are given to each activity. The time estimate 1is
based on how long 1t will take to complete a given activity
if all of its related (or prerequisite) activities are completed
first. The time estimate can be given in working days with the
manpower (number of men) estimate optional or as a total man-
hour estimate with the manpower estimate required. If an qﬁw
activity has previously been completed, that information can
also be eﬁtered.

The above data collection method‘is based on the
following hypotheses: A group or‘person’charged with the
responsibility for performing a given activity (particularly
if the‘activity is similar to 6ne'performed previously) can
reasonably answer at least two questions about the activity.
First, what is needed (related or prerequisite activity list)
before the activity can be started? Second, 1if everything
that is needed to start the activity is available, how long

20
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will it take to perform the activity?

Once each activity making up the project has been defined

(given a time estimate and a related activity list) and
keypunched on IBM cards, the scheduler only needs to specify the
starting date (normally today) and the target date for the
project. This information, together with the project title,
summary names (all on IBM cards) and the CADS program are all
that is necessary for running the program on the IBM 1620
computer and obtaining a schedule.

Some of the characteristics of the CADS program are as
follows:

If an activity is not listed as a related activity to
any other activity, it will become an end-of-project activity
and have a completion date equal to that of the completion date
of the entire project.

If an activity 1s listed as a related activity of
several other activities, its completion date will precede the
starting date of the earliest starting activity requiring it as
a related activity.

Every related activity must appear as a defined
activity.

CADS places the begin date of all activities as close
to the end-of-project date as possible within the limits set by

the actilvity time estimates and their prerequisites.

In the process of collecting data for a project schedule,

one might wonder how fine of a data breakdown i1s necessary. The

21
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answer to this question is that the detailed breakdown of data
should be made fine enough to allow time estimates to be made
without having to estimate dead time for each activity. Dead
time as referred to here means the time wasted on an activity,
stopped because of lack of information and/br material
necessary to complete the activity. If the input data is
collected in sufficlent detail, each activity's related
(prerequisite) activities are scheduled to be completed before
the activity requiring them i1s scheduled‘to be started. Thus,
assuming reasonably accurate data and an adherence to schedule
dates, the situatlion where an activity could have been completed
earlier had it only been known that it was needed by a certain
date can be prevented.

Again, as a defense agalnst the argument that too
much data Just confuses the schedule and makes 1t impossible
to follow, it must be pointed out that the individual groups
performing the activities are given individual summary schedules
containing only the activities assigned to their particular
group and not the entire schedule output. Furthermore, once
the data collected for a project schedule has been. thoroughly
checked out and the target date established, it is not necessary
for management to try to follow the entire schedule output.

Management, in order to keep watch over a project,
needs to know whether or not the schedule is being adhered to.

Schedulers and coordinators also need thils information in order

22




to know if a schedule needs to be updated. This can be

accomplished by having the schedulers collect periodically
(i.e., monthly) from the individual groups the progress of all
activities completed, active or started during the month. The
number of activitles completed, active or started during the
month is very small. The number of these activities which are
not progressing according to the schedule is even smaller,
Therefore, with an efféctive reporting system, management needs
only to be concerned with a few aétivities during any month,
To further simplify the problem when one or more
activitiles deviate\ggfreciably from the schedule, the updated
data can be automatically rescheduled by the CADS program in a
matter of minutes. The. CADS program adjusts the schedule
through .its ability to find the critical path, modify the
critical path activity time estimates, and recast a schedule
iteratively until ﬁge project is brought back to the original
target date. The steps taken by the program to adjust the

~schedule are printed out in concise form., CADS updates prints,

proofs and readlies the complete, detailed schedule for

distribution automatically.

WHAT ARE THE SUPPORTING SYSTEMS AND ERROR CHECKING FEATURES

OF THE SYSTEM?

Since the Department has an IBM 1620 computer, several
programs have been written for the machine which provide a

convenlent method for CADS data preparation and checking. One
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program of this type can generate prerequisite activities in
a sequence for input to the CADS program when given certain
Specific activities whose sequence or trace is a known or
fixed procedure in the Department. Three“commonly used
sequénces are drawing, specification, and bill of material
preparation. Given an equipment delivery because of formal bidv
~or bill of material requisition, or a drawing delivery, this
program will generate activities in the proper sequence down
to and including engineering. Other programs can delete,
change, or 1list specific cards in a CADS data file., 1In order
to provide a rapid method for producing data for similar
projects programs have been written which will réproduce and
renumber CADS input data files. |
A 1620 program is also availlable which will generate
block diagrams of the projeqt showing the activity relationships.
This program uses the CADS input data to generate these diagrams.
Some error checking features have been developed in
the CADS computer program in order to facilitate data debugging.
One feature provides a check on activities which have either
not been defined or have been improperly defined. When this
occurs, a message "Found no J num for----—--eeemcemcea- ", is
printedvout. Another common error is feedback. Feedback 1is
an improperly defined relationship between two or more activities,

When thils occurs two or more activities are prerequisites of
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each other, eilther directly or indirectly. Feedback 1s noted

when a list of affected activitles is printed out with no
subsequent schedule informatibng A sub-program has been
written which will handle the feedback-affected activities and
produce a list of activities show;ng the paths which are
directly involved in the féedback, As can be seen, these
features provide means by which data handling and correction

can be reduced to a minimum,

EDUCATION REQUIREMENTS FOR IMPLEMENTING CADS

The problem in securing and training personnel to
implement an automated scheduling program deserves comment.

As was stated above, the original programming and schedule
preparation was carried out by special studies engineers
familiar with computers, but the staff scheduling engineers
who now run the system had little or no knowledge of computers.
The engineering scheduling personnel have been sent to short
computer orientation and training sessions to acquire basic
operating knowledge. In addition, good success has been
obtained from brief tralning periods of clerical help in a
step-by~-step process over a period of months., In the operation
of any computing system, the main key to success is finding
interested, careful personnel.

Since the special studies group provides consulting
service when difficult or unusual circumstances afe encountered,
little knowledge is requifed by the schedulers concerning the
operating characteristics of the IBM 1620 which is used for
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the major portion of the Department's automated scheduling program.
EQUIPMENT

A typicai 1500 activity CADS schedule requires about
two hours Qf IBM 1620 time., In addition to the IBM 1620,
another computer, the IBM 1401, is used for report writing.
These two machlnes are avallable within the Department. Also,
the Department has a well-equipped card tabulating section,
which provides services for reproducing,_sorting, collating, and
other preliminary card handling procedures for CADS.

FUTURE |

Planned modifications and additions for the CADS

system are as follows:

~ 1., 'The inclusion of job or activity cost data with
the aim of devel&ping a program which would schedule a project
for a minimum overall cost.

2. The establishment of an automated division-wide
manpower allocation system for scheduling of major projects
simultaneously.

3. The inclusion of features for special job progress

reports, to be provided for management use.

CONCLUSIONS

The Department has applied an automated scheduling
system to the task of scheduling and coordinating the design/

and construction of several large substations and to the tagk
: , y

!
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of scheduling and coordinating the construction and preliminary

operations of several large steam generating units currently
under construction. This scheduling system has been operating
successfully since the early part of 1961 and is now an

integral part of the Design and Construction Division's operations.
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SUMMARY NUMBER
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26
28
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57
58
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. PROJECT MATERIAL O€LIVERY =
 CONTRACT WORK
 CONCRETE PLACEMENT
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EXCAVATION & GRADING
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 NONSENSE
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PIPING INSTALLATION
MECHANICAL INSTRUMENT INSTL
STEEL FABRICATION £ ERECTION
START-UP OPERATIONS

NUCLEAR CONTRACT WORK
NUCLERADIOLOGICAL TNSTR INSTL
NUCLEAR START-UP OPERATIONS
NUCLEAR PROJECT MATERIAL OLVRY

NUCLEAR FUEL DELIVERY
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116
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28
13
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CADS MARK I1 SCHEDULE FOR MALIBU NUCLEAR UNITY 1 , , PASS 1 PAGE " 1
CRITICAL PATH
- 35 ACTIVITIES COMPRISE THE CRITICAL PATH TOTALING 1395 WORKING DAYS
PASS NO. 1 SCHEDULE OVERSHOOTS DESIRED PROJECT COMPLETION DATE 8Y 14 WORKING DAYS
INDEX NO. ACTIVITY NAME FILE NO«  DAYS
463 AEC PUBLIC HEARING RECONVENES 570044 15
346 TINE SPACER,CP EFF TO PUB HRNG 510045 104
486 CONSTRUCTION PERMIT EFFECTIVE 570046 1

604 SIGN WEST CONTRACT FOR SEW ENG 570039 1
464 AUTHORIZE TITLE 1 ENGINEERING 570040 66
585 S&W CONTAIN STRUCTURE DESIGN 570041 88
470 DBL LINERSBID TO PURCHASE OROR 570042 66
4«69 DBL LINER PLATE FABRICATION 510043 132
576 RX CONTA STRUC FOUN MAT IN 570001 44
540 REACCONTASTRU B80T DBL LINER IN 570003 55
665 REACCONTA BOT LINER FREON TEST $70004 L]
543 REACONTAVR TOBLLNREPOPCRNCONCIN 570011 66
552 REACT CONTA INTERIORCONC PHBIN 570013 52
569 REACTOR CRANE IN 660011| 11

539 REACCUNTADMEDBLLNREPOPCRNCONIN 5310014 198

667 REACT CONTA FREON TEST 570015 {1
545 REACT AUX SYS €Q & PPG PHA IN 520002 154
666 REACT CONTA AIR TEST 570032 11
519 RC PPG HANGERS LOOPA PHB IN 580018 33
531 RCPPGFITEWELDEPRECLEANLOOPAPHS 580015 33
524 RCP MTR LOOP A IN $00007 &
514 RC PPG COLD SPRINGEFINAL WELD 500004 55
664 RC SYSTEM FILL & COLD FLUSH 500053 ()
663 RC SYS INITIAL HYDRO TEST 500054 6
623 THERM INSULA FIELD JOINTS IN © 500003 6

658 NUCL SYSTEMS HOT FUNCY TESTING 650003 22




0,{ /

JUL 1y 1965

ey

INOEX NO. ..
668

488
515

KL

ACTIVITY NAME.

_ REMOVE R¥ HD CLEAN € FLUSH SY$

_CORE LOADING & ASSEMBLY
RV TQP INTERNALS IN

650 CONTROL ROD TESTING ]

654 INITIAL CRITICALE O PHRTESTING

442 STEAM LINES STEAM BLOM

329 TIME SPACER .

652  PWR GENERATION TESTING 10-1000
c

RV HO IN 2 & FINAL HYORQ TEST

660007
660008

680010
650002

2000564
200102

650001

6e0009

| CADS MARK 11 SCHEOULE FOR MALIBG NUCLEAR UNIT 1
_ FIUE NO.
660006

DAYS

6
s

11

&

19
5.

14
93

u.

PASS

1

PAGE 2
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JUL 1, 1965 CADS MARK II SCHEDULE FOR MALIBU NUCLEAR UNIT 1 PASS 1 PAGE 28.004 |1
ELECTRICAL INSTALLATION _ .,“,.“._._
|
OPREREQUISETE ACTIVITIES ARE INDENTEDm neINDICATES ESTIMATE USEDD o N
INDEX NO. ACTIVITY NAME FILE NOQ. NORMAL CRITICAL  TOTAL  DAYS START DATE  FINISH DATE 11
DAYS MEN UAYS MEN MANHRS SLACK ¥
252 ISOLATED PH 22KV BUS SUPPORTIN 040030 10¢ o 10 0 0 0 22 MAY 1970 4 JUN 1970 ‘
68 ISOLATED PH 22KV BUS SUPPORTOL 040031
253 ISOLATED PHMASE 22KV BUS IN 040028 66w Oe 66 0 0 0 5 JUN 1970 4 SEP 1970 i
69 ISOLATED PHASE 22KV BUS DL 040029 -
252 ISGLATED PH 22KV BUS SUPPORTIN 040030
; i
254 LUBE OIL PMP MTR CNDSWIR IN 040238 10s 4o 9 4 320 0 29 JUL 1970 11 AUG 1970
160 LUBE OIL PMPERESERVOIR INSTL 180007 )
{
255 MTR HTR DISTR EQUIP 'INEWIR 040137 22e Oa 22 0 0 0 29 JUL 1970 27 AUG 1970
188 NUCSERVICELCONTROL HOUSE CONST 010199 L
76 MTR HTR DISTR PNL OL 040138
77 MTR HTR RELAY CABINET oL 040139
78 MTR HTR RELAYS DL 040140 “’
79 MTR HTR SUPPLY TRANSF DL 060141 1'
256 NSC BLDG CABLE RISER IN " 040056 10e Oe 10 0 0 0 14 AUG 1969 27 AUG 1969 i
185 NUCSERVICEECONTROL HOUSE CONST 010199
80 NSC BLDG CABLE RISER MATL DL 060057
257 NSC BLOG CABLE TRAY SYS IN 0640050 330 Os 33 0 0 0 14 JUL 1969 27 AUG 1969 |
185 NUCSERVICEECONTROL HOUSE CONST 010199
81 NSC BLDG CABLE TRAY DL 040051 B
f
> 258 NSC 8L0G GRD GRIDEELEC TRODE IN 040064 Sa Ou 5 0 o 0 23 SEP 1968 27 SEP 1968
e 184 NSC BLDG CABLE VAULT IN 010200
82 NSC BLDG GRD GRIDEELECTRODE DL 040045
259 NSC 8LDG LIGHTING CONDUIT IN 040046 10+ Oe 10 (i} 0 0 21 JuL 1969 1 AUG 1969
185 NUCSERVICELCONTRAL HOUSE CONST 010199 'i
83 NSC 8LDG LIGHTING CONDUIT DL 040047
260 NSC BLOG LIGHTING INEWIR 040048 22+« O« 22 0 0 0 4 AUG 1969 3 SEP 1969 i
259 NSC BLOG LIGHTING CONDUIT IN 040046
a4 NSC BLOG LIGHTING EQUIP OL 040049 ]
]
261 NSC BLOG TERM RM CABLE TRAY IN 040054 22+ Oe 22 0 0 0 4 AUG 1969 3 SEP 1969
185 NUCSERVICEECONTROL HOUSE CONST 010199 : '
85 NSC 6LDG TERM RM CABLE TRAY DL 040055 0
262 NSC BLDG TEST CIRC PLEEQINEWIR 040060 33e O 33 0 0 0 14 JUL 1970 27 AUG 1970 i
185 NUCSERVICEECONTROL HOUSE CONST 010199 7
86 NSC BLDG TEST CIRC PLEEQ DL 040061
263 NST 8LOG VAULT CABLE TRAY SYIN 040052 22e 0% 22 0 0 0 27 JAN 1970 26 FEB 1970 i
185 NUCSERV ICECCONTROL HOUSE CONST 010199
184 NSC BLDG CABLE VAULT IN 010200 '
87 NSC BLDG VAULT CABLE TRAY OL 040053 v
264 NSC CABLE TERMINAL EQ INEWIR 0640064 22 i 22 0 0 0 27 JAN 1970 26 FEB 1970 4"
185 NUCSERVICELCONTROL HOUSE CONST 010199
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JUL 1l 1965 CADS MARK Il SCHEDULE FOR MALIBYU NUCLEAR UNIT 1 PASS 1 PAGE 28.005 | !
 ELECTRICAL INSTALLATION t‘
|
OPRERBQUISEITE ACTIVITIES ARE INDENTEDR OsINDICATES ESFIMATE USEDW l
AINREX NG, ACTIVITY NAME FILE NO. NORNAL CRITICAL  TOTAL  DAYS START DATE FINISH DATE '|
, DAYS MEN  0AYS  MEN MANHRS SLACK
a8 NSC CABLE TERMINAL EQ OL 040065 fu
1
265 QFFICECGUARD BLOG LIGHT CON IN 040208 15 O« 15 o 0 (] 20 FEB 1969 12 MAR 1969
91 OFFICEGGUARD BLDG LIGHT CON OL 040209
164 OFF BLOGGGUARD HOUSE CONST 020030 )
266 OFF(CEGGUARD BLDG LIGHTY INGMWIR 040210 44 L] 44 o 0 a 13 MAR 1969 13 MAY 1969 '5
265 OFF IGEGGUARD BLOG LEGHT CON (N 040208 !
92 OFF ICEGGUARD BLDG LIGHT EQ OL 040211 v )
R67 PAEWDR UTILITY SERVICE FA IN 580022 15+ 0« 15 ] ] 952 23 APR 1969 13 MAY 1969 |
268 PRESSURIZER HTR £A CTLEPWR WIR 040199 100 0s 10 ¢ 0 o 27 FEB 197C 12 MAR 1970
263 NSC BLDG VAULT CABLE TRAY SYIN 040052 i
261 NSC BLDG TERM RM CABLE TRAY IN 040054 [
256 NSC BLDG CABLE RISER IN 040056
217 CABLE TUNNEL CABLE TRAY IN 040058 i
264 NSC OABLE TERMINAL EQ INEWIR 040064 ’ '
509 PRESSURIZER 1IN 500058 B
. f
269 PRIMARYCONTA ELEC SERV FA IN 570034 1e os 1 0 ] 1114 12 MAR 1970 12 MAR 1970 |
= 270 PWR CONTROL RELIEF VALVE INGWI 040172 10e (2 10 0 0 ] 14 AUG 197C 27 AUG 1970 \
& 93 PWR CONTROL RELIEF VALVE EQ OL 040173 3
271 REACT COOL PP1A FA CTLEPWR WIR 040181 10+ oe 10 ¢ ] 0 27 FEB 1970 12 MAR 1970 i
263 NSC BLDG VAULT CABLE TRAY SYIN 040052
261 NSC BLDG TERM RM CABLE TRAY IN 040054
256 NSC BLDG CABLE RISER IN 040056 {
217 CABLE TUNNEL CABLE TRAY IN 040058 B'
264 NSC CABLE TERMINAL EQ INEWIR 040064 i
524 - RCP MTR LOOP A IN 500007 {
212 REACT COOL PP18 FA CTLEPWR WIR 040182 10w L 10 e ] 187 27 FEB 1970 12 MAR 1970 ] -
525 RCP MTR LOGOP B IN 500045 . ¢
273 REACT COOL PPLC FA CTLEPWR WIR 040183 10+ o 10 0 0 155 27 FEB 1970 12 MAR 197C
526 RCP MTR LOOP C IN $00034 (
274 REACT COOL PP10 FA CTLEPWR WIR 040184 10« O» 10 0 0 17 27 FEB 1970 12 MAR 1970 »
s27 RCP MTR LOOP D IN 500024 1y
215 SAFETYINJ PP MTRLA CTLEPWR WIR 040189 10+ 0+ 10. ] o 36 4 MAY 1970 15 MAY 1970 d
586 SAFETY INJECTION PMP 1A INSTL 530001 {
276 SAFETYINJ PP MTR1B CTLEPWR WIR 040190 10% O 10 36 4 MAY. 1970 15 MAY 1970 '
587 SAFETY INJECTION PMP 18 INSTL 530002 (
217 SAFETYINJ PP MTRIC CTLEPWR WIR 040191 10e Oa 10 36 4 MAY 1970 15 MAY 197C jﬁ
508 SAFETY INJECTION PMP 1IC INSTL 530003 . ' {
2178 SHOPEWREHSE B LIGHT CONDUIT IN 040204 22» ow 22 0 17 APR 1969 16 MAY 1969 !
411 SHOPEWREHSE SUPERSTRUCTURE IN 020006 : l {
L
K
T
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JUL 1o 1968 CADS MARK Tl SCHEDULE FUR MALIBU NUCLEAR UNIT 1 PASS 1 PAGE  28.006
i _ELECTRICAL INSTALLATION
_ UPREREQUISITE ACTIVITIES ARE INOENTEOm =~~~ OsINDICATES ESTIMAZE USEOm

INDEX NG« ACTIVITY NAME FILE NO. NORMAL CRITICAL  TOTAL  DAYS START OATE  FINISH DATE
“ L e DAYS  MEN DAYS MEN MANHRS SLACK o e
~ 200 SHOPGWHEHSE B LIGHT CONDUIT OL 040205 , S
279 SHOPEWRENSE BLOG LIGHT INEWIR 040206 33« 0 33 0 0 0 19 MAY 1969 3 JuL 1969
T 278 T SHOPCUREHSE B L IGHT CONDUIT TN - Cosozes oo M. 00 19 may L) :
101 _ SHOPEWHEHSE BLDG LIGHT EQ DL 040207 v - _ ,
280 STATOR COOLING SYSTEM INGWIR 040015 33+ 0« 33 0 0 0 22 JUL 1970 & SEP 1970
108 * STATOR COOLING SYS EQUIP OL - 040016 '
281 °  STEAM TEMP INSTRECUNTROL ‘INEWI =~ 040170 TTTUake DT &% 00 194 11 JUN 1570 11 AUG 1970
08 STEAM TEMP INSTRGCONTROL €Q OL 040171 i
282 TURE INSTR WIR-TURS TERWCAB IN 040239 300 4 27 4 960 0 17 JuL 1970 27 AUG 1970
au TURE INSTR WIR=TURB TERMCAB OL 040240
178 TURE TERMINAL CAB INSTL . 1e0018 v . o
203 TURE INSTRUNENTECONTROL INGWIR 040004 44 Oe  4s 0 ) ) 29 JUN 1970 27 AUG 1970
112 TURE INSTRUMENTECONTROL EQ DL 040005 T N o e e
264 TURB-GEN CABLE TRAY SYS IN 040060 68 o8 66 0 0 0 26 MAY 1969 27 AUG 1969
192 TURBPLT ELEV 35 CONC DECK IN 010113
118 TURB-GEN CABLE TRAY DL 040041
285 TURBGEN GRD GRIDSELECTRODE IN 040042 3¢ 0¢ 33 0 a 0 25 JUL 1968 10 SEP 19&8°
> 119 TURBGEN GRO GRTDEELECTRODE DL 040043 ,
=y ‘
286" TURBINE REGULATING CAB INGWIR 040021 22¢ o0« 22 0 ] ! 20 JUL 197C 18 AUG 1970
62 GENERATOR MAJOR PARTS OL - 040001
297 TURBPLT BLOG LIGHT CONDUIT IN 040036 5+ 0 78 0 0 0 22 JAN 1970 7 MAY 1970
121 TUREPLT BLBG LIGHT CONOUIT OL 040037 :
414 TURBPLT SUPERSTR WALLSEROBF IN 180039
208 TURBPLT 8LDG LIGHTING INEWIR 040038 180+ 0« 180 0 0 0 8 MAY 1970 22 JAN IST1
287 TURBPLT BLOG LIGHT CONDUIT IN 040036
122 TURBPLT 8LOG LTGHT EQUIP DL 040039
289 TURBPLT GROGRID IN 040222 15«  0e 15 0 0 ] 15 FEB 1968 7 MAR 1968
355 TURBPLT EX UNWATERING SYS IN 000006
125 TURBPLYT GROGRIG DL 040225
290 YARD CONOUITEMANHOLE SYSTEM IN 040214 792% 0« 792 0 o 0 31 MAY 1967 15 JUL 1970
130 YARD CONDUIT DUCT MATL DL 040215
291 120V INSTR SUPPLY PLEEQ INEWIR 040134 22« o0 22 0 0 0 8 JAN 1970 6 FEB 1970
165 NUCSERVICESCONTROL HOUSE CONST 010199
131 120V INSTR SUPPLY PLGEQ OL 040135
122 120V INSTRSUPAUTOTRANSFERSH DL 040136
262 125V DC BATT CHARGER 1A INGWIR 040147 3¢ 0s 3 o 0 0 2 FEB 1976 4 FEB 1970
185 NUGSERVICEGCONTROL HOUSE CONST 010199

133 125V DC BATT CHARGER 1AE18 DL 040149
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U 1e 1968

ACTIVITY
N

TURB~GEN CABLE TRAY SY§ IN
SHOPEWREHSE BLOG LIGRY INSWIR

F4.5KV UG SHRK B CONETRUCTION

YARD CONOUITEMANHOLE SYSTEM IN
230KV SWAK CUNSTRUCTIOR

34,5V SWRK A CONSTRUCYION
QABLE TUNNEL CABLE TRAY IN
NSC 8LOG CABLE TRAY SY§ IN

'NSC 8LOG LIGHTING CONOWIT IN

CONTROLREBCH LUMINGUS CEILINEW!
ORY TYPE LIGHTEINSTR TR INGWIR
NSC BLOG LIGHTING INEWIR

NSC 8LDC TERM RM CABLE TRAY IN
NSC €LDG CABLE RISER IN

480V LIGHT OISTR BO INGWIR

4KV SWITCHGEAR LA INEWIR

4KV SWITCHGEAR 18 INEWIR

4KV SWITCHGEAR IC INGWIR

AKV SWETCHGEAR 10 INEWIR

CONTROL 6CARD INEWIRING

EWP FOUND GRDGRID OL

FEEDWATER PMPS GROGR1D IN

CHEM FEED INSTRECONTR EQ INEW!
TOTAL NANPOWER REQUIREMENTS

O

- CADS MARK II SCHEQULE FUR MALIBU NUCLEAR UNIT 1 PAGE 28.008
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CRITICAL PATH METHOD/COSTING/GRAPHIC PLOT SYSTEM
The System

A unique computer-generated network diagram plot will be utilized to show the
logic and interdependency of all scheduled jobs and their associated resources.
(See Exhibit B and Exhibit F). The network diagram consists of each job labeled,
time-scaled and dated for quick reference, providing an excellent base for cost
and manpower planning, optimization and control.

Essentially, the system consists of four major subprograms:

1. A subprogram to generate a schedule based on a precise diagram-
matic representation of a project. The diagramming is a simpli-
fied modification of the arrow and precedence network techniques.

2. A subprogram to evaluafe available resources (labor, money,
materials, etc.) against the above schedule. This process will
partially optimize and revise the Critical Path previously calcu-
lated. -

3. A subprogram to automatically interpret and output graphically in
time scaled form, all elements of a project. The plotting is per-
formed on an X-Y plotter controlled by computer programming.
The end result, is a graphic document which can be used with
little or no supplemental tabulations to evaluate progress, task
inter-relationships, etc.

4. A fourth and optional subprogram is the job costing. This program
was designed to allow for flexibility in cost coding and made part
of a disk monitored system. Once the unique accounting function
codes for a client are reduced to card records, large blocks of data
may be easily processed. Detail of the generated reports can also

be designed to meet the requirements of different management levels. ‘

(See Exhibit H for a typical client oriented variance report).

The System's Detailed Components

Time-scaling of the project schedule results in benefit to the planners and makes
the schedule represented by the plot more easily visualized, so that it is more
usable at all levels. The plot pictorially represents the complex interaction of
each scheduled job and its required resources; i.e., skill and quantity of man-
power, type and quantity of equipment or material. The plots eliminate the nor-

mal costly hunting through tabulations to find the effect of changes in the schedule.

The effect due to schedule changes are readily seen, since jobs are '"chained" in
a logical sequence, determined by precedence. This technique provides the de-
sired information in a form that the men working at the job site can understand
and use easily and effectively. Updatmg and revisions are exped1t1ously pro-
cessed with the system.
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The network diagram plots (See Exhibit F) are supplemented with computer-
generated detailed tabular information sorted in the desired sequences, (See
‘Exhibit D) including the following for each job:

Job Number

Activity Description
Node Identification
Time Estimate

Early Start Date

Early Finish Date
Late Start Date :
Late Finish Date

Free Float Time

Total Float Time
Estimated Cost
Resource Codes and Quantities
Critical Path Indicator

The resources required plots (See Exhibit G) are also supplemented with com-
puter-generated detailed tabular information, (See Exhibit E) and include the

following:

Project Time each job or activity starts

Job Number

Description

Time Estimate

Start and Finish Times

Float Time

Cost

Quantity of Resource Available (Men, Machines, Material)
Quantity of Resource Required for particular job

Cumulative Quantity of Resource being utilized at any point in time
Message if and when Resource Requirements exceed that available
Items on the Critical Path are indicated

The System's Advantages

Planning and scheduling using CPM/COST/PLOT offers the following advantages:

10

Portrays graphically the work to be done in a manner which easily
reveals the relationships between its separate parts. Also, it
provides an easy means of communication between all functions of
a business, such as estimating, purchasing, receiving, scheduling
and construction. ‘

For each job or activity, limits on the range of possible start dates

gives the planner information for coordinating specific phases of
the job with sub-contractors and material suppliers.
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11.

Reveals whether or not delays in doing specific activities will influence

total job time.

Pinpoint the portions of the job that should be examined by the planner
if he needs to reduce the expected job time. This is usually a sub-
stantial portion of the total number of activities and a total re-exam-
ination of the job is necessary. The graphical resource evaluation
technique greatly treduces this time consuming phase of analysis.

Reveal to the planner instances where activities to be performed at
the same time are in conflict or require the same resources. This
type of situation may lead to replanning portions of the project.

Because the syétem is sufficiently flexible, the problem of relating
project accounting functions to progress has been greatly simplified.

Allows scheduling and planning to be done in two distinct phases.
This avoids duplication of effort and allows a more coherent approach
to the problem.

By having an easy way to describe the job, (utilizing the computer-
generated time-scaled network plot) examination of alternate methods

‘and their impact on the total job has resulted in large savings in many

instances.

No restriction on the number of jobs or activities that are to be
scheduled.

Any number of starting or ending jobs can be simultaneously indicated.

The system is not restricted to just one starting and ending node like
other CPM Programs.

Jobs are identified by Job Number rather than Node Numbers. If a
job is rescheduled, the Node Number may change; whereas, the Job
Number will remain the same. This will provide for easy following
of all scheduled jobs, regardless of schedule changes.
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NETWORK DIAGRAMMING

The Omnimetrics CPM/COST/PLOT System has been designed to handle
all three variations of network diagramming:

© REBUILD SIDEWALK _DUMMY
@ CAST RETAING ® 1
EXCAVATE . WALLS ) -ERECT SIGNS :
DUMMY ®_I?-9I‘-’I-M-Y- -~
(&)

' i b e
® ® . ‘ N
PROCURE PILES @ DRIVE PILES 7 _.CAST FOOTINGS (8 )

Conventional Arrow Diagram

O—&
v .

-
©

Precedence Diagram

Modified Arrow Diagram
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SAMPLE OF NETWORK PLAN FOR

Paint Certificate & Sompﬁ/‘\ Govt. Approve

Procure & Deliver

BOOSTER PUMP STATION

Bl U7 Gl Y &
Electr Materials _/"5\ Govt. Approve 15 Procure & Deliver
| Lights, [S[Panels, etc. 2/ L5 O/ of .
‘ Plumbing Materials _,/'2\ Govt. Approve —(13 Procure & Deliver
: Pump, | 5] Controls, etc. N2/~ [H] "/ LSJ
5l 20 24aD 24D ‘
@] Prefab Metal Bldg. () Govt. Approve o Procure & Deliver
Details |4] N\ u NS {9 28
S -~ 2z qum s
Conc. Marls. & Mix Design Govt. Approv -Complete Piping ump
T () =(22
~ LsJ A°¢~ ZAr AER
: ZAD  JCA BLA 1€A 2LA FeA 2+A4 2 em 240 3R install Rooking \lnstall Lights
\)] Grade SitMeﬂch Footings —7 Form & Place /e\ Cure " Erect. Str. Stl. —0 Siding & Panels
< Iy Oyu opaemO B WG W]
S 2P LA
a Cut & Stub-up
m’ Pipe |3] Main m
LEGEND
Activity
Description

Set Pump @
] “~Event No

Time Estimate~

AD = Administration
- ER = Erector

EL = Electrician

PL = Plumber

CA = Carpenter

LA = Laborer

PA = Painter

tEL {:0
S L
A";': Pt et
o ad&n

nspect.
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Date 8.1-65

CRITICAL PATH/COSTING/GRAPHIC PLOT SYSTEM
Project : . .

INPUT FORM

_BY Qmnimetrics

Time ) -
J |EST JOB DESCRIPTION

N
aralldl
pC

g Est. | Code/ | Code/| Code/| Code/ | Code/[SRT/|JOP | &

Cost Qnt. Qnt. Qnt. Qnt. Qnt. [Cost | No. \8
Code a

on-

19 . SUBMI PAINT CERT + SAMPLES

is] - s|lsuBMIT ELECT MATLS

SISUBMIT PLBG MATLS

b e

4SUBMIT PRE-FAB MET BLDGS D

SISUBMIT CONC MATIS + MIX DES

2AMOBILIZE

GRADE S1IZFE

SURVEY

TRENCH FOOTINGS

o P [N e L

RESTRAIN

CUT + STUB-UP PIPE MAIN

CQVT QK

< G/

b s N e N N s e

PROCURE

O 1O W

.
(=

3

GOVT OK

-
o~

GOV.T OK

ot
o~

COVT OK

joo

FORM + PLACE

oo

-
-

CURE

1
1
0
Q
3
1
4GOVT OK
5
5
5
3
5
0

—
[

10| PROCURE + DELIVER




Date

CRITICAL PATH/COSTING/GRAPHIC PLOT SYSTEM

£/

Project /
, INPUT FORM
By e ‘
Time _ }%g Est. .| Code/| Code/| Code/| Code/ | Code/|[SRT/[{Job |
I J EST JOB DESCRIPTION 558 Cost Qnt. Qnt, Qnt. Qnt. Qnt. |[Cost | No. \8
o, Code : a
13l 11 5 PROCURE + DELIVER 21500 21l
16 171 10 PROCURE + DELIVER 4000 ' 22
200 21 5 PROCURE + DELIVER 2100 23
11} 18 | SET PUMP 7000 2 2! 4 2 24
11 14 3 ERECT STR STL 3000 1 2l 2 3 25
18] 22 5 COMPLETE PIPING 4000] 4 2l 6 1 26
14] 17 A INSTALI ROOFING + SIDING 5000 1 2] 2 4] 6 1 27
17l 21 2 INSTALL LIGHTS + PANELS 2200 1 2l 3 2 28
221 23 Il WIRE PUMP 1500 3 2 29
231 25 1l TEST PUMP 1200 3 1 4 1 30
21} 25 2| PAINT 5000{ 1 2l 7 3l 6 1 31
21] 25 1 INSTALL POWER DROP 1200 3 2 32
25| 26 2 GOV T INSPEC 700] 1 2] -3 1 4 u 7 1 33
21) 22 0 RESTRAIN 34
1 5 9 13 38 J40 46 51 56 b1 66 71 75 179
Q
1
[V




NAP REPURT nU. 1 OMNIMETRICS CRITICAL PATH/COSTING/PLUTTING SYSTENi PAGE - 1
CPHM SCHEDULE SAMPLE SCHEUULE FOR B00STER PUMP STATION
#* KARKS CRITICAL PATH AND RESOURCES REQUIRED AMALYSIS
SOKTED BY ESsLF
Jos ACTIVITY START END  TIME EARLY EARLY LATE LATE FREE TOTAL EST. RESOURCES REQUIRED BY THIS ACTIVITY
NO. DESCRIPTIUN NODE NODE EST. START FINISH START  FINISH FLOAT FLOAT COST RESOURCE CODE/OQUANTITY
% 4 SUBMIT PRE-FAB HET BLDG S 1 9 4 08/02/65 08/06/65 08/02/65 08/06/65 0 ‘0 0 017002
5 SUBMIT CONC MATLS+dIX DES 1 5 S 08/02/65 08/09/65 08/03/65 08/10/65 0 1 0 017001
.6 MOBILIZE 1 2 2 08/02/65 08/04/65 08/06/65 08/10/65 0 4 2000 017002
3 SUBHWIT PLBG MATLS 1 12 5 08/02/65 08/09/65 08/05/65 08/12/65 0 3 0
2 SUBMIT ELECT MATLS 1 15 5 08/02/65 08/09/65 08/06/65 08/13/65 0 4 0
1 SUBMIT PAINT CERT+SAMPLES 1 19 5 08/702/65 08/09/65 08/17/65 08/24/65 (o] 11 0
8 SURVEY 2 3 1 08/04/65 08/05/65 08/10/65 08/11/65 0 4 * 1000 05/001
7 GRALE SITE 2 4 2 06/04/65 08/06/65 08/11/65 08/13/65 4] 5 4000 05/001 067003 °
10 RESTRAIN 3 4 0 08/05/65 08/05/65 08/13/65 08/13/65 1 6 0
11 CUT+STUB-UP PIPE MAIN 3 7 3 08/05/65 03/10/65 08/11/65 08/16/65 3 4 3000 04/002 06/001
# 14 GOVT OK : 9 10 4 08/06/65 08/12/65 08/06/65 08/12/65 0 0 0 017002
9 TRENCH FOOTINGS 4 7 1 08/06/65 08/09/65 08/13/65 08/16/65 4 5 1000 05/001 06/002
12 GOVT OK 5 6 3 08/09/65 08/12/65 08/10/65 08/13/65 0 1 0
17 GOVT OK 12 13 S 08/09/65 08/16/65 08/12/65 08/19/65 s} 3 o
16 GUVT UK 15 16 5 08/09/65 08/16/65 08/13/65 08/20/65 0 4 0
15 GUVT UK 18 20 5 05/09/65 08/16/65 08/24/65 08/31/65 0 11 o
13 PRUCURE 6 7 1 08/12/65 08/13/65 08/13/6% 08/16/65 s} 1 0
# 20 PRUCURE+DELIVER 10 11 10 08/12/65 08/26/65 08/12/65 08/26/65 o 0 27000 017002
© 18 FORHM+PLACE 7 8 3 08/13/65 08/18/65 08/16/65 08/19/65 o 1 6500 057003 06/002
~ 21 PROCURE+DELIVER 13 11 5 08/16/65 08/23/65 08/19/65 08/26/65 3 3 21500
o 22 PROCURE+DELIVER 16 17 10 08/16/65 08/30/65 08/20/65 09/03/65 4 4 4000
\)K 23 PRGCURE+DELIVER 20 21 5 08/16/65 08/23/65 08/31/65 09/08/65 11 i1 2100
\\Q; 19 CURE 8 11 5 08/18/65 08/25/65 08/19/65 08/26/65 1 1 500 067002 :
24 SET PUiMP 11 18 1 08/726/65 08/27/65 08/30/65 08/31/65 0 2 7000 027002 04/002
: # 2% ERECT STR STL 11 14 3 08/26/65 08/31/65 08/26/65 08/31/65 0 0 3000 017002 02/003
26 COMPLETE PIPING 18 22 5 Q8/27/65 09/03/65 08/31/65 09/08/65 2 2 4000 047002 06/001
# 27 INSTALL ROOUFING+SIDING 14 17 3 08/31/65 09/03/65 08/31/65 09/03/65 0 o 5000 01/002 02/004 06/001
* 28 INSTALL LIGHTS+PANELS 17 21 2 09/03/65 09/08/65 09/03/65 09/08/65 0 0 2200 01/002 03/002
% 34 RESTRAIN 21 22 0 09/08/65 09/08/65 09/08/65 09/08/65 0 o 0
# 29 WIRE PUMP 22 23 1 09708765 09/09/65 09/08/65 09/09/65 0 0 1500 037002
& 31 PAINT 21 25 2 09/08/65 09/10/65 09/08/65 09/10/65 0 0 5000 01/002 07/003 06/001
32 INSTALL POWER DRUP 21 25 1 09/08/65 09/09/65 09/09/65 09/10/65 1 1 1200 037002
& 30 TEST PUNP 23 25 1 09/09/65 05/10/65 09/09/65 09/10/65 o 0 1200 037001 04/001
% 33 GOVT INSPEC 25 26 2 09/10/65 09/14/65 09/10/65 09/14/65 0 0 700 017002 03/001 04/001 07/001
TOTAL ESTIMATED DURATION 30 COMPLETION DATE  09/14/65 TOTAL ESTIMATED COST 103,400

CODE RESOURCE DESCRIPTION
1 ADMINISTRATION (AD)
2 ERECTURS (ER)

3 ELECTRICIANS (EL)

4 ’ PLUMBERS (PL)

5

6

7

CARPENTERS (CA)
LABORERS (LA)
PAINTERS (PA)
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% mARKS CRITICAL PATH

REQWUIRENENY R:?u&T UaNTMETRICS CRITICAL PATH/CUSTING/PLUTTING SYSTEM

FUR RESUURCe Cuut 01 SAHPLE SCHEDULE FOR BOOSTER PUMP STATIUN

AnNUD RESOURCES REGUIREN AMALYSIS

PRGJ  JU ACTIVITY START END TINME EARLY EARLY  LATE LATE
TISE wWOe  GESCRIPTIuN NODE NODE EST. START ~FINISH  START  FINISH
= 0 4 SUBHLIT PRE-FAG WET BLDG S 1 9 4 - 0 4 () Y
U 5 SUBWIT CUNC WATLS+RIX DES 1 5 & o 5 1 6
0 6 HUSILIZE - : 1. 2 .2 0 2 & 6
2 6 CURPLETED , . '
4 4 CUSPLETED : SRR L . S

* 4 14 GOVT OK .9 10 4 . & 8 - & 8
‘s 5 CUHPLETED ' ' '
& 14 COWPLETED ; S ‘ , S

% 8 20 PROCURE+DELIVER . 10 11 10 8 18 8 18
18 26 CUMPLETED ‘ o N S R

%= 18 25 ERECT STk STL 11 14 3 18 21 - 1821
21 25 CGWPLETED ' , R '

% 21 27 INSTALL ROOFING+SIDING 14 17 3 21 24 21 24
24 27 COWMPLETED ' ’ s ‘

3 24 28 INSTALL LIGHTS+PANELS 17~ 21 2 24 26 24 26
26 28 COMPLETED , , t -

® 26 31 PAINT . .21 25 2 26 28 26 28
28 31 COMPLETED - ; e A

® - 28 33 GOVT_ INSPEC 25 26 2 28 30 .28 30

FREF
FLOAT

TOTAL
FLUAT

o.

1

4.

EST.
cusT
} .0
oo
2000

27000
3000

5000

2200

- 5000

700

TOTAL THIS CURR
AVAIL JUB TOTAL

NN NN NN RN NN NN N NN N NNN

NN NN NN NN NN NN 2 NRON NN

NO NOo NO NO NO NO N ww W VvwN
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25/

o

REQUIREMENT RzPURT

FUR RESUURCE COLE 02

* MARKS CRITICAL PATH

PROJ
Tt

18
* 18
19

21
* 21

24

Jos
NG

24
25

24

25
27

27

ACTIVITY
VESCRIPTIUN

SET PUMP
ERECT STR STL
COMPLETED

COMPLETED .
INSTALL ROOFING+SIDING

CUMPLETED

O

OHNIMETRICS CRITICAL PATH/CUSTING/PLOTTING SYSTEM

SAMPLE SCHEUDULE FOR BUOSTER PUMP STATION
AND RESOURCES REOQUIRED ANALYSIS

START END TIME EARLY EARLY LATE
© NODE NODE EST. START FINISH START

11 18 1 18 T 19 20
11 14 3 18 21 18
14 17 3 21 24 21

LATE
FINISH

21
21

24

FREE
FLOAT

TOTAL
FLOAT

EST.
CosT

7000

_ 3000

5000

o)

TOTAL THIS CURR

AVAIL

L R R

PAGE

Jus TOTAL
2 2
3 s
2 3
3 o0
& &
4 0

2-d




KU IREaENT

R PURT

FUR RESUURCE CuLDE 03

% waRKS CKRITICAL PATH

PKRuUJ
Tlwg

24

43

26
¥ 26
26
217

rai
* 27

24
24

4

JOo
WO

28
28
29
32
29

32
30

30
33

ACTIVITY
UVESCRIPTIUN
INSTALL LIGHTS+PANELS

CunPLETED
WIRE PUKP

InNSTALL POUER LRUP
CurPLETED

Cur.PLETED
TEST PuUmp

COMPLETED
GUVT INSPEC

UMNIMETRICS CRITICAL PATH/CUSTING/PLUTTING SYSTEm

SAmPLE SCHEUULE FUR BUUSTER PUMP STATION

ANU RESUURCES REQUIRED ANALYSIS

START EMD TImME

NOLE

17

22

21

23

25

NMUODE EST.
21 2
23 1
25 1
25 1
26

EARLY
START

24
26
26
27

28

EARLY
FINISH

26

27

27

28

30

~LATE
START

24

26

217

27

28

LATE
FINISH

26

27

28

28

30

FREE
FLOAT

-~ O

TOTAL
FLOAT

ESTe.
CusT

2200
1500
1200
1200

700

TGTAL THIS CURR

AVAIL

N NN N

NN NN

PaGe
JUs TOTAL
2 2
2 0]
2 2
2 4
2 0
2 0
1 1
1 [s]
1 1

€-d
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REQUIREMENT REPORT OMNIMETRICS CRITICAL PATH/COSTING/PLOTTING SYSTEN , PAGE 4
FOR RESOURCE CODE 04 . SAWPLE SCHEDULE FOR BOOSTER PUMP STATION
* MARKS CRITICAL PATH AND RESOURCES REQUIRED ANALYSIS
_PROJ JOB ACTIVITY START END TINME EARLY EARLY LATE LATE FREE  TOTAL  EST. TOTAL THIS CURR
TINE NO. DESCRIPTION NODE NODE EST. START =~ FINISH  START  FINISH  FLOAT  FLOAT  COST  AVAIL JUB TOTAL
3 11 CUT+STUB-UP PIPE MAIN 3 1 3 3 6 7 10 3 4 3000 2 2 2
6 11 COMPLETED 2 2 o
18 24 SET PuMp 1 o181 18 19 20 21 0 2 7000 2 2 2
"19 24 CONMPLETED . ' 2 2 )
19 26 COMPLETE PIPING .18 22 s 19 24 21 26 2 2 4000 2 2 2
24 26 COMPLETED 2 2 o
* 27 30 TEST PUMP 23 25 1 -27 28 27 28 0 0 1200 2 11
" 28 30 CUMPLETED » ' , , 2 1 o
* 28 33 GOVT INSPEC 25 26 2 28 30 28 30 o 0 700 2 1




REQUIRENMENT REPURT OMNIMETRICS CRITICAL PATH/COUSTING/PLOTTING SYSTEN
FOR RESUURCE CODE 05 SAMPLE SCHEUULE FOR BOOSTER PUMP STATION
* MARKS CRITICAL PATH AND RESOURCES REQUIREb AMALYSIS

PROJ JOB ACTIVITY START END TIME EARLY EARLY LATE LATE FREE
TIME NO. DESCRIPTION ) NODE NODE ESTe. START FINISH  START FINISH FLOAT

8 SURVEY 2 3 1 2 3 6 7 0.
7 GRADE SITE 2 4 2 2 4 7 .9 0

8 COMPLETED

9 TRENCH FUOTINGS & 1 1 4 5 9 10 4
9 - CUKPLETED R ) .

18 FORM+PLACE 7 8 3 9 12 10 13 0

2
2
3
4 7 COMPLETED
4
5
9
9 18 CANNOT BE RUN = TOTAL REWQU. SMENT GREATER THAN AVAILIBILITY

12 18 COMPLETED

5 G

TOTAL ESTe.
FLOAT CUST

4 1000
5 4000
5 1000
1} 6500

PaGt

TOTAL THIS CURR
AVAIL  Jub TUTAL

NN N NN

1
2

2 =

w

>
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REQUIREMENT REPORT
FOR RESOURCE CODE 06
* MARKS CRITICAL PATH

PROJ
TIME

o vV s W NN

12
17

19

24

24

28

Jos
NO.

11
18

18
19

19
26
27

26

27
31
31

SAMPLE_SCHEDULE FOR BOOSTER PUMP STATION
AND RESODURCES REQUIRED ANALYSIS

ACTIVITY START END TIME EARLY EARLY “LATE
DESCRIPTIUN NODE NODE EST. START  FINISH  START
GRADE SITE 2 4 2 2 4 7
CANNOT BE RUN - TOTAL REQUIREMENT GREATER THAN AVAILIBILITY
CUT+STUB-UP PIPE MAIN 3 1 3 3 6 7
COMPLETED _
TRENCH FOUTINGS 4 1 1 4 5 9
CUIGPLETED .
CUMPLETED
FOR+PLACE 7 8 3 9 12 10
COMPLETED ’
CURE 8 11 5 12 17 13
CUMPLETED _
CONPLETE PIPING 18 22 s 19 24 21
INSTALL RODFING+SIDING 14 17 3 21 24 21
COMPLETED
COMPLETED
PAINT 21 25 2 26 . - 28 26

COMPLETED

- OMNIMETRICS CRITICAL PATH/CUSTING/PLOTTING SYSTEM

LATE
FINISH

9
10

10

13

18

26

24

28

FREE
FLOAT

TOTAL
FLOAT

EST.
CUST

4000

3000

1000

‘6500

500

4000

5000

5000

TOTAL THIS CURR

AVAIL

N nN N N N N N NN N N N NN N

PAGE
Jus TUTAL
3 3
1 4
'3 1
2 3
2 1
1 0
2 2
2 o
2 2
2 o
1 1
1 2
1 0
1 0
1 1
1 0

6




SAMPLE OF A TIME SCALED PLOT FOR A BOOSTER F?UMi:’ 'STAHAT ION

' ' TIME ESTIMATE FLOAT TIME '
o L
T .
PRI govr ox I _______;______/_ ______ iy
‘ 18 to 'x .

1T ELECT MATLS GOVT oK ~URE +DEL I VER 2

¥ s e Ik I
‘ Eime: ~ast

: sev
i"'eM" PLEG MATLS govT Ok W"’ELWER _____ AnP COMPLETE PIPING ___ Hyeumr e RETe
Ye CR i Ye e 5
- ‘ ]
éTnERE FAB o ‘ +DEL IVE ) CT STR TUSTALL RooFuiG & ;:u:::u‘;‘;u INT
10 : 1 4 7 R

§EE”” CONC MATLS+MIX  ovr o PN OEMPLACE  RURE
~ ‘ & E_g

- - % ) / CRITICAL PATH NOTE: ! CALENDAR DATES MAY ALSO
. B2 TEED

™ . .
~ Q.O__E__SB‘UZE ks “.‘_'“Z;__RE“G"‘_’EOT_'NES_ e o Z TIME SCALES ARE VARIABLE

WORK
F#SI’UB-UP PIPE MAIN _ DAYS
-9 SCALE 1/2
© INCH
o S 10 15 go TERVOREPAY g 30




V-RYAIL/REQ

07 PAINTERS (PR

V-AVRIL/REQ

06 LABORERS QLA

V-RVRIL/REQ -

05 CARPENTERS (CR)
Y-RYAIL/REQ

04 PLWBERS (PL

V-AVAIL/RED

03 ELECTRICIANS EL)

-3

MANPOWER REQUIREMENTS ANALYSIS

a7

-
L‘“L__,

02 ERECTORS (ER)

Ot ROMINISTRATION (RD)

\ SCALED RATIOS
-
/1.~ AVAILABLE TO REQUIRZY —

" INDICATES ADEDUA"I'!::
RESOURCES '

INDICATES INSUFFICIENT
S RFSOURCES

fAVMbABIuTY REFERENCE LINE
"

/62




PROJECT NO. 1100 VARIANCE REPORT FOR PERIOD ENDING 07/12/65 CURRENT CUNPLETTON 10731765 TPAGE W01 T
J0B DESCRIPTION ESTe UNIT  PROGRESS THIS PERIOD "~ —UNIT TOSTS "~~~ "COSTS TO UATE ~ ~"TOTAL TO COPLETE ™D
NO. QUANT, QUANTITIES cosT 0
THIS TO 070 THIS ESTIRATE PERIOD YO DATE EST. ACT.  VAR.  EST. PRED. VaR. I
PERIOD DATE CHP PERIOU - . E
CATAGORY 001 JOB OVERHEAD : s
001 SUPERVISION 40 WKS 2 24 60 219.09 200.0000 105.5450 162.1400 4800 3891 905 5000 6480 1514 it
002 FIELD OFFICE 40 WKS 2 24 60 - .00  8.7500 <0000 10.5833 210 24 (4%) 350  4é3 737 %
003 HAUL ING 40 WKS 2 2460 17.65 62,5000  8.8250 15.2083 1500 -365 1135 2500 _ 6Us _ 1¥9Z i
TOTALS FOR CATAGORY 001 236.74 ‘ 6510 4510 2000 10850 7517 3333
CATAGORY 002 CONCRETE WURK _
TASK 007 TILTUP WALLS AND_ COLUAN JOINERY (INCL. EDISON VAULT) __'ﬁ_ﬂ_mimnnwn
081 FORMWORK = ADU 1/2 BEAr 17 _LF 0 17 100 .00  1.5000 .0000 <0000 26 0 26 .26 0 26 Y
082 "ANCHOR '8OLTS FOR UPPER COLS 1T SETS 0 11 100 .00 3.0000 <0000~ 370000 33733 (0 3573 Y
083 ANCHOR BOLTS FOR UPPER BEAWMS 18 SETS 0 18 100 .00  2.0000 .0000  1.8700 36 34 2 36 34 2 Y
084 PLACE CONCRETE (3000LBS) 4% CY 0 %6 104 <00  3.5000 <0000 1.5800 152 13 79 152 73 79V
085 GROUT. BASE PLATES 29 EA ) 25 86 .00  2.5000 .0000 1,430 03 36 27 73 42 31 W
T 086 SACK AND PATCH WALLS TU 9300 SF 0 6000 64 .00 <0300 <0000 $0326TIB0 T NEET T IIEY T T2I97TUELS T T(36) ik
" 087 BLOCKOUTS FOR STEPPED FOOT. 5 EA 0 5 100 .00  7.0000  .0000 0000 35 o 35 35 0 35 y=
' JOTALS FOR TASK 007 . .00’ 525 372 153. 634 497 137
TASK 009 FIRST FLOOR SLAB INCL. EDISON VAULT ROOF
095 SCREEDS 30783 SF . 24000 71500 232 171.05 +0200 .0071  .0105 616 ¥50  (134) 616 750  (134) v=
095 FORIHIWORK “"="DEPRESSED EDGES 425 LF 150 470110 105,65 «3000 YIS0 2980712871407 T (1277128 140 (12} Y
S~ 097 FORMWORK - BEAK - SOUTH 154 LF 20 154 100 131.69 1.7000 6.6100 2.7440 262 423 (161) 262 423  (161) Y=
Q<098 FORMWORK = WURTH AND EAST 5 TF 150 260 226 S00 T T.5000 SU00CU.B050 173 158 IS5 I73T5¢ 157
099 FORMWURK - BEAM AND CURB 335 LF 100 280 81 57.67  1.2500 <5800 2.7890 350 WO  (431) 419 935 . (5le) wx
00 FORMWGRK = FLAT SUFFITS,ENT. 1458 LF 200 1358 93 190.81 $2500 <9550 0531807 350 TR3T T UIILYN 365 4637 (98) M
107 PLACE CONCRETE 329 CY 136 354 108  277.64 1.8500 2.0400 2,0200 610 715 (165) 610 715 (105) Y=
T08 FINISA AND CURE 400 32800 106 323,13 0450 <0261 <03507"I385" "I150 ~"""235 " "I38% " "1150 235
109 RUNHAYS - 32800 SF 26500 32800 100  -20.40 .0100 .0075 .0070 328 231 97 328 231 97 Y
IIU ANCHOR BOLTS ) U L5 0 [V <00 0000 " «0U00 + 0000 Y Y 0 Y Y 0N
TOTALS FOR TASK 009 ' [282:0% 4192 %15 (587) 4286 4965 ~ (6T9)
TOTALS FOR CATAGORY 002 1237:0% STIT— 515014347 4920 5662~ (562)
—_—  PYPICAL-PROJECT-COSTING-CONTROIL REPORT- - S
e




SOLUTION OF A PROBLEM IN HEAT TRANSFER
J. C. Caslin, H. E, Fettis

and
J. W. Goresh

In studying the effect of varying wall conditions on heat conduction in a
fully developed turbulent gas flow in a long tube, it is necessary to solve
the partial differential eguation

) (1-x') a6 |\

)
= - (1)

The equation must be solved subject to the conditions

96 + k6=0
X x=0 (2)

and @ at x= 1 be finite. Here A is a physical parameter depending on the
physical properties of the gas, 6, a non-dimensional temperature difference,
k, a parameter depending on the conductivities of the gas and wall insulation,
and r and & are non-dimensional radial and axial distances and x= (1—r2)1/ T,
In addition, the distribution of temperature at g= 0 is given as:

6(0,x) = £(x) | ' ('3)

The complete solution of equation (1) is approximated as a sum of the

series
: -o. %
n=1
where the constants An are chosen such that
. 2
{
L[ vaw]-w) F e (%)
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is a minimum. The zl/n are eigenfunctions of the ordinary differential

equation

'gi‘ 1-5) ¥n 1. a AX Y =0 (6)

These and the corresponding eigenvalues Ac are found by the Ritz method

in terms of the eigen functions of the equation
a_ (1-x") N, Byt y= 0 (7)
dx dx

which may be solved in terms of hypergeometric functions.

| The program consists of a simple input-output routine for introducing

the physical parameters. In order to find the eigen values and eigenfunctions
for equation 7, it is necessary to solve a transcendental equation involving W
gamma functions. This is accomplished by a root-finding subroutine using

" False Position" together with a subroutine for generating the gamma
functions. These functions depend only on the parameter k. The eigenfunctions
thus determined are then used as coordinate functions in a Ritz type analysis

to obtain approximations to the eigénvalues and eigenfunctions of equation (6).
This portion requires a subroutine which evaluates integrals involving products
of hypergeometric series and a matrix eigenvalue-eigenvector routine based

on the Jacobi diagonalization method. Finally, the initial temperature distri-
bution is expressed in terms of the eigenfunctions of equation (6)y» Making use
of the orthogonality relations for these functions (according to equations (3)

and (4))';‘ With the An known, the temperature at any value of r and & may

now be determined.
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PREFACE.

Arrival of calculating machines originated a revolution in numerical
calculus and now a days, electronic computers represent the highest

exponent of this marvelous revolution.-

The old classical logarithmic tréatment of problems, often with
long and tedious transformations only to make possible the use of
logarithms, has been substituted by new calculating methods which still
are in a continuous transformation and evolution, based on new concepts

derived from existence of calculating machines.-

"Cracovian methods" constitute a good example of these new concepts.
At first they were created because of the needs of new methods to
compute with calculatingvmachines'but very soon, they showed a gréét
analitical power which caused the origin.of:"Cracexian Algebra" by
means of which it has been possible to attatk a lot of problems with

many advantages over classical methods.-

Some typical applications of Cracovian Algebra are:
Direct solution. of problems in spheritalipoligonoﬁetry very
common in Astronomy. The new method is shorter and simpler

~ than classical method of decomposition into spherical triangles.-

Solution of linear equations systems by means of a typical cri
covian operation which makes possible to solve practically

systems with any number of unknowns.-.

New treatment of Errors Theory and Least Squares Adjustment with

Very general procedures to solve symmetrical systems.-
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In all these applications, cracovian calculus offers the following
advantages:

a) A great analitical power verified by discovering of laws and
relations in Physics and Mathematics Sciences.-

b) Brightness and briefness of cracovian expressions.-

c) Calculating procedures very easy to memorize, lightening in
this way mental effort of calculétofo- o

d) Economy of calculations and good propagation of errors because
of compact manner of cracovian calcﬁlating schemes which; in
a fluid way and using only additions 6f products, make pgssible

to shorten the intermediate notes.-

vin spite of the mencionated advantages, cracovian methods are
practically unknown. The capital reason for this is that the biblio-
graphy is written in polish, because their inventor, Dr. Tadeusz
Banachiewicz, Director of the Astronomical Obseérvatory in Cracow
Poland, and his follower, like Kochsmanski, Sierpinski and Hausbrandt,

are all polish.

However, in Venezuela and thanks to the interest of polishlhmf;x
Ing? Bernardo Wahl, two articles written in Spanish have be¢n published:
"Calcgio de Cracovianos'" (Cracovian calculus) and "La Aplicacidn del
Algebra Cracoviana en el Cidlculo de Compensacidn" (Aﬁplication of
Cracovian Algebra in Least Squares Adjustment). These two articles,
published by the Engineering School of La Universidad del Zulia, -

constitute the basis of this work.-

[
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III

Two programs developed to solve linear equations systems by means
of cfécovian calculus, are described in this work. The first one is
appllcable to general 11near systems; the secopd one is a modlflamlon
of a program developed by the author in ‘his spec1a1 work to obtain
the title of Engineer and is applicable only to normal equations systems
derived from least squares adjustments. The last section of this -
second program is devoted to calculate the mean équare error of -
unknowns although northamericdan geodetist do not'consider 1mportant
this calculation. However, if it is possible to use an electronic -
computer, it is advisable to calculate these errors which offer a vexy

good criterion of measurement precission. Moreover, cracovian methods

make possible this calculation with minnimum programming effort.

All these programs have been made with aids of an IBM 1620 with
1622 Card Read-Punch which works in the "Instituto de Calculo Aplica

do" in Engineering School.-

In addition to the descriptions of the programs, there are two
sections about general definitions and basic operations in cracovian
algebra in order to popularize these methods which, by the explained
reasons, are practically unknown.- As it is explained in those sections,
"cracovians" are recfangular arrays of numbers which obey to certain
operations rules and whose name is derived from Cracow, natal «city
of Dr. Banachiewicz° There is a great similitude between matrix -
algebra and cracovian algebra; nevertheless, fhere is a remarkable

dlfference between them derived from the different way to accomplish

mu1t1p11cat10n with matrlces, this operatlon is rows by columns -
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IV
while with cracovians it is columns by columns; This fact, apparently
with nb iﬁﬁbrténce, is”the reason forvall advantages of cracovian -
algebra in calculations practice as it can be mnoticed in the appﬁcatkn57?
described in the present work which are only a very littlelexample of

the innumerable cracovian applications.-

To finish these short lines, the author wishes to thank very -
much the organizers of this meeting the opportunity to participate in
such an active way and to express his hopes of having contributed to

the divulgation of these calculation methods.-

Marco T. Rincdn B.

-November, 1965,
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(1)

" GENERAL DEFINITIONS (1)

"Cracovians" are rectangular arrays of numbers subject to the

rules of operat1ons given below.-

'They will be represented by means of the symbols

r ‘oo.‘ b i o.y.

%11 %21 1) %11 by Ber)
812 822 s s e atz : blz b22 o e e’ boz

a= = 83 k=g >
an 82n LI I atnj \Eln bzn ' o 00 bcy

The numbers a are called "elements of the cracov1an" The first

rs
subscrlpt 1nd1cates the column and the spcond subscrlptlndmaws
the Tow in which the element stands.ﬂ

In/agreement with the '"Cracovian Calculus Norms In Geodet1c -
Computatlons" dated the 30 - 6 ? 1959 and prepared bytme ""Polish
Comm1ttee of Norms", the symbollcal r_epr,esentatmns of cracovians
are i : T

.a)bFergﬁrinting, bLack letterS“

b) In wii?i“g by hand or typewriter, underlined letters

A cracovian of m columns and n rows is said to be of order 'm

by n" or:"m.n" .-

This section and section 2 have been taken, with some modifica-
tions, from the article of Proffessors B. Wahl and Ernesto H.
Battistella "Cédlculo. de Cracovianos" published in N? 2 of the
"Revista de la Facultad de Ingen1er1d’- Un1vers1dad del Zulia -
Maracaibo - Venezunela.

=1 =
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1.3. A '"square cracovian'" has equal number of columns and rows. It is @Eﬁ

1.4.

1.5.

1.6.

1.7.

a " and is denoted 7a .-

said to be '"diagonal" when d =0 if r¢ s

Gu 0 cee 0 )
9 d22 * a0

\00 coe dnnJ

The cracovian 7 , or "unit cracovian'" is a special case of diago-

nal cracovian in which drr' 1

The elements all,'azz, cee s a#n’ére called '"diagonal elements".

The straight line which contains all these elements is called

"principa1~diagona1" and is a»ggbmétrical'resemblance that helps

to understand many operations of,cragévian algebra.-

A cracovian, every element of ‘which:is zero, is called ‘a "zero

cracovian", -

The cracovian of order n.m obtained'by interchanging”the columns

and rows of an m.n cracovian a -is called the "transpose of
A square cracovian is "symmetric" when it is equal to its transpose-

= 2 =
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2.

C 2.1.
2.2

c
2.3.
2.4.

BASIC OPERATIONS IN CRACOVIAN ALGEBRA.
de cracovians are said to be equal if and only if each element
of one is equal to theicorresﬁonding element of the other, that

is

if and only if a = b

Addition or substraction of cracovians is accomplished by adding

or substracting the corresponding elements. If

at+t b= ¢
then™ _ a__+b = ¢
rs — rs rs

This operatioh is only possible with cracovians of the same

’

order.-

If "x" 1is a constant,
X .a=a . x = A
is obtained by multiplying each element of a by "x", that is

A = X . a
rs rs

The product of a column of a cracovian by a column of other cra

covian, with the same number of rows, is obtained by multi -

= 3 =
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2.5,

2.6.

plying‘the elements of thé'same row and adding this binary pro-
ducts. This, the prbduct of the r-th‘column of a , named a_, by
the s~th ¢olumn of b , named’bs , is obtained in the following

way

a.q- bsl + a. ., b82 + ceo0. + arn' bsn

The product of a Tow of a craéo@ian;by a row of otherécfacbvian,
with the same number of columns, is obtained by multipiying the

elements of the same column.and adding this binary prqducts.-

The product ¢ of a cracovian a by other cracovian b , only -
possible when they have the same number of rows, is obtained -

from

5 0

(11 c21 LN ] Ct}“‘

"“%clz Cgg +o+ C¢2

(a'.ll 321 ) atl

612 822 oo 8t2 ; 'blz b22 okto be2

<
|i» oo e 00 000000

by
s

(@ & & 0 5 5 0 0 0 00 00 ‘e #9060 0 00 0 00 o0

Q}n'aZn voo atn b b2n oo be ; ;f}e cze coe °Ey;
o R
in Which cl = a .b + a .b + ® 0 & 0 0 0 + a Ob
rs rl gl r2 s2 | rn’ sn

4 =
s

&




2.7.

208.

2.9.

The elements of ¢ are obtained by multiplying the columns of a
by the columns of b . The multiplication in this way, so different
from matrices multiplication, is the most important difference
between the#éigebtas of the two groups &Hd the capital ~reason
for a lot of advantages of cracovian algebra in calculations

practice.-

Cracovian multiplication is neither commutative nor associative,

‘that is

I
jor
*-
jor
L]
I

[

However,

Jo
o
o
fl
A
|o
jo
N’

(a - b)e. e = a.(c.7Th)
are valid relations.-

The square of a cracovian 32 is the product of a . a and is

always a square symmetric cracovian.-

A cracovian quotient is the result of cracovians division

£ = a:b

This operation may be substituted'by th¢ product

L

e . Th=a

| 7¢C




2.10. Any cracovian different from zero may be decomposed into two
"canonical cracovians". In a canonical cracovian all the elements

under the principal diagonal are equal to zero, thus

a = 0 if r<s
rs

The number of possible solutions is reduced by stablishing to

the decomposition
a = g.h

that all the diagonal elements of g be equal to 1 , that is, in

the case of a square cracovian of order 3

21 31
| 22 32
313 223 233 0 ha;

It can be noticed that the canonical cracovians of a square

cracovian, are square too.-

2.11. The "cracovian root" of a symmetric cracovian is obtained by the
decomposition into two equal canonical cracovians. This can be

written in the following way

O

-




2.12.

2.13.

In geodetic problems, it is 'always possible to obtain the cra-

covian root as explained later.-

The inverse of a cracovian a designated g'l is a cracovian

whose product by the cracovian a is the unit cracovian, that is

a.al=7
and also -1

a“-a = A

The same is valid for the traspose.

7a.-Yal=7
val.za =7

The calculation of the inverse of a cracovian is only possible
when its determinant is diffeient»from zero. Once this condition
is fulfiledi:this calculation may be:accomplished in!different~

wa}s e e

a) Using the same procedure to calculate the inverse of a
matrix. S - :

b) Calculating the inverse of the canonical cracovians into
which it can be decomposed, since if -

: a = g.h
then : 3_"1 = a'l. Erl.
- 7 =

7Y




‘It is very easy to calculate the ‘inverse of a canonical

cracovian because

23

and the unknowns are obtained from .the definition h,g"lé?ﬁ-

¢) If a is a symmetric cracovggn, ;hen £ -ig - Véufﬁgnq

al = [( \/E')'IJ 2

Thus,, the inverse of a symmetric cracovian can be easily

obtained from the inverse of its $racovian root.-

.

3. GENERAL SOLUTION OF LINEAR EQUATIONS SYSTEMS.

3.1. Description of method.-

The equations system

B..0X. + 8, eX, + cseecseccce +a .x 44 =0

11°%1 7 %2177 al’n 1
8120x1+ 822.x2+ loaootoooc+§n20xn ":£2'0

® % 00 00000 @ 00 00" S 060 & 0080 Q@000 QOO0 6000 O 60600609 0O B

L] L3 ® 5 & 9 0 ¢ 0 0 0@ -] lw\
a3, fl f a2n x2 + + a n xn + n - O

with n equations and n unknowns may be represented by means

of the cracovian expression

x .ya + £=0 (8 - 2)
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in which

a;y az) eeo anD } /Zl;

a = n : = Y,
= 1= < 2 (9 - 1)

‘a a ces a : A
\ 1n 2n ny'i \‘\\ n/
A“ A:':.‘ @
Cracovian x is obtained from

x=-L:a=-2£.a1 (9 - 2)

that is, "the cracovian of the unknowns is equal to the product
of the cracovian of constant terms by the inverse of the cracovian .
of coeff1c1ents" - The obtalnment of the inverse of the craco ;
vian of coeff1c1ents, like the obta1nment of the inverse of a
matrix, is a very difficult operatlon, ‘specially in case of a
h1gh number of unknowns. Because of this, it is adv1sab1e totnm
the method of decomposition into two canonical cracov;ans as

eXplained'in 2,10 , page b .-

Introducing the cracovians

) : :
X 211 %21 %a1 @
) X2 jajp gy e-r agy L
<
IR S S > o - 3
k).(g/) an azn e o ann 'g't}/
]

=9 =




the system (8 - 1) may be written

(10-1)
Cracovian a' may be decomposed into the cracovians
N " '
.ﬁ 821 831 ++¢ 8y 4 11 P21 e hap)
) :
J0 1 Bazeeeogg, ‘2> L PIREE hnz>
8 - ® ® 6 0 00 0000000 e 08 000O0E ;h = &Eﬁcﬁooqoooooceoc (10-2)
0 ® e 0 ' ® o ©
\ 0 0 1 Zy 0 hnty
such that
'=g . h
2 a2 (10-3)
Introducing this expression into (10-1)
1 L] ° h = 0 o
x Ve b (10-4)

Using the properties of cracovian multiplication this equation

becomes

(x' ezrg-) ' h = 0 (10"’5)




As cracovian h is different from zero, then
-

x' .7Yg = 0 (11-1)

The cracovian of unknowns is easily obtained fron this craco -
vian equation by using the definition of cracovian multiplication.
In order to make clear this procedure, it is advisable to develop

equation (11-1) supposing n = 3

10y
?= 0 (11-2)
835 1
2] ﬁélr
that is
+ . +- . + 2! =
X) F By Xy teyy s Xyt L =0
'g
X9 + 833 - X3 + Lz 0 (11-3)
D=
x3+£3 0

Obviously, the unknowns are obtained from back solution of this
system. -

By makihg the substitutions

& = apyy,; and Ly = epy1,i0 (11-4)

= 11 =
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and supposing again n = 3 ,the foildwing‘equality is obtained

-

[211 221 231 821 831 84 11 B2 PR3
a,, 239 1 332 842). 0 hy, h32 (12~1)

The elements of cracovians & and h are obtained inthe following
way:
"a) The first row of h is obtained by multiplying the first

column of g by each column of h , so
Bi1 = 811 5 Bpy = 81y 5 R3y = 8, (12-2)

It can be noticed that the first row of h is equal to

the first column of a .-
|

b) Once the first row of h is' obtained, the first row of . g
can be obtained by multipiy%ng the first column of h by
each column of g , so

Ba1 = 221/hyy 5 gy =2y /hyy 5 oBey T aan/hyy (12-3)

“As h,, = a;, > the first row of g 1is equal to the first
row of a divided by a . .-
=12 =
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c) Using now the second column of g , the expressions

[«

(13-1)

821+ M3y * hay = a3
make possible to obtain the second row of h .-
d) The second row of g is obtainéd by multiplying the
second column of h by each célumn of g , that is

+ g = 3

32° " 22 32

g31° h21 32 h
.

841+ By + B, ,e By = 8, (13-2)

——

e) The last élement of h is obtained from

.h__ + . his +hii = a, . ° (13-3)

E31° 31 T B3y

and the last element of g from

. h +g .. h = a (13-4)

+ ® h
8410 T31 T Bazt T3y T Bu3t Mg 43

It is remarkable that each element of cracovians AZand h is
always obtained from solving an equation with an unknown, Moreover,
as all operatlons are additions of products, they can be acoomphshed
with a calculat1ng machlne maklng no notes of 1ntermed1ate re -
sults.-

‘In brief, the typiCal cracovian operation of decomposition into

two canonical cracovians, makes possible to obtain the solution

= 13 =
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of practically any system of linear équations in a very simple

Wa)'."

3.2, THE PROGRAM,

3.2.1. General organization.-
According to the explanations of preceding section, it is very
easy to develop general expreésions to 6btain the elements of
cracovians g and h. By considering sﬁbstitutions (11-4) the

first row of h is obtained from

h = a r = 1, 2, 00 eo0 ’ n; (14-1)

= a _/h r =2, 3, .

8.1 L e n, n+l ’ (14-2)

The second and other rows of h are obtained from
h = a - (8 oh +g .h) + 0 0 +g eh )

sr rs rl sl r2 s2 r,r-1 s,r-1

starting from r =2 ands = r, r+l, ... , n (14-3)

and the second and_other rows of g from

= a - oﬁ, + oh + o 0o o + bh )/h
Ers [rs (grl sl g1:'2 s2 gr,s‘l 3:8-1:, 88

o : : (14-4)
starting from s = 2 and r = s+l,s+4+2, ... , n+l

C




These expressions allow the obtainment of the elements of g and
0 h in alternated way : first and element of h , later an element

of g and so on.- | |

In order to save core storage, the ﬁrsgrémﬂhas been develoééd.in

such a way that the elements of g and h are obtained by -

accomplishing a convenient trasformation oﬁ cracovian a . Once

this trasformation has been accomplished, cracovian a contains:

a) over the principal diagonal, the eiéments different from

zero of cracovian g , except the diagonal elements whose
value is always 1 . | | |

b) in and under the principal diagonal, the elements different

from zero of the transpose of h .-

That is, supposing n = 3 , cracovian a is transformed into

hyy 821 833

Boy Py, Bay

(15=1)

hg, hg3p hay

In order to achieve this transformation, expressions (14-2) ,

(14-3) and @4-4) have been changed into

ar]_\-..._.xal_lla11 r = 2, ‘3, oo s D+l (15=2)

a «-a =-(a _.a + a _,.a + .00 + & N¥:1
rs 'rs_(rl 1s r2°"2s r,r-1 r-1,s

. | ‘ (15-3)
starting from r = 2 and s =r, r+l, ..o , N

= 15 =
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"ars ‘[ars _(arl°313 + a g8y, + ""+‘ar,s-1°as-l,s)] /ass

starting from s = 2 and r = s+1, s+2, ... , n+l (16-1)

By means of this procedure it is only necessary to keep craco -
vian a . As explained in page 11, obtainment of unknowns is
inmediate once the cracovian £ hag been .obtained.-

The flow chart and program listing may help the reader to make
clear the whole procedure of decomposition and to sfﬁdy all the

possibilities of the program.-

= 16 =
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3.2.2 FLOW CHART OF PROGRAM I
- (General Solution of Linear Equations Systems)

NON SYMMETRICAL
GOEFFICIENTS

Mie—Mmtl

| M » NUMBER OF UNKNOWNS

SYMMETRICAL
COEFFICIENTS

Je-J + ]

i «— | + 1




w0|7i+—J+l

Qji¢e—Qjr /Qn
J=2,3,........ m1

je—i+1

18

(Y9




S W W TV

S+—S+0ﬁ)q

|

Je—J —1

P X,‘-— "aml’i -8

PRINT X;
i=1,2,....m

-19:

(90

le—i —1




Program listing and solution . of a numerical example

DECOMPOSITION OF A CRACOVIAN INTO TWO CANUONICAL CRACOVIANS
AND SOLUTION OF GENERAL LINEAR EQUATIONS SYSTEMS

(s Xale!

DIMENSION A(27, 26), X(26)
READ 100,M |
PRINT 101,M

" M1=M+1 4

W ~NoOWwWT = W

— —t b b
Fw N =0

o acmd

(a3 %))

—t
oo~

19
20

IF(SENSE SWITCH 2)2 L
DO 3 I=1,M

DO 3 J=I, M1

READ 102 A(J,1)

A(l, J)=A(J 1)

GO TO

DO 5 I=1 M

DO 5 J=1, M1

READ 102 A(J 1)
IF(SENSE SWITCH 1)7 15
PRINT 103
IF(M-6)8,8,12

DO 9 I=1, M

TYPE 104, 1

TYPE 105

DO 11 I=1,M

DO 10 J=1,M1
TYPE 102,A(J, 1)
CONTROL 102
GO TO 15

DO 1k 1=1,M

DO 13 J=1,M1
PRINT 102,A(J,1)
CONTROL 102

DECOMPOSITION OF CRACOVIAN A
DO 16 J=2,M1

A(J, I)=A(J 1)/A(1, 1)

DO 20 J=2,M

HA=J=-1

DO 18 I=J,M

$=0,

DO 17 K=1, IA
S=5-A(J,K}*A (K, 1)
A, 1)=A(J,1)+$
Ji=J+1 .

DO 20 I=J1,M
s=0,

DO 19 K=1,1A
s=S-A (K, J %A (1,K)
A(l,J)= (A(I J)+S)/A(J J)

20

(7/

s



cCo0

21

22
23

CALCULATION OF UNKNOWNS

f=M
J=M
S”O.‘
IF(J-1)23,24,23
S=S+A(J, |$*X(J)

- J=d=1

2l
25

26
27

28

29

30
31
32
33
34

35
36
37

38
39

GO TO 22
X(1)=(~-A(M1,1)=S)
:F§|11)25 26 25
GO TV 21

IF (SENSE SWITCH 1)27 hu
PRINT 106
IF(M-6)28, 28 36
ONEal‘ .

DO 31 _1=1,M

TYPE 102,0NE
Hi=1+1

DO 29 J=I1,Ml

TYPE 102, A(J 1)
CONTROL 102 . &
lF(I-M)30932030
DO 31 K=1,1 .
TYPE 107 -
PRINT 108

PRINT 102, ONE
I1=1+1 :

DO 37 J=I11,M1.
PRINT 102 A(J 1)
CONTROL 102 e
IF(1-M)38,40,38
DU 39 K=1,1 .
PRINT 102,ZERU




Lo

L1

PRINT 108

DO 43 I=1,M
DO L1 J=|, M
PRINT 102 A(l

IF(1-M)b2, uu &2

42

43
Ll

L5

100
101
102
103
104
105
106
107
108
109
110

CONTROL 102
DO 43 K=1,1

PRINT IOZ,ZERO ,

PRINT 109.

DO 45 |=1,M

PRINT 110 | X(l)

PAUSE - .

GO TO 1

FORMAT (14)

FORMAT(//IOHUNKNOWNS = 13)
FORMAT(E11.4) -
FORMAT(//ZSHCOEFFICIENTS OF EQUATIONS//)
FORMAT (4X2HX(,12,3H ) )

FORMAT (3X7HC. TERM//)
FORMAT(//IIHCRACOVIAN G//)
FORMAT (11X)

FORMAT (//11HCRACOVIAN H//)
FORMAT (//10X8HUNKNOWNS //)
FORMAT (2HX (, 13,2H)=E11 k&)

END

22 =
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UNKNOWNS = 6

COEFFICIENTS OF EQUATIONS

X(1)

+6518E 03
-w]‘96E 03
.9L60E 02
-.9390E 02
+7420E 02
.5800E 02

X( 2

-+2392E
+8867E
-01922E
-.2260E
-+5150E
.3720E

CRACOVIAN G

.1000E 01 —-.3669E
m .1000E

CRACOVIAN H

.6518E 03 -,1196E

.8823E

UNKNOWNS

.6715E 00
f3079E-0‘
«3225E-02
«3957E-02
+H4554E~-03
. 1880E-0L

M KX KX
PN PN PN NN
OV LW N =
Nt St st ast? st il
[ I O O O

)  X(3)

03 L9460E
04 -09610E
ok .2L439E
03 L2370E
03 -.2410E
03 ,5920E

+1451E
'01069E
+1000E

00
00
01

00
01

02
05

+9L60E
ok -,1887E
«2417E

X( k)

+1880E 03
~.2260E 03
J7LOE 03
H4810E 05
-o2370E 0“
-.4030E Ok

+2884E 00
~.2170E-01
.1678E-01
.1000E 01

-+.9390E 02
-.2604E 03
«2227E 03
J4811E 05

23
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fl

X(5)

~1480E 03
”vS‘BOE 03
-, 4820E OL
-02370E 0“

+7860E 05
-.1284LE 05

«2270E 00
~-.5529E-01
—oZOASE OO
-QASIGE-OI

.1000E O1

"«7B20E 02
-vh877E 03
-.2L72E Ok
-+2360E Ok

+7793E 05

X( 6 )

+5800E 02
+1860E 03
«5920E 03
_OZOISE Oh
-.6420E OL
.1585E 06

AN

+.8898E-01
o2228E—01
+2588E-01
-.4170E-01
-.8276E-01
. 1000E 01

02
03
03
ok
05
06

-5800E
«3932E
+6256E
- LOLBE
-.1289E
J1572E

C. TERM

—OMBISE
—01885E
-.8270E
-.1200E
-.5250E
—03350E

-,6620E 00
-.3033E-01
‘03a985“02
~+.3935E-02
”au539E=03
-.1880E-0L




4,
4.1."
4.1.1.,

SOLUTION OF NORMAL EQHUATIONS SYSTEMS,-
Description of method.

Obtainment of unknewns.

- Application of least sguares adjustment leads to linear

equations systems of symmetrical coefficients called "normal
equations systems'". Although in this case it is also possible
to use the method of decomposition into two canonical craco-

vians explained in section 3, it is advisable to use a spe-

~cial method which provides the possibility to obtain the mean

. square errors of unknowns in a very simple way. This special

method consists in decomposition of cracovian of coefficients
into two equal canonical cracovians and it is called "the cra
covian root method".- | :
The system of error equations A

V-'= aoo + r 0 + °°°°‘+ > 0 +
i i°Xy b1 X2 8i°Xm L

. (24-1)
i = 1,2, o600 , 10

may be written very conveniently in cracovian notation as

v = x. ya + ¢ (24-2)

24 =

445



in Which

A (A b g? AN Q‘i\

11 . 1]
2 )% bz e 82} 2, £ |
l =< ... ,g- ® e 00006000 0 00 00 * o ;£=<'.. ,z =ﬁ" > (25‘1)
Q’ a b e e g X . (
v e LAANG Y n/
Introducing the diagonal cracovian
rp“ 0 o 00 0\
y 0 p2 vee 0 >
2 ) es 0 s 0000 (25-2)
0 0 ...p o
C N | P

’

in which the'p; are the weight coefficients of observations,
i

it is obvious that cracovian expression

x f(a.p.al+2.@.p=0 (25-3)

repréSents the normal equations system derived from system

( 24-1) .- Making the substitutions

A = (a.p) . a L=2¢.(a.p (25-9)




expression (25 -3) becomes

X A+ L =0 (26-1)

Developing this last equation, the following system is
obtained

Age X Agge Xp % een # AL exy + L

]
=]

Az1e X9 * Agge Xg * eoe F Ap peXp v L = 0
® ® ® 900 00O @ 0 0O O 8 860" O 8OO OO GO O S S OO O G OO0 OO 00O 0O (26-2)

A X

m, 1 1 f Am.z'xz toeee ¥ Am nXm ¥ Lm =0

?
where, in agreement with classical Gauss notation

A11 = [paa]*;“A§1= Lpab] ; ... ;’Am;1=_magj; L1=[pa1;

A = [pbb] and so on.=
22

Let m'=-m + 1 and Lij= Apr 55 then the normal equations system
. ’

(26 -2) may beAenlarged and transformed into

>
"
(=]

A]" QX1+ A21 ..Xz +coo + Am,1 . .Xm‘" m"1
A21 "Ox“." Azzﬂ .XZ *o.o' + Am’ﬁ— oxm+ Am' ’2 = 0
" #0906 00000 @0O0OO00O00O00000060O  >00000000OOGOGC (26"3)

(1
(=]

Am’l 'Ox1+ Am’2‘0x2 +aoov + Am’m 9Xm+ Am"m

L eXq+ A +.,. + A o X, F A
Am' s 1 1 m' ’2°x2 Bl m *m A‘m' ,m’

=[pvv]



The last added equation,. equivalent to the known relation

(pal] x, + (pbl] %, *+ .., +(pgl] %, *+ [P111= [pW]

will provide the very important control of [pvv] as explained

later.- Introducing the cracovians

Y A eea A ) (0D
1 S 21 m,1 m',1
X A A ... A ; 0
-2 : 21 22 m,2 m',2
x'= ﬁ..>;A'=ﬁ.........'....0..'..‘ s. =ﬁ00.>
x A A ... A A 0
mi m,1 m,2 m,m m',m
1 A A ... A A pvv]
\_ \omn',1 m',2 m',m m',m) k_ Y
system ( 26? 3) may be written as
i x' A" = C (27~ 1)
Cracovian A' may be decomposed into tﬁo edual canonical
cracovians such that | P
A' = B .B= B2 (27-2)

As cracovian A' is symmetric, according to 2.11, page 6

N

27




(5 B .e. B B )
11 21 m,1 m',1
0 B oo B B
: ‘ 22 , m,2 m',2 |
-B- = 4 ...0'...0.0....‘.0.0..00.;...0 >
0 0 * 00 B B
m,m m',m
0 0 cos 0 B
- m',m' )

The elements of cracovian B are obtained by applying the
definition of cracovian multiplication by means of the

following relations

= : : o = ' 28~
B11 \/A 11 Br1 = Ar1/A11 by 2,3, ... 4 M (28-1)

B = \/A__ - (B2, + B2, « + B2 )'
rr TT ri r2 oo r,r-1

: r = 25"3" oo o 9 m' “.- (28-2)

Brs = [Ars - (letBrI + BSZ' Brz + o0 e + Bs’s_loBr’s_1)}Bss
starting from s =2and r = s + 1, s+ 2, ... , m'
Introducing (27 -2) into (27-1) (23-3)
x* . (B.B =C
OT- -~ (x' .TB). B =¢C
= 28 =



b

Multiplyng both sides by ‘Kg']

(x' .%¥B) . B1. w_“é

oA

According to 2.7, page

as
-1 o -1
(x' .7B).z8 .TB) =C .7
(x' .TB).¥ = C .o
that is |
x' . % = C.¥B!
1f c'= ¢ .7B ,’ then
e 7} 1 o
|0 Byg Yz -ee >’1,m~'\1 9 ~\
0 0 B 0
| | 22 " Y2m' |
C! '< S'ﬁ i >= ﬁ
] 0 0 BZ ! lepvwy. 820
gvv‘) \ .o m' ’m/| Lp . m_' ,m )
] = 29 =

c .ys”!

5, ~this expressién may be written

(29-1)




Developing (29 =-1), the following system is obtained

11° X1 % Bage Xp b eee * By geXy m',1

Bzz. xz + ... + B

® 0 0 6 00 0 600 00O C eSO S E SO 00O 0O SO0 OSSO OO

+ + B + B = 0
0

m’zoxm + B!n"_z=

Bm,m‘xm * Bgr g" 0

'Bm;m,=[pvv]° B;!’m,

Obviously, unknowns are obtained from back solution of this

system and the last relation gives the control

2
m!,m'

{pvv]l] = B

It is remarkable that cracovian of normal equations coeffi-

cients is equal to the square of cracovian of error equations
coefficients which is éifferent from zero., Thus, it is always
pdssible to obtain the cracovian root in case of geodetic pro

blems._

4,1.2, Obtainment of mean square errors of unknowns.-

Mean square error of unit weight observation may be obtained

from
m = \pvw]/ (n - m)’ (30-1)
)
or m = B /vyn-m (30-2)
0 m',m'



Weight coefficients aré then used to obtain mean square

errors of unknowns from

my, = ""o\/Qii (31-1)

i ;
'If F is a linear function of unknowns such that

X + o o o + fm.x (31_.2)

it may be written in cracoviam notation as

E = x.£f (31-3)

The normal equations sxgtem“iﬁicase“df'uniform weight

observations may be written as
x . @) + L.a =0 (31-4)

Multiplying both sides by @y

RS p
[x . (aD1.aH)  + @ .2).(aH =0  (31-5)
| » |
x + L@ .qal = 0 (31-6)
=1 | |
x = -2 ,[(a®) . 7Tal (31=7)
= 31 =
20 2




Introducing this value of x in (31 -3)

F o= {- 2.l "7aE).f
F o= - £.{fiva. (a®)" 11}

Appiication of law of errors proﬁagation leads to

~N

m2 {ffra .(aD)71 ] P

=
[}

F s

=m? (£ 0 )7 val? £

2 (. @)1 £)

This expression may be written as

Mg = M, \/(.f. AT (32-1)

To obtain the mean square error of x.

i it is only necessary

to stablish F = X: that is
o)

0

e

1 _ in i-th row

0




C

Expression (32- 1) becomes

n o= om Ve LAY g

This means that weight co-efficient of i-th unknown is equal

to the element of the inverse of cracovian of coefficients

‘which stands in the i-th row and column, that is to say that

diagonal elements of the inverse of cracovian of coefficients

are the weight coefficients of unknowns.-

Calculation of th@se elements is made in a very simple way by
calculating first the inverse of the cracovian root of A

because

-1
A = (B)) (33-1)
and obtainment of the inverse of a canonical cracovian 1is

inmediate.~

Let D = §’1; then, the emements of D are obtained from

' = 3 )
Dy 1/Brr re 1,2, .00 , M
" Dyg 0 if rs
Dpg = ~(BgqeDpy +BsZ°Dr2+°°°+Bs,s~‘iDr;s«=1)/Bss

startin from r =1 and s =1 + 1, T+ 2, cooy, M

= 33 =

204




4.2.

4.2.1

The program
General crgénization
In order to save core storage, the program has been developed

in such a way that it is only necessary to keep coefficients

of normal equations in and over principal diagonal by means

‘of an unidimensional array.-

The correspondence in nomenclature is

Ars= CRy

in which t = r+ (s-1) (m+ 1-5/2)

In the first part of program, the CR; are transformed into
the elements of cracovian root and the unknowns are obta%nedo
In the second part,‘the CRi are again transformed into the
elements of the inverse of cracovian root and the meah square
errors of unknowns are calculated.-

Flow chart and program listing may help the reader to

understand better these short explanations.



4.2.2 FLC3W4 CHART OF PROGRAM 11
( Solution of Normal Equations Systems)

w ' 2

M = NUMBER OF UNKNOWNS
nobs = " »  OBSERVATIONS
O,
CONDITIONATE
READ m 0
OBSERVATIONS
INDEPENDENT
OBSERVATIONS
m mie— m+ } NX = NUMBER OF COEFFICIENTS OF NORMAL
m2 4 2m1 EQUATIONS OVER PRINCIPAL DIAGONAL

nx-—-%—(m+1)(m+ 2)

READ CRj

20(




ke—i+(J-1){Mm2-y)/2
k3 4+—k
i1 &—i-1

h 4

Kiei +(?~1)(mz~{)/é
CR,4—CRy ~(CRy,)?

| e—1i+1

ke¢—k+ 1

1

24 (2-1)(m2-2)/2
ki ¢—i +i2
ka ¢#—J+i2
CRkQ"CRk'CR“cCsz

P=1,2,........ i1

Je&e—J + 1




J &—————m

Ke—mitil

14— (i-1)(m2-i)/2
Ae—0

ke—J + i1

Ae—A+ CRy+ X

l

J ¢&——J —1

Kie—— i ¢ i1

X;4— (-CRy -A)/CRy,

| e—i—1

Mo4-CRny/V'| Mo = MEAN SQUARE ER

OF UNIT WEIGHT OBSER

PRINT mMe

37 =
205




| 4—————1
7} } -
/
Je——i
14 (i~ 1)}mz2-i)/2
k e&— i +i1
CR,+—1/CR,
’6'\
-/

Je—dJ+1

ke—k +1]

i2e—J ~1
kaeJ+(J-1)(m2-u)/2|

A4+—O0

l

kie-J+(2-1)(ma-9)/2

ka-——‘e-lvil
A< A—CR, .CR,,
ezi,ifl ............ i2

209

38

¥ CR, ¢~ A/CR,,|

i — i +1




ie— i+l

Je— J+1

m;,‘-CR,,,/\/nobs~m

2/0




«2.3. Program listing and solution of a numerical example

4
C - CRACOVIAN ALGORITHM FOR SOLVING NORMAL EQUATIONS
C 6-11-65 * PDQ FORTRAN
C

DIMENSION CR(L96), X(30)
IF(SENSE swiTcH 2}2,3
2 READ 100,M
PRINT 112
TYPE 100,M
GO TO L
3 READ 100,M,NOBS
PRINT 103,M,NOBS
L M1=M+1
M2=2%M1
NX=(M+2) % (M+1)/2
DO 5 I=1,NX
READ 101.CR(1)
|F (SENSE SWITCH 1)6,10
PRINT 106
IF(M=6)7,7
DO 8 I=1, M
TYPE 107, |
TYPE 108’
EXECUTE PRUCEDURE 300

CRACOVIAN ROOT

10 CR(I)—SQRT(CR(I))
DO 11 1=2,M1

1 CR(I)—CR(I)/CR(!)
J-‘

12 1=J
K=l+(J=1)*(M2-J)/2
K3=K

11=1-1
DO 13 L=1,11
Ki=15(L=13%(M2-L)/2
13 CR(K)=CR (K)~CR (K1)**2
CR (K)=SQRT(CR (K))
IF(J=M1)1k,17, 14
14 I=1+1
K=K+1
DO 15 L=1,11
1 2=(L-1)*{M2-L)/2
Ki=1+12

'

W OO O WU

OO

15 CR(K)=CR *CR (K2)
R ,

m—
— o~ o~
=R
LD -
e

GO TO 12

IF(SENSE SWITCH 1)18,19
PRINT 109

EXECUTE PROCEDURE 300

— —
(o000 B @




OO0

OO

21
22

23

24

25
26

27

28

29

30

31 A

32

3k

CALCULATION OF UNKNOWNS
I =M

J=M
[1=(1=1)*(M2-1)/2
A=0,

IF(J-1)22,23,22
Ked+11
A=A+CR (K)*X (J)
J=J-1
GO TO 21
K=M1+11
Ki=l+11
X(1)= (-CR(K)—A)/CR(KI)
:F(I‘I)Zh 25,2

=|
GO TO 20

IF(SENSE SWITCH 2)26,28
PRINT 112
CONTROL 102
T=M
ECERO=CR (NX) /SQRT(T)
DO 27 |I=1,M
PRINT 102, 1 X(I)
GO TU 39

INVERSE OF CRACOVIAN ROOT

i
|
K=1

=0

O Ko b =

(: 1)*(M2-l)/2

CR(K)=1,/CR(K)
lF(l-M)30 33, 30

J=J+1 ,

K=K+1

12=J-1

K3= J+(J—1)*(M2—J)/2
A=0,

DU 31 L=I 12
K1=J+(L—1S*(M2-L)/2
K2=L+11
-A-CR(KI)*CR(KZ)
CR(K)=A/CR(K3)
IF(J-M)BO 32,30

f=l+1

GO TO 29

IF (SENSE SWITCH 1)34 35
PRINT 110

Mi=M

EXECUTE PROCEDURE 300

48' 41:

22




OO0

35

36
37

CALCULATION OF WEIGHT COEFFICIENTS OF UNKNOWNS

L=1 °~
DO 37 l=l M
A=0,

DO 36 J=1,
A=A+CR(L)**2
L=L+1
CR(L)=A
L=L+1

- T=NOBS-M

38
39

Lo

L8

L9
50

ECERU=CR (NX)/SQRT(T)
PRINT 112

TYPE 105

M1=M+1

K=M1

DO 38 I=1,M
EMX=ECERO*SQRT(CR(K))
PRINT 102,1 X(I) EMX CR(K)
Mi=M1-1 .

K=K+M1

PRINT 111,ECERD
PAUSE :

GO TO 1 ,
BEGIN PRUCEDURE 300
IF(M-6)40,40,47

L=1

DO 45 =1, Ml

DO 41 J=I, Ml

TYPE 101 CR(L)

L=L+1 .
IF(I-M1)42, h6 L2
CONTROL 102 .

IF (M=M1)4k, 43 Lh
L=L+1

DO 45 K=1,1|

TYPE 113 .
RETURN 300

L=1

DO 50 I=1,M1

DO 48 J=I Ml
PRINT 101 ,CR(L)
L=L+1 . :
IF(M—MI)SO h9 50
L=L+1

CONTROL 102

END -PROCEDURE 300

= 42 =

23




(:@

FORMAT (214) |
FORMAT(E11.4)
FORMAT (2HX (, 13,2H)=E1
FORMAT (//9HUNKNOWNS =1

1.4, 2E15,4)
1/ 13HOBSERVATIONS=14//)

FORMAT (5X10HMEAN ERROR 5X10H Q COEFF, //)

, FORMAT (/32HCOEFFICIEN
FORMAT (4X2HX(,12,3H ) )

FORMAT (3X7HC,  TERM//)

TS OF NORMAL EQUATIONS//)

FORMAT (71L4HCRACOVIAN ROOT//)
FORMAT (/25HINVERSE OF CRACOVIAN ROOT//)
FORMAT2/19HMEAN SQUARE ERRUR =E11,4//)

FORMAT
FORMAT (11X)
END

//10X8HUNKNUOWNS )

214




UNKNOWNS= 4 |
OBSERVATIONS= 8

COEFFICIENTS OF NORMAL EQUATIONS
X(. 1) X( 2)  X( 3)
J1200E 02 -,2000E 01 -.4000E 01

6000E 01 ,0000E-50
+2000E 02

CRACUVIAN ROOT
+3L6LE 01 -+5773E 00 -+1154E 01

23808 01 -.2800E 00
W4311E 01

INVERSE OF CRACOVIAN ROOT

.2886E 00 ,7001E-01 .8186E-O1
’ -4200E 00 .2728E-01

.2319E 00

UNKNOWNS MEAN ERROR

X( 1)= —=.3154E-01 .20L4E 00
X( 2)= -.65L0E-01 -28L2E 00
X( 3)= -.6694E~01 -1667E 00

X( L4)= L1153E 00 “1780E 00
MEAN SQUARE ERROR = ,6537E 00

X( &) cg TERM

+0000E-50 ~,2000E-01
-+2000E 01 ,5600E 00
-.7000E 01 ,2020E O1
.1700E 02 -,2560E 01
. ' .2176E 01

+0000E-50 -,5773E~-02
-.8401E 00 ,2338E 00
-.1678E 01 - 4821E 00
.3671E 01 -,4233E 00
. «1307E 01

.5344E-01
+1086E 00
+~1060E 00

- «2723E 00

Q COEFF,

+9779E-01
+~1890E 00
+«6503E-01
+7419E-01
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~J MRI PLOTTER SUBROUTINES

INTRODUCTION

; This set of plotter subroutines is provided in the hope of elim-
inating much of the redundant effort that has apparently been expended in past
uses of the IBM 1620's on-line plotter.

The set is built around modified versions of the IBM-provided PLOT
and CHAR routines. The MRI versions of PLOT and CHAR offer the following
features: ‘

Both can be used as LOCAL subroutines.

Changing directions of lettering the CHAR routine takes less
than 1/5 second.

The PLOT routine can be reinitialized without having executed a
CALL PLOT(7) statement.

The PLOT routine can move the ?en to any location without
dropping the pen when the move 1s terminated.

. New graphs can be automatically started above, below, and to
the left of the present graph (as well as to the right).

Up to nine unique characters can be used to plot points instead
of the standard + character.

The write-up on PLOT and CHAR is essentially that found in IBM pub-
lication No. C26-5841 with appropriate changes.

SUBRQUTINE PLOT

‘ The following definitions apply to the terms used in the description
of this subroutine. All X and Y values are to be expressed in inches.

1. XMIN < minimum X value to be plotted.
2. XMAX = maximum X value to be plotted.

3. XL = the required physical length of the plot in the X direction.




k., XD = X increment to be indicated on plot outline
XMIN)/INC, where INC equals the number of increments desired.

5. YMIN 2 minimum Y value to be plotted.

6. YMAX > maximum Y value to be plotted.

T. YL

il

the required physical length of the plot in Y direction.

YD = Y increment to be indicated on plot outline = (YMAX -

YMIN)/INC, where INC equals the number of increments desired.

9. 1IC = control integer which must have one of the following
values: 1, 101, 201, O, 9, 89, 90, 99, 7, 70, -7, -T0. See "Use of Con-
trol Integer" under the specific Programming Procedure in question.

Choice of variable names for the above information is left to the
discretion of the programmer, except for the restrictions that the control
integer must be a fixed-point varisble or constant and the rest be floating-
point variables (with or without subscripts), constants or expressions.
Array names must not be used.

The first time the subroutine is entered, scaling factors are cal-
culated and a plotting outline or grid is drawn governed by the control integer
IC. During subsequent entries into the subroutine, the X and Y coordinates
of a point are scaled and the point is plotted governed by the control inte-

ger. After all points have been plotted, the subroutine is reinitialized
for a new plot. In brief, the subroutine has three sections:

1. Framing and scaling
2. Point-to-point plotting
3. Reinitialization

Each of these subroutine sections has a set of control integers (IC) to
govern the functions of the subroutine.

Framing and Scaling Section

In this section, two scaling constants are calculated and a plot
outline or grid is drawn governed by the control integer IC. The subroutine
calculates these scaling constants as follows:




|

XL

CX = X scaling constant = AL - XMIN
CY = Y scaling constant = . £ .
YMAX-YMIN

These scaling constants are then used to scale all X and Y values in the
point-to-point plot section.

After the frame is drawn the pen is placed in. the up status.

Use of Control Integer (IC)

One of the following three control integers must be used in this
section:

IC =1
IC =101
IC = 201

When IC = 1 is used, scale constants are calculated and a plotting
area outline is drawn (Fig. 1). When IC = 101 is used, scale constants are
calculated and a grid over the plotting area is drawn (Fig. 2). When IC = 201
is used, scale constants are calculated, but neither a plotting area outline
nor grid is drawn. (For efficient programming, set XD equal to XMAX-XMIN and
YD equal to YMAX-YMIN, when IC = 201 is used.) The latter control integer is
used vhen a reference frame is already available or when one is not required.

219



X MIN, Y MAX

VR &

YD
. o |

1 L | |-
< XL >JI

X MIN, Y MIN X MAX, Y MIN

‘Tm ' Fig. 1 - IC =1
| 4

—»| xp
G XMIN, Y MAX ]"’Y

YD

\

{-‘ " -

X MIN, Y MIN X MAX, Y MIN

Fig. 2 - IC = 101
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Point-Point Plot Section

CALL PLOT (IC, ICHAR, X, Y)

This section of the subroutine first scales a given point (X, Y) to
a set of coordinates (X plot, Y plot) as follows:

X plot

(X-XMIN) *CX

Y plot = (Y-YMIN) *CY

where CX and CY are the scaling constants calculated in the framing and scal-
ing section of the subroutine.

Use of Control Integer (IC)

One of the following two control integers must be used in this
section:

NOTE: The pen always moves to the point to be plotted in the
status in which it was left (up or down) from the previous call.

IC

]
(o]

IC

]
\O

IC = 0 . When IC = O is used, the point (X, Y) is scaled, the pen moves to
the resultant coordinate (X plot, Y plot) one of 9 characters is drawn through
the point. The pen remains down after the character is drawn.

IC =9 . Vhen IC = 9 is used, the point (X, Y) is scaled, the pen moves to
the resultant coordinate (X plot, Y plot) one of 9 characters is drawn through
the point. The pen is placed in the up status after the character is drawn.
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Use of Character Control Integer (ICHAR)

One of the following nine character control integers must be used:

POINT VALUE OF
REPRESENTATION ICHAR
. ‘ )
+ 2
° 3
a Y%
> )
° 6
x 7
. 8
. g
Fig. 3

Pen Movement Section

CAIL PLOT (IC, X, Y)

This section of the subroutine scales a given point (X, Y) to
(X plot, Y plot) as in the point-to-point section.

Use of the Control Integer (IC)

IC must assume one of the following three values:

IC = 89 . When IC = 89 is used, the point (X, Y) is scaled and the pen moves
to the resultant coordinates (X plot, Y plot). The pen is commanded up when
the point is reached.
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IC = 90 . When IC = 90 is used, the point (X, Y) is scaled, and the pen moves
to the resultant coordinate (X plot, Y plot). The pen is commanded down when
the point to be plotted is reached.

IC = 99 . When IC = 99 is used, the pen 1s commanded up. No other action
takes place.

NOTE: If the pen up or down status 1s altered manually or by some
routine other than PLOT (for example, the annotation routine) IC = 99 should
be executed prior to the resumption of point-to-point plotting. The reason
for this lies in the fact that PLOT is designed to keep track of pen up or
down status so that the pen does not have to be commanded to assume its pres-
ent status. (One hundred ms are required for each pen up or down command. )
By executing an IC = 99 call, as just described, pen up status is established
physically and within the program.

Reinitialization Section

CALL PLOT (IC)

After all points have been plotted within a frame, PLOT can be
called to automatically move the pen to a new position pripr to starting a
new frame. The following table shows the possible options available:

Position to Which Pen

Value of IC Will Be Moved
7 (XMAX + 3.0", YMIN)
70 (XMIN, YMAX + 3.")
-7 - (XMIN - (XL + 3."), YMIN)
=70 ; (XMIN, YMIN- (YL + 3."))

NOTE: PLOT does not have to be reinitialized with one of these
calls. An alternative would be

CALL PLOT (89, X desired, Y desired)
CALL PLOT (1, « « o« « « « « & )

These two statements would start a new frame at the point (X desired, Y
desired).
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PIOT PROGRAMMING PROCEDURE

Prior to calling the PLOT subroutine, the programmer may determine
and place in storage the XMIN, XMAX, XL, XD, YMIN, YMAX, YL, YD, IC, and ICHAR
information as previously defined. '

Access to the PLOT Subroutine

The PLOT subroutine is accessed by the following statement:
CALL PLOT (IC, LIST)

Where IC I!IIJ.S'b be equal tO l, lol, 201’ O’ 9, 89’ 90) 99, T’ 70’ "7, or "700

LIST depends upon the value of the control integer (IC) as follows:

If IC = l, 101, or 201, LIST must contain XMIN, XMAX, XL, XD, YMIN,
: YMAX, YL, and YD as previously defined.

If IC = 0 or 9, LIST must contain ICHAR (the character control
integer), X, and Y where X and Y are the coordi-
nates of the point to be plotted.

If IC = 89 or 90, LIST must contain X and Y where X and Y are the

coordinates of the point to be plotted.
If IC =T, 70, -T, -T0, or 99, LIST must not be used.

The actual names of the variables are unimportant as long as IC is
a fixed-point variable or constant and LIST is made of floating-point vari-
ables, constants, or expressions, except that array names must not be used.

Because of the makeup of the subroutine, the first time it is
entered the following statement must be used:

CALL PLOT (IC, XMIN, XMAX, XL, XD, YMIN, YMAX, YL, YD)
where IC must equal 1, 101, or 201.

After the initial statement has been executed, the subroutine can
be entered at any time by one of the following three statements:

CALL PIOT (IC, ICHAR, X, Y)
CALL PLOT (IC, X, Y)

CALL PIOT (IC)
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Ic= 1 ICHAR = 3 . IC =101

IC = 201 ICHAR = 6

Fig. 4 - Plotter Options
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SUBROUTINE CHAR

This relocateble subroutine is titled CHAR. As a subroutine, it
allows a FORTRAN II or FORTRAN II-D program to plot letters, numbers and all
FORTRAN special characters from information supplied by Format statements.

Program Description

The CHAR subroutine uses the typewriter I/0 subroutine from the

FORTRAN IT or FORTRAN II-D Programming System. When the CHAR subroutine is
called, it modifies the typewriter I/O routine to perform the lettering func-
tion and restores it when the function is complete. The position of the pen,
at the time CHAR is called, is at the lower left-hand corner of the character
to be drawn. Because the information to be plotted is obtained from Format
statements furnished by the programmer, actual variable values can be plotted
at object time. '

Each character that is plotted is represented in the subroutine by
a string of digits. These digits, when transmitted to the plotter, cause the
proper pen and paper motion required to draw the desired character. The same
string of digits is used for all character sizes and for horizontal or verti-
cal displacement of the character. Horizontal or vertical placement of char-
acters with respect to the X axis is accomplished internally by the subroutine.
The conversion from horizontal placement to vertical placement or from verti-
cal to horizontal, requires less than 1/5 second.

When all of the specified characters are drawn, the pen is returned
to the starting position with the pen in the up status.
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ABCDEFGHIJKLMNOPQGRSTUVHXYZ

0123456789 =,$. (*) /+

-1 Inch Lettering -

ABCOEFGHIJKLMNOPAGRSTUVIWXYZ

0123456789 =,8$. (%) /+

.2 Inch Lettering

Fig. 5 - Character Set

Programming Procedures

Because of the design of the annotation subroutine, it must be ac-
cessed by the following two FCORTRAN statements in the order shown.

CALL CHAR (N, SIZE, IHV, VAR,
VAR, --VARy)

FORMAT (S;, Sp---Sy)

The arguments in the call statement are defined as follows:

N = A fixed-point variable or constant equal in value to the number of
variables and/or constants (VAR) whose object time values are to
be plotted as specified in the Format statement that follows the

Call statement.
Example: If one variable (VAR;) is to be plotted, N = L.
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SIZE = A floating-point varisble or constant equal in value to the size
(expressed in incheg) of the characters to be plotted.

Example: If characters are to be drawn two-tenths of an inch high,
SIZE = 0.2.

IHV = A fixed-point variable or constent. If IHV = O, characters are
drawvn parallel to the X-axis, otherwise the characters are
drawn parallel to the Y-a.xis.

VARN = Floating-point or fixed-point variables or constants whose values
are drawn at object time. The Format specifications to which
these variables are drawn must be specified in the Format state-
ment following the Call statement.

The Format statement used with the Call statement supplies informsa-
tion to the subroutine as to what is to be drawn and under what Format speci-
fication. It is also used to calculate the correct return address from the
subroutine. It is, therefore, mandatory that a Format statement follow the
Call statement. The items in the Format statement are defined as follows:

S = A Format specification. The Format speciﬁcation(s) may not be
separated by a slash /).

O

n-= A statement number.

Program Exsmples

Problem: Draw an alphameric field., hor:lzonta.lly, using characters
two-tenths of an inch high.

Solution:
CALL CHAR (0, 0.2, 0)
n FORMAT (6HX AXIS)

NOTE: Because there are no variables to be plott'ed, N, the ‘first
argument of the call is a fixed-point zero.

Problem: Draw an alphameric field, hor:l.zonta]ly, and the variable
(X) using characters one-tenth of an inch high.
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Solution:

CALL CHAR (1, 0.1, 0, X)
J ol
n FORMAT (1LH VALUE OF X IS, F6.3)

NOTE: Because one variable is to be plotted, the first argument of
the Call statement is a fixed point 1.

Problem: Draw an alphameric field, vertically, and three variables
(X, Y, 2) using characters one-tenth of an inch high.

Solution:

CALL CHAR (3, 0.1, 1, X, Y, 2)
n FORMAT (21HXYZ HAVE THE VALUES, 3F 6.3)

Problem: Draw three variables (X, Y, Z) using characters one-tenth
of an inch high. . -

Solution: ) : ' o | @
CALL CHAR (3, 0.1, 1, X, Y, Z)

n FORVAT (3F 8.4)

SUBROUTINE FRAME (XMIN, XMAX, XL, XD, YMIN, YMAX, YL, YD)

ment:

This subroutine draws a complete rectangular frame with axis mark-
ings ("tics") along all sides. The arguments are those defined in the PLOT
subroutine with the following exception:

If XD = 0., the X axis is marked off in log;p increments. In this
case, XMIN and XMAX are assumed to be log quantities. For example, if XMIN =
1., XMAX = 4., and XD = O., then three complete cycles of log;y marks will be
drawvn on the X axis (both top and bottom).— If YD = O., the same remarks hold
true for the Y axis. If both XD and YD are zero, then log;p marks will be
drawn on both axes. .

NOTE: FRAME initializes the PLOT rout;l.ne with the.‘fonowing state-

CALL PLOT (201, XMIN, XMAX, XL, XMAX-XMIN, YMIN, YMAX, YL, YMAX-YMIN)

G
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FRAME uses about 16,994 positions of core storage. The following

illustrations are examples of the use of FRAME:

Figo 6 -

QQQQ

=~=== Framing demo -- Start in upper left corner, draw four types
of frames. Sequence is clockwise.

CALL FRAME (1.,4.,6.,1.,1.,4.,6.,. 5)
CALL PLOT(7) :

CALL FRAME (J..,4.,6.,1.,l.,4.,6.,0.)

CALL PLOT(-70)

CALL FRAME (l.,4=.,6.,0.,l 34es6.5.5)

CALL PLOT(-7) L
CALL FRAME (1.,4.,6.,0.,1.,4.,6.,0.) |
PAUSE

END
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| SUBROUTINE GRAPH (I, J, TPOINT, YINCH, YINCH, X, FX)

Th:Ls subroutine is provided to gra.ph the points (X(K), FX(K)) end
draw curvilinear lines Joining the points. The arguments are defined as: :

X(K) = A single-subscripted array of the abscissa (X-axis) values
FX(X) = A single-subséripted array of ordinate values

I

The subscript of the first point to be plotted’
J = The subscript of the last point to be plotted

TPOINT = The digit that governs which point character is to be used
(see character control integer in PLOT arguments). If
JPOINT is zero, the actual points will not be plotted.

XINCH = The value of one physical inch in terms of X-axis measure

XINCH = _@xﬁ-_@g in terms of the PLOT subroutine
arguments. .

YINCH = The value of one physical inch on the x-axis.

GRAPH uses the second order Lagrangian polynomial over X(K), X(K+l),
and X(K+2) to draw the curve between X(K) and X(K+l). (When K+2 = J, the poly-
nomial is also used to draw the curve between X(K+1) and X(J).) The curve is
composed of short line segments less than O.l inch long. The actual length of
these segments is a variable that depends on the physical distance from (X(X),
FX(K)) to (X(K+l) » FX(K+1)).

The following assumptions are made for GRAPH: (1) The points are
stored in either ascending or descending values of X. (2) No two successive
values of X are equal.

GRAPH uses about 14,37k positions of core.

The following illustrations show the two types of plots available
when GRAPH is used.
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m IPOINT = 3

Fig. 7
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SUBROUTINE LABEL (SIZE, XMAX, XMIN, XL, XD, YMIN, YMAX, YL, YD)
SUBROUTINE LABELX (Same Arguments)

SUBROUTINE LABLE (Same Arguments)

SUBROUTINE IABLEX (Same Arguments)

The purpose of these four subroutines is to place labels along the
X and Y axes drawn by the initializing call of the PLOT subroutine, i.e.,

(1) cALL PLOT (IC, XMIN, XMAX, XL, XD, YMIN, YMAX, YL, YD)
where IC = 1 or 101.
The arguments are the same for all four subroutines. Specifically,

SIZE = The value of the character size expressed in inches (e.g., SIZE =
.2 means all characters will be .2 of an inch in height)

XMIN @

XMAX

XL .
YMIN Must be exactly the same as used in (1)
YMAX

YL

o}

All four subroutines will place numerical values adjacent to the "tic" marks
on each axis. In addition LABLE and LABLEX read two cards; the first is used
as an X-axis heading and the second as the Y-axis heading. (Column 40 is as-
sumed to be the midpoint of the axis.) The following chart shows the exact
distinctions of the four routines.

i

i

The same as used in (1) or integer multiples¥ of that value

* If XD is the value uséd when PLOT is initialized, and 3.¥XD is used as this 0
argument, then every third '"tic" mark on the X axis will be labeled with
a value.
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o

Range of Format of Axis Core
Neme Values Representation Headings Required
IABEL -999 to 9999 I4 No 1402
IABEIX Any MAX* 2 10,000 ; E8.1 No
10 = MAX < 10,000 ; 15
.1 = MAX < 10 ; F5.2 2550
MAX < .1 ; E8.1
IABIE Same as IABEL Yes 2314
TABLEX Same as IABEIX Yes 3472

* MAX = is the maximum of |XMAX| and |XMIN| (or of |YMAX| and |YMIN| ); e.g.,
if XMIN = -10 and XMAX is O then MAX = 10 and I5 format is used.

234




il

FEET

FEET

9.93

6-66}

3.33

0.00 10

TIME

CALL PLOT (190e910ey 50691090499¢99y S5e91all)
CALL LABLEX (e190e910ey 5091690099499y 5493.33)

7.77
666
5.55
.4y

3.33

2.a22

TIME

CALL PLOT (1404910., 5¢91¢90499499y 5441.11)
CALL LABLEX (41404910., 5092410099.99) 5.91.11)F

Fig. 8
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SUBROUTINE QUADRG (N, X, Y, A, B, C)

The subroutine QUADRG computes A, B, and C in the second-order re-
gression formula:

Y=A+BX+CX2

X = The single-subscripted array of independent variable values
Y = The single-subscripted array of dependent variable values
N = The number of (X, Y) values

QUADRG requires about 2300 core positions and the single subscript
library subroutine.

This routine will be particularly useful in plotter applications.
The regression curve can be plotted by the following sequence of statanen/ts:

XJ = J*
DX = (X(N) - X(1))/x3
X1 = X(1)

CALL PLOT (99)

CALL PLOT (90, X1, A+B¥X1+C*X1%¥X1)
DOI=1,J

X1 = X1 + DX

10 CALL PLOT (90, X1, A+B¥XL*C¥X1%X1)

* Where J is some suitable number that depends on the degree of curvature and
the physical distance between X(1) and X(N) or the plot.
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SUBROUTINE LINREG (N, X, Y, A, B)

, LINREG is a subroutine that computes the y-intercept, A, and slope,
B, of the linear regression line fitted to the points (X(I), ¥(I)), I = 1,2...,
N. (That is, the linear least squares fit to a set of data points. )

~ X, the independent variable, and Y, must be single-subscripted in
the calling program.

The running time of the subroutine is dependent on N, the number of
data points. Roughly, it computes about one second for every 15 data points.

This subroutine will be particularly useful in plotter applications.
The regression line can be plotted by the following sequence of statements:

CALL PLOT (99)
CALL PLOT (90, X(1), A + B*X(1))
CALL PLOT (90, X(N), A + B¥X(N))

LINREG requires 1056 core positions and the single subscript library
subroutine.

237



