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Introduction

Introduction

The first AS/400e models based on the 64-bit RISC PowerPC AS processors were
announced in June 1995. The ease with which customers have migrated to these powerful
systems is a testimony to the fundamental strength of the AS/400e architecture.

In the year 2000, the introduction of the AS/400e Servers 250, 270, and 8XX significantly
accents the evolution of the IBM AS/400e product line. The top Model 8xx performance is
increased three and a half times for both base and interactive processors. The 270 server
offers thirteen times the top-to-bottom scalability. DASD capacity is over four times the DASD
capacity of the largest 7XX server today. Maximum main storage is more than doubled with
the 840 server, to boast a new powerful 24-way processor. With all of this, the
price/performance is equal to, or better than, the 7XX servers.

I/0 enhancements include:

* A new Integrated Neftfinity Server

* 1 Gbps high-speed Ethernet LAN adapter
100 Mbps high-speed Token-Ring adapter
External CD-ROM device

V.90 integrated modem in the base system

The new technologies behind the new 270 and 8xx servers expand the range for processor
power, main storage, DASD storage, and communications speeds far beyond the current
range of scalability—to extreme scalability. With this expanded range of scalability, you have
the power and flexibility to integrate a variety of modern computing environments, from core
business to e-business, in a very cost effective way, without concern for limits within a single
server. The broad range of hardware migration support protects the investments you have
with the AS/400e.

With continuing support for the bread and butter programming languages, new technologies
are embraced, such as Java, business intelligence, Domino, and e-business enabler
software. Integrate new applications on a single system as well as on multiple systems with
the 8xx servers.

The new 250, 270, and 8xx servers, including updated Dedicated Servers for Domino, enable
you to minimize your costs for specific purpose application environments, such as Domino for
AS/400, multiple “Application Service Provider” environments, or a mixture of multiple
applications. Using Domino for AS/400 as an example, you can run Domino alongside
existing applications or on processors uniquely tuned for Domino workloads.

The new V4R5 hardware completes the transition to PCI I/O architecture with the introduction
of PCI architecture in all 270 and 8XX servers. This change enables Hot-Plug PCI, to add,
remove, and replace hardware without taking the server down on all 8xx and some 270
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models. “Hot plugging” is made possible by power control to individual card slots. PCI IOPs or
IOAs can be added, removed, and replaced while the system remains active. In most cases,
IOA configurations can be changed while other IOAs on the same IOP remain operational.

Flexible placement rules for IOPs and IOAs allow you to customize your system for
performance, capacity, availability, or logical partitions.

Serviceability enhancements include extended problem determination for TCP/IP and a GUI
interface in Operations Navigator for DASD management functions. The GUI interface offers
both observation and maintenance of the disk and ASP configuration. Wizards are available
to add and replace units, and view up to 2000 disk units in a customizable, scalable manner.
Management Central offers an extensive suite of performance metrics to pinpoint details of
system performance. Publications are available in PDF format for improved printing.

This Handbook provides an overview of both the hardware and software for the newly
refreshed AS/400e servers. This includes the 9406 250, 270, 820, 830, 840, SB2, and SB3
servers. 0OS/400 V4R5 operating software support these models.

The AS/400e System Handbook is designed to answer first-level questions that IBM
employees, Business Partners, and customers ask about the AS/400 system. For a greater
depth of information than what is provided here, consult the companion manual AS/400e
System Builder, SG24-2155, and your IBM sales representative. Also refer to the IBM online
publications and systems, such as ViewBlue and Partnerinfo (or their equivalent outside of
the United States).

Withdrawn Products

When products and features are withdrawn from marketing, they are removed from the
AS/400e System Handbook. Information on all AS/400 products and features may be found
by referencing IBM online systems. You may also reference some previous versions of the
Handbook on the Web at: http://as400bks.rochester. ibm.com/

The products and features shown in the following table are not represented in this twenty-first
edition of the Handbook because they are now withdrawn from marketing or will be in the
near future.

Product or Withdrawal Date
Feature Description
#0018 2440-xxx Local Source Rack Mount 06/30/2000
#0059 Transition Data Link 06/30/2000
#0059 9401 model 150 Transition Data Link 05/31/2000
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Product or Withdrawal Date
Feature Description

#0086 Optimize 3590 Performance 05/31/1999
#0200 Replacing the Release 05/31/1999
#0201 Unload/Reload 05/31/1999
#0202 Staged Upgrade Offering 05/31/1999
#0204 Staged Side-by-Side Upgrade 05/31/1999
#0336 V.36/EIA449 50-ft Cable 06/30/2000
#0337 V.36/EIA449 150-ft Cable 06/30/2000
#0340 V.35 80-ft Cable 06/30/2000
#0355 V.35 80-ft PCI Cable 06/30/2000
#0358 V.36 150-ft PCI Cable 06/30/2000
#0399 4 Port Twinaxial Expansion 06/30/2000
#0399 9401 Model 150 4 port Twinaxial Expansion 05/31/2000
#0451 RRR Preload (Test Server) 05/31/1999
#0490 Preload Baan for 9406 Model SB1 02/31/2000
#2159 9406 170 Processor 02/2000

#2605 ISDN Basic Rate Adapter 12/31/1999
#2609 EIA 232/V.24 Two-Line Adapter 03/31/1999
#2610 X.21 Two-Line Adapter 03/31/1999
#2612 EIA 232/V.24 One-Line Adapter 03/31/1999
#2613 V.35 One-Line Adapter 03/31/1999
#2614 X.21 One-Line Adapter 03/31/1999
#2617 Ethernet/IEEE 802.3 CMSA/CD Adapter 03/31/1999
#2619 16/4 Mbps Token-Ring Adapter/HP 03/31/1999
#2620 Cryptographic Processor 12/31/1999
#2621 Removable Media Device Attach 06/30/2000
#2623 Six Line Communications Controller 12/31/1999
#2628 Limited Cryptographic Processor 12/31/1999
#2644 34xx Magnetic Tape Attachment 03/31/1999
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Product or Withdrawal Date
Feature Description
#2664 Integrated Fax adapter 12/31/1999
#2668 Wireless LAN Adapter 08/31/1998
#2673 Optical Bus Adapter 06/30/2000
#2674 Optical Bus Adapter 06/30/2000
#2726 PCI RAID Disk Unit Controller 06/30/2000
#2811 PCI 25 Mbps UTP ATM I0A 05/31/1999
#2812 PCI 45 Mbps Coax T3/DS3 ATM IOA 05/31/1999
#2819 PCI 34 Mbps Coax E3 ATM IOA 05/31/1999
#2850 Integrated PC Server 32MB 03/31/1999
#2851 Integrated PC Server 03/31/1999
#2852 PCI Integrated PC Server 06/30/2000
#2854 PCI Integrated PC Server 05/31/1999
#2857 PCI Integrated PC Server (Model 170 only) 05/31/1999
#2858 FSIOA 128 MB Memory, Keyboard and Mouse 06/30/2000
#2860 Integrated PC Server Memory 03/31/1999
#3103 32 MB Main Storage 03/31/1999
#3104 64 MB Main Storage 03/31/1999
#3117 8 MB Main Storage 03/31/1999
#3118 16 MB Main Storage 03//31/1999
#3120 8 MB Main Storage 03/31/1999
#3121 8 MB Main Storage 03/31/1999
#3122 32 MB Main Storage 03/31/1999
#3133 64 MB Main Storage 03/31/1999
#3134 128 MB Main Storage 03/31/1999
#3135 256 MB Main Storage 03/31/1999
#3136 256 MB Main Storage 03/31/1999
#3138 64 MB Main Storage 03/31/1999
#3144 8 MB Main Storage 03/31/1999
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Product or Withdrawal Date
Feature Description
#3145 16 MB Main Storage 03/31/1999
#3146 32 MB Main Storage 03/31/1999
#3147 32 MB Main Storage 03/31/1999
#3149 128 MB Main Storage 03/31/1999
#3172 32 MB Main Storage (2 SIMMS) 03/31/1999
#3520 0OS/400 V3R2 and its associated 5763-xxx programs 02/25/2000
#5023 0S/400 V4R1 05/31/1999
#5024 0OS/400 V4R2 and its associated 5769-xxx programs 02/25/2000
#5025 0OS/400 V4R3 and its associated 5769-xxx programs 12/29/2000
#5043 Convert Primary Rack to Secondary Rack 03/31/1999
#5044 System Unit Expansion Rack 03/31/1999
#5051 8 Disk Unit Expansion 06/30/2000
#5070 266 Mbps System Unit Expansion Tower 06/30/2000
#5080 266 Mbps System Unit Expansion Tower 06/30/2000
#5082 1063 Mbps Storage Expansion Tower 06/30/2000
#5135 Feature Power Supply 06/30/2000
#6141 ASCII Workstation Controller 03/31/1999
#6142 ASCII 12-Port Workstation Expansion 03/31/1999
#6148 Eight-Port Twinaxial Expansion 06/30/2000
#6380 2.5 GB %-Inch Cartridge Tape 06/30/2000
#6385 13 GB %-Inch Cartridge Tape 05/31/2000
#6485 13 GB %-Inch Cartridge Tape 05/31/2000
#6512 Disk Unit Controller for RAID 06/30/2000
#6522 Disk Unit Controller for RAID 06/30/2000
#6523 Storage Device Controller 06/30/2000
#6530 DASD Controller 03/31/1999
#6532 RAID Disk Unit Controller 06/30/2000
#6616 Integrated PC Server 03/31/1999
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Product or Withdrawal Date
Feature Description
#6617 Integrated PC Server 05/31/1999
#7000 Panel Keylock 06/30/2000
#7108 Expansion Gate 06/30/2000
#7117 Integrated Expansion Unit 06/30/2000
#9240 Base 400 W Power Supply 06/30/2000
#9243 400 W Power Supply 06/30/2000
#9244 Expansion Unit 320 W Power Supply 06/30/2000
#9245 Base Battery Backup 06/30/2000
#9751 Base MFIOP with RAID (Models 640, 650, S30, S40, SB1) 05/31/1999
5716-SSP Advanced 36 Release 7.5 programs 04/28/2000
5769-FWA1 5769-FW1 Firewall: All releases 12/29/2000
5769-XY1 Client Access Family 5769-XY1: All releases 02/25/2000
9401 Model 150 V4R1 and V4R2 9401-150 packages 12/31/1999
9402 Model 236 Model upgrades from Model 236 to Model 436 02/25/2000
9402 Model 436 Processor upgrades within the Model 436 02/25/2000
9406 Model 170 V4R2 Processor features on new systems: #2160, #2164, #2176, and 02/25/2000
#2183
9406 Model 4xx Model upgrades from 4xx to 7xx 06/30/2000
9406 Model 5xx Model upgrades from 5xx to 7xx 06/30/2000
9406 Model 6xx 9406 600, 620, 640, and 650. See “Summary of All Earlier AS/400 Models” 05/31/1999
on page 701, for basic information on these models.
9406 Model 6xx Model upgrades from 6xx to 6xx and processor feature conversions within 05/31/2000
B6xx
9406 Model Sxx 9406 S10, S20, S30, S40. See “Summary of All Earlier AS/400 Models” on 05/31/1999
page 701 for basic information on these models.
9406 Model Sxx Model upgrades from Sxx to Sxx and processor feature conversions within 05/31/2000
Sxx
2480 Wireless LAN Access Point (2480-RS0) 01/13/1999
9348 Magnetic Tape Unit 02/26/1999
2480 Wireless LAN Access Point (2480-E00, -EBO, -TRO, -TB0) 05/24/1999
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Product or Withdrawal Date
Feature Description
2482 PTC 05/24/1999
2483 Integrated Laser PTC 05/24/1999
2484 Industrial PTC 05/24/1999
2486 Integrated Laser PTC 05/24/1999
5308 ASCII to 5250 Connection 12/21/1999
5494 Remote Control Unit 12/21/1999
5500 Express IP Control Unit 12/21/1999
6299 Midrange Hub 09/01/1999
7133 IBM 7133 SSA Disk Subsystem Model 010 05/05/1997
7133 IBM 7133 SSA Disk Subsystem Model 020 06/16/1999
8361 -100 Network Station series 100 Ethernet 10/14/1999
8361 - 200 Network Station series 100 Token-Ring 10/14/1999
8361 - 210 Network Station series 300 Token-Ring 12/31/1999
8361 - 341 Network Station series 300 Twinax 12/31/1999

Communications (WAN) Functions No Longer Supported

The following functions are no longer supported on current AS/400 product line WAN
hardware (such as the #2609 EIA 232/V.24 Two Line Adapter, the #2610 X.21 Two Line
Adapter and other, older adapters). They are not supported on the #2720 PCI WAN/Twinaxial
IOA, the #2721 or #2745 PCI Two-Line WAN IOA, the #2699 Two-Line WAN IOA, or the
#9771 Base PCI 2-Line WAN with Modem.

* X.21 switched interface (X.21 leased support)
X.21 Shorthold mode

V.25 2 port autocall. This is the protocol used to auto dial on switched connections
using modems that require a second port dedicated to the dial function. Do not
confuse this with V.25bis, which is the current day autocall protocol that sends dial

commands over the same port used for data. V.25 bis itself is supported.

Asynchronous communication speeds of less than 300 bps.

Data Rate Select signal on the EIA 232/V.24 interface. This function is used by some,

older 2400 bps modems to reduce the speed to 1200 bps.
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e LPDA-1 (Link Problem Determination Aids). This is a diagnostic function supported by
some (primarily older IBM) modems.

* V.54 local and remote loopback (diagnostic functions supported by some modems).

AS/400 Technology in Stride

The AS/400 system delivers tremendous capacity growth in its product line. The Technology
Independent Machine Interface (TIMI) has made it possible to completely change the
underlying hardware with minimum, if any, impact to AS/400 applications. TIMI helps
condition the AS/400 system to bring new technology to market.

In 1997, the 12-way AS/400 system was delivered using Power PCA35 microprocessors.
Known as Apache technology, the Power PCA35 microprocessors provided a 4.6x growth.

In September 1998, the 12-way AS/400 system was delivered using the Power PCA50
microprocessor. Known as code name Northstar, the Power PCA50 microprocessors nearly
doubled the high-end capacity. This set of processors provided the fourth generation since
the AS/400 system’s inception in 1988 with 64-bit AS/400 Power PCs microprocessors.

Again in 2000 the AS/400¢e is leading the industry by delivering the first server with the new
“Silicon-on-Insulator” (SOI) technology. SOI represents a fundamental advance in the way
chips are built. IBM's unique SOI process alters the design of transistors, essentially “turbo
charging” them so they run faster and use less power. For example, a microprocessor
designed to operate at a given speed can instead be built using SOI technology to achieve
higher speeds. At the same time, if performance levels are held constant, SOI chips can
require as little as one-third the power of today's microchips. Silicon on Insulator is
technology used by the ISTAR processors, the transistors are built within and on top of a thin
layer of silicon that is on top of an insulating layer. The insulating layer is fabricated by
implanting a thin layer of oxide beneath the primary silicon surface of the wafer.

PULSAR and ISTAR processors use on-chip copper-wiring technology. The PULSAR
processors integrate IBM CMOS7S technology. ISTAR processors integrate CMOS8S
technology. Previously, Northstar technology used aluminum for on-chip wiring. Copper's
better conductivity permits thinner wires to be used, which enables the transistors to be
packed closer together. The denser new technology permits additional micro-architecture
methods to improve performance.

Keeping multiple levels of high speed cache is still necessary to keep the processors busy.
Denser processor technology permits more on-chip cache. All this new technology is
implemented on the new AS/400e servers.
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This growth and implementation of new technology is possible because of the AS/400 TIMI
layer. TIMI allows the AS/400 system to incorporate significant new hardware technology
quickly and transparently.

The following figure shows this change of hardware processor technology and previews what
is planned in future generations. More details can be found in “Logical Partitioning, Divide
and Conquer”, by IBM Chief Engineer Frank G. Soltis, in the January 1999 edition (#224) of
News400.

LN Giga (1000+ MHZ)

2000 24-Way A60 / A70 PPC  Copper and SOI

X 3.6

1998 / 1999 | 12-Way A50 PPC

TIMI

1997 | 12-way A35 :
1996 ol Timi
T

X 2.87
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AS/400 System Architecture: Underlying Strength of the AS/400e

With over 650,000 systems shipped worldwide, the AS/400 system has the highest customer
satisfaction index in the industry, as measured by IBM internal studies. Eleven major factors
contributing to this include:

* Was the first system to deliver 16 Mb and 64 Mb memory cards.
» Offers state-of-the-art 64-bit relational database processing.
* Leads the industry to deliver the first server with Silicon on Insulator (SOI) technology.

* Allows the deployment of Java, UNIX ported applications, Windows 2000, and
Domino-based applications on a single server.

» Directly (natively) supports different file structures, such as PC files, UNIX files,
NetWare files, Domino files, ASCII files, and EBCDIC files.

* Can ship with over 200 processor chips under the covers of a “single” large system.

* Can have 16 Windows NT servers in a single system while sharing the host systems
disk storage, tape, and CD-ROM resources.

* [ts object-based design makes it highly virus resistant.
* Has proven it can deliver over 99.9% availability.

* |ts operating system can operate for more than one year without ever requiring a
re-IPL, in hundreds of customer shops.

» Delivers vector coded indexes for Business Intelligence applications offering up to ten
times the improvement in performance.

Why should the AS/400 architecture matter to a business person? This section helps you
understand why.

Business leaders do not start by choosing a computer system. They start by choosing an
application to fit their business needs. The AS/400 has tens of thousands of good business
applications worldwide. Because of that, very often the computer system is considered first.

If you compared an application running on an AS/400 system to the same application running
on a non-AS/400 system, you would continue to choose the AS/400 system. Why? Because,
although the two systems can appear to be equivalent today, the accelerating rate of change
of both hardware and software technologies necessitates that the system you select has
been designed with the future in mind. The AS/400 accommodates inevitable, rapid, and
dramatic technology changes with minimum relative effort. Ask any system manufacturer:
What is future-oriented in the system? Does recovering from a failure typically involve a
re-start of the hardware and operating system? What has your record been in the past few
years as technologies have changed? We believe the IBM AS/400e system will be your
number one choice.
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Paradoxically, the characteristic of the most advanced design and technology is that you do
not notice it... you are not meant to do so. It accommodates rapidly-changing hardware and
software technologies in stride—permitting you to fully exploit the latest technologies.

System Concepts

The AS/400 system is designed and built as a total system, fully integrating all the hardware
and system software components that a business demands. As a general-purpose business
and network system, it is optimized for the required environment with these unique benefits:

* Its architecture, the AS/400 Advanced Application Architecture, is a brilliant,
technology-neutral architecture, enabling businesses to readily exploit the latest
hardware and software technologies, typically without causing disruption to existing
application software. AS/400e architecture is described in “AS/400 Advanced
Application Architecture” on page 14.

e The single purpose pervading each aspect of the AS/400e system's architecture is to
empower a business with the most advanced technology available, without
encumbering it with the complexities that such technologies inevitably contain. In other
words, the AS/400e system allows you to rapidly deploy advanced business
applications and facilitates your business growth.

e Customers typically decide on required application software first and then select an
environment in which to run it. The AS/400e system has tens of thousands of business
applications worldwide of which thousands are client/server applications. These
applications are written by IBM’s thousands of Business Partners across the globe. In
addition, the AS/400e provides an excellent platform for Windows NT and Lotus
Domino applications. AS/400e has national language support for over 50 languages
and is available in 140 countries. Support across the world is provided by an
impressive network of global partners.

A concise and expanded explanation of the AS/400e system architecture is contained in a
renowned book Inside the AS/400, written by the AS/400 system's Chief Architect, Dr. Frank
G. Soltis.

AS/400 Advanced Application Architecture

Technology-Independent Machine Interface

The AS/400e system is atypical in that it is defined by software, not by hardware. In other
words, when a program presents instructions to the machine interface for execution, it
“thinks” that the interface is the AS/400e hardware. But it is not! The instructions presented to
that interface pass through a layer of microcode before they are “understood” by the
hardware itself. This comprehensive design insulates application programs and their users
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from changing hardware characteristics. When a different hardware technology is deployed,
IBM rewrites sections of the microcode to absorb the fluctuations in hardware characteristics.
As a result, the interface presented to the customer remains the same.

Program

SLIC

64-bit RISC
Hardware

This interface is known as the Technology-Independent Machine Interface (TIMI). The
microcode layer is known as the System Licensed Internal Code (SLIC). The brilliance of this
design was dramatically illustrated when the AS/400 system changed its processor
technology from Complex Instruction Set Computing (CISC) processors to 64-bit Reduced
Instruction Set Computing (RISC) processors in 1995. With any other system, the move from
CISC to RISC would involve recompiling (and possibly some rewriting) of programs. Even
then, the programs would run in 32-bit mode on the newer 64-bit hardware. This is not so with
the AS/400 system because of TIMI. Customers were able to save programs off their CISC
AS/400 systems, restore them on their new RISC AS/400e servers, and the programs would
run. Not only did they run, but they were fully 64-bit programs.

As soon as they made this transition, customers had 64-bit application programs that ran on a
64-bit operating system containing a 64-bit relational database that fully exploited the 64-bit
RISC hardware. TIMI and SLIC take 64-bit RISC processor technology in stride. These same
architectural features will be exploited to fully accommodate post-RISC technologies, which

may have 96-bit or 128-bit processors.

Many of the frequently-executed routines have been moved to the SLIC. On a customary
system, these routines reside in the operating system. Because the SLIC is closer to the
silicon, routines placed there run faster than routines placed “higher” in the machine. There is
a valuable performance gain. Supervisory resource management functions in SLIC include
validity and authorization checks.

AS/400 System Architecture: Underlying Strength of the AS/400e 15
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V4R5 New Technologies

SOl

The Silicon on Insulator (SOI) technology was applied for the first time for the AS/400e with
V4R5. This technology is used by the ISTAR processors of the AS/400e. The transistors are
built within and on top of a thin layer of silicon that is on top of an insulating layer. The
insulating layer is fabricated by implanting a thin layer of oxide beneath the primary silicon
surface of the wafer.

On-Chip Copper-Wiring Technology

PULSAR and ISTAR processors use on-chip copper-wiring technology. PULSAR processors
integrate IBM CMOS7S technology. ISTAR processors integrate IBM CMOS8S technology.
Northstar technology used in prior AS/400 processors deploys aluminum for on-chip wiring.

Copper's better conductivity permits thinner wires to be used, which enables the transistors
to be packed closer together. This new denser technology permits additional micro
architecture methods to improve performance. Denser processor technology also permits
more on-chip cache. Keeping multiple levels of high speed cache is necessary to keep the
processors busy.

HSL

In the hardware of a server, there are many factors that affect performance. Bandwidth and
configuration of the 1/0O system have a big effect, as does the network connecting the
computers. With the new processors supported by OS/400 V4R5, more on-chip cache, a
faster memory bus, a super-fast data cross-bar switch complex (with speeds up to 36 GB per
second), faster DASD, and much faster input/output processors and adapters necessitate a
new data transportation mechanism to keep processors of the AS/400e busy. The optical
links used to transport the data from the buses to the processor complex of the previous
generation of the AS/400e are not fast enough to satisfy the high capacity demands of the
new server processing complex.

High Speed Link (HSL) is the desired solution. The High Speed Link is capable of
transporting massive amounts of data from the I/O towers with their attached devices to the
processor complex at a speed of up to 1 GB per second. This new technology is implemented
on the AS/400e servers.

Operating System 0S/400

One of the single most dramatic points about the AS/400e system is that its operating
system, OS/400, is a single entity. This section describes the meaning of this concept.

Once you buy an AS/400 system, you do not have to continue shopping for system software
components before it is ready to run your business. All of the software components for a

16  AS/400e System Handbook



AS/400 System Architecture: Underlying Strength of the AS/400e

relational database, comprehensive security, communications with a broad range of diverse
systems, including Internet capabilities, and many more are already there in the operating
system. They are all fully integrated into OS/400 (AS/400e operating system). By “fully
integrated”, we mean fully tested, too. All components and prerequisites for running business
applications in the 2000s, work together and are fully tested together. 0S/400 operates as a
single entity.

A customary machine does not have this approach to its operating system design. A
customary operating system, which does the basic system housekeeping, needs to have a
range of software products added to it before the environment is ready to support modern
business applications. Examples of this are: software for the relational database, support for
various communications environments, software for security, support for an interactive
environment, for multimedia, for availability and recoverability, and so on. On a customary
machine, many of these software modules are provided by third parties. A customer has to
assure that someone integrateed all these modules and performed the tests necessary to
verify that they all function together. When one of the software components has a new
release, a customer needs to again ensure that component is replaced, plus any other
software modules on which it depends. The modules need to be at compatible release levels.
Also, should a software malfunction occur, how do you establish precisely which modules are
causing it? Can you be certain that multiple third-party software vendors will agree with your
diagnosis when you blame their software?

There are none of these problems with OS/400. To achieve the functionality that is standard
in OS/400, a customer would need to integrate typically between 10 and 25 different modules
of software. OS/400 is installed with all these capabilities as standard. When software is
updated, a new release of 0S/400 is made available. Customers do not have to install
individual system software components, nor do they have to check that new releases can
co-exist.

More details on OS/400 are provided in “Operating System/400, 5769-SS1” on page 451.

Hierarchy of Microprocessors

The following figure shows that the AS/400e system has a range of other processors, along
with its main system processor, dedicated to a particular input/output (1/0) device type. A
single large AS/400 configuration can have well over 200 processors.
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The main system processor complex (which itself can be comprised of 24 separate
processors) can encounter a request for data to be read from or written to any I/O device.
That request for data is delegated to the particular microprocessor dedicated to that 1/0
device. Meanwhile, the main system processor continues executing another application
program. Nanoseconds (10'9 second) is the unit of time used to measure main storage
access times. I/O operations are measured in milliseconds (10'3 second).

The previous figure shows a high-level overview of the structure of the 840 server. Central in
the figure is the extremely high speed memory-processor-I/O interconnect switch at

36 GB/sec. This allows for data transfers between components connected to the switch to
proceed at a very high rate. Separate connections to the switch are provided for each group
of six processors, each of four banks of memory, and two connections for 1/O traffic. These
independent paths result in much superior performance than previous designs with a single
common shared memory bus path, for which all components contended.

With the new design, there are many paths to the high speed switch which can operate
separately. Its high bandwidth characteristics allow for connecting source and destination
quickly and efficiently to allow for significant benefit in overall processor speed and system
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performance enhancement. This design provides the AS/400e system with its outstanding
performance in the commercial, transaction-based environment.

The AS/400e system is designed for business computing. One of the main characteristics of
that environment is that it is I1/O-intensive, rather than compute-intensive. In addition to
outstanding performance in the business environment, this design gives the AS/400e system
an elegant method of integrating diverse environments into a single, harmonious customer
solution. The microprocessors that look after a particular I/O device are accommodated on
I/0 cards that fit into slots on the AS/400e buses. One of these cards may be the Integrated
Netfinity Server. This is a PC on a card, which enables the AS/400e system to run a Windows
NT server, for example.

Single-Level Storage

Application programs on an AS/400e are unaware of the underlying hardware characteristics,
because of the TIMI (see “Technology-Independent Machine Interface” on page 14). They are
also unaware of the characteristics of any storage devices on the AS/400e because of
single-level storage.

As with TIMI, the concept of single-level storage means that the knowledge of the underlying
characteristics of hardware devices (in this case, main storage and disk storage) reside in the
SLIC. As a result, all of the storage is automatically managed by the system. Programs work
with objects (see “Object-Based” on page 23). Objects are accessed by name, not by
address. No user intervention is ever needed to take full advantage of any storage
technologies.

The AS/400e system address size is vast. AS/400e systems can address the number of bytes
that 64 bits allows it to address. The value 2% is equal to 18,446,744,073,709,551,616.
Therefore, the AS/400 system can address 18,446,744,073,709,551,616 bytes, or 18.4
quintillion bytes. To put this into more meaningful terms, it is twice the number of millimeters
in a light-year. Light travels approximately 6,000,000,000,000 miles in one year.

Single-level storage also enables another extremely important AS/400e benefit, object
persistence. Object persistence means that the object continues to exist in single-level
storage (unless purposely deleted by the customer). Memory access is extremely fast. A
customary machine requires that information be stored in a separate file system if the
information is to be shared or retained for a long time.

Persistence of objects is extremely important for future support of object-oriented databases.
Objects need to continue to exist even after their creator goes away. The AS/400e system is
uniquely positioned to exploit this characteristic of object persistence, where customary
systems use a less-elegant mechanism that requires them to store their persistent objects in
a separate file system, with all the attendant performance implications.
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Hot-Plugging

The term “hot-plug PCI” is used by the computing industry for a wide range of purposes.
Primarily, hot-plug PCI refers to the technology that allows users to install and remove PCI
devices while the computer is running.

A method must be in place to inform the operating system of insertion and removal events.
Driven by the demand for the highest possible availability, PCI hot-plugging is now available
on the new AS/400e servers with V4R5 on all 8xx and some of the 270 models. A brief
description of the way it is implemented on the AS/400e follows.

Hot-plugging in the AS/400e is made possible by power control to individual card slots, so
that PCI IOPs or IOAs can be added, removed, or replaced while the system remains active.
In most cases, IOA configurations can be changed while other IOAs on the same IOP remain
operational. Hot-plug implementation for the AS/400 system for V4RS5 is illustrated in the
following figure.

User Interface
SST/DST

Hardware
Service
Manager
functions

AS/400 V4R5
SLIC/ HW drivers
SYSTEM HW

Standard
Hot-Plug Hardware
Interface

In V4R5, the interface for hot-plugging actions uses the Hardware Service Manager in the
System Service Tools, or a subset of Dedicated Service Tools (depending on which tool you
have started). In limited paging environment, Dedicated Service Tools communicates directly
with V4R5 System Licensed Internal Code (SLIC).

Conventional SLIC and hardware control power and bus connections on the PCI slots. In
V4RS5, certain hot-plug AS/400 SLIC and hardware communicate with the Standard PCI
hot-plug interface signals.
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To briefly describe the events that take place, we use this figure to illustrate a reasonable
sequence.

Using the hot-plug interface, you first identify a PCI slot. This is accomplished by a function
(flow through OS/400-SLIC-HW) that makes the LED indicator that is associated with this slot
blink. When the slot is physically identified, the interface allows the slot to isolate from the
PCI bus and power it down. Hardware signals through SLIC and the operating system, to the
hot-plug user interface, that the slot is powered off and it is now safe to remove or insert a
card in this slot. At the same time, it turns off the LED indicator associated with the slot to
indicate that the power is turned off.

After a card is inserted in the slot, the user notifies the system to turn the power on for this
slot using the hot-plug user interface. SLIC then signals the standard hot-plug interface to
power on the slot and connect it to the PCI bus. At the same time, it turns on the slot LED
indicator. Through the hot-plug user interface, the user initiates the start of SLIC functions to
initialize the card and prepare it for use by the operating system, including necessary
resource management functions. Once an operational resource is made available by the
operating system, conventional operating tasks can resume.

Hot plug adapters do not auto-configure. Redundant power and cooling fans do
auto-configure. However, they are not recognized as redundant until a cold start is performed
with the system. Instructions for installing hot plug adapters are found in the AS/400
Technical Studio located on the Web at: http: /www.as400. im.com/tstudio/index.htm

— Important

Always remember this general statement concerning hot-plugging: inserting or removing a
PCI card without following the correct sequence of the procedures can lead to
unpredictable results. This includes data corruption, abnormal termination of the operating
system, and damage to the cards or other AS/400 hardware.

Logical Partitioning (LPAR)

As the performance of an enterprise class server grows, the requirement also grows to
distribute that performance to run multiple workloads independently. Partitioning enterprise
servers has become commonplace in the mainframe market since its introduction the
mid-1980s. Typically, separate partitions are used for test releases of applications or to
service multiple business units or companies from a single server.

The AS/400e logical partition implementation introduces both the flexibility to allocate
interactive performance and high-speed internal communications between partitions. The
AS/400e system implementation is an adaptation of the S/390 logical partitions concept with
flexible and granular allocation of system resources.
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Logical partitions (LPAR) enable multiple independent OS/400 instances or partitions in an
n-way symmetric multiprocessing AS/400e 8xx, 7xx, 6xx, and Sxx. Each partition requires its
own processors, memory, disks, system console, and access to a CD-ROM or tape drive that
can be allocated to each partition. With LPAR, you can address multiple system requirements
in a single machine to achieve server consolidation, business unit consolidation, mixed
production, and test environments, integrated clusters, and more.

All V4R5 systems have a primary partition, with all resources initially allocated to it. Creating
and managing secondary partitions is performed from the primary partition. Movement of
processors, memory, and interactive performance between partitions is achieved with only an
IPL of the affected partitions. Movement of IOP resources is achieved without an IPL.

It is important to understand that a failure in the primary partition affects all of the logical
partitions that are created. For example, if the primary partition is powered down, all of the
secondary partitions are also powered down.

0S/400 is licensed once for the entire system by its normal processor group, regardless of
the number of partitions. License management across partitions is supported in V4R5.

0S/400 V4R5 must be installed on each partition for 8xx servers. Previous releases are not
supported on any logical partition on 8xx servers. Any combination of V4R5 and V4R4 is
supported on partitions for the 7xx, 6xx, and Sxx AS/400e systems and servers.

The following Web site is available for installation support and technical guidance. When
planning logical partitions for an AS/400e system, rely on this Web site for information,
direction, and management tips: http://www.as400. ibm.com/lpar/

22  AS/400e System Handbook


http://www.as400.ibm.com/lpar/

AS/400 System Architecture: Underlying Strength of the AS/400e

Object-Based

An object is a container. Everything the system uses—user and system data structures—is
packaged in one of these containers. The objects are encapsulated, which means that you
cannot see inside. Inseparable from an object is the list of valid ways in which that object can
be used.

There are two important consequences of an object-based design. The first is that a system
built around an object model supports machine independence. This means that technology
changes can be made in the environment without affecting application programs. The second
consequence is that an object-based design delivers a high level of system integrity and
security.

All objects are structured with a common object header and a functional portion dependent
on object type. Therefore, on the AS/400e system, instructions can only work on what they
are supposed to work. You cannot have data treated as executable code (so that the
processor tries, for example, to execute someone's shoe size) or executable code treated as
data (by having something written into the middle of it).

Certain instructions apply to all objects, while other instructions work only on specific types of
objects. It is not possible to misuse an object, unlike the situation that exists on non-AS/400e
systems without an object-based approach.

Summary

The AS/400e offers a brilliant architecture that is not found on simply any business computing
system. There are many examples of where the AS/400e's architecture has delivered on its
promise of making the most advanced technology readily and continuously available to its
customers. For example, the AS/400e has enabled its customers to:

* Provide Internet access to existing AS/400 applications. Through a product known as
HTML Gateway (which resides within AS/400's operating system), Internet users can
access and run AS/400 applications.

* Integrate diverse environments (such as Microsoft Windows NT and Lotus
Notes/Domino) into AS/400e. All customer solutions require a range of hardware and
software products from a variety of vendors. The AS/400e, through integrating these
mixed environments, simplifies the task of managing them.

* Change to the on-chip copper-wiring processor technology or to Silicon on Insulator
technology for the medium and high end servers.

* Implement PCI hot-plugging technology for higher availability, and use other
performance boosting innovations such as the High Speed Link and new high speed
LAN adapters.
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The future-oriented architecture of the AS/400e system has enabled us to take
rapidly-changing hardware and software technologies in our stride. This same, flexible
architecture will continue to deploy the very latest technologies, with the minimum disruption
to work.
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Workload and Performance

Workload and performance are critical considerations in selecting an AS/400e system. This
section discusses some of the tools and factors to take into account. Detailed performance
information can be found in AS/400 Performance Capabilities Reference - Version 4, Release
5, SC41-0607, which is found on the Web at:

e http://www.as400.ibm.com/developer/performance/index.html
e http://publib.boulder.ibm.com/pubs/html/as400/online/chgfrm.htm

For sizing recommendations, also consult with your IBM marketing representative and
service provider.

Commercial Processing Workload

When the AS/400 system was announced in 1988, the Relative Performance Rating (RPR) or
Relative System Performance (RSP) of different models was measured using a RAMP-C
workload. This workload is representative of general commercial processing. RPR figures for
AS/400 models have been expressed relative to the 9404 Model B10, which was the initial
entry model for the AS/400 range in 1998. It had a RPR rating of 1.0.

The AS/400e product line continues to grow in power with the PowerPC RISC processors and
24- and 12-way processors. With the increased processing power and more applications
using vital technologies, such as Web serving, client/server, and multimedia, the point was
reached when RAMP-C was no longer a valid means for measuring relative performance.
Therefore, RAMP-C was replaced by a workload measurement called Commercial
Processing Workload (CPW) in the second half of 1996.

Relative performance measurements are derived from commercial processing workload on
the AS/400e. CPW is representative of commercial applications, particularly those that do
significant database processing in conjunction with journaling and commitment control.

CPW contains a number of advantages over RAMP-C for measuring the AS/400e system,
such as:

* Inclusion of a batch component

* Increased numbers of transaction types

e Support for journaling and commitment control
* Increased path lengths

* More complex file and terminal I/O

These enhancements mean that CPW exercises hardware and software paths that more
closely match the paths exercised by our customers' current AS/400e installations.
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CPW values have been calculated for all previous AS/400e models. The summary table for
most of the models, shown in “Summary of All Earlier AS/400 Models” on page 701, includes
the CPW figures as well as RAMP-C figures. For processors announced since August 1997,
CPW values are issued. No further RAMP-C figures are provided.

Note: Throughout this document both RAMP-C and CPW performance figures are described
as Relative System Performance (RSP). This is done to ensure consistency and to identify
what is being referred to. RAMP-C or CPW is used to identify to which RSP the figures apply.

CPW figures are not based relative to a single model, as was the case with RAMP-C. CPW
values give a relative performance rating of all AS/400 processors.

CPW can be used as a quick means of comparing performance. However, a more detailed
analysis should always be done using BEST/1 for OS/400. The performance users see that
their AS/400 depends on many factors. Some of these factors include: the type and number
of disk devices, the number of workstation controllers, the amount of memory, the system
model and processor, the application being run, and other factors.

More detailed performance information is found in the AS/400 Performance Capabilities
Reference - Version 4, Release 5, SC41-0607. This document is available on the Web at:
http://publib.boulder.ibm.com/pubs/html/as400/online/chgfrm.htm

IBM Workload Estimator for AS/400

The IBM Workload Estimator for AS/400 is a Web-based estimation tool that automates the
manual calculations previously required from paper sizers. The Estimator tool allows the user
the option to enter data for multiple workloads, from which a machine recommendation is
made that best fits overall system needs.

The Workload Estimator is found on the Web at: http://www.as400service.ibm.com/estimator/

Disk Arm Requirements

The disk configuration can be a major contributor of performance bottlenecks. It is important
to size an AS/400e system with an appropriate number of disk arms, to provide for the best
obtainable disk subsystem performance, and, therefore, improve overall system
performance.

A physical disk drive (and the processing through the disk controller) performs a specific
number of disk accesses each second. Newer disk arms and controllers provide better
performance than previous drives. Therefore, fewer disk drives (disk arms/actuators) can
typically be used, yet provide comparable performance.
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To help size the minimum number of disk arms required for a given AS/400 processor, refer to
the AS/400 Disk Arm Requirements based on the Processor Model Performance document at
http://www.as400.1ibm.com/developer/performance

ISV and other application solution providers also have recommendations for a minimum
configuration.

AS/400e servers 270 and 8xx Performance

The new AS/400e server 270 with four processor options extends well beyond the Model 170.
Entry performance is three times the Model 170. Top model performance is nearly doubled.

The introduction of the 8xx servers is a significant step in the evolution of the AS/400e server
product line. Top model performance is increased three and a half times for base and
interactive performance.

AS/400e servers 270, 820, 830, and 840 are configured to meet a wide range of performance
requirements. Whether the system is running mostly back-office applications, newer
e-business applications, or a mixture of both, the performance can be customized on the new
servers to match business needs. Each model includes a base processor and interactive
performance feature. Optional processor and interactive performance features can be
selected to balance the server's performance for a given workload. Increasing performance
on installed servers is done simply and with little disruption.

Note: The term Processor Feature is used to indicate the feature code by which the
processor is ordered. The term Interactive Feature is the feature code by which interactive
performance is ordered. The term Processor Feature Code is used by OS/400. System
Processor Feature is used by SLIC to indicate the same function.

The AS/400e servers 270, 820, 830, and 840 offer two CPW ratings to allow customizing of
performance for a given workload:

* Processor CPW represents maximum relative performance running commercial
processing workloads for a processor feature. Use this value to compare relative
performance between various processor features. Processor CPW is known as
Client/Server CPW in prior releases.

* Interactive CPW represents the relative performance available to perform interactive
workloads. The amount of Interactive CPW consumed reduces the available Processor
CPW by the same amount. Interactive CPW for a specific processor is changed
through the installation of optional Interactive Features.

The interaction of the Processor CPW and Interactive CPW is illustrated in the following
figure.
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This chart shows the CPW available for server workloads as the interactive workload
increases. On the left side of the chart, the scale runs from 0 to 100%, which represents the
amount of Processor CPW available for server workloads (non 5250-type workload). On the
right side of the chart, a similar scale reflects the amount of Interactive CPW used by
Interactive workloads (5250 based). Each of the dotted lines dissecting the rectangle
represents various levels of Interactive CPW that can be purchased when ordering an
interactive feature for 270 and 8xx servers. Interactive features are not available on the 250.

At any point, the amount of CPW used to perform interactive workloads reduces the CPW
available for server workloads by an equal and proportionate amount. For example, for a
system with a processor CPW of 810 and an interactive feature CPW of 240, it is possible to
use up to 240 CPW for an interactive workload and still have 570 CPW available for the
non-interactive workload. On the other hand, if none of the AS/400e is used for interactive
workloads, all of the Processor CPW is available to perform server workloads. No tuning or
management is required.

For best performance, all critical system resources should be kept in balance by proper
configuration. This includes processors (quantity and speed), number of disk arms, amount of
memory, and more.

AS/400e Dedicated Server for Domino Positioning

AS/400e capabilities to support Lotus Domino are firmly established since the announcement
of Lotus Domino for AS/400 in January 1998. In mid-1999, IBM and Lotus delivered a first in
the industry—the AS/400e Dedicated Server for Domino. The AS/400e system’s reliability,
robust subsystem architecture, and ease of operations provide a sound base to develop and
deploy Domino solutions.
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Now, in response to customer’s needs, IBM extends the AS/400e Dedicated Server for
Domino with two new models and six new processor features. For entry Domino
environments, the Dedicated Server adds scalability and disk and memory capacity. For
larger Domino environments, there is a gain in enterprise-class scalability and capacity.

AS/400e customers extend their traditional applications and data by adding Lotus Domino
solutions to their existing AS/400e servers, as part of upgrades, and as stand-alone servers
for e-mail, groupware applications, and Web sites. Domino customers use Domino
partitioning on AS/400e servers to consolidate several Domino workloads onto one server
with a simple, single footprint to deliver e-mail and applications. Server consolidation offers
vertical growth within the processor. Growth is available within the model.

New customers employ the rich Web development and serving functions of Domino. When
they combine these functions with the rock-solid reliability and scalability of AS/400e servers,
they achieve highly effective Web sites with intranet, extranet, and Internet capabilities.

With the availability of Dedicated Servers for Domino, customers choose to deploy Domino
solutions on separate servers from other business applications for several reasons:

* Messaging and e-business servers are mission-critical assets. Reliability,
maintenance, and availability requirements differ from other production systems.

* Many organizations employ specialized staff and servers to deliver messaging and
groupware to their businesses, separate from those that support their line-of-business
applications.

* Some organizations have remote environments, which require onsite groupware
servers to provide key applications and e-mail to their users.

The improved price/performance and the increased scalability of the new processor features
enhance the cost advantage for customers who want a mixed workload Domino server. The
AS/400e Dedicated Server for Domino is positioned to compete strongly for Domino
placements compared to multiple Intel-based servers.
Consider AS/400e Dedicated Server for Domino for:

* New Lotus Domino solutions on a manageable, reliable, and scalable server.

* Reliability and manageability to support mission-critical Domino applications.

* Consolidation of several servers to a single AS/400e by employing the partitioning
function of the Lotus Domino Enterprise Server license. Multiple Domino servers for
e-mail, Domino applications, Web serving, or a combination on segregated Intel
servers.

e Groupware applications and messaging with existing AS/400 operations and skills.
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* Standalone intranet, extranet, or Internet servers using Lotus Domino.

* Reliable servers to support Domino in remote locations where no administration staff
is available.

Model 270 AS/400e Dedicated Server for Domino Processor Features
Processor features for Model 270 AS/400e Dedicated Server for Domino are:

* #2422 Dedicated Domino Processor: An entry solution scalable mail server or mail
or application server.

e #2423 Dedicated Domino Processor: More scalability for mail and robust
applications.

* #2424 Dedicated Domino Processor (2-way): The highest level of scalability within
the AS/400e server 270.

Model 820 AS/400e Dedicated Server for Domino Processor Features
Processor features for Model 20 AS/400e Dedicated Server for Domino are:

* #2425 Dedicated Domino Processor: An enterprise solution appropriate for mail and
robust application. Ideal for customers who require more growth and capacity than the
Model 270 provides.

e #2426 Dedicated Domino Processor (2-way): More performance for mail and robust
applications.

e #2427 Dedicated Domino Processor (4-way): The highest level of scalability and
performance within the AS/400e server 820.

The AS/400e Dedicated Server for Domino 820 should be proposed as the initial server to
customers who require scalability or capacity beyond what the Model 270 Dedicated Domino
processor #2424 provides.

Customers who require scalability or capacity beyond what the AS/400e Dedicated Server for
Domino 820 provides should plan to pursue AS/400e server Models 830 or 840, or to deploy
multiple servers for their Domino applications.

e Upgradability: Processor feature conversions are supported within each AS/400e
Dedicated Server for Domino model. Upgrades are not available from a Model 270 to a
Model 820, nor from the previous Dedicated Server for Domino Model 170.

* Releases supported: Support is offered for Lotus Domino Release 5.01 or later. The
AS/400e Dedicated Server for Domino does not support Domino 4.6 or earlier.

The AS/400e Dedicated Server for Domino is priced to be most competitive in the following
situations:
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* Versus multiple single-function Intel Domino servers

* When reliability, manageability, and availability are a critical requirement in new or
current Domino implementations

The Dedicated Domino processors are tuned specifically for Lotus Domino workloads. They
provide sufficient capacity for non-Domino workloads, such as remote DB2 access, file
serving, Integrated Netfinity Server, and TCPIP which support a Domino environment.

¢ Lotus Domino workloads: Defined as out-of-the-box functions such as:

E-mail
Calendars and scheduling
Web serving

Standard Lotus Domino template applications (for example, discussion database,
workflow, and so on) and custom developed applications written with Domino
Designer that perform no external program calls, relational database access, or Java
integration.

* Non-Domino workloads: For customers planning significant use of non-Domino
workloads, the AS/400e Dedicated server for Domino should not be proposed.
AS/400e server 270 or 8xx with standard processor features should be considered.

Restrictions for non-Domino workloads are as follows:

Any and all workloads not designated as Domino workloads are considered to be
non-Domino workloads. They should be managed to a maximum of 10 to 15% of the
CPU.

Standalone Java, RPG, COBOL, or C applications are non-Domino workloads.

Applications that can work alongside Domino on the same AS/400e. An example is a
Domino server that uses the “MSF SMTF Services option along with the QMSF task
to process Internet mail through the OS/400 SMTP server. The OS/400 SMTP server
and QMSF task are non-Domino work.

Domino applications using application integration functions, such as DB2 Universal
Database access or external program calls, are considered non-Domino workloads.

* System administration: AS/400e Dedicated server for Domino can be effectively
managed when there is no Interactive CPW (Interactive CPW = 0) available for
application workloads. Interactive CPW is an approximate value reflecting the portion
of Processor CPW that can be used for workloads performing interactive-based tasks
(5250). The zero interactive CPW is intended to support a single interactive job for
system administrative functions.

Any job started from a console (green screen) to perform system administration
function is not considered interactive work if it is the only interactive job running
(single interactive job exception).
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— Any system administration job submitted to batch is not considered interactive work.

— Any use of Operations Navigator (GUI administration functions) is not considered
interactive work.

* Interactive workloads: Any task started through a 5250 session (5250 device or 5250
emulation) where the user waits for a response is considered to be AS/400 interactive
work.

— Application processing that uses 5250 interfaces is not supported on the AS/400e
Dedicated server for Domino.

— 5250 print is not supported on the AS/400e Dedicated server for Domino.

Relative performance measurements are derived by performing various monitored and
measured workloads on AS/400e servers. The results can be used to compare relative
performance characteristics of processor features offered for AS/400e servers.

* Simple Mail Users (SMU): This relative performance measurement is derived by
performing high-volume Lotus Domino mail workloads on Dedicated Domino
processors. SMUs are representative of mail applications, particularly those that do
not perform any database related tasks. SMUs represent the estimated number of
concurrent light mail users for the Dedicated Domino processors. Reported values
reflect 70% processor utilization.

* Mail and Calendaring Users (MCU): This relative performance measurement is
derived by performing mail and calendaring functions. This workload is considerably
more complex than Simple Mail Users. The MCU workload represents users on a
Notes client who are reading, updating, or deleting documents in an e-mail database,
as well as lookups in the Domino directory and scheduling appointments and
invitations. Reported values reflect 70% processor utilization.

e Commercial Processing Workloads (CPW): CPWs are representative of commercial
applications, particularly those that do significant database processing in conjunction
with journaling and commitment control. The reported values for CPW represent the
capacity of a non-Domino workload available to support a Domino environment. The
reported CPW may be utilized by System Resource activities and Domino resource
extensions such as database accesses and external program calls. The amount of
CPW consumed reduces the available capacity to perform Domino workloads reflected
as SMU or MCU.

— Processor CPW is an approximate value reflecting the maximum amount of
non-Domino workload (10 to 15% of CPU) that can be supported.

— Interactive CPW is an approximate value reflecting the portion of Processor CPW that

can be used for application workloads performing interactive-based tasks.
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The above figure shows the relationships of the various workloads on the Dedicated Domino
Processors. Domino can take any available CPU capacity (even below the line). The CPW
workload can never rise above the line, and excessive attempts to use CPW resources do not
significantly affect Domino performance. If CPW exceeds its limit, the system will not redirect
Domino resources to non-Domino (CPW) work, and the non-Domino performance
degradation can be dramatic.

For some Domino solution scenarios, you need to work closely with an IBM, Lotus, or IBM
Business Partner representative to determine whether AS/400e server 270 with standard
processor features, 8xx servers, or the new AS/400e Dedicated Server for Domino is most
appropriate for the proposed environment. In particular, Domino applications that require
some degree of integration with DB2 Universal Database for AS/400 data or use some
external program calls (for example, RPG programs or Java) require careful evaluation.

The resources of AS/400e Dedicated Server for Domino are focused primarily on the Domino
workloads (see the following figure). Their ability to deliver superior Domino
price/performance depends on running a workload very close to “pure Domino”. A small
percentage of the overall processor capacity (10 to 15%) can be used for non-Domino work,
such as routine system administration tasks and non-Domino programs invoked by the
Domino application.
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In evaluating Domino applications that access non-Domino functions, such as DB2/400
integration or program calls, ensure that the non-Domino functions represent a low
percentage of the overall AS/400 utilization. Once non-Domino work reaches a maximum
CPU capability on the AS/400e Dedicated Server for Domino, no additional processing power
will be available for non-Domino workloads. If the proposed Domino application employs any
significant DB2 UDB or program integration, a standard AS/400e server model is a better
choice.
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AS/400e Advanced Technology

The AS/400e offers important advanced capabilities in such key areas as Java, Web serving,
Lotus Domino, integration with Windows NT, managed availability, database, and Business
Intelligence solutions. The AS/400e also continues to be a strong performer in such growing
areas as data warehousing and the Internet. To gain an appreciation of these technologies on
the AS/400e and of the particular strength of the AS/400e in delivering them, this chapter
provides a summary of each of the application segments mentioned above.

Java

Java is a key application development environment for the AS/400e. As Java technology
evolves from Sun, the AS/400e system takes advantage of the new functions and features of
this environment.

There is an exciting future for Java on the AS/400e. The AS/400 Developer Kit for Java
supports Sun's Java 2. With the concurrent Java support shipped as part of the V4R4 AS/400
Developer Kit for Java, you can install Java 2 on systems where JDK 1.1.6 or 1.17 are already
installed. A Java Virtual Machine, which resides below the Technology Independent Machine
Interface (TIMI), enables fast interpretation and execution of Java code on the AS/400e. In
addition, a type of static compiler is available called a class transformer, which generates
RISC machine code from Java byte codes. This Java transformer enables the direct execution
of Java on the AS/400e without the overhead of interpretation.

High-performance Garbage Collection is provided by OS/400 to improve the performance and
the scalability of Java. An advanced Garbage Collection algorithm allows Java to scale to the
large numbers of objects expected when running enterprise applications on the server. Over
time, Java is planned to become even more integrated with, and tuned for, OS/400 to meet
the requirements of performance and scalability on the server without compromising the
cross-platform portability of the rich language.

Other technology included in the AS/400 Developer Kit for Java allows GUI applications to run
on the AS/400 system without modification. This support is called Remote Abstract
Windowing Toolkit (AWT). It intercepts GUI requests coming from a Java program and
re-routes the requests to an attached workstation running its own Java Virtual Machine
(JVM). The workstation then interprets and displays the java.awt graphical components. This
allows server programs that have graphical interfaces for configuration or tuning to run on the
AS/400 system without modification.

The OS/400 unique single-level-store architecture is also exploited to give Java objects on
the AS/400e an advantage over other platforms. Java objects on the AS/400e system can be
full-fledged system objects allowing them to be persistent, shared, secure, backed up, and
restored. This allows the AS/400e to offer persistent Java objects with exceptional
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state-of-the-art performance and support. AS/400e single-level-store technology permits
Java objects to be stored in their object form without the performance and maintenance
overhead of two-level-store operating systems.

Java Deployment Tools provided in V4R4 are aimed at simplifying the deployment,
management, and tuning of Java applications on AS/400e. IBM has tested InstallShield's
Java Edition product. InstallShield allows Java application developers to create packages that
will install natively on the AS/400e. It is the common method used to package and install
applications on other platforms, such as Windows NT. InstallShield on AS/400e makes it
easier to port applications to AS/400e that are currently targeted for other platforms. A
number of Qshell enhancements and utilities are provided to support zip or unzip of Java
packages. To aid in performance analysis and tuning of Java applications on AS/400e,
support is provided to convert data collected by Performance Explorer into standard formats
used by popular Java performance analysis tools such as Javation and Hyperprof.

The AS/400 Toolbox for Java is available. Java applets and applications that access AS/400e
programs and data from client workstations (or a Java-enabled server) can be written using
the AS/400 Toolbox for Java. Java classes on the client can be used to access existing
AS/400e applications and data using low-level APIs. The classes provide easy entry into Java
development while leveraging what already exists on the AS/400e today. A socket is used to
connect to OS/400 servers that provide access to AS/400 resources including:

* Remote commands

¢ Distributed program calls

e Data queues

e Data areas

e System values

* Integrated file system data (extended in V4R4)
e Print

* Record-level access

e Database access using a JDBC on the client
* User spaces

» Digital certificates

* Jobs

* Message queues

¢ Message files

* Users

* Object authority

e System status

The AS/400 Toolbox for Java provides a set of GUI classes as well. These classes use the
access classes discussed earlier to retrieve data for the user. The classes use Java's Swing
1.0.03 framework. When invoked, graphical APIs can display AS/400e data in the following
formats:
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A list panel presents a list of AS/400e resources and allows selections of one or more
resources.

* A details pane presents a list of AS/400e resources in a table where each row
displays various details about a single resource. The table allows the selection of one
Oor more resources.

* A tree pane presents a tree hierarchy of AS/400e resources and allows the selection
of one or more resources.

* An explorer pane combines a tree pane and details pane so that the resource
selected in the tree is presented in the details pane.

The following AS/400e resources are available through the graphical APlIs:

e Database data using the JDBC driver

e Database data using record-level database access classes
* AS/400 command call

e AS/400 program call

e AS/400 data queues

* Files in the AS/400 integrated file system
* AS/400 print resources

* Active jobs on the AS/400 system

e Spooled File Viewer

* AS/400 messages and message queues
e AS/400 users and groups

e System values

* Object authority

The classes are written entirely in Java and can be run on any platform that supports JDK 1.1
or later. The AS/400 Toolbox for Java can be used on a client to access AS/400e servers
running OS/400 V3R2, V3R7, or V4R1 and later. The ability to run Java applications on the
AS/400e requires OS/400 V4R2 or later. The Toolbox requires Java Virtual Machine (JVM)
1.1.6 or later.

With V4R4, the AS/400 Toolbox for Java is enhanced to support the Java Database
Connection (JDBC) 2.0 specification. Support is also added for the Secure Sockets Layer
(SSL) specification so that data between the workstation and the AS/400e can be encrypted
and the server can be authenticated.

The AS/400 Toolbox for Java in V4R4 also includes an improved application development
environment through the introduction of a new set of tools for building graphical panels.
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These tools offer the following advantages:

* A User Interface Framework has been defined that automatically handles the
exchange of data.

* Developers use data beans that are bound to panel components using tags defined by
the Panel Definition Markup Language (PDML).

* The framework can also provide a platform and technology independent
representation of graphical panels based on the Extensible Markup Language (XML).
A pure Java framework for interpreting the XML and constructing user interface panels
based on Java Foundation Classes (JFC) is also provided.

* A resource script converter is provided that converts Windows dialogs to equivalent
Java panels defined in XML.

* A graphical user interface builder tool is provided to develop Java GUIs. This is a
WYSIWYG GUI editor tool.

* The ability to call AS/400e programs is provided through a program call markup
language (PCML) interface that defines the required parameters, structures, and field
relationships.

Summary
Java is the environment of choice for programming in today's network computing

environment. It allows true portability of applications between platforms without modification
or recompilation. It is an open, cross-platform, industry standard that is being supported by

all of the major players in the computer industry today.

The AS/400e system is uniquely positioned to leverage Java as it evolves from its current

Web focus to a full commercial application environment. The strengths of the AS/400e will be
combined with Java's object-oriented, network computing technology to provide solutions for

the new millennium.

The AS/400 Developer Kit for Java makes Java available for application deployment on the

server. It is developed with a focus on scalability to support objects in the enterprise.

The AS/400 Toolbox for Java enables Java clients to access programs, commands, and data

on the AS/400 system today. It provides an easy entry into the Java world by leveraging
applications and data that already exist on the AS/400e system.

Web Serving

The IBM HTTP Server for AS/400 makes participating in the world of the Internet and
intranets easy. This product combines the basic functions of a Web server with expanded
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functionality that allows for greater flexibility in establishing a Web presence. The IBM HTTP
Server performs a variety of functions:

Acts as a repository for Web pages created with HTML
Handles the transfer of documents requested from a browser with HTTP

Supports SSL security protocols for data encryption and server certificate
authorization (HTTPS) when combined with one of the Cryptographic Access Provider
Licensed Programs

Client authentication using SSL Version 3 through the support of digital certificates
Allows Web serving from multiple IP addresses on a single HTTP Server
Provides an application interface with Common Gateway Interface (CGl)

Recognizes and presents different documents based on the Web browser used
through automatic browser detection

Allows control of access and error logs
Provides easy-to-use HTML forms for configuring and administering the server

Allows multiple servers within the same AS/400e to balance workload, content,
production, and test

Allows you to restrict access based on user name and password or the address of the
requester

Support for server APIs that allow the user to extend or customize how the HTTP
Server handles client requests

Integrates AS/400e security into the Web

Socks support and SSL Tunneling to improve performance when a proxy server is
used

Add performance enhancements, so you have the functionality and security that your
business needs

With the introduction of V4R4, the IBM HTTP Server for AS/400e receives several
management and performance enhancements:

SNMP Subagent support, which allows Web server statistics to be forwarded to an
SNMP network manager upon request.

Enhanced log reporting, which provides the ability to define, generate, view, and
maintain reports using a graphical interface based on report templates.

Support of the new standard Extended Log File Format has been included to allow
more data to be saved in the access log files. More control over the data stored in
these files is also provided.
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e Web server error logs will now contain messages in the customer’s language of
choice.

* New APIs are provided that allow third-party management tools to query the value of
certain configurations directives, as well as the Web server’s mapping rules for a URL.

V4R4 also provides performance improvements in the AS/400 HTTP Server through the
ability to dynamically cache HTML files in memory so that subsequent requests for the same
file can be handled without the need for a file 1/0. Support for multi-thread CGIl programs can
also provide improved performance of the HTML server with V4R4.

V4R4 provides support for Lightweight Directory Access Protocol (LDAP) in the HTTP Server,
which defines a protocol to access directory services on a network. A new Domino plug-in is
also provided that allows the HTTP Server to access documents stored in Notes.

The AS/400es Web serving capabilities include support for the IBM WebSphere family. There
are several components in the WebSphere family:

* The IBM WebSphere Application Server provides a framework for consistent,
architected linkage between the HTTP requests and business data and logic. IBM
WebSphere Application Server is intended for organizations that want to take
advantage of the productivity, performance advantage, and portability that Java
provides for dynamic Web sites. It includes:

— Java runtime support for server-side Java servlets.

— JavaServer Pages (JSP). A relatively new technology that provides a server-side
scripting technique for generating Web pages. Where Java servlets typically require
the skills of a Java programmer, JavaServer Pages can be created by authors who
have some basic HTML programming skills.

— High-performance connectors to many common back-end databases to reduce the
coding effort required to link dynamic Web pages to real line-of-business data.

— Application services for session and state management.

e The IBM WebSphere Studio, a set of PC-based tools to help developers create
WebSphere applications. The tools currently in the WebSphere Studio are:

— Web Development Workbench: A Web-site project organizer and launch platform.

— Servlet generation wizards: For building Java servlets to access JDBC databases
and JavaBean components.

— VisualAge for Java, Professional Edition V2.0: The IBM award-winning Java
application development environment for building Java applications, applets, servlets,
and JavaBean components.

— NetObjects Fusion: Allows Web-site developers to design and produce an entire
Web site, including individual pages and all links. It features automated site building,
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automatic link management, remote database access, and design and publishing
capabilities.

— NetObjects BeanBuilder: The visual authoring tool for combining JavaBeans and
Java applets, BeanBuilder allows individuals overseeing the content of online
business processes to create more compelling, highly interactive Web sites with
revolutionary ease-of-use.

— NetObjects ScriptBuilder: Combines a text-based script editor and development
tools for creating and editing HTML, script, and JavaServer Pages.

* The IBM WebSphere Site Analysis provides Web site administration and analysis tools
that can be used to administer and monitor usage of a Web site. It is a client-only
product that runs on a Windows NT box. AS/400e statistics are downloaded to the
Windows NT system. Nothing runs on the AS/400e. The tools included in this package
are:

— An administration Site Visualizer

— A report Generator

— A report Builder

— A section/Template Builder

— A content Analyzer, which scans a Web site and identifies duplicates and orphans,
unavailable resources, content with excessive load sizes, and so on

— A usage Analyzer, which looks for hits, requests, visits, paths, referral, agents, etc.,
from the log records

IBM Net.Data allows the creation of interactive Web applications with “macros” to add logic,
variables, program calls, and report writing to HTML. These macros combine the simplicity of
HTML with the dynamic functionality of CGI programs, which makes it easy to add live data to
static Web pages. Live data includes information stored in DB2 for AS/400e (locally or
remotely), databases on other systems, REXX programs, C and C++ programs, programs in
other AS/400e languages (such as CL, RPG, and COBOL), and other sources.

IBM Net.Data is enhanced with V4R4 to only parse macros once and save the results for
subsequent requests for that macro. Programming for Net.Data is made easier with new trace
and logging support that makes it easy to find an error in your macro. New built-in functions
make it a snap to use Net.Data to send e-mail, generate browser cookies, and manipulate
Net.Data tables.

The Web serving capabilities of the AS/400e have also been extended with a powerful,
full-text search engine through the implementation of NetQuestion in OS/400 V4R3.
NetQuestion provides the tools to build a centralized Internet search service. NetQuestion
can index both plain text and text with HTMP markup. It also provides CGl scripts and HTML
forms for searching and administration.
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Some of the functions NetQuestion provides are:

* Boolean queries for phrase and proximity searches as well as front, middle, and end
masking using wildcards

* Precise term searches optimized for Web applications in both Internet and intranet
environments

* High-speed indexing and retrieval where one precise index is built

* An optimized and reduced index to about 35% to 40% of the document

* Sophisticated lexical affinities-based ranking for free-text and hybrid queries
¢ Advanced relevance ranking

* Detection of misspellings in documents and expanding the search requests
accordingly

The AS/400e Web serving capabilities allow businesses, such as a shop, a service, or a
distributor, to open an electronic storefront on the Web with Net.Commerce for AS/400e. With
Net.Commerce, it is possible to build a single store or a mall that contains several stores, or
even multiple malls or stores. In an electronic mall, the site and some of its functions are
shared with other stores while maintaining individual identity and separate data.
Net.Commerce also provides templates to create or customize your store, while incorporating
legacy systems.

Net.Commerce provides an easy-to-use design tool to help create appealing screens or
pages to showcase a store and its products. It is even possible to include special effects such
as three-dimensional graphics, animation, sound, and Java applets.

Net.Commerce also contains task macros and application program interface (API) functions
that manage shopping tasks automatically. Net. Commerce supplies Web pages for a
shopping cart, registration forms, and order forms that can be customized to create a unique
look and feel for each business.

It is also possible to implement simple or complex pricing schedules with ease by assigning
priority values and effective dates. Several product prices for sales and for preferred
shoppers can also be assigned.

With the sophisticated shipping functions of Net.Commerce, a wide variety of carriers and
cost calculations can be defined. Switching shipping carriers or applying a new rate is as
simple as changing a shipping code in the database. The entire inventory is updated.
Shoppers are also allowed to choose different shipping methods and rates for items they
order. The API functions in Net.Commerce can be used to define and apply various tax rates.

Other features of Net.Commerce include the ability to lock the database from unauthorized
tampering and provide a password to only selected individuals.
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Shoppers protect their information by using a logon ID and password when they register.
User data, such as credit card information, is protected through Secure Sockets Layer (SSL)
encryption.

Net.Commerce provides an administrator function to build and manage an electronic store or
mall. The Administrator can easily enter store and product information and tailor product
displays to suit merchandising requirements. Changes appear automatically on the Web.

The Net.Commerce administrator contains two data management applications: Site Manager
and Store Manager. It also contains a Web page design tool called Template Designer.

Site Manager creates and manages commercial Web sites.

Store Manager develops and manages an online catalog. The Store Manager uses simple
online forms to manage such information as shipping options, shopper groups, and customer
numbers. Some of the information kept in the database and available in the electronic store
includes:

* The store or mall name

* The logo location

¢ Contact information

* The mission statement

* Policies

e Types of services and products

* The currency used

* Merchandise offered (including descriptions, product number or stock keeping unit,
images, prices, availability dates, dimensions, weight, and so on)

* Product categories

* Shipping options and services

e Shopper groups

* Information about the people who have access to the store's database

The Java-based Template Designer in Net.Commerce is used to design Web pages. It is
possible to create static or dynamic Web pages that display up-to-date data that is linked to a
DB2/400 database. Template Designer's graphic look, drag-and-drop capabilities, and quick
testing functionality help create and test your pages. The design is laid out on a reusable
template. Different templates can be created for different types of pages (for example, one
template for regularly priced products, and another for products on sale). Template Designer
can also be used to create a home page for a store or mall, category pages, product pages,
and unique pages for members of shopper groups.

With V4R4, Net.Commerce V3 is available on the AS/400e. Some of the enhancements in
this version are:
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* Security is enhanced to allow a Site Administrator to create, modify, and delete access
groups. Each access group is associated with a store and a site of commands.

e Command Security allows a Site Administrator to enable or disable SSL and
authentication for commands.

* A Store Administrator can now specify store-level tax rates to override the tax rates
specified at the mall level by the Site Administrator.

* Product Advisor provides an interactive environment for shoppers by allowing the
merchant to create an “interactive catalog”.

e Tutorials are provided for Product Advisor (hands on experience) and East West Food
Mart (general merchant tutorial using many of the functions of Net.Commerce).

e Support is provided for V1.2 of the IBM Payment Server.
e Samples for one mall and two separate stores are provided.

e Support for the Extended Data Log is provided so the Net. Commerce session ID is
logged together with standard Web server access log information. The merchant can
use the data to later analyze user activities.

* Shoppers and administrators can reset or change their passwords, and administrators
can reset or change the passwords for shoppers.

¢ Euro support.

The merchant API set of the IBM Payment Server V1.2 is supported on the AS/400e with
V4R4. This APl set supports various payment models including credit, check, and cash. Many
of the APIs are used for all risk models, while a few APIs are specific to a particular risk
model. The API set allows merchants to easily handle different forms of payment. The other
payment products: IBM Consumer Wallet, IBM Payment Gateway, and IBM Payment Registry
are not targeted for the AS/400e servers at this time.

Lotus Domino

Lotus Domino is the world's leading workflow, messaging, groupware, and Web software.
Lotus Domino enables you to communicate with colleagues, collaborate in teams, and
coordinate strategic business processes on and off the Web.

Powerful, Flexible Communications

Lotus Domino gives you the power you need to communicate within and beyond your
organization. If you need to communicate with suppliers, customers, and partners at other
companies that use different e-mail systems, or reach them using the Internet, Lotus Domino
makes it easy. Mobile Notes users can take their desktop along with them, transforming
airports, hotels, and cars into work spaces complete with up-to-the-minute information. The
Lotus Domino family also includes sophisticated client server e-mail, based on the market
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leading cc:Mail user interface. Lotus Domino applications can be accessed from any Web
browser, that extends the openness and flexibility of your network.

World-Class Collaboration and Coordination

Lotus Domino goes beyond traditional e-mail and groupware. With Lotus Domino, you can
collaborate with team members using a local area network (LAN), wide area network (WAN),
or the Internet. With the unique ability of Lotus Domino to integrate structured and
unstructured information into coherent databases, you can organize and coordinate the most
complex business processes.

Rapid Application Development

Lotus Domino allows you to create custom business applications that coordinate everyday
business processes from start to finish to achieve results such as improved customer service,
improved sales force productivity, and faster time-to-market for products. Lotus Domino
customers consistently find significant payback on their Lotus Notes investment, whether they
enable their Lotus Domino applications for the Web. According to an independent study,
entitled Lotus Notes Agent of Change: The Financial Impact of Lotus Notes on Business,
conducted by IDC, Lotus Notes users achieve an average of 179% annual return on their
investment.

Portability and Interoperability

Lotus Domino is a server product that runs on a variety of platforms and provided
easy-to-manage interoperability in a heterogeneous network. With the sophisticated
replication capability of Domino, applications are easily distributed to multiple Domino servers
in your enterprise, and just as easily deployed to end users. Replication also simplifies the job
of deploying application changes. Lotus Domino applications are also available to any Notes
client (such as Windows 95, Windows 3.1, OS/2, Windows NT, and Macintosh). Lotus Domino
version 4.5 and later releases are fully Internet-ready. You can access Lotus Domino server
functions from either a Lotus Notes client on your workstation or a browser (including a
browser on a Network Station).

Domino for AS/400

Domino for AS/400 is the Lotus Domino server product running on a 64-bit AS/400e RISC
processor. It requires OS/400 V4R2 or later. Domino for AS/400 provides all the functionality
of the Lotus Domino server that runs on other platforms and more.

Domino for AS/400 is an application that is packaged, distributed, and supported by Lotus
Development Corporation. You may purchase Domino for AS/400 from a Lotus distributor, just
like you buy the Domino server product for any other platform. Beginning on 20 August 1999,
you may also purchase the Lotus Domino Enterprise Server for AS/400 (5769-LNT) as a
licensed program from IBM. At the same time, the Lotus Enterprise Integrator (5769-LNP),
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which was formerly called NotesPump, was also made available as a licensed program for
purchase from IBM. The AS/400e system continues to be purchased through IBM AS/400
channels.

With V4R4, the OV/400 Migration to Domino for AS/400 licensed program allows the
migration of users, groups, mail, calendars, and folders to Domino from OV/400. The Lotus
Calendar Connector for OfficeVision (LCCQV) allows free-time search and the distribution of
meeting notices between Domino and OfficeVision/400.

Unmatched Scalability

Within a single architecture, AS/400e spans a vast performance spectrum. The smallest
Domino for AS/400e server may have less than a dozen users. The largest AS/400e system
is capable of accommodating more than 10,000 mail users on a single footprint.

— Note

In a simple mail workload, each active user performs the following operations over a
15-minute period of time:

* Reads five documents

Updates two documents

* Deletes two documents

* Views one document and scrolls through it
¢ Opens and closes one database

¢ Opens and closes one view

In addition, each user sends a mail message to an average of three people no more
frequently than every 90 minutes. The 10,000 users result is based on informal tests.
Actual customer results may vary.

The breakthrough price performance of the AS/400e servers and OS/400 V4R2 or later
means that AS/400e configurations can support this broad range of Lotus Domino users in a
cost-effective manner.

World-Class Reliability and Availability

With more than 650,000 systems shipped worldwide, the AS/400e system has earned a
reputation as a reliable, undemanding workhorse. Domino for AS/400e takes advantage of
the reliability and availability features of the AS/400e system, such as RAID-5, mirrored disk
units, and integrated backup capability. Each Lotus Domino server runs as an 0OS/400
application in its own subsystem. The unique architecture of 0S/400 helps make it safe to run
your Lotus Domino server and your mission-critical business applications on the same
AS/400e.
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Powerful Integration

Domino for AS/400 includes integration between Lotus Domino databases and DB2/400
databases. Both real-time and scheduled integration of databases is available to meet a
variety of application needs.

Automatic synchronization between the Domino Public Address Book and the AS/400 System
Distribution Directory provides a powerful, integrated mail server for organizations with
multiple e-mail products, including OfficeVision/400, POP3, JustMail, and Internet mail.

The Lotus Enterprise Integrator option to synchronize authorizations between DB2/400
databases and Domino databases is a platform exclusive.

Proven Security

Integrated, flexible security is a long-standing strength of both Domino and AS/400e.
Recently, the AS/400e system's reputation for security has been enhanced with the
introduction of Firewall for AS/400, which runs on an AS/400e Integrated PC Server. When
you consider connecting to the Internet, Domino for AS/400 and Firewall for AS/400 combine
function, reliability, and value.

AS/400 Integration with the Windows NT Server

Consolidating Servers Inside an AS/400e System

Currently, most companies deploy PC servers by function or service, with each server
dedicated and tuned to an individual application such as file, print, or Web serving.
Consolidating multiple Windows NT servers inside an AS/400e server keeps each of your
Intel-based servers separate, but houses and manages them together in a single system.

Advantages of Server Consolidation on the AS/400e System
Server consolidation on the AS/400e system allows you to:

* Consolidate PC server hardware and operations so you can run up to 16 Windows NT
servers in a single AS/400e server.

* Increase business recovery protection with high-speed backup of the combined
AS/400e server and Windows NT systems.

* Improve server uptime and error recovery using highly reliable AS/400e disk drives
with RAID-5 and mirroring options. You can use a spare Integrated Netfinity Server to
replace a failed server without reloading Windows NT.

* Maximize I/O investments by balancing AS/400e server and NT disk resources from a
single pool. Switch user data disks between servers. Share the AS/400e tape and
CD-ROM drives.
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AS/400 Integration with Windows NT Server

AS/400 Integration with Windows NT Server is a nonchargeable feature of 0S/400. This
feature provides the device drivers to enable Windows NT Server to run on the AS/400
Integrated Netfinity Server and to share AS/400e disk, tape, and CD-ROM drives. It also
provides a variety of utilities, including integrated user administration.

Windows NT Server Requirements

The AS/400 Integrated Netfinity Server is certified to run Microsoft Windows NT Server 4.0. A
standard CD-ROM licensed copy should be purchased separately (with the required client
licenses) from any Microsoft reseller.

AS/400 Integrated Netfinity Server

The AS/400 Integrated Netfinity Server combines the power of an Intel Pentium Il processor
with the high reliability and availability of AS/400e servers.

The AS/400 Integrated Netfinity Server is available on all AS/400e 64-bit RISC models in
either PCI bus or SPD bus versions. Integrated Netfinity Servers are considered features of
the AS/400e system and are covered by the AS/400e system warranty and maintenance
contract. A standard PC display, keyboard, and mouse must be attached to the AS/400
Integrated Netfinity Server.

Extended Adaptive Cache

Extended Adaptive Cache is an advanced read cache technology that improves both the 1/0
subsystem and system response times by reducing the number of physical I/0 requests that
are read from disk. Extended Adaptive Cache operates at the disk subsystem controller level
and does not affect the AS/400e system processor. Management of the cache is performed
automatically within the I/O adapter and is designed to cache data by using a predictive
algorithm. The algorithm considers how recently and how frequently the host has accessed a
predetermined range of data.

The design of Extended Adaptive Cache is based on specific data management strategies of
the AS/400e system. Whether the disks are device parity protected, mirrored, or unprotected,
the data stored on the disks has a tendency to occur in bands. This means that there are
physically contiguous areas of disk storage that fall under one of the following categories:

* Areas where the data is actively read

* Areas of data that are both actively read from and written to
* Areas that are frequently written to

* Areas of storage that are not frequently accessed
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This “banding” of data is accounted for in the Extended Adaptive Cache design. The goal is to
cache bands characterized as read or write and read-only. A band that is characterized as
write-only, while cached in the storage subsystem write cache, remains largely unaffected by
Extended Adaptive Cache. Extended Adaptive Cache is designed to not harm the
performance of large blocks of data that are either sequentially written or sequentially read. In
this case, the pre-fetch capability of the disks, as well as other caches in the system, ensures
a quick response time.

Use of Extended Adaptive Cache improves the performance of database-read actions and all
read actions. This includes read actions that are generated by other system components
such as the Integrated Netfinity Server. It also works effectively in storage subsystems that
have Device Parity Protection or mirroring.

Extended Adaptive Cache Restrictions and Considerations

o A #2748/#4748 PCI RAID Disk Unit Controller feature and a #4331/#6831 (CCIN
6731) Read Cache Device is required for functionality. Extended Adaptive Cache is
automatically enabled when these features are installed. There is no user-controlled
on or off switch. The #4331/#6831 Read Cache Device (RCD) is a solid state disk
optimized for use as Extended Adaptive Cache memory and may be added without
system interruption through Device Concurrent Maintenance. There is a maximum of
one cache per controller.

e The RCD occupies in an internal disk slot and works with all other disk types and
capacities.

e Using Extended Adaptive Cache places no restrictions on the use of Device Parity
Protection and mirroring for other disks under the 1/O adapter. Extended Adaptive
Cache cannot be used in conjunction with Integrated Hardware Disk Compression on
the same 1/O adapter.

* All data in the Extended Adaptive Cache is also on the disks. Therefore, in the unlikely
event of a #4331/#6831 Read Cache Device failure, there will be no data loss.

* A significant decrease in I/0O response time and increase in system I/O throughput can
be achieved in most environments. Up to a 50% performance improvement can be
gained, depending on configuration and workload.

* Extended Adaptive Cache is designed specifically to complement AS/400e Expert
Cache and may be used with or without it.

* Extended Adaptive Cache is not considered a pre-fetch type of cache. Therefore, it
does not interfere with the read-ahead capabilities in the disk.

Planning for Extended Adaptive Cache

As is the general case with caches, the system configuration and workload influence the
effectiveness of Extended Adaptive Cache. Extended Adaptive Cache, functioning at the
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storage subsystem level, caches data for the set of disks that are within that specific
subsystem. Therefore, it is logical to add Extended Adaptive Cache to the most active and
performance-critical storage subsystems within the system. For example, Extended Adaptive
Cache is not designed to work with compressed user ASPs. This is because accessible
cost-effective storage is the typical goal for compressed disks, as opposed to lightening-fast
performance.

The larger the area of disk storage that is actively receiving 1/0 requests, the more selective
Extended Adaptive Cache is about when to bring new data into cache. This adaptive ability
allows Extended Adaptive Cache to be effective on many workload types and sizes. The
overall cache effectiveness is best understood from this perspective by using Extended
Adaptive Cache Simulator.

Extended Adaptive Cache Simulator

Extended Adaptive Cache Simulator is a performance tool that provides estimates of DASD
I/0 response time improvements and prediction of the number of disk reads that could be
saved through the use of Extended Adaptive Cache operations. This determination is based
on your system configuration and application environment and is made before you purchase
a #4331/#6831 Read Cache Device.

Extended Adaptive Cache Simulator is controlled within the AS/400 Management Central
collection services and is already available on V4R4 systems with #2748 PCI RAID Disk Unit
Controller. Within the Simulator, flexibility exists to emulate different cache capacities to
better determine the capacity that would best suit your specific system and workload needs.

Extended Adaptive Cache Simulator Restrictions and Considerations

* A storage controller (#2748/#4748) capable of supporting Extended Adaptive Cache is
required for Extended Adaptive Cache Simulator.

* Extended Adaptive Cache Simulator is enabled and disabled by the user through
AS/400 Operations Navigator, Management Central, or Collection Services.
Performance Tools LPP (5769-PT1) is required for Extended Adaptive Cache
Simulator.

e Activation of Extended Adaptive Cache Simulator will not actually improve your
system's performance. It gathers statistical information to predict the performance
improvement that Extended Adaptive Cache could offer.

» Extended Adaptive Cache Simulator and Extended Adaptive Cache cannot be active
at the same time on the same I/O adapter.

Visit the AS/400e Information Center Web site at:
http://publib.boulder.ibm.com/html/as400/infocenter.html
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Click System Administration->Maintenance. Or, contact your local IBM representative for
further information about how this performance data will specifically benefit your overall
system.

AS/400 Portable Application Solutions Environment

The AS/400 Portable Application Solutions Environment (AS/400 PASE) is a new technology
designed to expand the AS/400e solutions portfolio. AS/400 PASE is an integrated runtime
that provides simplified porting of selected solution provider UNIX applications.

The broad base of AS/400e system applications is continually enhanced by new applications
coming to the platform from a variety of sources. Until now, the AS/400e system's Integrated
Language Environment (ILE) accounted for the majority of C or C++ applications ports, many
originating on UNIX systems. While many applications continue to be ported to the AS/400e
system in this manner, other applications have UNIX system-specific requirements or are
designed with highly compute intensive demands that favor a UNIX runtime. With the latest
addition of AS/400 PASE, ISVs have another option to rapidly port UNIX applications and
take advantage of the extensive AS/400e system marketplace.

AS/400 PASE provides a broad set of AlX interfaces, in a runtime that allows selected UNIX
application binaries to execute directly on the PowerPC processor of the AS/400e system.
The strategy for AS/400 PASE is to use the new technology to enhance and expand its
solutions portfolio in specific industry and application segment targets.

AS/400 PASE Quick Facts

* AS/400 PASE is an integrated AS/400e runtime for porting selected UNIX applications.
¢ |t is not an operating system or an emulated environment.
AS/400 PASE provides a broad subset of AlX libraries.
AS/400 PASE exploits the PowerPC ability to switch runtime modes.
AS/400 PASE applications can:
— Use AS/400e file systems
— Call DB2 UDB for AS/400 or Java and ILE programs
— Exploit all aspects of the AS/400e operations environment

AS/400e and RS/6000 share a common PowerPC chip. This hardware base has the ability to
switch between runtime modes by:

* Addressing tags active to execute AS/400e 64-bit applications
* Addressing tags inactive to execute 64- or 32-bit AIX applications

AS/400 PASE exploits this switching capability to execute 32-bit AIX applications on the
AS/400e system within AS/400 jobs. Since AS/400 PASE applications execute directly on the
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hardware in PowerPC mode, computationally intensive applications use the processor
without any additional layers of overhead.

AS/400 PASE is not an operating system. It uses the SLIC kernel for system services. A UNIX
application is fully integrated with AS/400e system work management, security, backup, file
systems, and database.

AS/400 PASE applications are created on an AlX workstation and executed on AS/400
e-series hardware (September 1997 and following systems). The current V4R5/V4R4
environment provides libraries containing more than 900 basic system APIs that are
compatible with current AIX 4.2.1 releases that provide 32-bit support. Future releases will
continue to add more APIs that are compatible with current AlX releases.

DB2 UDB for AS/400 is the database available on the AS/400e system. All applications using
database in ILE or AS/400 PASE are ported to DB2 UDB for AS/400. AS/400 PASE contains
the same Call Level Interface (CLI) set of APIs for DB2 UDB AS/400 that is supported for ILE.
Data returned from DB2 UDB AS/400 can be presented in ASCII format, which is expected by
the majority of UNIX applications. Embedded SQL is not currently available for AS/400 PASE,
because PASE executables are built on AIX.

AS/400 PASE applications can be fully integrated with other AS/400e applications, for
example, an ERP application implemented in an ILE or a WebSphere application written in
Java. A suite of applications can run together in a job mix or be separated into their own
logical partitions, depending on the performance and scheduling requirements of the
customer.

AS/400e customers that run applications ported using AS/400 PASE do not use UNIX system
operations. AS/400 PASE applications run in AS/400e jobs using standard work management
(subsystems), the AS/400e integrated file system with standard save/restore operations, and
standard AS/400e security. AS/400 PASE introduces no special system operations, only new
applications.

In V4R4, AS/400 PASE provides a broad subset of AlX 4.2.1 functionality, such as standard C
and C++ runtime (both thread safe and non-thread safe), non-thread safe Fortran runtime,
pthreads threading package, iconv services for data conversion, bsd equivalent support,

X Windows client support, and a database access library.

More information can be found on the Web at:
http://www.as400.1ibm.com/developer/factory/pase/

Reliable, Managed Availability

The AS/400 system has a long history of designing key functions into the hardware and
software which add to the reliability of the system. High availability is one reason to select a
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managed availability approach, as is offered with the AS/400e system. Other reasons
include: minimal disruptive backup solutions, the ability to non-disruptively install and pre-test
new versions, releases, or software fixes, to make optimum use of all company and AS/400
resources.

Hallmarks of AS/400e availability have included redundant internal hardware features, such
as RAID-5 and mirroring. The robustness and stability of 0S/400 extends into its multiple,
subsystem support (batch, interactive, multi-language, applications), demonstrating the
AS/400e system ability to meet your business requirements when needed. The AS/400e
system offers managed availability to ensure that it is ready to do business when you are.

AS/400 managed availability software is also called cross-system mirroring. It provides:

* The ability to have one AS/400 system act as a “hot” backup system to one or more
primary AS/400 systems. The primary and secondary systems do not have to be the
same size or model.

* A rapid cutover to the secondary machine in the event of an emergency.

e System backup that allows data from the primary system to be completely backed up
after only a few minutes of down time. While the secondary system has a “static” copy
of the “primary” system’s data, the primary system continues to operate. Changes are
transmitted to the secondary system and applied when the backup has completed,
therefore, providing continuous protection.

* The secondary system can be used for other activities, for example, business
intelligence or application development, while it concurrently provides backup to the
primary system. The secondary system can also be used to “load balance”, therefore,
off loading the primary system.

* Selection of which items on the primary system need to be dynamically protected by
the secondary system. This can minimize disk capacity on the secondary system or
allow a smaller model to be used to “cross-system mirror” the larger system.

* Cross-protection among two or more systems, hundreds of miles apart. Data integrity
is maintained in both directions. Backups can be performed at the remote site.

* New software versions and releases (OS/400 and associated software), or fixes on the
secondary system can be applied while the primary system continues to function.
Testing can occur on the secondary system before non-disruptively updating the
primary system.

The AS/400 system offers superior technology, service, and support in each of five critical
components of availability:

* Single system reliability: The architecture and baseline design philosophy make the
AS/400e system one of the most reliable servers in the world. The origin of the AS/400
serves the small business customer with minimal skill or resource to manage complex
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environments. From its inception, the AS/400 system was architected with reliability and
availability as equal parameters to features like processor speed, memory capability, and
number of disk arms.

AS/400 design and development resources enable high levels of availability in a single
system environment. This highly reliable design has long been used for unplanned
outages by the AS/400 customer. The single-system AS/400 remains the core building
block to repeat and extend functions into other areas of the business.

Single-system availability management: The AS/400e servers have high-availability
facilities that are fast, automated, and easy to use. AS/400e customers are more likely to
use the best availability practices, which helps them reduce the length of both planned
and unplanned outages. These practices include facilities such as:

— Save-while-active

— Parallel save and restore

— Backup Recovery and Media Services (BRMS) for AS/400

— ADSTAR Distributed Storage Manager for AS/400 V3R1 (ADSM)

— RAID-5 disk parity protection

— Disk mirroring protection

— Automated journal management

— Access path protection

Note: ADSM was withdrawn from marketing on 31 December 1999. Tivoli Systems Inc.,
an IBM company, now offers Tivoli Storage Manager Version 3.7 to replace the ADSM
product set. See Tivoli Storage Management Solutions at: http://www.tivoli.com/storage

Clusters: Cluster technology is implemented on the AS/400 system to provide availability
during both planned and unplanned outages. In today’s world, however, it is becoming
increasingly clear that there is no time for any unplanned outages, or planned outages for
that matter. In an AS/400 installation, the lion’s share of downtime comes from planned
outages.

Clusters are implemented to reduce downtime due to planned outages and site disasters.
Providing system availability during planned outages results in increased unplanned
outage coverage as a side benefit.

AS/400 investment in cluster technology. Significant advanced features and functions
were introduced in V4R4 that put the AS/400 system in a leadership position.

Cluster technology has been around for many years, but only recently have common
terms and concepts begun to emerge. In the case of the AS/400 system, it has adopted
these concepts and integrated the infrastructure needed to achieve a level of
standardization, an advance of cluster technology, and the involvement of the Solution
Developer (SD) and the cluster middleware business partner in the total solution. While
the AS/400 provides the basic cluster infrastructure, the cluster middleware business
partner provides data resiliency and the SD provides application resiliency. Together,
these three parts provide the whole solution to continuous availability.
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e Applications - Cluster Proven: The AS/400 implementation of high availability solutions
involves the active participation of cluster middleware business partners who provide
cluster management and data resiliency tools, and Solution Developers who must design
applications that can maintain application states across an outage. Cluster management
and enhanced data resilience applications, both provided by high-availability business
partners, complete the total solution.

More detail on clustering is found in “Continuous Availability Clustering” on page 502.

e Availability services and support: As a world leading enterprise computing vendor, IBM
has a wealth of products and services to assist the customer in developing and
maintaining a high availability environment. These products are reviewed and links
provided to other sites.

Logical Partitioning (LPAR) enhances the role of the AS/400e as a consolidated server. With
LPAR, companies have both the power and flexibility to address multiple system
requirements in a single machine. LPAR is of value to customers that need server
consolidation, business unit consolidation, mixed production, and a test environment, as well
as integrated clusters. More detail on LPAR is found in “Continuous Availability Clustering” on
page 502.

Database

While DB2 for AS/400 has long provided facilities to address most customer requirements,
with V4R4, the AS/400e support has been extended to support new forms of information
previously stored on the AS/400e but not managed by DB2 for AS/400. With this release, DB2
Universal Database (UDB) for AS/400 now supports the storing, managing, and indexing of
all forms of information including binary objects (such as spreadsheets, word processing
documents, and multimedia objects) within the database. This support includes features such
as Binary Large Objects (BLOBs), user-defined functions, complex objects, query by image
content, and even spatial extenders. All of these features allow customers to use one
database management system to store, retrieve, and manage all of their corporate
information.

Performance and functional enhancements to the DB2 Universal Database for AS/400
improve the processing of business intelligence queries. These improvements include:

e The hash “group by” algorithm improves performance of grouping queries for a large
number of groups.

e The performance of MIN and MAX functions is improved with a suitable index, if
available, to determine the minimum or maximum value of a query.

¢ Derived tables and common table expression support allow complex business
intelligence queries to be written without the use of views.
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The following functions are available in DB2 Universal Database for AS/400 as of 29 October
1999, through the 1999 Database Enhance PAK or Group PTF SF99014:

* Large objects (LOBs) support allows DB2 UDB to store and manipulate data fields
much larger than the current limits. An AS/400e record with LOB fields can hold up to
15 MB of data. With the new LOB support, DB2 UDB can be used as a platform for
building applications that hold new non-traditional types of data, such as image and
audio as well as very large text blocks.

* The datalink data type extends the types of data that can be stored in database files.
The data stored in the column is only a pointer to the actual object such as an image
file, a voice recording, or a text file. The method used for resolving to the object is to
store a uniform resource locator (URL). This means that a row in a table can be used
to contain information about the object in traditional data types, and the object itself
can be referenced using the datalink data type.

Datalinks also allow the referenced object to be “linked” to the database in such a way
that prevents modification or deletion of the object while it is linked to the database file.
This relationship is maintained by having the database interact with the file system that
contains the object.

* User-defined data types are derived from existing predefined types such as integer
and character data. You can create your own data types and create functions for
different types. You can call a function for each row of a result set and return a value
based on the user-defined type.

e SQL now allows the user-defined functions to be used within SQL itself. User-defined
functions are necessary building blocks to support database extenders (extensions to
support rich text and multimedia search and manipulation) currently supported on
UDB.

AS/400e Business Intelligence Solutions

What is Business Intelligence?

Business Intelligence (BI) turns corporate data into meaningful business information. It can
help you understand business trends and make better forecasting decisions. It can be used to
bring better products to market in a more timely manner. It can be used to analyze daily sales
information and make snap decisions that can significantly impact your company's
performance. Business Intelligence provides a means to become familiar with who your
customers are.

Business Intelligence turns corporate data into decision support information. Business
Intelligence solutions have become much more affordable due to new innovations in software
and hardware. One of these key technologies is data warehousing. Data warehouses provide
the plumbing for Business Intelligence applications. The advent of data warehouse
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technology and industry specific Business Intelligence applications have made
implementations meaningful and cost effective.

AS/400e Enabling Technology

The AS/400e system offers state-of-the-art 64-bit relational database processing. The
AS/400e system has been optimized for a Business Intelligence environment with customized
hardware (AS/400e servers) and optimized software (DB2/400, SMP for DB2/400, DB2
Multi-System, and Data Propagator Relational). These hardware and software functions
combine to make a powerful Business Intelligence server that is easy to install, manage, and
use.

With the AS/400e system open interfaces, hundreds of tools can be used to provide Business
Intelligence solutions accessing DB2/400 data transparently. Such tools include desktop
analysis tools (Business Objects, for example) and sophisticated multi-dimensional analysis
(commonly referred to as OLAP) tools (Essbase/400, for example), with no special
programming required.

SMP for DB2/400 provides parallel query processing. This allows multiple processors in a
single AS/400e system to collectively work on a single query and can improve query
performance by as much as 400%. DB2 Multi-System support provides clustering for the
AS/400e and allows up to 32 AS/400e servers to be “clustered” together into a single system.
This clustering provides almost unlimited scalability and unparalleled performance for
AS/400e customers. The combination of all of these advanced features has dramatically
improved AS/400e performance so much that customers using UNIX systems, PC servers,
and even large specialized parallel servers have converted from these machines to the
AS/400e system.

Data replication is an important technology to facilitate the automated loading of data
warehouses while cleaning up or summarizing data for integrity and performance purposes.
DataPropagator/400 provides asynchronous data movement between OLTP systems and
Business Intelligence systems. Data Propagator allows fields to be summarized, derived, or
aggregated into the data elements necessary in your data warehouse.

Data mining is a Business Intelligence application that uses mathematical algorithms to scan
potentially large amounts of data to find the golden nuggets of information. Intelligent Miner
for AS/400e provides the most advanced data mining application for AS/400e customers. It
offers optimized computer models to “discover” data relationships previously unknown. The
models include algorithms for clustering, information classification, predictions, associations,
sequential pattern recognition, and time sequence patterns. This analysis provides
executives with insight that can truly be a competitive advantage.
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Business Intelligence Solutions

Industry-specific Business Intelligence solutions allow customers to implement off-the-shelf
industry applications that are designed for their business. These applications provide a range
of functions that are specific to an industry and generally provide users with instant functional
application templates that can be customized to meet each businesses unique needs.

Business Intelligence Tools and Applications

Virtually every major Business Intelligence tool is supported on the AS/400e system. That
includes tools such as Data Mirror and ETI Extract for moving and cleansing data, and tools
for organizing data into a multi-dimensional and relational format as Essbase/400 and
DataTracker. It also supports such multi-dimensional analysis tools as Analyzer, Business
Objects, and Cognos Powerplay. These tools allow customers unlimited flexibility in building
their own Business Intelligence applications. They also allow applications to use AS/400e and
non-AS/400e data.

There are many technical advantages of using the AS/400e system for your Business
Intelligence server. The main reason why customers choose the AS/400e system is the
combination of its power and simplicity. The AS/400e provides a full range of tools,
applications, and hardware in a single integrated platform that helps to make rapid
implementation a reality. Large and small businesses alike agree that this is the ideal
Business Intelligence server.

The AS/400e system provides outstanding database technology that supports rapid access
to large amounts of data. The AS/400e system supports a wide range of Business
Intelligence solutions including small departmental applications, and very large Business
Intelligence environments. The benefits of this application are measured by the more
informed decisions that can be made as a result of having better information and information
in a format to support the decision-making processes of a company.

e-business

Success in business today depends on one thing: meeting customer needs, which are unique
to each organization. To meet those needs, the best option is a computer built to do business
the way each organization does. That means a server that is flexible, versatile, and can
deliver customized solutions, all in a cost effective manner.

The AS/400e system has always been designed for business. By tightly integrating hardware,
software, middleware, and the operating system. The AS/400e system provides a
combination of power and flexibility that organizations can rely on to help them in their
business. This design also makes it possible for the AS/400e system to help ensure that they
move with technology as it changes.
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The latest AS/400e hardware enhancements and the newest version of the AS/400e
operating system is OS/400 V4R5. OS/400 is engineered to provide the performance and
tools needed to help to obtain a quicker return on a business’ investment in such critical
areas as e-business, enterprise resource planning, Business Intelligence, and server
consolidation.

e-businesses require hardware and software solutions with cost-effective computing power.
However, more importantly, they need solutions that scale well as workloads grow larger and
more complex. To scale well means the computer system grows in capacity to accommodate
business growth without changing the customer's applications, hardware, or system software
investment. The AS/400e has always been known for its scalability and meeting the needs of
a dozen to several thousand users with the same architecture and operating system. The
recent outstanding performance of AS/400e as a Domino server in an independent
NotesBench audit (10,400 concurrent light mail users on a single AS/400e system)
demonstrates that the AS/400e scales just as well with new, advanced e-business
applications as it does with a core line-of-business applications.

Characteristics of a Successful e-business

IBM has effectively branded and marketed the term e-business. The market is beginning to
have a general sense of what e-business means. But an expanded explanation with better
examples is necessary. The topics that follow describe the defining actions of tomorrow's
successful e-business:

* Fully exploiting the latest IT tools and techniques
» Delivering a broad spectrum of applications
* Reaching a broad spectrum of users

These defining actions sound familiar to anyone who knows the fundamentals of using
information technology (IT) to achieve competitive advantage. e-business does not change
the fundamental rules, but represents a dramatic shift in a typical company’s ability to
cost-effectively exploit IT on a broad scale. Simply stated, a wide range of affordable tools is
now available to enable even the smallest organization to conduct business electronically on
a world-wide scale. This allows them to achieve competitive advantage in a cost effective
manner.

Fully Exploiting the Latest IT Tools and Techniques

One of the most exciting aspects of the e-business dream is the broad range of applications
that businesses can deliver. Keep in mind that this range of applications builds on and
extends the existing line-of-business (LOB) applications of an organization. Sometimes,
these LOB applications are treated with less respect than they deserve and are described
with somewhat negative terms (such as legacy applications) simply because they are not
flashy and glamorous. This is particularly true for customers that have the AS/400 system
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installed in their environment because the majority of their line of business applications still
present text-based “green screens” instead of a graphic user interface (GUI).

An e-business needs to be properly positioned to respond quickly to new opportunities, shifts
in the market, and peaks in demand for electronic services. Every organization that is looking

at e-business both hopes for and fears the problem of exponential growth and an
overwhelming response to its e-presence. To be properly positioned, both respond to both
drag and drop, “point and click” graphical screens and integrate existing LOB applications
that provide strong, business critical functions and data.

For the AS/400e system, in particular, a large portfolio of robust LOB applications provides a
strong base for building e-business solutions by extending and enhancing those applications

with a whole new range of options.

Delivering a Broad Spectrum of Applications

The IT world is witnessing an explosion of new application possibilities centered around
groupware, e-business, and the Web. Here are some examples:
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Static Web sites: For many organizations, the Web provides a very cost-effective
method for publishing and distributing information to the world. Web sites for
manufacturers and distributors, for example, typically include product catalogs with
specifications, price lists, and pictures. They can present a positive, memorable image
for the organization and can be updated regularly at a fraction of the cost to update
printed product catalogs. Intranets (networks within an organization) can use the same
Web technology to “publish and distribute” policy information, human resource
practices, and company newsletters, for example. These types of sites are called static
(they seldom change and a good Web site is updated frequently) because the contents
of the Web pages do not change based on user interaction. The information is
view-only, not dynamic.

E-mail: The use of e-mail within organizations and across organizational boundaries
has mushroomed in recent years. A richly featured e-mail system provides fast
distribution of information, including more than just text messages, documents,
spreadsheets, and images. A static Web site is often called pull technology. Customers
need to make the effort to visit the Web site and pull information. E-mail is one method
for providing the push counterpart. e-businesses can push information to their
customers or subscribers. The push may be a teaser (“Visit our Web site for this
month’s exciting new product announcements”) or it may be more comprehensive.
e-businesses also use e-mail, for example, to acknowledge orders and to provide
customer service.

Bulletin boards and newsgroups: These Web applications draw their names from
counterparts outside of cyberspace. Think of a bulletin board on a college campus. It
has many postings of interest to the students and professors who travel that hallway:
seminar schedules, job postings, ads for professional journals, schedules of
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departmental events. Anyone can tack up a notice for all to view. And the department
probably publishes a newsletter with contributions from the department members. Now
extend that to the world and to the Web, and you have the concept of bulletin boards
and newsgroups. Bulletin boards and newsgroups can use both push and pull
techniques. In this case, you often subscribe to a bulletin board or newsgroup and
receive an e-mail notification when new items are posted in your interest area.

e Document management: In the arena of LOB applications, IT has long understood
the advantage (even the necessity) of storing data once, but retrieving and displaying it
in multiple ways. With e-business, this need expands to storing data electronically and
to storing unstructured information (such as documents, spreadsheets, images, audio,
and video) electronically. This requirement goes far beyond the traditional file serving
that is part of a PC network to a robust system for archiving, indexing, and retrieving
diverse documents (where the term document is used in the broadest sense). Lotus
Notes and Domino, with its ability to organize, store, and retrieve both structured and
unstructured information, is a good example of document management capability.

* Value-add, Web-enabled applications: From the perspective of traditional AS/400e
applications, you may think of a value-add, Web-enabled application as extending your
“inquiry” applications to the Web. These applications typically give the world, or some
subset of the world, the ability to view information from your LOB databases directly.
Transport and distribution companies, such as United Parcel and DHL, are often-cited
examples in this arena. Their Web sites offer customers the ability to track packages
on their journey from the point of origin to their destination.

This type of application provides value to the customer and differentiates the e-business
from its competitors. In addition, it can reduce costs by reducing the volume of calls to the
customer service organization. Usually, this type of application simply provides a new way
of accessing and displaying information that is already being captured and stored for the
LOB applications.

Obviously, this type of application, which integrates Web pages, forms, and LOB
databases, is more challenging than a static Web site. It is more difficult to develop, and it
must meet the same demands as your LOB applications, such as security, integrity,
reliability. The application provides competitive advantage only if it's available, up-to-date,
responsive, and easy to use. Otherwise, your customers will pick up the phone (at best) or
go to your competitors (at worst).

* E-commerce: E-commerce (a subset of the function implied by e-business) goes one
step beyond value-add, Web-enabled applications by exchanging “value” rather than
simply exchanging information (not that information isn't valuable). In an e-commerce
transaction, one or both parties commit electronically to the delivery of a product or a
service for a payment. Both parties accept the transaction as binding. In effect, an
e-commerce transaction ultimately creates a flow of money and has the force of a
letter or contract with a binding signature.
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Today, e-commerce applications typically exist in two basic forms: loosely-coupled and
tightly integrated. With the loosely-coupled approach, a customer electronically requests
a product or service by filling in a form on the Web site. The information from that
transaction is captured and entered into the back-end LOB system (often manual). This
approach is not that different from having a customer fax an order. The tightly integrated
e-commerce application interacts directly with the backend application during the
transaction. For example, the application checks stock availability and credit limits
immediately, online. In other words, it behaves much like a typical, integrated, and online
LOB application on the AS/400e system.

Clearly, a robust, integrated e-commerce application places demands that go beyond the
already strenuous demands of mission-critical LOB applications. Security, availability, and
auditablity become critical. In addition, the application (and the supporting infrastructure)
must be able to respond to unpredictable fluctuations in transaction rates. It demands a
premier server and premier tools, which the AS/400e system provides.

Reaching a Broad Spectrum of Users

The network infrastructure and the inexpensive, pervasive tool of the Web (the browser)
enable e-business to reach out globally to a variety of users around the globe, as:
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On-site: This group of users is housed in the same location as the system.

Off-site, internal: This group of users is part of the organization, but the users
themselves are in remote offices.

Mobile, internal: This group of users is part of the organization, but these users work
at multiple locations. A travelling sales force is a classic example of mobile users.

Suppliers and customers: e-business can bring to maturity the electronic interaction
between an organization and its suppliers and customers. For years, forward-looking
organizations have realized the value of having information flow electronically between
their systems and the systems of their suppliers and customers. Electronic Data
Interchange (EDI) represents a significant step in this direction.

Opinion-shapers and consultants: It seems that for every set of products or
services, there is a consultant or pundit ready to evaluate and recommend for or
against it. Increasingly, these opinion-shapers and consultants rely on the Web for
much of their information-gathering. For an organization to have a visible, positive
image with the consultants of the future, the organization must have a Web presence.

A greatly expanded potential market: The reported number of Internet users seems
to grow exponentially. A commonly-quoted figure today is 50 million worldwide. This
represents a vast market that the savvy e-business can reach economically.
Appropriate products for this marketplace are not limited to branded, retail consumer
products. Many makers of niche products are using the Web to expand their customer
list in the wholesale world. A glass perfume bottle manufacturer, for example, used the
Web to expand its customer list 300% (from two to six). As the world of e-business
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matures, potential buyers and sellers (both retail and wholesale) will develop
innovative methods to find each other.

Integration of e-business Tools

Today, no single e-business tool available for the AS/400e or any other platform addresses
the entire spectrum of potential e-business users and applications. It is a vast and rapidly
evolving area.

IBM, Lotus, and IBM partners are working toward a set of coherent, integrated solutions that
extend the AS/400e value proposition: simplicity through integration. By making it feasible
and desirable to integrate multiple e-business applications on a single physical computer
system, the AS/400e system reduces both the cost and complexity of deploying and
managing e-business solutions. As our AS/400e customers move to address the entire range
of applications, we will work to provide frameworks and design guidance in these areas:

* Linkage between different e-business offerings. For example, how do you tie unique or
high-priority orders entered electronically through a Net. Commerce application to
workflow notification and e-mail order acknowledgement applications in Domino?

* Linkage between e-business solutions and LOB applications. For example, how do
orders entered through a Net.Commerce application flow to your back-end order entry
and invoicing system?

Refer to the AS/400e e-business Handbook, SG24-5694, for a more complete description of
products and features of the AS/400 system in the e-business world.
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AS/400 Future Announcements

This section outlines Product Previews and Statements of Direction. Product Previews
identify specific functions IBM has committed to incorporate into future AS/400 hardware or
software releases. Statements of Direction identify IBM’s commitment to direct the AS/400
system toward a given design or technology. By communicating these future plans, IBM
intends to help our customers plan for better use of their AS/400 system.

Product Previews

Product previews provide insight into IBM plans and directions for future AS/400 hardware or
software releases. The information released represents IBM’s current intent. It is subject to
change or withdrawal. They represent goals and objectives only.

0S/400 V4R4 will be enhanced to provide facsimile protocol support for ISDN
Communications Adapters (#2750 and #2751). These features will provide the AS/400
system with the latest high-speed technology available for the transmission and receipt of
facsimile data from a Group 3 capable fax machine, another AS/400 with equivalent
communications adapters, or PCs with appropriately programmed fax adapters.

As part of the 0OS/400 V4R5 announcements made in May 2000, IBM announced an intention
to provide an update of OS/400 that includes the following enhancements:

* Electronic Customer Support (ECS), PM/400e and Service Agent over the integrated
modem: IBM intends to support ECS running over a TCP/IP connection, including
electronic fix retrieval, problem reporting, and inventory of hardware and software
information. PM/400e and IBM Electronic Service Agent for AS/400 (formerly known as
Service Director) will be modified to take advantage of the TCP/IP connection. These
functions will use the V.90 integrated modem shipped with the 270, 250, and 8xx models.

Over time, additional processes will be enhanced to take advantage of the electronic
support in the pre-enabled AS/400 systems. Separate announcements will be made to
keep you abreast of the new process capabilities as they are made available.

External Integrated Netfinity Server: As announced in February 1999, IBM intends to
support direct AS/400 attachment of SMP IBM Netfinity servers using the AS/400 High
Speed Link (HSL) bus, retaining the systems management and disk consolidation
features of today’s AS/400 Integrated Netfinity Server.

* HSL OptiConnect: IBM intends to leverage the significant bandwidth, flexibility, and
speed of High Speed Link (HSL) for system-to-system connectivity by offering HSL
OptiConnect. The replacement using the HSL bus will be faster, easier to implement, and
lower cost than SPD OptiConnect.
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* AS/400 Logical Partitioning (LPAR): IBM intends to significantly increase the flexibility
of LPAR by supporting dynamic resource movement between partitions and providing
support for multiple partitions assigned to a single processor.

As part of the OS/400 V4R4 announcements made in February 1999 and August 1999, IBM
announced an intention to provide an update of 0S/400 that includes the following
enhancements. The previews listed are separated into fulfilled and non-fulfilled categories at
the time this Handbook was published.

Product Previews: Fulfilled
At the time of V4R5 announcement, these product previews are now fulfilled.

e Customers running OS/2 Warp Server for AS/400 and Novell NetWare 4.11 on the
AS/400 IPCS will be supported with their current capabilities until 31 January 2001.
However, these products will not be functionally enhanced. V4R4 is the final release of
0S/400 which will support OS/2 Warp Server for AS/400 and Novell NetWare 4.11 on
the Integrated Netfinity Server, the AS/400 Integrated PC Server, or the FSIOP.

* 0OS/400 V4R4 is the last release to offer single step CISC-to-RISC upgrade (previously
referred to as e-Jump) capabilities from V2R3, V3R0.5, and V3R1 systems.

* The IBM WebSphere Application Server for AS/400 product will include Enterprise
Server for Java support in the future. This product will include container and server
support that is compliant with the Sun Enterprise JavaBeans (EJB) specification. The
AS/400 Enterprise Server Java (ESJ) container and server will be capable of hosting
EJB components. The container and server provides transaction, security, and
persistence support, which makes development of server-side business logic
considerably easier. EJB components are reusable, portable, server-side business
logic components.

This product preview is fulfilled with WebSphere Application Server Advanced Edition.

* V4R4 is the last OS/400 release to support AS/400 Advanced 36 System Support
Program (SSP), 5716-SSP, running as a guest operating system and the associated
AS/400 Advanced 36 SSP products as previously announced on 09 February 1999.

As previously stated in announcements on 01 September 1998, and 09 February 1999,
program services end on 31 May 2000, for Advanced 36 SSP and associated Advanced
36 products. Information on migration to the S/36 Environment is available at:
http://www.ibm.com/as400/developer/ssp/index . html

* |IBM plans to include support for a new Coded Character Set ID (CCSID) as the
standard code set for the OS/400 Japanese version in a future OS/400 release. This
CCSID (1399) that is a super set of CCSID 5035. This new CCSID will support the full
code set of Microsoft Windows Operating System (95/98/NT) and the euro currency
sign in a Japanese environment.
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AS/400 Future Announcements

* |IBM provides a wide range of integration options between the AS/400e server and
Microsoft Windows products. IBM intends to provide support for Windows 2000. IBM
also intends to support Microsoft Windows 2000 on the Integrated Netfinity Serverin a
future release of OS/400.

e Support for Common Programming APIs (CPA) Toolkit will be discontinued in future
0S/400 releases.

There are two components of the CPA Toolkit: the development environment and the
runtime environment. The CPA Toolkit development environment allows customers to
create or update a CPA application. The CPA Toolkit runtime environment allows
customers to run existing CPA applications.

0S/400 V4R4 is the last release to support the CPA Toolkit development environment.
The CPA Toolkit runtime environment will be supported for one additional release after
V4R4.

Product Preview

0S/400 V4R4 will be enhanced to provide facsimile protocol support for ISDN
Communications Adapters (#2750 and #2751). These features will provide the AS/400 with
the latest high-speed technology available for the transmission and receipt of facsimile data
from a Group 3 capable fax machine, another AS/400 system with equivalent
communications adapter, or PCs with appropriately programmed fax adapters.

Statement of Direction

As part of the OS/400 V4R4 announcements made in February 1999 and August 1999, IBM
announced the following Statement of Direction. With the announcement of V4R5, itis a
product preview status for delivery in the next release beyond V4R5.

IBM intends to extend the AS/400 Integrated Netfinity Server design to include the option
for direct attachment of symmetric multi-processor Netfinity servers to the AS/400
system.

Integrated Netfinity Server for AS/400 is designed to leverage the industry leading
technologies of both the IBM AS/400 and IBM Netfinity server brands. It further
demonstrates IBM vision and commitment to providing cross-architecture integration
options for companies deploying Microsoft Windows NT on IBM Netfinity servers in
conjunction with their AS/400, RS/6000, and S/390 servers.
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IBM AS/400e server

The AS/400e product line consists of seven servers that merge existing AS/400 systems,
servers, and middle-tier servers into a powerful, but simple, structure. Integrated AS/400e
servers are designed to reduce complexity and provide faster deployment of e-business
applications. AS/400e servers deliver secure, Web-enabled, ready-to-run e-business
solutions. This allows businesses to benefit from industry-leading usability and reliability and
to save time and money. There are two custom, middle-tier servers, which are designed for
dedicated, CPU-intensive processing in a multi-tier environment. This section introduces
each system and summarizes the resource and performance characteristics in the tables that
follow.

The AS/400e server 250 provides the power and function of the AS/400 system running in a
small package with a full complement of AS/400 application support and PC file serving for
small businesses and departments of larger companies. The Model 250 is an affordable entry
point to the AS/400 family of products and comes with special software packaging.

The AS/400e server 270 enables the reliability, scalability, and security needed for the world
of e-business, where a minute of downtime can make a large difference in the success of the
business. The new AS/400e server 270, with four processor options, expands well beyond the
current server 170. It’'s entry performance is three times the Model 170; the top performance
is nearly doubled, and it has top to bottom scalability of thirteen times. The server 270 now
has optional interactive performance features, up to twenty-four arms of DASD, and a
high-performance PCI bus. It supports the new Integrated Netfinity Server (up to three) with a
700 MHz Pentium Il microprocessor, 1 Gbps high-speed Ethernet LAN adapter, and 100
Mbps high speed Token-Ring adapter.

The AS/400e 8xx servers significantly extend the evolution of the AS/400e product line. The
use of Copper and Silicon on Insulator (SOI) technology dramatically improves processor
performance on the AS/400 system. Top model performance is increased by over three and a
half times for both base processor and interactive. The top-of-the-line Model 840 boasts a
new 24-way symmetric multiprocessor. DASD capacity is over four times the largest 7xx
server and main storage is more than doubled. The 8xx hardware completes the transition to
PCI 1/O architecture with the introduction of PCI adapters in all the 8xx servers. This I/0O
structure provides concurrent maintenance enhancements with Hot-Plug PCI adapters and
DASD. The 8xx servers also support the new Integrated Netfinity Server (up to sixteen) with a
700 MHz Pentium Il microprocessor, 1 Gbps high-speed Ethernet LAN adapter, and 100
Mbps high speed Token-Ring adapter.

The AS/400e Dedicated Server for Domino is extended to leverage the new Models 270 and
820. They deliver outstanding value when combined with Lotus Domino software and are
particularly effective when combined with the partitioning capabilities of Domino Enterprise
Server to support multiple Lotus Domino workloads on a single physical server.
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The AS/400e servers SB2 and SB3 perform dedicated, compute-intensive processing for
customers who choose ISV software targeted for a multi-tier environment. Up to 24 GB of
memory can be used to satisfy CPU-intensive performance requirements in multi-tier
implementations. To focus on the CPU-intensive processing objectives established for these
models, a lower number of disk arms is used. Multiple SB2 and SB3 models may be used to
push the database servers used in a multi-tier environment to their full potential.

Some of the capabilities of the current AS/400e servers are summarized in the tables on the

following pages.

Table 1: Summary of the AS/400e server 250

Model 250
Processor Feature #2295 #2296
Relative System Performance
(CPW - See Note 2)
Processor Performance 50 75
Interactive Performance 15 20
Number of N-Way Multiprocessors 1 1
L2 Cache (MB) / Processor 0 0
Main Storage (MB) 256-1024 256-1024
Processor Group PPS/P05 PPS/P05
Base System System Unit Total Maximum
for all processors Expansion #7102
Disk Storage (GB)
Minimum Internal 8.58 0 8.58
Maximum Internal 70.16 105.24 175.40
System 1/O Card Slots 6 9 15
Maximum Communication Lines (see Note 4) 1-12 0-26 30
ATM Adapters (see Note 6) 0 0-2 2
Maximum LAN/ATM Adapters (see Note 6) 2 4 6
Non-Integrated Server LAN Low-Speed 1 4 5
Non-Integrated Server LAN 100/10 Ethernet 1 2 3
Integrated Server LAN Low-Speed 2 2 4
Integrated Server LAN 100/10 Ethernet 1 1 2
Maximum Workstation Controllers - Twinaxial 2 5 6
Maximum Workstations - Twinaxial 80 200 240
Cryptographic Processors 0 2 2
Internal Tape 0-1 0 1
External Tape 0 0-2 2
Tape Libraries (see Note 5) 0 0-2 2
Optical Libraries - Direct attach 0 0-2 2
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Note 1:

Commercial Processing Workload (CPW) is used to measure the performance of all AS/400 processors
announced from September 1996 onward. The CPW value is measured on maximum configurations. The
type and number of disk devices, the number of workstation controllers, the amount of memory, the system
model, other factors, and the application running determine what performance is achievable. With the
introduction of the Dedicated Servers for Domino, Simple Mail Users is added as a performance
measurement.

Note 2:

Processor performance represents the relative performance (maximum capacity) of a processor feature
running CPW in a client/server environment. Processor capacity is achievable when the commercial
workload is not constrained by main storage and DASD. Interactive Performance represents the relative
performance available to perform host-centric workloads. The amount of interactive capacity consumed
reduces the available processor capacity by the same amount.

Note 3:

The Integrated Server is mutually exclusive with the high-speed slot for LAN in the Base System Unit.

Note 4:

One line is used by the Operations Console.

Note 5:

Total number of external tape drives does not increase.

Note 6:

Integrated Server refers to Integrated Netfinity Server.

Table 2: Summary of the AS/400e server 270

Model 270
Processor Feature #2248 #2250 #2252 #2253
Relative System Performance
(See Notes 1 and 2)
Processor CPW 150 370 950 2000
Interactive CPW
Base #1516 (Note 5) - 0 0 0
#1517 25 - - -
#1518 - 30 - -
#1519 - - 50 -
#1520 - - - 70
Number of Processors/Type of Processor 1/Pulsar 1/Pulsar 1/Pulsar 2/Pulsar
L2 Cache (MB)/Processor 0 0 2 4
Main Storage (MB Min/Max) 256-4096 256-4096 256-8192 256-8192
Main Storage DIMMs or Cards (Min/Max) 2/8 2/8 2/16 2/16
Processor Group (Note 7) P05 P10/P10 P10/P10 P20/P20
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Model 270 Dedicated Server for Domino
Processor Feature #2422 #2423 #2424
Relative System Performance (CPW - Notes 1
Processor CPW 50 100 200
Interactive Environment (Note 5) 0 0
Simple Mail Users 2200 4250 8000
Mail and Calendaring Users 1380 2620 4950
Number of Processors/Type of Processor 1/Pulsar 1/Pulsar 2/Pulsar
L2 Cache (MB)/Processor 0 4
Main Storage (MB Min/Max) 256-4096 256-8192 256-8192
Main Storage DIMMs or Cards (Min/Max) 2/8 2/16 2/16
Processor Group P05 P05 P10
System Unit PCl .
Base System Expansion Expansion Total
#7104 Tower-small Maximum
#5075
Disk Storage (GB)
Minimum Internal 8.58 0 0 8.58
Maximum Internal 105.2 210.5 105.2 4211
DASD Arms Max 6 12 6 24
Physical Packaging
External HSL Ports 2 - - 2
External HSL Loops 1 - - 1
#5075 Towers supported 1 - - 1
#5074 Towers supported 0 - - 0
Embedded IOP 1 - 1 2
PCI Card Slots 7 - 8 15
Maximum PCI IOA Cards 6 - 7 13
Maximum Communication Lines (Note 4) 20 0 34 50
Maximum LAN Ports 3 - 5 8
Maximum Integrated Neffinity Servers 1 - 2 3
Twinaxial Workstation Controllers 4 0 6 6
Twinaxial Workstations 160 0 240 240
CDROM/Internal Tape (Note 6) 2 0 0 2
External Tape 3 0 3 3
Tape Libraries (Note 3) 3 - 3 3
Optical Libraries 3 0 4 4
Diskettes (5 %-inch or 8-inch) 0 0 0 0
Fax Adapters 0 0 0 0
Cryptographic Processor 3 0 3 3
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Note1: | Commercial Processing Workload (CPW) is used to measure the performance of all AS/400 processors
announced from September 1996 onward. The CPW value is measured on maximum configurations. The type
and number of disk devices, the number of workstation controllers, the amount of memory, the system model,
other factors, and the application running determine what performance is achievable. With the introduction of
the Dedicated Servers for Domino, Simple Mail Users is added as a performance measurement.

Note?2: | Processor performance represents the relative performance (maximum capacity) of a processor feature
running CPW in a client/server environment. Processor capacity is achievable when the commercial workload
is not constrained by main storage and DASD. Interactive Performance represents the relative performance
available to perform host-centric workloads. The amount of interactive capacity consumed reduces the
available processor capacity by the same amount.

On the Dedicated Servers for Domino, the Processor CPW is an approximate value reflecting the maximum
amount of non-Domino workload (10 to 15% of CPU) that can be supported.

Note 3: | The total number of tape drives does not increase.

Note4: | One line is used by the Operations Console if selected.

Note 5: | This interactive CPW value of 0 represents the amount of 5250 processing capability available for customer
applications. CPW=0 supports system administration functions performed by:

* A single interactive job

e Operations Navigator

* Any job submitted to batch
Multiple system administrators performing simultaneous tasks is not supported.
There is no Interactive Feature Code card for the base interactive #1516. Interactive performance is included
in the base. The #2248 comes with the #1517 only.

Note 6: | There must be one CD-ROM per system.

Note 7: | Processor Group is determined by a combination of the Processor and Interactive Feature. The following table

provides a cross reference.

Processor Interactive Feature Processor Feature Processor Group
#2248 #1517 #22A2 P05
#1516 #2274 P10
#2250
#1518 #22A5 P10
#1516 #22A7 P10
#2252
#1519 #22A8 P10
#1516 #22AA P20
#2253
#1520 #22AB P20

General note: Capacities shown may require prerequisites. Some combinations of features
may not be valid.
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Table 3: Summary of the AS/400e server 820

Model 820
Processor Feature #2395 #2396 #2397 #2398
Relative System Performance
(Note 1)
Processor CPW 370 950 2000 3200
Interactive CPW
#1521 35 35 35 35
#1522 70 70 70 70
#1523 120 120 120 120
#1524 240 240 240 240
#1525 - 560 560 560
#1526 - - 1050 1050
#1527 - - - 2000
Number of Processors/Type 1/Pulsar 1/Pulsar 2/I1Star 4/1Star
L2 Cache (MB)/Processor 0 2 4 4
Main Storage (MB Min/Max) 256-4096 256-8192 256-16384 256-16384
Main Storage DIMMs or Cards 2/8 2/16 2/32 2/32
Processor Group (Note 10) P10-P20 P20-P30 P20-P30 P30-P40
Model 820 Dedicated Server for Domino
Processor Feature #2425 #2426 #2427
Relative System Performance (Note 1)
Processor CPW 100 200 300
Interactive CPW (Note 8) 0 0 0
Simple Mail Users 4250 8000 14400
Mail and Calendaring Users 2620 4950 8910
Number of Processors/Type 1/Pulsar 2/Istar 4/\star
L2 Cache (MB)/Processor 2 4 4
Main Storage (MB Min/Max) 256-8192 256-16384 256-16384
Main Storage DIMMs or Cards 2/16 2/32 2/32
Processor Group P10 P10 P20
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Numbers are for All Processor Base PCI PCI Migrated New
Features System Expansion Expansion Total System
Tower Tower with #503x maximum
#5075 #5074 (Note 5,7) (Note 6)
Disk Storage Minimum (GB) 8.58
Maximum Internal (GB) 210.5 105.2 789.7 1625.9 41591
Maximum External (GB) 0 0 0 1595.3 0
Total Maximum (GB) 210.5 105.2 789.7 1625.9 41591
DASD Arms maximum 12 6 45 210 237
Diskette (8 or 5 %-inch) 0 0 0 2 0
Communication Lines (Note 3) 44 34 52 128 160
Twinax Workstation Controllers 7 7 11 66 62
Twinaxial Devices 280 280 440 2628 2480
CD-ROM/Internal Tape (Note 4) 2 0 2 18 (Note 9) 12
External Tape 6 7 8 8 8
Tape Libraries Maximum (Note 2) 6 7 8 8 8
Optical libraries 6 7 14 14 14
Physical Packaging
External HSL Ports 2 - - - 2
External HSL Loops 1 - - - 1
#5074/#5075 Towers Supported 5 - - - 5
SPD Towers Supported - - - 4 -
Embedded IOPs 1 1 0 1 6
PCI Adapter Card slots 12 8 14 86 82
Maximum PCI I0A Cards 9 7 11 70 63
LAN Ports Maximum 6 5 8 24 30
Maximum Integrated Netfinity 2 2 2 16 12
Servers
Cryptographic Processor 3 3 3 3 3
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Note 1:

Commercial Processing Workload (CPW) is used to measure the performance of all AS/400 processors
announced from September 1996 onward. The CPW value is measured on maximum configurations. The type
and number of disk devices, the number of workstation controllers, the amount of memory, the system model,
other factors, and the application running determine what performance is achievable. With the introduction of
the Dedicated Servers for Domino, Simple Mail Users is added as a performance measurement.

Processor performance represents the relative performance (maximum capacity) of a processor feature
running CPW in a client/server environment. Processor capacity is achievable when the commercial workload
is not constrained by main storage and DASD. Interactive Performance represents the relative performance
available to perform host-centric workloads. The amount of interactive capacity consumed reduces the
available processor capacity by the same amount.

On the Dedicated Servers for Domino, the Processor CPW is an approximate value reflecting the maximum
amount of non-Domino workload (10 to 15% of CPU) that can be supported.

Note 2:

Total number of tape drives does not increase.

Note 3:

One line is used for Operations Console if selected.

Note 4:

There must be one CD-ROM per system.

Note 5:

Includes the #503x Migration Tower and all SPD bus towers attached to the #503x.

Note 6:

New systems only. Does not apply to migrated systems.

Note 7:

This column does not apply to Dedicated Domino Servers.

Note 8:

This interactive CPW value of 0 represents the amount of 5250 processing capability available for customer
applications. CPW=0 supports system administration functions performed by:

* A single interactive job

e Operations Navigator

* Any job submitted to batch

Multiple system administrators performing simultaneous tasks is not supported.

Note 9:

Includes base CD ROM in Migration tower (no feature code).
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Note 10: | Processor Group is determined by a combination of the Processor and Interactive Feature. The following table
provides a cross reference.
Processor Interactive Feature Processor Feature Processor Group

#1521 #23A1 P10
#1522 #23A2 P20

#2395
#1523 #23A3 P20
#1524 #23A4 P20
#1521 #23A9 P20
#1522 #23AA P30

#2396 #1523 #23AB P30
#1524 #23AC P30
#1525 #23AD P30
#1521 #23B1 P20
#1522 #23B2 P30
#1523 #23B3 P30

#2397
#1524 #23B4 P30
#1525 #23B5 P30
#1526 #23B6 P30
#1521 #23B8 P30
#1522 #23B9 P40
#1523 #23BA P40

#2398 #1524 #23BB P40
#1525 #23BC P40
#1526 #23BD P40
#1527 #23BE P40

General note: Capacities shown may require prerequisites. Some combinations of features
may not be valid.
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Table 4: Summary of the AS/400e server 830

Processor Group (Note 9)

Model 830
Processor Feature #2400 #2402 #2403
Relative System Performance (Note 1)
Processor CPW 1850 4200 7350
Interactive CPW
#1531 (Base) 70 70 70
#1532 120 120 120
#1533 240 240 240
#1534 560 560 560
#1535 1050 1050 1050
#1536 - 2000 2000
#1537 - - 4550
Number of Processors/Type 2/I1Star 4/1Star 8/I1Star
L2 Cache (MB)/Processor 2 4 4
Main Storage (GB Min/Max) 1-32 1-32 1-32
Main Storage DIMMs or Cards (Min/Max) 8/64 8/64 8/64
P20-P30 P30-P40 P40-P50
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Numbers are for All Processor Base PCI Migrated Migrated New
Features System Expansion Total Total System
#9074 Tower with #503x with #5077 maximum
#5074 (Note 5) (Note 6) (Note 7)
Disk Storage Minimum (GB) 8.58 - - - -
Maximum Internal (GB) 789.7 789.7 1625.9 2499.6 11055.8
Maximum External (GB) 0 0 1595.3 2473.9 0
Total Maximum (GB) 789.7 789.7 1625.9 2499.6 11055.8
DASD Arms Max 45 45 210 596 630
Diskette (8 or 5 %-inch) 0 0 2 2 0
Communication Lines (Note 4) 40 52 128 250 300
Twinax Workstation Controllers 9 11 66 175 152
Twinaxial Devices 360 440 2628 7000 6080
CD-ROM (Note 3) 2 2 18 (Note 8) 18 (Note 8) 18
Internal Tape 1 2 17 17 17
External Tape (Max/System) 8 10 8 10 10
Tape Libraries Maximum (Note 2) 8 10 8 10 10
Optical libraries 8 11 14 22 22
Physical Packaging
External HSL Ports 8 - - - 8
External HSL Loops 4 - - - 4
#5074 Towers Supported 13 - - - 13
SPD Towers Supported - - 4 18 0
Embedded IOPs - - 2 - -
PCI Adapter Card slots 14 14 86 270 196
Maximum PCI IOA Cards 11 11 70 216 154
LAN Ports Maximum 6 8 24 48 72
Maximum Integrated Neffinity
Servers 2 2 16 16 16

Note 1:

announced from September 1996 onward. The CPW value is measured on maximum configurations. The type
and number of disk devices, the number of workstation controllers, the amount of memory, the system model,
other factors, and the application running determine what performance is achievable. With the introduction of
the Dedicated Servers for Domino, Simple Mail Users is added as a performance measurement.

Commercial Processing Workload (CPW) is used to measure the performance of all AS/400 processors

Note 2:

The total number of tape drives does not increase.
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Note 3: | There must be one CD-ROM per system.
Note 4: | One line is used by Operations Console if selected.
Note 5: | Includes the #503x tower and all the SPD bus towers attached to the #503x.
Note 6: | Includes the #5077 tower and all the SPD bus towers attached to the #5077.
Note 7: | New systems only, does not apply to migrated towers.
Note 8: | Includes base CD-ROM in Migration tower (no feature code).
Note 9: | Processor Group is determined by a combination of the Processor and Interactive Feature. The following table
provides a cross reference.
Processor Interactive Feature Processor Feature Processor Group
#1531 #23C1 P20
#1532 #23C2 P30
#2400 #1533 #23C3 P30
#1534 #23C4 P30
#1535 #23C5 P30
#1531 #23D1 P30
#1532 #23D2 P40
#1533 #23D3 P40
#2402
#1534 #23D4 P40
#1535 #23D5 P40
#1536 #23D6 P40
#1531 #23D8 P40
#1532 #23D9 P50
#1533 #23DA P50
#2403 #1534 #23DB P50
#1535 #23DC P50
#1536 #23DD P50
#1537 #23DE P50

General note: Capacities shown may require prerequisites. Some combinations of features
may not be valid.
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Table 5: Summary of the AS/400e server 840

Model 840
Processor Feature #2418 #2420
Relative System Performance (Notes 1 and 2)
Processor CPW 10000 16500
Interactive CPW
#1540 (Base) 120 120
#1541 240 240
#1542 560 560
#1543 1050 1050
#1544 2000 2000
#1545 4550 4550
#1546 10000 10000
#1547 - 16500
Number of Processors/Type 12/I1Star 24/1Star
L2 Cache (MB)/Processor 8 8
Main Storage (GB Min/Max) 4/96 4/96
Main Storage DIMMs or Cards (Min/Max) 4/16 4/16
Processor Group (Note 8) P40-P50 P40-P50
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Numbers are for All Processor Base PCI Migrated New
Features System Expansion Total System
#9079 Tower with #5077 maximum
#5074 (Note 5) (Note 6)
Disk Storage Minimum (GB) 8.58 - -
Maximum Internal (GB) 789.7 789.7 4294.9 18952.9
Maximum External (GB) 0 0 4260.6 4260.6
Total Maximum (GB) 789.7 789.7 4294.9 18952.9
DASD Arms Max 45 45 596 1080
Diskette (8 or 5 %-inch) 0 0 2 0
Communication Lines (Note 4) 40 52 300 400
Twinax Workstation Controllers 9 11 175 175
Twinaxial Devices 360 440 7000 7000
CD-ROM (Note 3) 2 2 18 (Note 7) 24
Internal Tape 1 2 17 26
External Tape (Max/System) 8 11 14 26
Tape Libraries Maximum (Note 2) 8 11 14 26
Optical libraries 8 11 22 26
Physical Packaging
External HSL Ports 16 - - 16
External HSL Loops 8 - - 8
#5074 Towers Supported 23 - - 23
SPD Towers Supported - - 18 0
PCI Adapter Card slots 14 14 270 336
Maximum PCI IOA Cards 11 11 216 264
LAN Ports Maximum 6 8 72 96
Maximum Integrated Netfinity Servers 2 2 16 16
Cryptographic Processor 3 3 3 3

Note 1: | Commercial Processing Workload (CPW) is used to measure the performance of all AS/400 processors
announced from September 1996 onward. The CPW value is measured on maximum configurations. The type
and number of disk devices, the number of workstation controllers, the amount of memory, the system model,
other factors, and the application running determine what performance is achievable. With the introduction of
the Dedicated Servers for Domino, Simple Mail Users is added as a performance measurement.

Note 2: | The total number of tape drives does not increase.

Note 3: | There must be one CD-ROM per system.
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Note 4: | One line is used by Operations Console if selected.

Note 5: | Includes the #5077 and all the SPD Bus towers attached to the #5077.

Note 6: | New systems only. Does not apply to migrated system.

Note 7: | Includes base CD-ROM in Migration tower (no feature code).

Note 8: | Processor Group is determined by a combination of the Processor and Interactive Feature. The following table

provides a cross reference.

Processor Interactive Feature Processor Feature Processor Group

#1540 #23E8 P40
#1541 #23E9 P50
#1542 #23EA P50

#2418 #1543 #23EB P50
#1544 #23EC P50
#1545 #23ED P50
#1546 #23EE P50
#1540 #23F8 P40
#1541 #23F9 P50
#1542 #23FA P50
#1543 #23FB P50

#2420
#1544 #23FC P50
#1545 #23FD P50
#1546 #23FE P50
#1547 #23FF P50

General note: Capacities shown may require prerequisites. Some combinations of features
may not be valid.
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Table 6: Summary of the AS/400e server SB2 and SB3

Model SB2 SB3
Processor Feature #2315 #2316 #2318
Relative System Performance (Note 1)
Processor CPW 7350 10000 16500
Interactive CPW n/a n/a n/a
Number of Processors/Type 8/IStar 12/IStar 24/IStar
L2 Cache (MB)/Processor 8 8 8
Main Storage (GB) 12 16 24
Main Storage DIMMs or Cards (Min/Max) 48/48 8/8 12/12
Processor Group P30 P40 P40
DASD Storage
DASD Arms Maximum 4 6 8
Physical Minimum (GB) 34.3 34.3 34.3
Physical Maximum (GB) 70.1 105.2 140.3
Logical Maximum (Raid-5 Protection) 52.6 87.7 122.7
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SB2 SB3 Migration SB2 SB3
Base Base Tower Il Total Total
#9074 #9079 #5077
Diskette (8 or 5 %-inch) 0 0 2 2 2
Communication Lines (Note 3) 32 32 12 32 32
Twinax Workstation Controllers 1 1 1 1 1
Twinaxial Devices 28 28 28 28 28
CD-ROM / Internal Tape (Note 4) 2 2 3 3 3
External Tape 5 7 4 5 7
Tape Libraries Maximum (Note 2) 4 4 4 4 4
Optical libraries 2 2 2 2 2
Physical Packaging
External HSL Ports (Note 5) 4 8 - 4 8
External HSL Loops (Note 5) 2 4 - 2 4
#5077 Migration Tower Il Supported 1 1 - 1 1
Max SPD cards/PCl IOPs 3 3 2 3 3
PCI Adapter Card slots (usable) 14 14 - 14 14
Maximum PCI IOA Cards (usable) 11 11 - 11 11
Maximum LAN Ports 6 6 6 6 6
Maximum Integrated Netfinity 2 2 2 2 2
Servers
Cryptographic Processor 3 3 1 3 3
Note 1: | Commercial Processing Workload (CPW) is used to measure the performance of all AS/400 processors
announced from September 1996 onward. The CPW value is measured on maximum configurations. The
type and number of disk devices, the number of workstation controllers, the amount of memory, the system
model, other factors, and the application running determine what performance is achievable. With the
introduction of the Dedicated Servers for Domino, Simple Mail Users is added as a performance
measurement.
Note 2: | The total number of tape drives does not increase.
Note 3: | One line is used by Operations Console if selected.
Note 4: | There must be one CD-ROM per system.
Note 5 Because only three controllers and two towers are allowed on the SB3, a maximum of four HSL ports and two
HSL loops are usable to attach towers. Other ports and loops are usable for clustering only.

General note: Capacities shown may require prerequisites. Some combinations of features
may not be valid.
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AS/400e server 250 System Unit

The Model 250 System Unit is a PCI only based unit. It has a base configuration of:
* Processor (one must be specified):
V4R5 is required for the following processors. Processor performance CPW is provided.

— #2295 processor (50/15 CPW) with 256M memory (2x CCIN 3022)
— #2296 processor (75/20 CPW) with 256M memory (2x CCIN 3022)

Performance figures shown are for client/server and interactive in an unconstrained
environment. Memory and disk I/O constraints may limit the performance of some
applications.

e Multifunction 1/0 Processor (MFIOP CCIN 6757)

Both the processor and MFIOP are combined onto one card. The base disk controller
(CCIN 9728) is embedded. Feature #9728 is not required.

* Base DASD/Tape Cage with support for four internal disk units, one internal tape and
one internal CD-ROM

* One 8.58 GB Disk Unit

* #9771 Base PCI 2-Line WAN with Modem

* One CD-ROM unit

* One Console attachment (choose one of the following options):

— #9720 Twinaxial/WAN IOA option for Twinaxial Console and ECS
— LAN Adapter option: Select one of the following LAN features plus #0398 Operations
Console package:
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e #9723 Base Ethernet IOA
* #9724 Base PCI Token-Ring IOA
e #9738 Base PCI 100/10 Ethernet IOA

Note: #0398 is not included in the base system. It is a required priced feature
with the base LAN option. This special package is for the Model 250 only and
includes CCIN 2745 and CCIN 0367.

Note: When #2746 is on the order, #0398 is not required with the base LAN
option.

¢ Six PCI card slots

* The following software products are always preloaded and included with the Model 250
base system:

5769-SS1 0S/400

5769-QU1 Query

5769-ST1 DB2 Query manager and SQL development kit for AS/400
5769-XW1 AS/400 Client Access Family for Windows

A new processor group, PPS (processor-based packaged software), supports these four
programs only when ordered as part of this package. The PPS group is less than the P05
group. Upgrades to the P05 or higher groups result in an upgrade charge.
Processor-based programs, other than these four, are charged at the P05 group when
ordered for a Model 250.

The AS/400e Model 250 servers are Customer Setup (CSU).

0S/400 V4R5 is required to support the 250 servers.

PCI Card Technology

The Model 250 is a Peripheral Component Interconnect (PCl) based technology system. SPD
cards do not attach to the Model 250.

The fundamental bus architecture of the AS/400 system remains unchanged with the
implementation of PCI adapters. The AS/400 IOP architecture continues to off load cycles
from the main processor, isolate the host from adapter and network errors, and manage,
configure, and service the adapters. PCI architecture continues to offer advantages over
other system structures.

There are several types of PCI cards, each of which requires a specialized slot on the AS/400
Model 250 backplane:

e Low-Speed PCI Adapter Cards: Low-speed PCI cards require a PCI card slot and a
PCI controller to drive them. This PCI controller can either be included on the
backplane or as a separate PCI card that attaches to the backplane.
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¢ High-Speed PCI Adapter Cards: High-speed PCI cards require a higher bandwidth
connection to the PCI controllers than low-speed PCI cards require. The PCI controller
can be included on the backplane or as a separate PCI card that attaches to the
backplane.

¢ Low-Speed/High-Speed PCI Adapter Cards: The Low-speed/High-Speed PCI cards
can be installed in either a low-speed slot or high-speed slot.

¢ PCI Controller Cards: PCI controller cards support a number of low-speed PCI card
slots and a number of high-speed PCI card slots depending on how the backplane is
wired. They require a controller position on the backplane.

* Integrated Netfinity Server Controller Cards: A variant of the PCI controller cards,
the Integrated Netfinity Server supports a number of PCI card slots and requires a PCI
controller to drive them. The Integrated Netfinity Server occupies a special reserved
two-slot controller position on the backplane. One is for the Integrated Netfinity Server
processor card, and one is for the Integrated Netfinity Server Bridge card.

Model 250 non-CIF features include:

e #2763 PCI Raid Disk Controller
e #2748 PCI Raid Disk Controller
* #7102 System Expansion Unit
* Processor Upgrades

Main Storage

The Model 250 #2295 and #2296 processors ship with 256 MB of base main storage. There
are no features to specify the base memory. The base memory positions contain two 128 MB
DIMMs (CCIN 3022). There are six additional Dual Inline Memory Modules (DIMM) slots

available. These additional slots are available for DIMMs of either 128 MB or 256 MB up to a
maximum of 1024 MB. Memory on both processors of the Model 250 must be added in pairs.

There are no feature exchanges when swapping memory DIMMs.

The following table shows the main storage options for the Model 250.

Main Storage Supported
Processor Options
(min MB/max MB) Base Feature #3022 Feature #3024 .
(128 MB) (256 MB) Maximum
#2295
(256/1024) 256M 6 2 6
#2296
(256/1024) 256M 6 2 6
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Workstation Controllers
The Model 250 supports only 5250-type workstations and LAN attachments.

A 5250 twinaxial device or 5250 emulation adapter in a PC supports a single address,
multiple addresses, or shared sessions on a single address. Whenever a device is powered
on or when the 5250 emulation software is started on a PC, each defined address responds
to the workstation controller polls. Therefore, these addresses count as an active address
even when no device description exists on the AS/400 system. This can occur when the
QAUTOCFG system value is set to *NO. Further considerations include:

* When a device has multiple addresses defined for multiple sessions to support jump
screen or to support an attached printer, each session counts towards the maximum
active addresses supported by that workstation controller.

* When a device has a single address defined with shared sessions, that device counts
as one of the maximum active addresses and up to four of the maximum shared
sessions.

There is a maximum of 300 shared sessions per IOP.

When ordered, the Multifunction 1/0 Processor has a selection of features that determine
whether a 5250-type device (#9720) or Operations Console (#0398) is to be used as a
console.

The following workstation controllers can be attached to the Model 250:

o #2746 PCIl Twinaxial Workstation IOA
e #9720 Base PCI WAN/Twinaxial IOA

#2746 PCI Twinaxial Workstation IOA

The #2746 is an 8-port twinaxial workstation IOA with a 20-foot attachment cable for
attaching up to 40 5250-type displays and printers. Each port supports seven attached
addresses allowing for up to 56 attached addresses, of which only 40 can be active. When
the attached display supports address sharing, a maximum of 120 shared sessions are
supported. The #2746 is specified when additional PCI twinaxial workstation controllers are
required and can be installed in either high or low speed slots.

#9720 Base PCI WAN/Twinaxial I0OA

The #9720 combined twinaxial and communications adapter is a base option on the Model
250. A cable with a 4-port expansion box comes with this adapter. Each port supports seven
attached addresses, for a total of 28 attached addresses per #9720. When the attached
display supports address sharing, a maximum of 112 shared sessions are supported. This
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adapter also supports a single communication line. See “#9720 Base PCI WAN/Twinaxial
IOA” on page 104.

Note: The #2720 PCI WAN/Twinaxial IOA can be ordered manually to change the console
from Operations Console. The administrative sales records should be RPOed to show a
#9720 Base PClI WAN/Twinaxial I0A installed.

Count of Active Sessions

The following table indicates the kinds of sessions that count toward the maximum number of
active sessions.

Counted Description
Yes Local display sessions
Yes Remote display sessions
Yes Sessions over 5x94 Controllers (including PCs emulating 5250s)
Yes Network Routing Facility (NRF) or SPLS displays
Yes Distributed Host Command Facility (DHCF) displays
Yes 5250 emulation
Yes Twinaxial shared session devices (separate display devices)
No Client Access using 5x94 (Virtual displays)
No Client Access (APPC devices and VRT displays)
No Retail/Finance devices
No SNA passthru
No TDLC (5150 type devices)
No Port sharing (ASCII) (5150 type device)
No TCP/IP (TELENET session) (virtual display)
No APPC (LU 6.2) sessions (APPC or host devices)
No Display Station Passthru/5250 Passthru/ Workstation Function (virtual displays)
No 3270 Emulation over host CDs (Host devices)
No Apple** devices attached to a LocalTalk Workstation Controller
No Wireless devices attached to a Wireless LAN Adapter
No Twinaxial printers

Multifunction I/O Processor (MFIOP)
A base MFIOP is standard on all Model 250s.

Note: Other IOP cards support several functions. Therefore, the term MFIOP is not limited to
designate the base MFIOP as on earlier models.
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PCIl Base Multifunction IOP

This MFIOP provides support for two low-speed PCI card slots and one high-speed PCI card
slot. It also drives one additional card, which is either an Integrated Netfinity Server or an
additional high-speed slot.

Low-speed PCI Slot (C09) Supports the base #9771 Base PCI 2-Line WAN with Modem,
#2745 PCI 2-Line WAN IOA, #2746 PCI Twinaxial Workstation
IOA, or #9720 PCI WAN/Twinaxial IOA. C09 can also support
a #2723/#9723 PCI Ethernet I0OA or #2724/#9724 PCI
Token-Ring IOA if C03 does not contain a #2838 100/10 Mbps
Ethernet I0A.

Low-speed PCI slot (C08)  Supports #0398 Operations Console Package (CCIN 2745
and CCIN 0367) or #9720 PCI WAN/Twinaxial IOA or #9771
Base PCI 2-Line WAN with Modem

High-speed slot (C07) Supports #2763 PCI RAID Disk Unit controller or #2748 PCI
RAID Disk Unit Controller.
High-speed slot (C03) If no #2866 Integrated Neffinity Server is installed in slots

C02/C04, then C03 may be used for a #2723/#9723 PCI
Ethernet I0A, #2724/#9724 PCI Token-Ring I0A,
#2838/#9738 100/10 Mbps Ethernet IOA, #2750, #2751, or
#2761Integrated Analog Modem.

Reserved Slots (C02/C04) The MFIOP supports #2866 Integrated NetfinityServer in slots
C02/C04 only if no card is installed in high-speed slot C03.

Notes: The Base PCI Disk controller (CCIN 9728) is embedded on the backplane.

#2824 PClI LAN/WAN/Workstation IOP

The #2824 PCI IOP is a feature I/O processor with 32 MB of memory installed in the #7102
System Expansion Unit. The #7102 has a base controller (CCIN 2824) in slot E10.

The number of PCI cards that can be supported in a Model 250 depends on the number of
controllers in the system. Use care in the selection of the controllers. Follow the configuration
rules.

Communications
The following adapters support communications on the Model 250:

* #2745 PCIl Two-Line WAN |IOA

» #2750 PCI ISDN BRI U IOA

» #2751 PCI ISDN BRI S/T I0A

e #2761 Integrated Analog Modem
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e #9720 Base PClI WAN/Twinaxial IOA
e #9771 Base PCI 2-Line WAN with Modem

#2745 PCI Two-Line WAN IOA

Supports up to two multiple protocol communications ports when one of two (in any
combination) of the following cables are attached:

* #0348 V.24/EI1A232 20ft/6m PCI cable
* #0349 V.24/E1A232 50ft/15m PCI cable
* #0353 V.35 20ft/6m PCI cable

* #0354 V.35 50ft/15m PCI cable

* #0356 V.36 20ft/6m PCI cable

* #0359 X.21 20ft/6m PCI cable

* #0360 X.21 50ft/15m PCI cable

* #0365 V.24/E1A232 80ft/24m PCI cable
* #0367 Operations Console cable*

*Only one #0367 Operations Console cable is allowed per system.

#2750 PCI ISDN BRI U IOA

#2750 is a 4-port (8-channel) ISDN BRI (basic rate interface) full-sized PCI card. Based on
the latest DSP technology, #2750 allows connections to fax or data modems connected to the
telephone network with analog phone lines as well as to other IDSN devices. Each port
consists of 2B+D configuration. The #2750 is the “U”-bus (2 wire) version I0A.

* For data mode support, B-channel supports digital data at 64 Kbps.

* For modem mode support, B-channel supports V.90 and lesser modulations.
A wrap cable/plug and four 30-ft RJ-45 to RJ-45 network cables are shipped with each card.
The #2750 10A supports full duplex mode. It supports the PPP, IDLC, and Fax protocols.

It is allowed both in the Base System Unit and the System Expansion Unit. There is a
maximum of one #2750 per IOP. This feature requires country certification or homologation.

#2751 PCI ISDN BRI S/T IOA

The #2751 is a 4-port (8-channel) ISDN BRI (basic rate interface) full-size PCI card. Based
on the latest DSP technology, the #2751 allows connections to fax or data modems
connected to the telephone network with analog phone lines, as well as to other ISDN
devices. Each port consists of 2B+D configuration. The #2751 is the “S/T”-bus (4 wire)
version 10A.

* For data mode support, the B-channel supports digital data at 64 Kbps.
* For modem mode support, the B-channel supports V.90 and lesser modulations.
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A wrap cable and plug and four 30-foot RJ-45 to RJ-45 network cables are shipped with each
card.

The #2751 10A supports full duplex mode. It supports the PPP, IDLC, and Fax protocols. It is
allowed both in the Base System Unit and the System Expansion Unit. A maximum of one
#2751 is allowed per IOP. This feature requires country certification or homologation.

#2761 Integrated Analog Modem

Based on the latest DSP technology, #2761 allows the modem function to be integrated into
the 10A and supports multiple analog modem ports (8-phone lines). Each line supports V.90
and lesser modulations. The #2761 I0A supports full duplex mode.

A wrap cable/plug and eight 30-foot UTP phone cables are shipped with each card.

This feature supports the PPP, SDLC, and Fax protocols. An asynchronous line description is
required which can only be used for fax. The #2761 is configured as a single IOA with eight
individual resources available.

There is a maximum of one #2761 per IOP. The #2761 requires country certification or
homologation.

#9720 Base PCI WAN/Twinaxial IOA

The #9720 feature can be included as the base MFIOP to support ECS on the
communications adapter. The cable required for ECS is the #0348 V.24/EIA232 20ft/6m PCI
cable. The #9720 also supports Twinaxial Workstation Controllers (see “Workstation
Controllers” on page 100). The #9720 is supported for migration only.

Note: The #2720 PCI WAN/Twinaxial IOA can be ordered manually to change the console
from Operations Console. The administrative sales records should be RPOed to show a
#9720 Base PClI WAN/Twinaxial I0A installed.

#0398 Operations Console Package

This feature attaches to the MFIOP and supports up to two multiple protocol communication
ports for ECS and Operations Console on a PC. Because the package includes a CCIN 2745
and CCIN 0367, it is not necessary to specify the #0367 Operations Console PCI cable
20ft/6m. A #0348 V.24/E1A232 20ft/6m PCI must be specified for ECS.

The #0398 is mutually exclusive with #9720.
#9771 Base PCI 2-Line WAN with Modem

#9771 is a 2-line WAN adapter, with one port supporting multiple protocol communications
and the other port supporting V.90 56K Async Data on PPP using an internal modem.
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Connection to the V.90 port is by way of a telephone cable.

Connection to the WAN port is through one of the following cables:

e #0348 V.24/EIA232 20-ft PCI cable
e #0349 V.24/EIA232 50-ft PCI cable
e #0353 V.35 20 ft PCI cable
e #0354 V.35 50-ft PCI cable
e #0356 V.36 20 ft PCI cable
e #0359 X.21 20 ft PCI cable
e #0360 X.21 50-ft PCI cable
e #0365 V.24/EIA232 80-ft PCIl cable

ECS and fax are not supported on the V.90 port at this time. IBM intends to support ECS on
the V.90 port in the next release of OS/400 and with a Group PTF for V4R5.

ECS operates on the WAN port of the #9771 by changing the “YRSRCNAME parameter of the
QESLINE and QTILINE line descriptions to that of the WAN port on the #9771 card.

When the #9771 is selected to support ECS, one of the following cables must be specified
and connected to the WAN port:

* #0348 V.24/E1A232 20 ft PCI cable (default)
* #0349 V.24/E1A232 50-ft PCI cable
* #0365 V.24/EI1A232 80-ft PCI cable

The #9771 does not support the Operations Console as the system console.

Communication WAN Restrictions

Restrictions may apply when using any of the following communications functions on a PCI
system:

* Frame Relay protocol

¢ |PX protocol

X.25 with more than 16 virtual circuits per line
* SDLC protocol if used to connect to more than 64 remote sites

e Communications line speeds greater than 64 Kbps and up to 2.048 Mbps for the SDLC
or Frame Relay protocols (Bisync is always limited to a maximum of 64 Kbps)

¢ Asynchronous communications or Asynchronous PPP line speeds greater than 115.2
Kbps

* Non-Asynchronous Communications line speeds greater than 64 Kbps and up to 640
Kbps for X.25
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* No high speed communication line allowed when a feature code #2750, #2751, or
#2761 is installed under the same IOP

e V.25 Autocall cable not supported

* Select standby mode not supported

In particular, this applies when using #2745 PCI Two-Line WAN IOA or the IPX protocol (IPX
is used over LAN, ATM, or frame relay).

Rules for individual communication cards (adapters or processors) are found with an
explanation of the applicable feature description in the AS/400e System Builder, SG24-2155.

For further considerations and sizing rules, refer to the feature descriptions of the specific
adapters or IOPs in the Model 250 chapter of the AS/400e System Builder, SG24-2155, and
the AS/400 Information Center at http://publib.boulder. ilm.com/pubs/html

Select Information Center->your language of choice->What’s New.

For general communications performance considerations, refer to the online-document
AS/400 Performance Capabilities Version 4, Release 5, SC41-0605. It is available in softcopy
only by visiting the Web site at http://public.boulder.ibm.com/pubs/html/

Select Online Library->your language of choice->What’s New.

Encryption

#4801 PCI Crypto Coprocessor

#4801 is a hardware cryptography solution. The #4801 is a half-length PC form-factor PCI
card which offers rich cryptography function, secure storage of cryptographic keys, and 12
MB/s performance (at the card level) for bulk data encryption. The #4801 is available
worldwide. The level of cryptographic function is determined by the Cryptographic Access
Provider licensed program, which is downloaded to the adapter.

It can only be installed in a high speed slot in the System Expansion Unit (#7102). On new
systems from the plant, #4801 is shipped with the system, but not installed.

Local Area Networks and Asynchronous Transfer Mode

The following adapters and controllers support LAN attachment on the Model 250. One of the
following base LAN adapters is included at no charge with the LAN option:

* #9723 PCI Ethernet IOA
* #9724 PCI 16/4 Mbps Token-Ring IOA
» #9738 PCI 100/10 Mbps Ethernet IOA
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Other adapters supporting LAN attachments are:

» #2723 PCI Ethernet I0A

» #2724 PCI 16/4 Mbps Token-Ring IOA

e #2838 PCI 100/10 Mbps Ethernet IOA

* #2815 PCI 155 Mbps UTP OC3 ATM IOA
* #2816 PCI 155 Mbps MMF ATM I0A

* #2818 PCIl 155 Mbps SMF OC3 ATM IOA
» #2866 PCI Integrated Netfinity Server

#2838/#9738 PCI 100/10 Mbps Ethernet IOA
The #9738 is a base LAN option on the Model 250.

The 100/10 Mbps Ethernet PCI adapter feature allows the AS/400 system to attach to
standardized 100 Mbps high-speed Ethernet LANs and also allows attachment to existing 10
Mbps Ethernet LANs. This adapter comes with an RJ45 connector for attachment to UTP-5
media. It requires one high-speed PCI card slot. The Ethernet /IEEE 802.3 10A is capable of
operating in half or full duplex mode. Cabling for 10 Mbps must be CAT-3 or CAT-5, and cabling
for 100 Mbps must be CAT 5 that meets or exceeds Industry Standard EIA/TIA T568A or T568B.

If #2838/#9738 100/10 Mbps Ethernet is selected to be run on an Integrated Netfinity Server,
then one Specify feature #0222 (100/10Mbps Ethernet on Integrated Netfinity Server) is
required for each #2838/#9738 ordered.

The #9738 is mutually exclusive with #9723 and #9724 as a base LAN controller.

#2724/#9724 PCIl 16/4 Mbps Token-Ring IOA
The #9724 is a base LAN option on the Model 250.

This feature provides a single attachment to either 16 Mbps or a 4 Mbps Token-Ring. The
feature consists of an I0OA card, internal code that supplies IEEE 802.5 Media Access Control
(MAC) and IEEE 802.2 Logical Link Control (LCC) functions. The IOA is capable of operating
in half or full duplex mode.

The #2724/#9724 comes with an 2.44m Token-Ring cable, or a separately purchased
twisted-pair cable to the RJ45 connection on the IOA may be attached. It occupies one PCI
card slot.

If #2724/#9724 16/4 Mbps Token-Ring LAN IOA is installed on an #2866 Integrated Netfinity
Server, then one Specify #0220 (Token-Ring on Integrated Netfinity Server) is required for
each #2724/#9724 ordered.

The #9724 is mutually exclusive with #9723 and #9738 as a base LAN controller.
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#2723/#9723 PCI Ethernet IOA (10 Mbps)
The #9723 is a base LAN option on the Model 250.

This feature provides a single attachment to one Carrier Sense Multiple Access/Collision
Detect Local Area Network. It consists of an adapter card and internal code, which supplies
Ethernet Version 2 and IEEE 802.3 Media Access Control (MAC) plus 802.2 Logical Link
Control (LLC) functions. The Ethernet/IEEE 802.3 IOA is capable of operating in half or full
duplex mode.

The #2723/#9723 has an RJ45 connector and a 15-pin D-shell connector for attachment of
customer-supplied cabling. A vendor AUl Ethernet cable or RJ45 twisted-pair cable must be
ordered separately. RJ45 cabling for 10 Mbps must be CAT-3 or CAT-5, if CAT 5 is used,
because then it meets or exceeds Industry Standard EIA/TIA T568A or T568B. It occupies one
PCI card slot.

If #2723/#9723 Ethernet I0A is selected to be run on an #2866 Integrated Netfinity Server,
one Specify #0221 (Ethernet on Integrated Netfinity Server) is required for each #2723/#9723
ordered.

The #9723 is mutually exclusive with #9724 and #9738 as a base LAN controller.

#2815 PCI 155 Mbps Unshielded Twisted Pair ATM IOA

This feature allows the AS/400 system to be attached to an Asynchronous Transfer Mode
(ATM) network using the Unshielded Twisted Pair (UTP-5) interface. This interface is intended
for connection to both local area switches and direct connection to service provider
equipment. The #2815 is typically used where 155 Mbps speeds are required over distances
of less than 100 meters. It uses one high-speed slot, but cannot be placed in the Base
System Unit. It attaches in slot E08 and slot EO3 (where #2824 is a prerequisite) of the
System Expansion Unit (#7102). Technical specifications and industry standards supported are
available at the ATM Forum Web site: http://www.atmforum.com The maximum is two.

#2816 PCIl 155 Mbps Multi-Mode Fiber OC3 ATM IOA

This feature allows the AS/400 system to be attached to an Asynchronous Transfer Mode
(ATM) network using the Multi-Mode Fiber (MMF) 62.5 micron interface. This interface is
intended for connection to both local area switches and direct connection to service provider
equipment. The #2816 is typically used where 155 Mbps speeds are required over distances
of less than 2 km. It uses one high-speed slot but cannot be placed in the Base System Unit.
It attaches in slot E08 and E03 (where #2824 is a prerequisite) of the System Expansion Unit
(#7102). Technical specifications and industry standards supported are available at the ATM
Forum Web site: http://www.atmforum.com The maximum is two.
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#2818 PCI 155 Mbps Single-Mode Fiber OC3 ATM IOA

This feature allows the AS/400 system to be attached to an Asynchronous Transfer Mode
(ATM) network using the Single-Mode Fiber (SMF) 9 micron interface. This interface is
intended primarily for direct connection to service provider equipment but can be used for
local area switches. The #2818 is typically used where 155 Mbps speeds are required over
distances from 16 to 40 km. It uses one high-speed slot, but cannot be placed in the Base
System Unit. It can attach in slots EO8 and E03 (where #2824 is a prerequisite) of the System
Expansion Unit (#7102). Technical specifications and industry standards supported are available
at the ATM Forum Web site: http://www.atmforum.com The maximum is two.

#2866 PCI Integrated Netfinity Server

The Integrated Netfinity Server contains an Intel 333 MHz Pentium Il Processor, four main
storage slots, and two LAN IOA slots. The adapter requires two reserved PCI card positions:
one for the processor card and the second for the bridge card to interface the processor card
to the AS/400 system. A maximum of two #2866 Integrated Netfinity Servers are supported:
one in the Base System Unit and one in the System Expansion Unit (#7102).

The Integrated Netfinity Server provides high-performance LAN serving to LAN-attached
PCs. OS/2 Warp Server for AS/400, Novell IntraNetWare, Lotus Domino, Flowmark, Firewall
for AS/400, or Microsoft Windows NT and Windows 2000 servers are supported on the
Integrated Netfinity Server.

The Integrated Netfinity Server comes with no base main memory and supports up to four of
the following features:

e #2861 32M IOP Memory Card
e #2862 128M IOP Memory Card
e #2867 256M IOP Memory Card

Each LAN slot can contain either a Token-Ring or an Ethernet IOA from the following list:

o #2723/#9723 PCI Ethernet IOA
o #2724/#9724 PCI 16/4 Mbps Token Ring IOA
e #2838/#9738 PCI 100/10 Mbps Ethernet IOA

There can only be one #2838/#9738 on each #2866 Integrated Netfinity Server. An external
cable is included to enable connectivity to Integrated Netfinity Server hardware (keyboard,
mouse), which also allows for optional use of parallel and serial ports.

If running Microsoft Windows NT on the Integrated Netfinity Server, these additional features
are required:

e #0325 IPCS Extension Cable for Windows NT (orderable)
e #1700 IPCS Keyboard/Mouse for Windows NT (default in some countries and orderable in
others)
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e A display unit must be connected to the Integrated Netfinity Server to support
Windows NT
* A minimum of 64M IOP memory on the Integrated Netfinity Server

For keyboard/mouse and display support in countries outside the USA, consult the Internet
at: http://www.as400.1ibm.com/windowsintegration/ntins.htm

9406 Model 250 System Unit

Power and Packaging

The base system contains a planar, which combines both the processor and MFIOP in one
card. The Base Disk Controller (CCIN 9728) is embedded on the backplane. The MFIOP
provides support for two low speed PCI card slots and one high speed PCI card slot (used for
the optional disk controller). It also drives one Integrated Netfinity Server (#2866) or one
additional high speed slot.

9406 Model 250 System Unit
9406 Model 250 System Unit PCI Card Placement

Slot

D02 CD-ROM

co9 —ﬂ PCI 2-Line WAN w/Modem #9771 (Note 8) ‘

* % DoO1 Magnetic Media
PROCESSOR WAN/Twinax IOA #9720 or
cos Operations Console Package #0398
Base Memory Base Memory MFIOP OP Panel
Memory DIMMs plug directly to the planar .
and muyg be addedgin pairs_y Disk Unit Lot co7 —»| Disk Controller #2763/#2748 ‘
Disk Unit Lo2
Disk Unit
isk Uni L03 Co6 _’ Integrated Server LAN Slot ‘
Disk Unit Lo4 T
PCI Cards Slots [
Co05 Integrated Server High Speed LAN Slot
PCl 2-Line WAN w/Modem #9771 Co09 l
ECS & Console #9720/#0398 Ccos
—-
Disk Cont. #2763/#2748 co7 co4 Integrated Server Bridge Slot (reserved) ‘
Integrated Server LAN Slot Cco6
Integrated Server LAN Slot Cos5
Integrated Server Bridge Card co4 co3 LAN /WAN slot (Notes 4 and 7)
(reserved) )
High Speed Slot co3 co2 Integrated Server Proc Slot #2866
Integrated Server Proc. Card #2866 co2

Notes:
1. No high-speed LAN is allowed in Slot C09.
2. If any LAN is in Slot C03, no LAN card is allowed in Slot C09.
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3. A maximum of three LAN cards are allowed on the MFIOP (including Integrated Server
slots C0O5 and CO06).

4. Communications cards #2750, #2751, and #2761 are only allowed in high-speed Slot
CO03.

5. The processors include an embedded base disk controller (CCIN 9728). A separate
#9728 is not needed.

If any IPCS is in Slots C02/C04, C03 must remain empty.
7. In CO3, #2723, #2724, #2745, #2746, #2750, #2751, #2761 and #2838 are supported.

8. CO09 supports #2720, #2723/#9723, #2724/#9724, #2745/#9745, #2746. When the system
is ordered with a base LAN, a #2746 and no #0398, the #2746 goes into C09 and the
#9771 into C08.

System Expansion Unit Schematics

#7102 System Expansion Unit

Power and Packaging

The System Expansion Unit supports six disk units and includes a Base controller (CCIN
2824) and further slots as illustrated in the following figure.
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9406 Model 250 #7102 System Expansion Unit

Slot
E14 — | #723/H2724/42745/#2746 |
Disk Unit F11
Disk Unit F12 350 Watt Power Supply E13 — | H2T23H2T24/42745/#2746 |
Disk Unit F13
E12 - | #2723/H2724/42745/#2746 |
Disk Unit F14
Disk Unit F15 E1 > | #2723/H2T24/42745/#2746 |
Disk Unit
isk Uni F16 E10 —| Base Controller (CCIN 2824) |
PCI Cards
I E09 —» | #2720/#2718/42745/#2746/#2750/42751/#2761/#4801 |
E14 Low Speed PCI Slot
E13 Low Speed PCI Slot E08 L | #2723/H2724/42745/#2746/#2750/#2751/4#2761/4#2815/
E12| Low Speed PCI Slot #2816/#2818/#2838/#4801
E11 Low Speed PCI Slot EO07 —| Feature Controller Slot #2824 |
E10 Base Controller (CCIN 2824)
E09 High Speed PCI Slot EO6 —=| Integrated Server LAN IOA #2723/ #2724 |
EO8 | High Speed PCI Siot E0S | Integrated LAN IOA #2723 / #2724 | #2 |
E07| | Feat. Controller #2824 negrated server ° 8%
E06 Integrated Server LAN Slot E04 »| Integrated Server Processor Card Slot #2866
EO05 Integrated Server LAN Slot #2718/#272042723/#2724/#27 45/#2746/#2750/42751/
EO4 Int. Server Proc #2866 EO3 | 4#0761/#2838/#281x/#4801
High PCI Slot
E03 '9 Speed PCI Slo E02 ri Integrated server Bridge Card Slot (reserved position)
E02 Int. Server Bridge Card

Notes:

1. A maximum of one High Speed LAN/ATM or maximum of two low speed LANS per
controller.

2. If an Integrated Server is in slots E02/E04, EO3 must remain empty.
A maximum of one LAN in E11 or E12 with Integrated Server in E02/E04.
The disk units in the expansion unit are controlled by the #2763 or #2748 disk controller in
the System Unit.

5. Communications cards #2750, #2751, and #2761 are allowed in slots E03, E08, and E09
(maximum one per I0OP).

6. Cryptographic card #4801 is allowed in high-speed slots E03, E08, or E09 (maximum one
per IOP).

7. Integrated Server refers to Integrated Netfinity Server.
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Uninterruptable Power Supply (UPS)

An external UPS is recommended since the 9406 Model 250 does not have an internal
battery backup unit (BBU). The configurator adds a country-specific UPS by default. The
9910 Models 080, 140, and 180 from the 9406 Model 170 may be used although the CPM
function is not supported.

Disk Units

There is a maximum of ten disk units supported on the Model 250. There is no support for an
external disk on the Model 250.

#6831 1.6Gb Read Cache Device

Read Cache Device feature #6831 (CCIN 6731) is a solid state disk device that provides the
Large Read Cache function required by high-performance disk unit controllers. See “Extended
Adaptive Cache” on page 52 for more information. There is a maximum of one per #2748 PCI
RAID Disk Unit Controller IOA. Extended Adaptive Cache cannot be used with compression
on the same #2748 PCI RAID Disk Unit Controller IOA. The #2748 IOA is shipped with
compression disabled. Compression is enabled by moving a jumper on the IOA. Refer to “PCI
Disk Units” on page 333 for detailed information.

The following table contains the maximum number of supported disk units for the Model 250.

Feature Size RPM Maximum
#6813 8.58 GB 7200 9
#6817 8.58 GB 10000 9
#6818 17.54 GB 10000 9
#6824 17.54 GB 7200 9
#8917 8,58 GB 10000 1
#8918 17.54 GB 10000 1
#8924 17.54 GB 7200 1
#9313 8.58 GB 7200 1

For disk unit descriptions, refer to “PCI Disk Units” on page 333.
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Magnetic Media Controllers

#2729 PCIl Magnetic Media Controller SCSI

The #2729 PCIl Magnetic Media Controller SCSI provides for the attachment of tape and
optical devices. See “Magnetic Media Controllers” on page 383.

#2718 PCI Magnetic Media Controller

#2718 is a SCSI Tape I0A that provides attachment capabilities for the IBM 7207 Model QIC
External Tape Drive. The #2718 can attach one tape drive.

#2763 PCI RAID Disk Unit Controller
See “Magnetic Media Controllers” on page 383.

#2748 PCI RAID Disk Unit Compression Controller
See “Magnetic Media Controllers” on page 383.

Internal Tape, CD-ROM, and Diskette Units

Internal tapes cannot be installed in the #7102 System Expansion Unit.

For more information, refer to “Internal Magnetic Media” on page 333.

Base CD-ROM Drive
Refer to “Internal CD-ROM Drives” on page 355.

Diskette Drive Support
There is no diskette support on the Model 250.
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AS/400e server 270

AS/400e server 270 System Unit

The AS/400e 270 server delivers the performance, reliability, and security needed for
applications that span from core business to e-business. With four processor options, the 270
server offers a thirteen times performance scalability from top to bottom. Processor upgrades
are offered within the 270 server.

The AS/400e server 270 offers up to ten times I/O infrastructure performance, up to 24 disk
units, a high-performance PCI bus with Hot Plug PCI adapters (on selected processors), a
High-Speed Link, and V.90 integrated modem. Options include a 1 Gbps high-speed Ethernet
LAN adapter, 100 Mbps high-speed Token-Ring adapter. On selected processors, a 700 MHz
Integrated Netfinity Server and interactive performance features can be selected.

The 270 servers are Customer Setup (CSU).
0S/400 V4R5 is required to support the 270 servers.
A minimum functional server consists of the base server unit and selected priced features.

The base server includes the physical package and power elements, a DASD controller, an
I/0 controller, and a #9771 Base PCI 2-Line WAN with Modem as follows:

e Operator panel with key stick
* Base DASD/Tape cage (six Internal Disk slots, two Removable Media slots)

The base DASD cage on #2248, #2250, and #2422 processors support non-concurrent
maintenance.

¢ Embedded Base PCI IOP

Provides support for a maximum of up to four IOAs including:
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— Support for base #9767 Base PCI Disk Unit Controller
— Support for up to six Disk Units, the required CD-ROM, and either a feature Internal
Tape or a feature CD-ROM.

Provides support for base Console/Workstation IOA.

The configurator determines which feature combinations will be on the order based on the
System Console #5540 or #5544 specify code.

e Hot plug PCI capability on #2252 and #2253 processors.

The following must be purchased:
* Processor (one must be specified; processor performance CPW is listed)

— #2248 processor (150 CPW)
— #2250 processor (370 CPW)
— #2252 processor (950 CPW)
— #2253 2-way processor (2000 CPW)

* Interactive Card (one must be specified; see the following processor/interactive
feature table for the 270 server)

Processor Feature #2248 #2250 #2252 #2253
Interactive Feature
#1516 - 0 0 0
#1517 25 - - -
#1518 - 30 - -
#1519 - - 50 -
#1520 - - - 70
Note: The interactive value of zero supports system administrative functions.

e Main Storage (a minimum of two of the same capacity and technology must be
selected)

#3022 - 128 MB Main Storage
#3024 - 256 MB Main Storage
#3025 - 512 MB Main Storage
#3026 - 512 MB Main Storage

* Integrated Disk Units

#4314 - 8.58 GB Disk Unit

#4317 - 8.58 GB 10k RPM Disk Unit
#4318 - 17.54 GB 10k RPM Disk Unit
#4324 - 17.54 GB Disk Unit

* Integrated CD-ROM
#4525—CD-ROM
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* System Console/Communications Adapter
— #5540 System Console on twinaxial workstation controller

o #4746 PCI Twinaxial IOA
e #9771 Base PCI 2-Line WAN with Modem

— #5544 System Console on Operations Console

* #0367 Operations Console PCI Cable
* #4745 PCI Two Line WAN I0A
e #9771 Base PCI 2-Line WAN with Modem

* Uninterruptible Power Supply (UPS)

An external UPS is recommended to protect the system unit and any external
components against utility power outages. The AS/400 CPM/UPS Models 9910-080,
9910-140, and 9910-180, which were previously used with the 9406 Model 170, can also
be used with the Model 270. The Model 270 does not include an internal battery.

An external UPS, combined with abnormal IPL improvements in OS/400, provides an
equivalent level of power protection and fast recovery in the event of power failure.
Continuously Powered Main store (CPM) is not supported on the Model 270.

Card Technology

PCI architecture offers advantages in flexibility over non-AS/400 system structures. Prior
AS/400 models required input/output processors (IOPs) to be in specific slots in the system
and expansion towers. If high performance in a particular area was required, a single
input/output adapter (IOA) may have been assigned to a single IOP. This resulted in
unassigned slots in the tower, leaving valuable slots empty.

With the implementation of new PCI technologies, the Model 270 provides more flexibility in
the placement of IOPs and IOAs. This results in more efficient use of card slots, potentially
resulting in a lower cost of implementation. Increased flexibility of configuration adds a
degree of complexity to the configuration process. A full understanding of configuration rules
associated with the various 1/O features of the 270 system is required.

The fundamental bus architecture of the AS/400 system is unchanged when using PCI
adapters. The AS/400 IOP continues to off load the main processor; isolate the host from
adapter and network errors; and manage, configure, and service the adapters.
The following functions do not have equivalent function PCI cards for the Model 270:

* ASCII Adapter

¢ V.25 Autocall cable

e Select standby mode
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X.21 switched WAN dialup or Shorthold Mode WAN
e Asynchronous communication speeds of less than 300 bps

* Data Rate Select signal on the EIA 232/V.24 interface. This function is used by some
older 2400 bps modems to reduce the speed to 1200 bps.

e LPDA-1 (Link Problem Determination Aids). This is a diagnostic function supported by
some (primarily older IBM) modems.

e V.54 local and remote loopback (diagnostics functions supported by some modems)

Processor Features
#2248 Model 270 Processor (PULSAR Uni) includes:

* Eight DIMM memory positions (which plug directly onto the backplane - Direct Attach)
* Embedded Base IOP (CCIN 284D)
e Common Service Processor (CSP) (CCIN 2249)

#2250 Model 270 Processor (PULSAR Uni) includes:

* Eight DIMM memory positions (which plug directly onto the backplane - Direct Attach).
* Embedded Base IOP (CCIN 284D)
e Common Service Processor (CSP) (CCIN 2249)

#2252 Model 270 Processor (PULSAR Uni), includes:
* Eight DIMM memory positions (which plug directly onto the processor - Direct Attach).

Optional priced #2884 Main Storage Expansion Card Feature is available which supports
16 DIMM memory positions. The customer can select either direct attach or purchase a
memory riser feature, but cannot use both.

e Base I/0 Backplane (CCIN 282F)

* Embedded Base IOP (CCIN 284E)

e Common Service Processor (CSP) (CCIN 282F)

* Internal flex cable for HSL enablement (tower attachment)

#2253 Model 270 Processor (PULSAR 2-Way) includes:

* 16 DIMM memory positions with the main storage expansion card (CCIN 2884)
Base I/0 Backplane (CCIN 282F)

Embedded Base IOP (CCIN 284E)

Common Service Processor (CSP) (CCIN 282F)

Internal flex cable for HSL enablement (tower attachment)
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Interactive Features

The Model 270 supports various levels of interactive performance through the installation of
interactive features. See the Model 270 Processor/Interactive Feature Table on page 118.

Interactive CPW is an approximate value reflecting the portion of Processor CPW that can be
used for workloads performing interactive-based tasks (5250). An AS/400e server 270 can be
effectively managed when there is no Interactive CPW (Interactive CPW = 0) available for
application workloads. The zero interactive CPW is intended to support a single interactive
job for system administrative functions.

* A job started from a console (green screen) to perform a system administration
function is not considered interactive work if it is the only interactive job running (single
interactive job exception).

* A system administration job submitted to batch is not considered interactive work.

* The use of Operations Navigator (GUI administration functions) is not considered
interactive work.

For a discussion of how these features influence system performance, see “IBM Workload
Estimator for AS/400” on page 28.

The available interactive options for the Model 270 are shown in the Model 270
Processor/Interactive Feature Table on page 118.

A feature cross-reference table can be used to relate Processor Feature Code to the
Processor and Interactive features visible in the AS/400 configurator. The Processor Feature
Code is found by displaying the QPRCFEAT system value or in the rack configuration. The
Processor Feature Code is used when ordering software license keys.

Processor Group is determined by a combination of the Processor and Interactive Feature.
The following table provides a cross reference.

Processor Interactive Feature Processor Feature Processor Group
#2248 #1517 #22A2 P05
#1516 #2274 P10
#2250
#1518 #22A5 P10
#1516 #22A7 P10
#2252
#1519 #22A8 P10
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#1516 #22AA P20
#2253

#1520 #22AB P20

Main Storage

All main storage on the Model 270 is feature main storage. A minimum of two of the same
capacity and technology must be selected.

Processors #2248, #2250, #2422, and #2252/#2423 (without #2884 Main Storage Expansion
card):

e All main storage DIMMs on the these Model 270 processors must be added in pairs of
the same capacity and technology.

* There are eight slots available in the base system for main storage DIMMs, which plug
directly onto the processor (Direct Attach) and do not use a #2884 Main Storage
Expansion Card.

* For Processors #2252/#2423, when more than eight total DIMMs are required, a
#2884 Main Storage Expansion Card must be ordered as a separate priced feature. All
DIMMs must plug into the #2884 Main Storage Expansion Card. When the #2884 is
used, direct attach of DIMMs to the processor #2252/#2423 is not allowed.

Processors #2252, #2253, #2423, and #2424 (all with #2884 Main Storage Expansion Card):

* Model 270 Processors #2252, 2253, #2423, and #2424 using the #2884 Memory
Expansion Feature must place DIMMs of the same capacity and technology, in sets of
four (quads). A single pair of DIMMs is allowed on the initial order if they are the only
two on the system. Any memory DIMMs added beyond the initial pair must be placed
in quads. The initial DIMM pair must also be in a quad.

e There are 16 slots available in the base system using a #2884 Main Storage
Expansion Card for placement of main storage DIMMs.

* For processors #2252/#2423, when more than eight total DIMMs are required, a #2884
Main Storage Expansion Card must be ordered as a separate priced feature. All
DIMMs must plug into the #2884 Main Storage Expansion Card.

* For processors #2253/#2424, a Main Storage Expansion Card (CCIN 2884) is
included in the base system. It does not need to be ordered.
#2884 Main Storage Expansion Card

* This feature provides for mounting DIMM memory on the Model 270. It contains one
riser card with 16 sockets for placement of 128 MB, 256 MB or 512 MB DIMMSs.

¢ Maximum: One on Processor #2252 and #2423.
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* For placement, an initial pair of memory DIMMs is allowed (in slot A and slot B) without
quads. After that, all DIMMs must be plugged in quads starting from the outer four
corners going toward the center (A, B, C, D, then E, F, G, H, and so on). Using the
same feature code number within a quad is required. Mixing quad “groups” on the
same riser card is also allowed (including mixing stacked (#3025) and unstacked
(#3024) memory technology).

Power and Packaging

The Model 270 does not include an internal battery. An external UPS is recommended to
protect the system unit and any external components against utility power outages. The
AS/400 CPM/UPS Models 9910-080, 9910-140, and 9910-180, which were previously used
with the 9406 Model 170, can also be used with the Model 270. An external UPS, combined
with abnormal IPL improvements in OS/400, can provide an equivalent level of power
protection and fast recovery in the event of power failure. The Continuously Powered Main
store (CPM) is not supported on the Model 270.

The supported power and packaging features for the Model 270 are:

e #7002 HSL Enabler

— #7002 is a feature High Speed Link (HSL) internal flex cable, which enables
connection to a #5075 PCI Expansion Tower.

— Can be ordered on the Model 270 with processor #2248, #2250, and #2422 only.

— This cable connects the processor with a right angle bus connector to the back of the
machine. Two HSL cables (#14XX) are required to connect the CEC to the expansion
tower.

Note: On processor upgrades from #2248, #2250, #2422 to #2252, #2253, #2423, #2424
RPO, remove the #7002. These processor upgrade paths are “roll-in/roll-out” system
upgrades. The new system unit comes standard with an internal flex cable.

e #7104 System Unit Expansion

— The #7104 is a feature system unit expansion that allows up to an additional 12 disk
units to be added to the Model 270. The #7104 has no PCI card slots and no
removable media slots.

— The #7104 comes with support for six disk units standard and requires a #7123 when
installing over six disk units.

— The #7104 disk units are driven by a disk unit controller located in the CEC.
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e #7123 DASD Expansion Unit

— #7123 is a concurrent maintenance DASD six-position expansion feature, which may
be ordered to support an additional six disk units (for a total of 12) in the #7104 on the
Model 270.

— Prerequisite: #7104 on Model 270. Two #2763s or one #4748 in Model 270 system
unit.

e #7133 DASD Concurrent Maintenance Cage

— #7133 is a DASD 6-Pack cage that may be ordered for the Model 270 with processors
#2248, #2250, and #2422.

— The #7133 enables disk unit concurrent maintenance and replaces the standard
non-concurrent maintenance DASD 6-Pack cage.

Note: On processor upgrades from #2248, #2250, #2422 to #2252, #2253, #2423, #2424,
RPO, remove the #7133. These processor upgrade paths are “roll-in/roll-out” system
upgrades and the new system unit comes standard with a concurrent maintenance disk
unit cage.

Note: #7133 is a prerequisite for a #7104 on processors #2248, #2250, and #2422.
e #5075 PCI Expansion Tower

— #5156 Redundant Power and Cooling
— See “Expansion Towers” on page 211 for detailed information.
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Model 270 System Unit
Processors #2248, #2250, #2422
Multi-Adapter Bridge

Bus Number
Slots ?
PCI Cards | Tape/CD D08/ Tape/CD|
PCI EMBED |1 Embedded IOP | CcbROM | |D07| CD-ROM
PCI Short co7 2 2-Line WAN w/Modem short |Note 1
PCI Short C06 4 Console short - |Note 1
P Panel
PCI C05| |5 IOP/IOA el FEre QIFlFEmE
PCI Cco4 6 IOP/IOA/Int. Netfinity Svr.
(CO07 is Short if Int. Netfinity Svr.) F
n Fan
PCI Cco3 7 IOP/IOA a
PCI C02| [8 I0A B02 B02
DISK IOA co1 3 DISK IOA
DIMM CONN - JOA A Fan Fan
- P
o com 48 | Processor BO1 Bof
DIMM CONN - JOD G
Cache
W
DIMM CONN-J1CN_ F Processor Disk Unit
DIMM CONN-J1B NP Regulator Cage
DIMM CONN - J1A BN
625W 625W I‘DIS‘K §L9T§
Power Supply Power Supply DB OUOoOUUOU
PO1 PO1 N\ SRER&3
Back Left Front
Legend \ DIMMCONN-JOA A |
\ DIMM CONN - JOB Cc |
Base Feature \ DIVM CONN-JOC E |
\ DIMMCONN-JOD G |
Required Feature
Unavailable if
Integrated Netfinity } 3:mm gg:: j:g 'l':' }
Server is installed | DIMM GONN —J1B D ]
\ DIMM CONN - J1A B |

Note 1: Cards may be reversed depending on choice of console.
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Model 270 System Unit

Multi-Adapter Bridge

Processors #2252, #2423

Bus Number
Slots ?
PCI Cards Tape/CD D08 Tape/CD
PCI EMBED|  [{ Embedded IOP | CD-ROM | |DO7 CD-ROM
PCI Short Cco7 2 2-Line WAN w/Modem short_[Note 1
PCI Short Co06 4 Console short [Note 1
P Panel
PCI C05| |5 IOP/IOA OP Panel OP Pane
co4 6 |IOP/IOA/Int. Netfinity Svr.
PCI (CO7 is Short if Int. Netfinity Svr.)
Fan Fan
PCI Co3 7 10P/IOA
PCI co2| [s 10A B02 B02
DISK IOA co1 3 DISK IOA
‘ ‘ Fan Fan
Processor
Regulator CPU BO1 BO1
‘ Mo1 Memory Riser Card ‘
1 Disk Unit
Cage
J
625W 625W DISK'SLOTS
Power Supply Power Supply DB olwlvilvlvlw)
PO1 PO1 2SRIR&ES
Back Left Front
Memory Riser Card
\ DIMM CONN - JOA A
\ DIMM CONN-J2A A | \ DIMMCONN-JOA C | ‘ DIVIM CONN-JOB _ C
\ DIMMCONN-J2B  E | \ DIMM CONN-JOB G | ‘ DIMM CONN-J0C _E
\ DIMM CONN-J2C ___J | \ DIMMCONN-JOC__ L || | DIMM CONN-JOD G
\ DIMM CONN - J2D N | \ DIMM CONN - JOD Q |
'smi]  [sMI| |Regulator| [sMmI| sMi|
I DIMM CONN - J1D H
[ DIMMCONN-J3D P | \ DIMMCONN-JID R || | DIMM CONN-JiC___ F
\ DIMM CONN-J3C K | \ DIMMCONN-JIC__ M || | DIMM CONN-J1B___ D
\ DIMM CONN-J3B __ F | \ DIMM CONN-J1B __H | ‘ DIMM CONNZJIA B
\ DIMM CONN - J3A B | \ DIMM CONN - J1A D |
Legend Unavailable if

Base Feature

Note 1: Cards may be reversed depending on your choice of console.
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Model 270 System Unit (2-Way)

Processors #2253, #2424

Multi-Adapter Bridge

Bus Number
Slots
EMBED # PCl Cards Tape/CD D08 Tape/CD
PCI 1 Embedded IOP | CD-ROM | |D07 _CD-ROM
PCI Short co7 2 2-Line WAN w/Modem shot_[Note 1
PCI Short C06 4 Console short|Note 1
P Panel
PCI C05| [5 IOP/IOA QP IPErE. Gipizems
PCI co4 6 10P/IOA/Int. Netfinity Svr.
(CO07 is Short if Int. Netfinity Svr.) Fan Fan
PCI Cco3 7 I0P/IOA
PCI C02| [8 I0A B02 B02
DISK IOA co1 3 DISKIOA
Fan Fan
M02 Processor
Regulator\ \ \ CPU BO1 BO1
‘ MO1  Memory Riser Card ‘
Disk Unit
A Cage
625W 625W DISK SLOTS
| 1 | | 1
Power Supply Power Supply DB1 UUUUOUO
PO1 PO1 SIS = e
Back Left Front
Memory Riser Card
\ DIMM CONN - J2A A | \ DIMM CONN - JOA c |
\ DIMM CONN - J2B E | \ DIMM CONN - JOB G | Legend
\ DIMM CONN - J2C J_ ] \ DIMM CONN - JOC L |
\ DIMMCONN-J2D N | \ DIMMCONN-J0D Q| Base Feature
'SMI|  |SMI| |Regulator| |[sMI| |smI| _
Required Feature
\ DIMM CONN - J3D P | \ DIMM CONN -J1D R ]
\ DIMM CONN - J3C K ] \ DIMMCONN-JIC M | Unavailable if
\ DIMM CONN - J3B F ] \ DIMM CONN - J1B H ] Integrated.Netfinity
\ DIMM CONN-J3A B | \ DIMMCONN-J1A D | Server is installed

Note 1: Cards may be reversed depending on your choice of console.
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Model 270 #7104 System Unit Expansion
DASD Sidecar

D20
D19

D18 Disk Unit Cage —
D17 Fan Fan

D16 B0O3 B03
D15 #7123

DISK SLOTS

D14
D13
D12

D11 Disk Unit Cage
D10 625W 625W

D09 Power Supply Power Supply
DISK SLOTS PO2 PO2

Front Right Back

Legend Unavailable if
Integrated Neffinity
Base Feature Required Feature Server is installed

Workstation Controllers

A 5250 twinax device or 5250 emulation adapter in a PC can support a single address,
multiple addresses, or shared sessions on a single address. Whenever a device is powered
on or when the 5250 emulation software is started on a PC, any addresses defined respond
to the workstation controller polls. These addresses count as an active address, even though
no device description may exist on the AS/400 system. This occurs when the system value
QAUTOCFG is set to *NO.

* When a device has multiple addresses defined for multiple sessions to support jump
screen or to support an attached printer, each session counts toward the maximum active
addresses supported by that workstation controller.
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as one of the maximum active addresses and up to four of the maximum shared

sessions.

There is a maximum of 300 shared sessions per |IOP.

The following table indicates the types of sessions that count toward the maximum number of

active sessions.

Counted Description
Yes Local display sessions
Yes Remote display sessions
Yes Sessions over 5x94 Controllers (including PCs emulating 5250s)
Yes Network Routing Facility (NRF) or SPLS displays
Yes Distributed Host Command Facility (DHCF) displays
Yes 5250 emulation
Yes Twinaxial shared session devices (separate display devices)
No Client Access using 5x94 (Virtual displays)
No Client Access (APPC devices and VRT displays)
No Retail/Finance devices
No SNA passthru
No TDLC (5150 type devices)
No Port sharing (ASCII) (5150 type device)
No TCP/IP (TELENET session) (virtual display)
No APPC (LU 6.2) sessions (APPC or host devices)
No Display Station Passthru/5250 Passthru/ Workstation
Function (virtual displays)
No 3270 Emulation over host CDs (Host devices)
No Apple devices attached to a LocalTalk Workstation Controller
No Wireless devices attached to a Wireless LAN Adapter
No Twinaxial printers

System Console

The system console specify code determines whether a 5250-type device (twinaxial) or a PC
(Operations Console) is to be used as a console. The choices are as follows:

e #5540 System Console on Twinaxial Workstation Controller

— #4746 PCI Twinaxial IOA
— #9771 Base PCI 2-Line WAN with Modem

* #5544 System Console on Operations Console (default)

— #0367 Operations Console Cable
— #4745 PCI Two Line WAN IOA
— #9771 Base PCI 2-Line WAN with Modem

AS/400e server 270
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* #0367 Operations Console Cable

Operations Console Cable attaches to the first port (port 0) of the #4745 PCI Two Line
WAN IOA. To enable use of the Remote Control Panel function with Operations Console,
order feature #0382 (Remote Control Panel Cable).

Note: The Remote Control Panel cable can be ordered with or without the #0367
Operations Console Cable.

I/0 Processor and I/O Adapter Support

The following list shows the supported IOPs and I0As. See “I/O Processor” on page 241 and
“/0 Adapter” on page 253 for full descriptions.

—— Note

PCI configuration rules for V4R5 hardware are quite flexible. See “PCl Card Placement
Rules” on page 279 for complete rules.

LAN/WAN/Workstation I0As

» #2743 PCl 1 Gbps Ethernet IOA

* #2744 PCIl 100 Mbps Token Ring I0A

* #4723 PCI 10 Mbps Ethernet IOA

* #4745 PCIl Two Line WAN IOA

e #4746 PCI Twinaxial IOA

* #4750 PCI ISDN BRI U IOA

* #4751 PCI ISDN BRI S/T IOA

» #4761 PCI Integrated Analog Modem

e #4801 PCI Cryptographic Coprocessor

* #4815 PCIl 155 Mbps UTP OC3 ATM IOA
* #4816 PCl 155 Mbps MMF ATM IOA

* #4818 PCIl 155 Mbps SMF ATM IOA

e #4838 PCI 100/10 Mbps Ethernet IOA

e #9771 Base PCI 2-Line WAN with Modem

Internal Disk Unit Controllers

e #4748 PCI RAID Disk Unit Controller
e #2763 PCI RAID Disk Unit Controller
e #9767 Base PCI Disk Unit Controller

Note: Internal Disk Unit Controller configuration considerations:
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* The system unit supports up to two disk unit controllers to control disks in the system
unit and #7104 Expansion Unit (if installed).

e The system unit supports up to six disks. The #7104 supports up to twelve disks. The
#5075 PCI Expansion Tower supports up to six disks and one disk controller.

e The default controller for a #5075 is the #2763 with #4748 optional.

* Disk protection levels:

None: No protection

0040: Mirrored — device level

0041: Device parity protection (RAID) — all
— 0042: Mirrored - IOP level

#4748 supports the #4331 1.6 Gb Read Cache Device

The following chart shows the defaults when the number of disk units and protection levels
are selected.

Number of Disks Protection System Unit #7104 #5075 Default Cont
1-6 none default - - #9767
0040
4-6 0041 default - - #2763
7-12 none default default - #2763
0041, 0040
4-12 0042 default default - 1- #9767
1- #2763
13-18 none default default - #4748
0041, 0040
13-18 0042 default default default 1- #9767
2 - #2763
19-24 none default default default 1- #4748
0041, 0040 1- #2763
19-24 0042 default default default 1- #9767
2 - #2763

Magnetic Media Controllers

* #2749 PCI Ultra Magnetic Media Controller
» #2768 PCl Magnetic Media Controller
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I/0 Processors
* Embedded Base 32 MB PCI IOP (CCIN 284C, CCIN 284D, CCIN 284E)

* #2842 32 MB PCI IOP
» #2890 PCI Integrated Netfinity Server

Internal Disk, Tape and CD-ROM Support

The following list shows the supported internal disks, tape drives and CD-ROMs. Refer to
“Internal Magnetic Media” on page 333 for full descriptions.

Internal Disk Units

e #4314 8.58 GB Disk Unit

#4317 8.58 GB 10k RPM Disk Unit
#4318 17.54 GB 10k RPM Disk Unit
#4324 17.54 GB Disk Unit

#4331 1.6 Gb Read Cache Device

Internal Tape and CD-ROM

#4525 CD-ROM

#4582 4 GB w-inch Cartridge Tape
#4583 16 GB w-inch Cartridge Tape
#4586 25 GB w-inch Cartridge Tape

CIF Features

All features on the Model 270 are customer installable (CIF) except for the following features,
which are non-CIF:

* Model 270 processors
* Processor interactive capacity cards
e #7133 DASD Concurrent Maintenance Cage

Refer to “Customer Install Features (CIF)” on page 229 for more information on CIFs.
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Model 270 Upgrades

Model 270
To 2248 2250 2252 2253
From 1516 1517 1516 1518 1516 1519 1516 1520
2248 1516 X X X XM XM XM XM
1517 X XM XM
2250 1516 X XM XM XM XM
1518 XM XM
2252 1516 X X X
1519 X
2253 1516 X
1520
Dedicated Servers for Domino
To 270
From 2422 2423 2424
2422 XM XM
270 2423 X
2424

Note: XM is a Manufactured MES (Roll-in/Roll-out).
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AS/400e Dedicated Server for Domino

The AS/400e Dedicated Server for Domino is specifically designed to deliver outstanding
price performance and value when serving a variety of Lotus Domino workloads on a single
server. Because the AS/400e servers 270 and 820 are used as the base models, the
AS/400e dedicated Server for Domino is fully configured with all of the same expandability
currently available on the AS/400e servers 270 and 820.

This chapter describes the features unique to the Dedicated Server. All other features are
common to the AS/400 server 270 or 820. Those feature descriptions can be found in
“AS/400e server 270" on page 117 and “AS/400e server 820” on page 145.

Model 270 Model 820

AS/400e Dedicated Server for Domino System Units

The AS/400e server Models 270 and 820 include six new processor features for the AS/400e
Dedicated Server for Domino. The Dedicated Domino processor capabilities are summarized
in the following tables.

Model 270 Dedicated Server for Domino
Processor Feature #2422 #2423 #2424
Relative System Performance

Processor CPW 50 100 200
Interactive Environment 0 0 0
Simple Mail Users 2400 3860 7580
Mail and Calendaring Users 1600 2570 5050
Number of Processors/Type of Processor 1/Pulsar 1/Pulsar 2 /Pulsar
L2 Cache (MB)/Processor 0 2 4
Main Storage (MB Min/Max) 256-4096 256-8192 256-8192
Main Storage DIMMs or Cards (Min/Max) 2/8 2/16 2/16
Processor Group P05 P05 P10

© Copyright IBM Corp. 2000
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Model 820 Dedicated Server for Domino
Processor Feature #2425 #2426 #2427
Relative System Performance

Processor CPW 100 200 300
Interactive CPW 0 0 0
Simple Mail Users 3860 8420 14840
Mail and Calendaring Users 2570 5610 9890
Number of Processors/Type 1/Pulsar 2/Istar 4/\star
L2 Cache (MB)/Processor 2 4 4
Main Storage (MB Min/Max) 256-8192 256-16384 256-16384
Main Storage DIMMs or Cards 2/16 2/32 2/32
Processor Group P10 P10 P20

Relative performance measurements (described in the following list) are derived by
performing various monitored and measured workloads on AS/400e servers. The results
(reported values) can be used to compare relative performance characteristics of processor

features offered for AS/400e servers.

Note: The estimated number of users and performance in customer environments varies.
Achieving estimated Simple Mail Users requires a fully configured server including additional

memory and disk.

* Simple Mail Users (SMU): This relative performance measurement is derived by
performing high-volume Lotus Domino mail workloads on Dedicated Domino
processors. Simple Mail Users are representative of mail applications, particularly
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those that do not perform any database-related tasks. Simple Mail Users represent the
number of concurrent light mail users for the Dedicated Domino processors. These
reported values reflect 70% processor utilization to allow for peak loads in excess of
customer workload estimates.

Mail and Calendaring Users (MCU): This relative performance measurement is
derived by performing mail and calendaring functions. This workload is considerably
more complex than Simple Mail Users. The MCU workload represents users on a
Notes client who are reading, updating, or deleting documents in an e-mail database,
as well as lookups in the Domino directory and scheduling appointments and
invitations. Reported values reflect 70% processor utilization.

Commercial Processing Workload (CPW): This relative performance measurement
is derived by performing Commercial Processing Workloads on Dedicated Domino
processors. Commercial Processing Workloads are representative of commercial
applications, particularly those that do significant database processing in conjunction
with journaling and commitment control. The reported values for CPW do not
represent a guaranteed level of capacity to perform non-Domino workloads. The
reported CPW may be used by System Resource activities and Domino Resource
extensions (for example, database accesses, external program calls, and so on). The
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amount of CPW consumed will reduce the available capacity to perform Simple Mail
Users (SMU).

— Processor CPW is an approximate value reflecting the maximum amount of
non-Domino workload (10 to 15% of CPU) that can be supported.

— Interactive CPW is an approximate value reflecting the portion of Processor CPW that
can be used for workloads performing interactive-based tasks (5250). AS/400e
Dedicated server for Domino can be effectively managed when there is no Interactive
CPW (Interactive CPW = 0) available for application workloads. Multiple system
operators performing simultaneous interactive tasks is not supported.

* Any job started from a console (green screen) to perform system administration
function is not considered interactive work if it is the only interactive job running.

* Any system administration job submitted to batch is not considered interactive
work.

* Any use of Operations Navigator (GUI administration functions) is not considered
interactive work.

e AS/400e server 270 Dedicated Server for Domino processors:
— #2422 Dedicated Domino processor: Pulsar Uni Processor

* Includes eight DIMM memory positions (which plug directly onto the backplane)
* Includes embedded base IOP (CCIN 284D)
* Includes Common Service Processor (CCIN 282F)

— #2423 Dedicated Domino processor: Pulsar Uni Processor

* Includes eight DIMM memory positions (which plug directly onto the
processor—direct attach).

An optional priced Main Storage Expansion Card feature #2884 is available that
supports 16 DIMM memory positions. Either direct attach or the memory riser
feature can be used, but not both. Without the #2884, the DIMMs must be paired.
With the #2884, the DIMMs must be in sets of four (quads) of the same capacity.
There is an exception that allows a single pair of DIMMs on a #2884 if these are
the only two DIMMs on the system. If any additional DIMMs are added above the
initial two, the initial two must be paired up to make a quad, and then only DIMM
quads can subsequently be added.

Includes Base I/O backplane (CCIN 282F)
Includes embedded base IOP (CCIN 284E)
Includes Common Service Processor (CCIN 282F)
Includes internal flex cable for HSL enablement

AS/400e Dedicated Server for Domino 139



AS/400e Dedicated Server for Domino

— #2424 Dedicated Domino processor: Pulsar 2-way

Includes 16 DIMM memory positions via the base main storage expansion card
(CCIN 2884).

With the main storage expansion card (CCIN 2884), the DIMMs must be in sets of
four (quads) of the same capacity. There is an exception that allows a single pair
of DIMMs on a main storage expansion card (CCIN 2884) if these are the only two
DIMMs on the system. If any additional DIMMs are added above the initial two, the
initial two must be paired up to make a quad, and then only DIMM quads can
subsequently be added.

Includes Base I/O backplane (CCIN 282F)
Includes embedded base IOP (CCIN 284E)
Includes Common Service Processor (CCIN 282F)
Includes internal flex cable for HSL enablement

e AS/400e server 820 Dedicated Server for Domino processors:
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— #2425 Dedicated Domino processor: Pulsar Uni Processor

Includes eight DIMM memory positions (which plug directly onto the processor -
direct attach).

An optional priced Main Storage Expansion Card feature #2884 is available that
supports 16 DIMM memory positions. Either direct attach or main storage
expansion feature can be used, but not both. Without the #2884, the DIMMs must
be paired. With the #2884, the DIMMs must be in sets of four (quads) of the same
capacity. There is an exception that allows a single pair of DIMMs on a #2884 if
these are the only two DIMMs on the system. If any additional DIMMs are added
above the initial two, the initial two must be paired up to make a quad and then
only DIMM quads can subsequently be added.

Includes Base 1/O backplane (CCIN 282D)
Includes Common Service Processor

— #2426 Dedicated Domino processor: IStar 2-way

Includes 16 DIMM memory positions via the base main storage expansion card
(CCIN 2884).

With the main storage expansion card (CCIN 2884), the DIMMs must be in sets of
four (quads) of the same capacity. There is an exception that allows a single pair
of DIMMs on a main storage expansion card (CCIN 2884) if these are the only two
DIMMs on the system. If any additional DIMMs are added above the initial two, the
initial two must be paired up to make a quad, and then only DIMM quads can
subsequently be added.
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* Includes Base I/0O backplane (CCIN 282D)
* Includes Common Service Processor

— #2427 Dedicated Domino processor: IStar 4-way

* Includes 16 DIMM memory positions via the base main storage expansion card
(CCIN 2884).

With the main storage expansion card (CCIN 2884), the DIMMs must be in sets of
four (quads) of the same capacity. There is an exception that allows a single pair
of DIMMs on a main storage expansion card (CCIN 2884) if these are the only two
DIMMs on the system. If any additional DIMMs are added above the initial two, the
initial two must be paired up to make a quad, and then only DIMM quads can
subsequently be added.

* Includes Base I/0O backplane (CCIN 282D)
* Includes Common Service Processor

CIF Features
AS/400e server 270 Dedicated Server for Domino non-CIF features include:

o #2422/#2423/#2424 Dedicated Domino Processor
e #7133 DASD Concurrent maintenance Cage
* Processor Upgrades

AS/400e server 820 Dedicated Server for Domino non-CIF features include:

o #2425/#2426/#2427 Dedicated Domino Processor
* #2790 Integrated Netfinity Server

o #2795/#2796/#2797 IOP memory

* Processor Upgrades

Refer to “Customer Install Features (CIF)” on page 229 for more information on CIF.

Main Storage

All the Dedicated servers for Domino have a required minimum of 256 MB main storage.
There is no base main storage included with the systems. Therefore, all main storage,
including the required minimum, must be ordered as separately priced features.
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AS/400e server 820

AS/400e server 820 System Unit

A minimum functional server consists of the base server unit and selected priced features.
Included in the base server are the physical package and power elements, a DASD controller,
an 1/O controller, and a #9771 Base PCI 2-Line WAN with Modem as follows:

* Operator Panel with key stick
* Base DASD and Tape Cages (six Internal Disk slots, two Removable Media slots)

* Embedded Base PCI IOP (CCIN 284C)
Provides support for maximum of up to four IOAs including:
— Provides support for base #9767 Base PCI Disk Unit Controller

Provides support for up to six Disk Units, the required CD-ROM, and either a feature
Internal Tape or a feature CD-ROM. However, because RAID is default, the
configurator will default the #4748 PCI RAID Disk Unit Controller which supports the
above, and in addition, provides RAID support for up to 12 Disk Units.

— Provides support for base Console/Workstation I0OA

* The configurator will determine which feature combinations will be on the order
based on the System Console specify—#5540 or #5544

e #5540 — System Console on Twinax WS

— #4746 PCIl Twinaxial IOA
— #9771 Base PCI 2-Line WAN with Modem
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* #5544 — System Console on Op Console (Default)
— #4745 PCIl Two Line WAN IOA (Console/ECS)

— #0367 Operations Console PCI Cable

— #9771 Base PCI 2-Line WAN with Modem

The following required features must be purchased:

* Processor (one must be specified)

#2395 processor (Pulsar)(370 CPW)
#2396 processor (Pulsar)(950 CPW)
#2397 2-way processor (IStar)(2000 CPW)
#2398 4-way processor (IStar)(3200 CPW)

e Interactive Card (one must be specified; see the following table)

Processor Feature #2395 #2396 #2397 #2398
Interactive Feature

#1521 35 35 35 35

#1522 70 70 70 70

#1523 120 120 120 120

#1524 240 240 240 240

#1525 - 560 560 560

#1526 - - 1050 1050

#1527 - - - 2000

* Main Storage (a minimum of two of the same features must be selected)

— #3002 - 128 MB Main Storage
— #3004 - 256 MB Main Storage
— #3005 - 512 MB Main Storage

* Integrated Disk Units

Device Parity Protection: All (#0041) is the default for disk data protection. With RAID
protection as the default, a minimum of four of the following disk units of equal capacity
must be ordered. If RAID protection is removed from the system order, at least one of the
following disks must be ordered:

— #4314 - 8.58 GB Disk Unit

— #4317 - 8.58 GB 10k RPM Disk Unit
— #4318 - 17.54 GB 10k RPM Disk Unit

— #4324 - 17.54 GB Disk Unit

* Integrated CD-ROM

#4425 - CD-ROM

146
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* System Console/Communications Adapter

— #5540 System Console on twinaxial workstation controller
e #4746 PCIl Twinaxial IOA
e #9771 Base PCI 2-Line WAN with Modem
— #5544 System Console on Operations Console
* #0367 Operations Console PCI Cable
» #4745 PCIl Two Line WAN I0OA
e #9771 Base PCI 2-Line WAN with Modem

* Uninterruptible Power Supply

The Model 820 does not include an internal battery. We recommend that you use an
external UPS to protect the system unit and any external components against utility
power outages. Continuously Powered Mainstore (CPM) is not supported on the Model
820. An external UPS, combined with abnormal IPL improvements in OS/400, can
provide an equivalent level of power protection and recovery in the event of power failure.

The Model 820 server initial installation is Customer Setup (CSU). Model upgrades are
performed by IBM service representatives.

0OS/400 V4RS5 is required to support the 820 servers.

Card Technology

With the implementation of new PCI technologies, the Model 820 provides more flexibility in
the placement of IOPs and IOAs. This results in more efficient use of card slots, which may
potentially result in a lower cost of implementation.

Prior AS/400 models required input/output processors (IOPs) to be in specific slots in the
system and expansion towers. If high performance in particular areas was required, a single
input/output adapter (IOA) may have been assigned to a single IOP. This resulted in
unassigned slots in the tower, and valuable slots were left vacant.

This PCI I/O structure enables customer setup of the Model 820 and selected features on all
models. It also enables Hot Plug PCI for adding and replacing hardware without taking the
server down. A full understanding of configuration rules associated with the various I/O
features of the AS/400 system is required.
The following functions do not have equivalent function PCI cards for the Model 820:

e ASCII Adapter

* V.25 Autocall cable

e Select standby mode

* X.21 switched WAN dialup or Shorthold Mode WAN

AS/400e server 820 147



AS/400e server 820

e Asynchronous communication speeds of less than 300 bps

» Data Rate Select signal on the EIA 232/V.24 interface. This function is used by some
older 2400 bps modems to reduce the speed to 1200 bps.

e LPDA-1 (Link Problem Determination Aids). This is a diagnostic function supported by
some (primarily older IBM) modems.

e V.54 local and remote loopback (diagnostics functions supported by some modems)

The fundamental bus architecture of the AS/400 system is unchanged when using PCI
adapters. The AS/400 IOP continues to off load the main processor; isolate the host from the
adapter and network errors; and manage, configure, and service the adapters. PCI
architecture offers advantages in flexibility over non-AS/400 system structures.

Processor Features
#2395 Model 820 Processor (PULSAR Uni)

* Includes eight DIMM memory positions (which plug directly onto the backplane - Direct
Attach)

* Includes Base I/O Backplane with Common Service Processor (CSP) (CCIN 284C)

Provides support for the Service Processor, nine 32-bit and three 32- or 64-bit PCI slots.

#2396 Model 820 Processor (PULSAR Uni)

* Includes eight DIMM memory positions (which plug directly onto the backplane - Direct
Attach). If more than eight DIMMs total are required, a #2884 Main Storage Expansion
Card must be used and all DIMMs must then reside on the #2884.

* Includes Base I/O Backplane with Common Service Processor (CSP) (CCIN 284C)

Provides support for the Service Processor, nine 32-bit and three 32- or 64-bit PCI slots.

#2397 Model 820 Processor (IStar 2-way)

* Includes 16 DIMM memory positions with the base main storage expansion card
(CCIN 2884)

¢ Includes Base I/O Backplane with Common Service Processor (CSP) (CCIN 284C)

Provides support for the Service Processor, nine 32-bit and three 32- or 64-bit PCI slots.

#2398 Model 820 Processor (IStar 4-Way)

* Includes 16 DIMM memory positions with the base main storage expansion card
(CCIN 2884).
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* Includes Base I/O Backplane with Common Service Processor (CSP) (CCIN 284C)

Provides support for the Service Processor, nine 32-bit and three 32- or 64-bit PCI slots.

Interactive Features

The Model 820 supports various levels of interactive performance through the installation of
interactive features. Interactive CPW is an approximate value reflecting the portion of
Processor CPW that can be used for workloads performing interactive-based tasks (5250).

* Any job started from a console (green screen) to perform system administration
function is not considered interactive work if it is the only interactive job running (single
interactive job exception).

* Any system administration job submitted to batch is not considered interactive work.
* Any use of Operations Navigator (GUI administration functions) is not considered
interactive work.

For a discussion of how these features influence system performance, see “IBM Workload
Estimator for AS/400” on page 28.

The available interactive options are shown in the table on page 146.

A feature cross-reference table can be used to relate the Processor Feature Code to the
Processor and Interactive features visible in the AS/400 configurator. The Processor Feature
Code is found by displaying the QPRCFEAT system value or in the rack configuration. The
Processor Feature Code is used when ordering software license keys.

Processor Group is determined by a combination of the Processor and Interactive Feature.
The following table provides a cross reference.

Processor Interactive Feature Processor Feature Processor Group

#1521 #23A1 P10
#1522 #23A2 P20

#2395
#1523 #23A3 P20
#1524 #23A4 P20
#1521 #23A9 P20
#1522 #23AA P30

#2396 #1523 #23AB P30
#1524 #23AC P30
#1525 #23AD P30
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#1521 #23B1 P20
#1522 #23B2 P30
#1523 #23B3 P30
#2397
#1524 #23B4 P30
#1525 #23B5 P30
#1526 #23B6 P30
#1521 #23B8 P30
#1522 #23B9 P40
#1523 #23BA P40
#2398 #1524 #23BB P40
#1525 #23BC P40
#1526 #23BD P40
#1527 #23BE P40

Main Storage

All main storage on the Model 820 is feature main storage and a minimum of two of the same
features must be selected.

The following memory features are available on the Model 820:

e #3000 - Migrated 128 MB Main Storage (migrate base CCIN #3002s)
— Supported only on model upgrades from 620, S20, and 720 into the 820.
— Maximum quantity supported is two.
— Supported in quads with #3002.

Note: Each #3000 is to be considered as a #3002 for DIMM plugging.

e #3002: 128 MB Main Storage (DIMM - 64 Mb technology)
e #3004: 256 MB Main Storage (DIMM - 128 Mb technology) (unstacked)
e #3005: 512 MB Main Storage (DIMM - 128 Mb technology) (stacked)

For the #2395 processor:

e All main storage DIMMs on the #2395 processor must be added in pairs of the same
capacity and technology.

e There are eight slots available in the base system for main storage DIMMs, which plug
directly onto the processor (Direct Attach) and do not use a #2884 Main Storage
Expansion Card.
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For the #2396 and #2425 processors:

e There are eight slots available in the base system for main storage DIMMs, which plug
directly onto the processor (Direct Attach).

e If more than eight DIMMs total are required, a #2884 Main Storage Expansion Card
must be ordered and all DIMMs must then reside on the #2884. Without the #2884, the
DIMMS must be paired. With the #2884, the DIMMs must be in sets of four (quads) of
the same capacity and technology. There is an exception that allows a single set of
two main storage DIMMs on a #2884, if these are the only two on the system. If any
additional DIMMs are added above the initial two, the initial two must be paired up to
make a quad, and then only DIMM quads can subsequently be added.

For the #2397, #2398, #2426 and #2427 processors:

* A Base Main Storage Expansion Card (CCIN 2884) is included in the base system and
does not need to be ordered

* Main storage DIMMs must be plugged onto the Base Main Storage Expansion Card
(CCIN 2884) and must be added in sets of four (quads) of the same capacity and
technology. There is an exception that allows a single set of two main storage DIMMs
if these are the only two on the system. If any additional DIMMs are added above the
initial two, the initial two must be paired up to make a quad, and then only DIMM quads
can subsequently be added.

* #2884 is required when the number of DIMMs exceeds 16.

#2884 Main Storage Expansion Card

* This feature provides for mounting DIMM memory on the Model 820. It contains one
riser card with 16 sockets for placement of 128 MB, 256 MB, or 512 MB DIMMs.

* Maximum: One (not supported on Processor #2395).

* For placement, an initial pair of memory DIMMs is allowed (in slot A and slot B) without
quads. After that, all DIMMs must be plugged in quads starting from the outer four
corners going toward the center (A, B, C, D, then E, F, G, H, etc). Using same feature
code number within a quad is required. Mixing of quad “groups” on the same riser card
is also allowed.

e For processors #2397, #2398, #2426, and #2427, a #5157 Feature Power Supply
must be present or ordered when a feature #2884 Main Storage Expansion is added or
ordered.

Power and Packaging

The Model 820 does not include an internal battery. An external UPS is recommended to
protect the system unit and any external components against utility power outages. The
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Continuously Powered Mainstore (CPM) function is not supported on the 8xx servers. An
external UPS, combined with abnormal IPL improvements in OS/400, provides an equivalent
level of power protection and fast recovery in the event of power failure.
The supported power and packaging features are as follows:

* #7127 DASD Expansion Unit

— #7127 is a concurrent maintenance DASD 6 Position expansion feature, which may
be ordered to support an additional six disk units (for a total of 12) in the Model 820
system unit/CEC.

— Prerequisite: One #2763 or #4748 disk unit controller in the 820 CEC and the #5157
Feature Power Supply.

e #5157 Feature Power Supply
— #5157 adds an additional 575 Watt power supply to the Model 820.

— For processors #2397, #2398, #2426, and #2427, a #5157 Feature Power Supply
must be present or ordered when a feature #2884 Main Storage Expansion is added
or ordered.

— The #5157 is required when a #7127 Disk unit cage is added to a Model 820 and is
required when a #5155 Redundant Power and Cooling feature is added to a Model
820.

* #5155 Redundant Power and Cooling

— #5155 adds an additional 575 Watt power supply for redundancy and additional
cooling fans to the Model 820.

— Prerequisite: #5157 Feature Power Supply
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D14 Tape Tape
D13| CD-ROM CD-ROM
OP Panel OP Panel
. . #5155
Fan Disk Unit 575W
B04 Cage
#7127 Power Supply
= DISK SLOTS PO3
an L1 1 1 1
#5157
883999 DB2
Bo3 S28a=R 575W
Fan Powe;)SuppIy
PO2
B02 Disk Unit
B Cage 575W
Power Supply
BO1 DISK SLOT
Do 0TS PO1
095333 DB1
- NDwWwhoo
Front
Slots
PCI Short Cc12
PCI c11
PCI C10
PCI Cco09
PCI .. Ccos
575W : .
Power Supply Refer to the following
PO3 PCI C06 pages for card and
DISK I0A Npte 1C05 processor diagrams
Console Note 1C04
S75W PCI Cco3
Power Supply | |PCI Cco02
PO2 PCI Ccot
575W
Power Supply
PO1
Back

Note 1: Position of cards may change depending on the console and other features selected.

AS/400e server 820

Note 1: If C10 has an Integrated Netfinity
Server, slot C09 is unavailable, and slot
CO08 is available only as a short slot.

Note 2: If C04 has an Integrated Netfinity
Server, slot CO3 is not available, and slot
CO02 is available only as a short slot.

Note 3: Position of the cards may change
depending on the console and other
features selected. A console is a

required feature.

Legend

Base Feature

Required Feature

Unavailable if
Integrated Netfinity
Server is installed
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Slots

C12
C11
c10
Cco9
cos8
co7

EMBED

C06
Co05
co4
Cco3
Co02
co1
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Card Cage and Memory Layout

Model 820 #2395 Processor

Multi-Adapter Bridge

Bus Number
# PCI Cards
1 IOP Short
2 10A
3,4 IOP/IOA/Int. Netfinity Svr.
5 IOP/IOA Note1 | Mult-
Adapter
6 IOP/IOA Note1 |gridge
7,8 10A Boundary
7777777777777777777777777 Fan
1 Embedded IOP B04
2 2-Line WAN w/Modem Note 3
3 DISK IOA
o Fan
4 Console/Int. Netfinity Svr.  [Note 3
5,6 IOP/IOA Note 2 BO3
7 10P/IOA Note 2
8 10A Fan
B02
MO03 Processor
Regulator] W | [ CPU Fan
BO1

Legend

Base Feature
Required Feature

Unavailable if
Integrated Netfinity
Server is installed

Note 1: If C10 has an Integrated Netfinity
Server, slot C09 is unavailable, and slot
CO08 is available only as a short slot.

Note 2: If C04 has an Integrated Netfinity
Server, slot C03 is not available, and slot
CO02 is available only as a short slot.

Note 3: Position of the cards may change
depending on the console and other
features selected. A console is a

required feature.

\ DIMM CONN - JOA

Left
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\ DIMM CONN - JOB E |
\ DIMM CONN - JOC 1]
DIMM CONN - JOD M ]

\ DIMM CONN - J1D
\ DIMM CONN - J1C
\ DIMM CONN - J1B
\ DIMM CONN - J1A
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Slots

C12
C11
C10
Co09
Cco8
co7

EMBED

C06
C05
Cco4
Co3
co2
Cco1

AS/400e server 820

Card Cage and Memory Layout

Model 820 #2396, #2425 Processors

Multi-Adapter Bridge

o Bus Number
# PCI Cards
1 10P Short_|
2 I0A
3,4 IOP/IOA/Int. Netfinity Svr.
5 IOP/IOA Notet |Multi-
Adapter
6 IOP/IOA Notel |giigge
7,8 10A Boundary
---------------------------------------------------- Fan
1 Embedded IOP B04
2 2-Line WAN w/Modem Note 3
3 DISK IOA
o Fan
4 Console/Int. Netfinity Svr.  [Note 3
5,6 IOP/IOA Note 2 B03
7 IOP/IOA Note 2
8 I0OA Fan
B02
Mo03 Processor
Regulator\ \ \ | cPU | Fan
BO1
MO02 Memory Riser
Card

N

Left

Memory Riser Card

Legend

Base Feature
Required Feature

Unavailable if
Integrated Netfinity
Server is installed

Note 1: If C10 has an Integrated Netfinity
Server, slot C09 is unavailable, and slot
CO08 is available only as a short slot.

Note 2: If C04 has an Integrated Netfinity
Server, slot C03 is not available, and slot
CO02 is available only as a short slot.

Note 3: The position of the cards may change
depending on the console and other

features selected. A console is a

required feature.

[ DIMM CONN - JOA A ] |l DIMM CONN-J2A  C | \ DIMM CONN - JOA A |
\ DIMM CONN - JOB E | || DIMM CONN - J2B G | \ DIMM CONN - JOB E |
\ DIMM CONN - JOC ]|l DIMM CONN - J2C K | \ DIMM CONN - JOC ]
\ DIMMCONN-JOD M | || DIMM CONN-J2D O | \ DIMM CONN-JOD M |
sMmi|  |sMi| |Regulator| |SMI|  SMI
\ DIMM CONN - J1D N | |] DIMM CONN - J3D P ] \ DIMM CONN - J1D N |
\ DIMM CONN - J1C J ||l DIMM CONN - J3C L | \ DIMM CONN - J1C J |
\ DIMM CONN - J1B F | || DIMM CONN - J3B H | \ DIMM CONN - J1B F ]
\ DIMM CONN - J1A B | || DIMM CONN - J3A D | \ DIMM CONN - J1A B |
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Slots

C12
ci
C10
Co09
cos
co7

EMBED

Co06
Co5
co4
co3
Cco02
co1
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server 820

Card Cage and Memory Layout

Model 820 #2397, #2398, #2426, #2427 Processors

Multi-Adapter Bridge

Bus Number
/
, L n
PCI Cards egend
1 10P Sh
> 1OA o | Base Feature
3,4 IOP/IOA/Int. Netfinity Svr.
5 IOP/IOA Note 1 m;ter Required Feature
6 I0OP/IOA Note 1 Bridge
7810A ] Boundary [ 1 Unavailable if
1 Embedded IOP B04 Integrated Netfinity
2 o_Line WAN w/Modem Note 3 Server is installed
3 DISK IOA E
4 Console/Int. Netfinity Svr Note 3 2 Note 1: If C10 has an Integrated Netfinity
: : B03 Server, slot C0O9 is unavailable, and slot
5,6 IOP/IOA Note 2 €08 is available only as a short slot.
7 10P/IOA Note 2 .
8 10A an Note 2: If C04 has an Integrated Netfinity
B02 Server, slot C03 is not available, and slot
Regulator CPU C02 is available only as a short slot.
Processor | Fan
‘ Processor ‘ Note 3: The position of the cards may change
BO1 depending on the console and other
‘ Regulator\ ‘ ‘ ‘ CPU ‘ features selected. A console is a
| M02 ,Memory Riser Card | required feature.
L, MO} Memory Riser Card |
Left
Memory Riser Card
\ DIMM CONN - J2A c | \ DIMM CONN - JOA A |
\ DIMMCONN-J2B G | \ DIMM CONN - JOB E |
\ DIMM CONN - J2C K ] \ DIMM CONN - JOC 1|
\ DIMM CONN - J2D o | \ DIMM CONN - JOD M|
sMi|  [sMi| |Regulator| |[SMI| [sMI|
\ DIMM CONN - J3D P ] \ DIMM CONN - J1D N |
\ DIMM CONN - J3C L | \ DIMM CONN - J1C J ]
\ DIMM CONN - J3B H | \ DIMM CONN - J1B F |
\ DIMM CONN - J3A D | \ DIMM CONN - J1A B |
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I/0 Processor and I/O Adapter Support

The following list shows the supported IOPs and IOAs. Please see “I/O Processor” on
page 241 and “I/O Adapter” on page 253 for full descriptions.

Note

PCI configuration rules for V4R5 hardware are quite flexible. Please see “PCI Card
Placement Rules” on page 279 for complete rules.

LAN/WAN/Workstation I0As

» #2743 PCl 1 Gbps Ethernet IOA

* #2744 PCIl 100 Mbps Token Ring I0A

* #4723 PCI 10 Mbps Ethernet IOA

* #4745 PCIl Two Line WAN IOA

e #4746 PCI Twinaxial IOA

* #4750 PCI ISDN BRI U IOA

* #4751 PCI ISDN BRI S/T IOA

» #4761 PCI Integrated Analog Modem

e #4801 PCI Cryptographic Coprocessor

* #4815 PCIl 155 Mbps UTP OC3 ATM IOA
* #4816 PCl 155 Mbps MMF ATM IOA

* #4818 PCIl 155 Mbps SMF ATM IOA

e #4838 PCI 100/10 Mbps Ethernet IOA

e #9771 Base PCI 2-Line WAN with Modem

Internal Disk Unit Controllers

e #4748 PCI RAID Disk Unit Controller
e #2763 PCI RAID Disk Unit Controller
e #9767 Base PCI Disk Unit Controller

Magnetic Media Controllers

* #2749 PCI Ultra Magnetic Media Controller
» #2768 PCl Magnetic Media Controller

I/0 Processors

* Embedded Base 32 MB PCI IOP (CCIN 282D)
* #2843 64 MB PCI IOP
» #2790 PCI Integrated Netfinity Server
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Internal Disk, Tape, and CD-ROM Support

The following list shows the supported internal disks, tape drives and CD-ROMs. Please see
“PCI Disk Units” on page 333 and “Internal Tape and CD-ROM” on page 345 for full
descriptions.

Internal Disk Units

e #4314 8.58 GB Disk Unit

#4317 8.58 GB 10k RPM Disk Unit
#4318 17.54GB 10k RPM Disk Unit
#4324 17.54GB Disk Unit

#4331 1.6 Gb Read Cache Device

Internal Tape and CD-ROM

e #4525 CD-ROM

e #4582 4 GB %-inch Cartridge Tape
e #4583 16 GB %-inch Cartridge Tape
e #4586 25 GB %-inch Cartridge Tape

External Towers

The following towers attach to the Model 820 using HSL (High Speed Link). Please see
“Expansion Towers” on page 211 for full descriptions.

* #5033 Migration Tower |

e #5034 Migration Tower |

* #5035 Migration Tower |

* #5075 PCI Expansion Tower (small)
* #5074 PCI Expansion Tower (large)
* #5079 1.8M I/O Tower

The Expansion Towers and Units in the following table can attach to the Model 820 with
#5034 and #5035 Migration Towers.
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Feature Description Prerequisites
#5043 Prlmary rack converted to secondary rack ~
(migrated)
#5044 System Unit Expansion Rack (migrated) Optical Link Processor (OLP) Card #2686
. . #5143 and #5072 pr #5082 and one of
#5052 Storage Expansion Unit #6502, #6512, #6530, #6532, #6533
. . #5073 or #5083 and one of #6502, #6512,
#5058 Storage Expansion Unit #6530, #6532, #6533
One port on OLP card #2688 in System Unit
#5065 Storage/PCI Expansion Tower Expansion #9364/#5064 or in #5077 Migra-
tion Tower
One port on OLP card #2688 in System Unit
#5072 1063M System Unit Expansion Tower Expansion #9364/#5064 or in #5077 Migra-
tion Tower
One port on OLP card #2688 in System Unit
#5073 1063M System Unit Expansion Tower Expansion #9364/#5064 or in #5077 Migra-
tion Tower
One of #6502, #6512, #6530, #6532, #6533
. . and one port on OLP card #2688 in System
#5082 1063M System Unit Expansion Tower Unit Expansion #9364/#5064 or in #5077 Mi-
gration Tower
#5083 1063M System Unit Expansion See #5082

Full details on these racks and towers can be found beginning with “Expansion Towers” on

page 211.

Migration Tower Hardware

#2686 Optical Link Processor (266 Mps)

#2688 Optical Link Processor (1063 Mps)

Disk Units

See “PCI Disk Units” on page 333.

Internal Tape and CD-ROM
See “Internal Tape and CD-ROM” on page 345.
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I/0 Processors

See “Migration Tower Hardware PCI” on page 246 and “Migration Tower Hardware SPD” on
page 248.

Magnetic Media Controllers

See “Migration Tower Hardware PCI” on page 259 and “Migration Tower Hardware SPD” on
page 267.

I/0 Adapters

See “Migration Tower Hardware PCI” on page 259 and “Migration Tower Hardware SPD” on
page 267.
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AS/400e server 830

AS/400e server 830

/

AS/400e server 830 System Unit

A minimum functional server consists of the base server unit and selected priced features.
Included in the base server are the physical package and power elements, a DASD
controller, an 1/0 controller and a #9771 Base PCI 2-Line WAN with Modem as follows:

System Unit (CEC) and #9074 Base I/O Tower

Line cord Features

Main Storage Expansion Card (slot M02) (CCIN 2881)

#9732 Bus Expansion/Clock Card—8 HSL Ports (CCIN 25AB)

Specify with processor #2400
#9733 Bus Expansion/Clock Card—8 HSL Ports (CCIN 25AD)
Specify with processors #2402 and #2403

PCIl and CSP Card (CCIN 28AA)
Bus Adapter (CCIN 2681)
Operator Panel (CCIN 247A)
#9074 Base 1/O Tower
#9943 Base PCI IOP
— Provides support for #9748 Base PCI RAID Disk Unit Controller

Provides support for up to 15 Disk Units, the required CD-ROM, and a feature Internal
Tape or a feature CD-ROM
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— Provides support for base Console/Workstation I0A

The configurator will determine which feature combinations will be on the order based

on the System Console specify—#5540 or #5544.

The following required features must be ordered:

* Processor (one must be specified)

— #2400 2-way processor (IStar)(1850 CPW)
— #2402 4-way processor (IStar)(4200 CPW)
— #2403 8-way processor (IStar)(7350 CPW)

e Interactive Card (one must be specified; see the following table)

Processor Feature

#2400

#2402

#2403

Interactive CPW

#1531 70 70 70
#1532 120 120 120
#1533 240 240 240
#1534 560 560 560
#1535 1050 1050 1050
#1536 - 2000 2000
#1537 - - 4550

164

Main Storage

— #2881 Main Storage Expansion
* Required for #2403 processor
* Required for #2400 and #2402 processors if more than 32 main storage features
are installed

* May be selected if less than 32 main storage features

— A minimum of one set of eight of the same features must be selected
e #3062 - 128 MB Main Storage
e #3064 - 256 MB Main Storage
e #3065 - 512 MB Main Storage

Integrated Disk Units

Device Parity Protection - All (0041) is the default for disk data protection. With RAID
protection as the default, a minimum of four of the following disk units of equal capacity
must be ordered. If RAID protection is removed from the system order, at least one of the
following disks must be ordered:

#4314 - 8.58 GB Disk Unit

#4317 - 8.58 GB 10k RPM Disk Unit
#4318 - 17.54 GB 10k RPM Disk Unit
#4324 - 17.54 GB Disk Unit
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* Integrated CD-ROM
#4425 - CD-ROM
* System Console/Communications Adapter

— #5540 System Console on twinaxial workstation controller
e #4746 PCI Twinaxial IOA
e #9771 Base PCI 2-Line WAN with Modem

— #5544 System Console on Operations Console

* #0367 Operations Console PCI Cable
* #4745 PCI Two Line WAN I0A
* #9771 Base PCI 2-Line WAN with Modem

The 830 server initial installation and model upgrades are performed by IBM Service
representatives.

0OS/400 V4RS5 is required to support the 830 servers.

Card Technology

With the implementation of new PCI technologies, the Model 830 provides more flexibility in
the placement of IOPs and IOAs. This results in more efficient use of card slots, potentially
resulting in a lower cost of implementation.

Prior AS/400 models required input/output processors (IOPs) to be in specific slots in the
system and expansion towers. If high performance in a particular area was required, a single
input/output adapter (IOA) may have been assigned to a single IOP. This resulted in
unassigned slots in the tower, leaving valuable slots empty.

This PCI I/O structure enables customer setup of selected features of the Model 830. It also
enables Hot Plug PCI for adding and replacing hardware without taking the server down. A
full understanding of configuration rules associated with the various 1/0O features of the 830
system is required.

The 830 processors support four 32-bit and ten 32/64-bit PCI slots.

The following functions do not have equivalent function PCI cards for the Model 830:
e ASCII Adapter
V.25 Autocall cable

Select standby mode
X.21 switched WAN dialup or Shorthold Mode WAN

Asynchronous communication speeds of less than 300 bps
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» Data Rate Select signal on the EIA 232/V.24 interface. This function is used by some
older 2400 bps modems to reduce the speed to 1200 bps.

e LPDA-1 (Link Problem Determination Aids). This is a diagnostic function supported by

some (primarily older IBM) modems.

e V.54 local and remote loopback (diagnostics functions supported by some modems)

PCIl adapters also do not support X.21 switched WAN dialup or Shorthold Mode WAN.

The fundamental bus architecture of the AS/400 system is unchanged when using PCI
adapters. The AS/400 IOP continues to off load the main processor; isolate the host from
adapter and network errors; and manage, configure, and service the adapters. PCI
architecture offers advantages in flexibility over non-AS/400 system structures.

Processor Features

#2400 Model 830 Processor (IStar 2-way)
* Processor Capacity Card (CCIN 2400)
* Processor 0 (CCIN 245C)

#2402 Model 830 Processor (IStar 4-way)
* Processor Capacity Card (CCIN 2402)
* Processor 0 (CCIN 245D)

#2403 Model 830 Processor (IStar 8-way)

* Processor Capacity Card (CCIN 2403)
* Processor 0 (CCIN 245D)
* Processor 1 (CCIN 245D)

Interactive Features

The Model 830 supports various levels of interactive performance through the installation of

interactive features.

Interactive CPW is an approximate value reflecting the portion of Processor CPW that can be
used for workloads performing interactive-based tasks (5250).

* Any system administration job submitted to batch is not considered interactive work.
* Any use of Operations Navigator (GUI administration functions) is not considered

interactive work.

For a discussion of how these features influence system performance, see “IBM Workload

Estimator for AS/400” on page 28.
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A feature cross-reference table provided on the AS/400 system can be used to relate the
Processor Feature Code to the Processor and Interactive features visible in the AS/400
configurator. The Processor Feature Code is found by displaying the QPRCFEAT system
value or in the rack configuration. The Processor Feature Code is used when ordering
software license keys. Or refer to the Model 830 Processor/Interactive Feature table on
page 164.

Processor Group is determined by a combination of the Processor and Interactive Feature.
The following table provides a cross reference.

Processor Interactive Feature Processor Feature Processor Group
#1531 #23C1 P20
#1532 #23C2 P30
#2400 #1533 #23C3 P30
#1534 #23C4 P30
#1535 #23C5 P30
#1531 #23D1 P30
#1532 #23D2 P40
42400 #1533 #23D3 P40
#1534 #23D4 P40
#1535 #23D5 P40
#1536 #23D6 P40
#1531 #23D8 P40
#1532 #23D9 P50
#1533 #23DA P50
#2403 #1534 #23DB P50
#1535 #23DC P50
#1536 #23DD P50
#1537 #23DE P50

Main Storage

All main storage on the Model 830 is feature main storage. All main storage DIMMS on the
Model 830 must be added in sets of eight (octals) of the same capacity and technology.
There are a total of 64 DIMM slots available on the Model 830. Of the 64 lists, 32 are “base”,
and an additional 32 are available with feature #2881 Main Storage Expansion installed.

The following memory features are available on the Model 830:

* #3000: Migrated 128 MB Main Storage DIMM—Support only
— Available only on upgrades from Models 620/S20/720 to the Model 830
— Only a quantity of two is supported
— Supported in octal(s) with #3062
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#3062: 128 MB Main Storage DIMM (64 Mb technology)
#3064: 256 MB Main Storage DIMM (128 Mb technology)
#3065: 512 MB Main Storage DIMM (128 Mb technology)

For processors #2400 and #2402:

For new systems without #2881 Main Storage Expansion, DIMMs are added in octals
on the base Main Storage card.

For new systems with #2881 Main Storage Expansion, DIMMs are added in octals and
“spread” across the Base Main Storage card (CCIN 2881) and the #2881 Main Storage
Expansion.

For MES orders without #2881 Main Storage Expansion, DIMMs are added in octals
on the Base Main Storage card (CCIN 2881).

For MES orders with #2881 Main Storage Expansion, DIMMs are added in octals and
“spread” across the Base Main Storage card and the #2881 Main Storage Expansion.

If a #2881 Main Storage Expansion is added on an MES order, it is not required that
the DIMMs (in octals) are “spread” equally between the Base Main Storage card
(CCIN 2881) and the #2881 Main Storage Expansion.

For processor #2403:

Both the Base Main Storage card (CCIN 2881) and the #2881 Main storage Expansion are

required. For both new builds and MES orders, the DIMMS (in octals) are “spread” across the

base Main Storage card and the #2881 Main Storage Expansion.

Power and Packaging
The Model 830 includes an internal battery that is automatically activated in the event of a

utility power loss. The battery provides full operating power for a short time to all components
within the system unit, but not to any external components. This can allow the system to run
uninterrupted for a short time (30 seconds or less). For longer power outages, the system will
use the battery to attempt an orderly shutdown to avoid losing data in main storage that is not
written to disk. An external UPS is recommended to protect the system unit and any external

components against utility power outages. Continuously Powered Mainstore (CPM) is not

supported on the Model 830. An external UPS can allow the system to run uninterrupted for
longer than thirty seconds when utility power is lost. It can also maintain power long enough

to ensure that the system successfully completes a shutdown to avoid losing data.
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System Power
e Processor Enclosure

— Bulks (1100 watt) (CCIN 515B) (Quantity two)
— Regulator (CCIN 27AA with Processors #2400 and #2402, CCIN 27AB with Processor
#2403)

e Base I/O Tower (#9074)

— Bulks (765 Watt) (CCIN 515A) (Quantity two)
— AC Input/Charger
— Batteries (Quantity four)

#9074 Base I/0 Enclosure

The #9074 is the base 1/O tower shipped on Models 830 and SB2. The #9074 supports up to
45 disk units, up to 11 PCI IOAs, and up to two removable media units.

One internal HSL cable is included as base. Optionally, one of the following HSL cables may
be selected:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

The #1462 15m Copper HSL cable can be used on any HSL port of the Model 830.

The #9074 has a #9943 Base PCI IOP and a #9748 PCI RAID Disk Unit Controller, has PCI
slots for up to 11 PCI IOAs, space for up to 45 disk units (15 are “base”, 30 additional with
#5101), space for two removable media devices, one battery backup and redundant/hot swap
power supplies. The #9074 is capable of controlling Ultra2 SCSI disk units. The 11 PCI IOAs
are supported (driven) by the base #9943 PCI IOP and by feature #2843 PCI IOPs or feature
#2790 Integrated Netfinity Servers.

The mounting for the first 15 disk units is included in the #9074 (base). The mounting for the
next 30 disk units is optional by ordering feature code #5101 30 Disk Expansion Feature.

The #9074 also supports up to two removable media devices (internal tape or CD-ROM) that
are supported by the #9748.

#5101 30-Disk Expansion Feature

The #5101 is a disk unit expansion enclosure feature for the #9074 Base I/O Tower. The
#5101 includes two 15 disk unit enclosures, one 765-Watt power supply, backplanes, and
cables. One #4748 PCI RAID Disk Unit Controller is required to support the 15 disk units in
each of the two disk unit enclosures included with #5101. Two #4748 PCI RAID Disk Unit
Controllers are required to support 30 disk units.
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Model 830 System Unit (n - Way)

#2400, #2402, #2403 Processors
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Note 3: The position of the cards may change depending on the console and other features selexcted.
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Model 830 Main Storage Card
(CCIN 2881)

Legend

Base Feature

Required Feature

Unavailable if
Integrated Netfinity
Server is installed

Note 1: If CO5 has an Integrated Netffinity
Server, slot C06 is unavailable, and slot
CO07 is available only as a short slot.

Note 2: If C11 has an Integrated Netfinity
Server, slot C12 is not available, and slot
C13 is available only as a short slot.

> |n|=||orclwmzZS|lo|e<|~N
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Note 3: The position of the cards may

change depending on the console and
4' H H ’7 other features selected.

I/0 Processor and I/O Adapter Support

The following list shows the supported IOPs and I0As. See “I/O Processor” on page 241 and
“/0 Adapter” on page 253 for full descriptions.

Note

PCI configuration rules for V4R5 hardware are quite flexible. See “PCl Card Placement
Rules” on page 279 for complete rules.

LAN/WAN/Workstation I0As

* #2743 PCIl 1 Gbps Ethernet IOA

* #2744 PCIl 100 Mbps Token Ring I0A
* #4723 PCI 10 Mbps Ethernet IOA

* #4745 PCIl Two Line WAN IOA

* #4746 PCIl Twinaxial IOA

» #4750 PCI ISDN BRI U IOA

* #4751 PCI ISDN BRI S/T I0OA
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» #4761 PCI Integrated Analog Modem

e #4801 PCI Cryptographic Coprocessor

e #4815 PCIl 155 Mbps UTP OC3 ATM IOA
e #4816 PCIl 155 Mbps MMF ATM IOA

e #4818 PCI 155 Mbps SMF ATM IOA

e #4838 PCI 100/10 Mbps Ethernet IOA

e #9771 Base PCI 2-Line WAN with Modem

Internal Disk Unit Controllers

e #9748 Base PCI RAID Disk Unit Controller
o #4748 PCI RAID Disk Unit Controller

Magnetic Media Controllers

* #2749 PCI Ultra Magnetic Media Controller
» #2768 PCl Magnetic Media Controller

I/0 Processors
e #9943 Base PCI IOP

» #2843 PCI IOP (64 MB)
» #2790 PCI Integrated Netfinity Server

Internal Disk, Tape, and CD-ROM Support

The following list shows the supported internal disks, tape drives and CD-ROMs. Please see
“PCI Disk Units” on page 333 and “Internal Tape and CD-ROM” on page 345 for full
descriptions.

Internal Disk Units

e #4314 8.58 GB Disk Unit

#4317 8.58 GB 10k RPM Disk Unit
#4318 17.54 GB 10k RPM Disk Unit
#4324 17.54 GB Disk Unit

#4331 1.6 Gb Read Cache Device

Internal Tape and CD-ROM

#4425 CD-ROM

#4482 4 GB %-inch Cartridge Tape
#4483 16 GB %-inch Cartridge Tape
#4486 25 GB %-inch Cartridge Tape
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External Towers

The following towers attach to the Model 830 via HSL (High Speed Link). Please see
“Expansion Towers” on page 211 and “Migration Towers” on page 221 for full descriptions.

#5033 Migration Tower |
#5034 Migration Tower |
#5035 Migration Tower |
#5074 PCI Expansion Tower
#5077 Migration Tower Il
#5079 1.8M I/O Tower

The Expansion Towers and Units in the following table can attach to the Model 830 via
#5034, #5035, and #5077 Migration Towers.

Feature Description Prerequisites
#5043 Prlmary rack converted to secondary rack N
(migrated)
#5044 System Unit Expansion Rack (migrated) #2686 Optical Link Processor (OLP) Card
. . #5143 and #5072 or #5082 and one of
#5052 Storage Expansion Unit #6502, #6512, #6530, #6532, #6533
. . #5073 or #5083 and one of #6502, #6512,
#5058 Storage Expansion Unit #6530, #6532, #6533
One port on #2688 OLP card in #9364/#5064
#5065 Storage/PCI Expansion Tower System Unit Expansion or in #5077 Migration
Tower
One port on #2688 OLP card in #9364/#5064
#5072 1063M System Unit Expansion Tower System Unit Expansion or in #5077 Migration
Tower
One port on #2688 OLP card in #9364/#5064
#5073 1063M System Unit Expansion Tower System Unit Expansion or in #5077 Migration
Tower
One of #6502, #6512, #6530, #6532, #6533
. ) and one port on #2688 OLP card in
#5082 1063M System Unit Expansion Tower #9364/#5064 System Unit Expansion or in
#5077 Migration Tower
#5083 1063M System Unit Expansion See #5082

Full details on these racks and towers can be found beginning with “Expansion Towers” on
page 211.
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Migration Tower Hardware

#2686 Optical Link Processor (266 Mps)
#2688 Optical Link Processor (1063 Mps)

Disk Units
See “PCI Disk Units” on page 333.

Internal Tape and CD-ROM
See “Internal Tape and CD-ROM” on page 345.

I/0 Processors

See “Migration Tower Hardware PCI” on page 246 and “Migration Tower Hardware SPD” on
page 248.

Magnetic Media Controllers

See “Migration Tower Hardware PCI” on page 259 and “Migration Tower Hardware SPD” on
page 267.

I/0 Adapters

See “Migration Tower Hardware PCI” on page 259 and “Migration Tower Hardware SPD” on
page 267.
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AS/400e server 840

AS/400e server 840 System Unit

A minimum functional server consists of the base server unit and selected priced features.
Included in the base server are the physical package and power elements, a DASD
controller, an 1/0 controller, and a #9771 Base PCI 2-Line WAN with Modem as follows:

e System Unit (CEC) and #9079 Base I/0O Tower

e Linecord Features (one for the system unit and one for the #9079)
* Clock Card (CCIN 25AA)

* Clock Daughter Card (CCIN 25AF)

e Terminator/Filler Card (CCIN 246C) (Quantity 2)—12 way only (processor #2418)
* #9079 Base I/O Tower

e PCl and CSP Card (CCIN 28AA)

* Operator Panel (CCIN 247C)

* #9737 Bus Expansion Card—16 HSL Ports

e Bus Adapter (CCIN 2691)

* #9943 Base PCI IOP

— Provides support for #9748 Base PCI RAID Disk Unit Controller

Provides support for up to 15 Disk Units, the required CD-ROM, and a feature Internal
Tape or a feature CD-ROM

— Provides support for base Console/Workstation I0A

The configurator will determine which feature combinations will be on the order based
on the System Console specify - #5540 or #5544
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The following required features must be purchased:

* Processor (one must be specified)

¢ Interactive Card (one must be specified)

— #2418 12-way processor (IStar) (10000 CPW)
— #2420 24-way processor (IStar) (16500 CPW)

Processor Feature

#2418 #2420
Interactive Feature

#1540 120 120
#1541 240 240
#1542 560 560
#1543 1050 1050
#1544 2000 2000
#1545 4550 4550
#1546 10000 10000
#1547 - 16500

* Main Storage. Main storage cards are required to be installed in groups of four (quads)
of the same capacity and technology. A minimum of one set of four is required.

178

#3195 - 4096 MB Main Storage Card
#3196 - 8192 MB Main Storage Card
* Requires #2730 Programmable Regulator (Quantity 2)

* May be selected only to achieve 81920 MB and 98304 MB main storage

increments)

Integrated Disk Units

#3197 - 1024 MB Main Storage Card
#3198 - 2048 MB Main Storage Card

Device Parity Protection: All (0041) is the default for disk data protection. With RAID
protection as the default, a minimum of four of the following disk units of equal capacity
must be ordered. If RAID protection is removed from the system order, at least one of the

following disks must be ordered:

#4314 - 8.58 GB Disk Unit

#4317 - 8.58 GB 10k RPM Disk Unit
#4318 - 17.54 GB 10k RPM Disk Unit
#4324 - 17.54 GB Disk Unit

Integrated CD-ROM
#4425 - CD-ROM
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* System Console/Communications Adapter

— #5540 System Console on twinaxial workstation controller
o #4746 PCI Twinaxial IOA
e #9771 Base PCI 2-Line WAN with Modem

— #5544 System Console on Operations Console

* #0367 Operations Console PCI Cable
» #4745 PCI Two Line WAN I10A
* #9771 Base PCI 2-Line WAN with Modem

The 840 server initial installation and model upgrades are performed by IBM Service
representatives.

0OS/400 V4RS5 is required to support the 840 servers.

Card Technology

With the implementation of new PCI technologies, the Model 840 provides more flexibility in
the placement of IOPs and IOAs. This results in more efficient use of card slots, potentially
resulting in a lower cost of implementation.

Prior AS/400 models required input/output processors (IOPs) to be in specific slots in the
system and expansion towers. If high performance in a particular area was required, a single
input/output adapter (IOA) may have been assigned to a single IOP. This resulted in
unassigned slots in the tower, leaving valuable slots empty.

This PCI I/O structure enables customer setup of selected features of the Model 840. It also
enables Hot Plug PCI for adding and replacing hardware without taking the server down. A
full understanding of configuration rules associated with the various 1/0O features of the 840
system is required.

The 840 processors support four 32-bit and ten 32/64-bit PCI slots.

The following functions do not have equivalent function PCI cards for the Model 840:

e ASCII Adapter

* V.25 Autocall cable

e Select standby mode

* X.21 switched WAN dialup or Shorthold Mode WAN

e Asynchronous communication speeds of less than 300 bps

» Data Rate Select signal on the EIA 232/V.24 interface. This function is used by some
older 2400 bps modems to reduce the speed to 1200 bps.
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e LPDA-1 (Link Problem Determination Aids). This is a diagnostic function supported by
some (primarily older IBM) modems.
e V.54 |local and remote loopback (diagnostics functions supported by some modems)

PCIl adapters also do not support X.21 switched WAN dialup or Shorthold Mode WAN.

The fundamental bus architecture of the AS/400 system is unchanged when using PCI
adapters. The AS/400 IOP continues to off load the main processor; isolate the host from
adapter and network errors; and manage, configure, and service the adapters. PCI
architecture offers advantages in flexibility over non-AS/400 system structures.

Processor Features
#2418 Model 840 Processor (IStar 12-way)

* Processor Capacity Card (CCIN 2418)
* Processor 0 (CCIN 245F)
* Processor 1 (CCIN 245E)

#2420 Model 840 Processor (IStar 24-way)

* Processor Capacity Card (CCIN 2420)
* Processor 0 (CCIN 245F)
* Processor 1 (CCIN 245E)
* Processor 2 (CCIN 245E)
* Processor 3 (CCIN 245E)

Interactive Features

The Model 840 supports various levels of interactive performance through the installation of
interactive features.

Interactive CPW is an approximate value reflecting the portion of Processor CPW that can be
used for workloads performing interactive-based tasks (5250).

* Any system administration job submitted to batch is not considered interactive work.
* Any use of Operations Navigator (GUI administration functions) is not considered
interactive work.

For a discussion of how these features influence system performance, see “IBM Workload
Estimator for AS/400” on page 28.

The available interactive options are shown in the table on page 178.
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A feature cross-reference table can be used to relate the Processor Feature Code to the
Processor and Interactive features visible in the AS/400 configurator. The Processor Feature
Code is found by displaying the QPRCFEAT system value or in the rack configuration. The
Processor Feature Code is used when ordering software license keys.

Processor Group is determined by a combination of the Processor and Interactive Feature.
The following table provides a cross reference.

Processor Interactive Feature Processor Feature Processor Group

#1540 #23E8 P40
#1541 #23E9 P50
#1542 #23EA P50

#2418 #1543 #23EB P50
#1544 #23EC P50
#1545 #23ED P50
#1546 #23EE P50
#1540 #23F8 P40
#1541 #23F9 P50
#1542 #23FA P50
#1543 #23FB P50

#2420
#1544 #23FC P50
#1545 #23FD P50
#1546 #23FE P50
#1547 #23FF P50

Main Storage

All main storage cards on the Model 840 must be added in sets of four (quads) of the same
capacity and technology. There are 16 slots available for main storage cards in the Model
840. The slots are arranged in groups of four: AAAA, BBBB, CCCC, and DDDD. The plugging
order for the main storage cards is AAAA, BBBB, CCCC, and then DDDD.

There are no rules regarding the placement of a particular size of main storage card quad
into a card slot group. A quad of any size main storage card may be placed in any of the four
groups of four slots.

The available main storage features are as follows:
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#3195 - 4096 MB Main Storage Card (128 MB technology
#3196 - 8192 MB Main Storage Card (256 MB technology
* Requires #2730 Programmable Regulator (Quantity 2)
* May be selected only to achieve 81920 MB and 98304 MB main storage
increments)
#3197 - 1024 MB Main Storage Card (64 MB technology)
#3198 - 2048 MB Main Storage Card (64 MB technology)

~ ~—

Power and Packaging

The Model 840 includes an internal battery that is automatically activated in the event of
utility power loss. The battery provides full operating power for a short time to all components
within the system unit, but not to any external components. This can allow the system to run
uninterrupted for a short time (30 seconds or less). For longer power outages, the system will
use the battery to attempt an orderly shutdown to avoid losing data in main storage that is not
written to disk. An external UPS is recommended to protect the system unit and any external
components against utility power outages. Continuously Powered Mainstore (CPM) is not
supported on the Model 840. An external UPS can allow the system to run uninterrupted for
longer than thirty seconds when utility power is lost. It also maintains power long enough to

ensure that the system successfully completes a shutdown to avoid losing data.

System Power
e Power

182

— Processor side, 12-Way

* Bulks (1000 watt) (CCIN 5154) (Quantity four)
* Programmable Regulators (CCIN 2730) (Quantity eight)

e #2730 Programmable Regulator (Quantity two) required if #3196 8 GB Main

Storage cards are installed
e Memory Control Regulator (CCIN 2716)
* Processor Regulators (CCIN 2714) (Quantity two)
e Charger
* Battery Pack
* SPCN Card (CCIN 285E)
* AC Power Supply Country Specific Usage

— Processor side, 24-Way

* Bulks (1000 watt) (CCIN 5154) (Quantity five)
* Programmable Regulators (CCIN 2730) (Quantity nine)

e #2730 Programmable Regulator (Quantity two) required if #3196 8 GB Main

Storage cards are installed
e Memory Control Regulator (CCIN 2716)
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* Processor Regulators (CCIN 2714) (Quantity two)
e Charger

* Battery Pack

* SPCN Card (CCIN 285E)

e AC Power Supply Country Specific Usage

— Base I/O Tower (#9079)

* Bulks (765 Watt) (CCIN 515A) (Quantity two)
» Batteries (Quantity four)
e AC Input/Charger

#9079 Base I/0 Tower

The #9079 is the base I/0 tower shipped on the Model 840. The #9079 supports up to 45 disk
units, up to 11 PCI IOAs, and up to two removable media units.

Select two (any combination) of the following HSL cables:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

The #1462 15m Copper HSL cable can be used on any HSL port of the Model 840.

Select one of the following SPCN cables per tower:

#1463 - 2m SPCN cable
#1464 - 6m SPCN cable
#1465 - 15m SPCN cable
#1466 - 30m SPCN cable

Specify one line cord for the #9079 Base I/O Tower. Some countries offer fewer choices of
line cords and some countries are shipped a default line cord type.

One JTAG cable and one VPD-S cable are included with the #9079.

#9079 has a #9943 Base PCI IOP and a #9748 PCI RAID Disk Unit Controller. It has PCI
slots for up 11 PCI I0As, space for up to 45 disk units (15 are “base”, 30 additional with
#5101), space for two removable media devices, one battery backup, and redundant/hot
swap power supplies.

#9079 is capable of controlling Ultra2 SCSI disk units.

The 11 PCI IOAs are supported (driven) by the base #9943 PCI IOP and by feature #2843
PCI IOPs or feature #2790 Integrated Netfinity Servers.
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The mounting for the first 15 disk units is included in the #9079 (base). The mounting for the
next 30 disk units is optional by ordering feature code #5101 30 Disk Expansion Feature.

The #9079 also supports up to two removable media devices (internal tape or CD-ROM).
These removable media devices are supported by the #9748.

#5101 30-Disk Expansion Feature

The #5101 is a disk unit expansion enclosure feature for the #5074 Expansion Tower, the
#9074 Base I/O Enclosure, and the #9079 Base I/O Tower. The #5101 includes two 15 disk
unit enclosures, one 765-Watt power supply, backplanes and cables. One #4748 PCI RAID
Disk Unit Controller is required to support the 15 disk units in each of the two disk unit
enclosures included with #5101. Two #4748 PCI RAID Disk Unit Controllers are required to
support 30 disk units.

#2730 Programmable Regulator

The #2730 Programmable Regulator (quantity two) is required if the #3196 8 GB Main
Storage Card is installed in the Model 840.

#5150 Battery Backup (external)

#5150 is an external battery backup that when used in conjunction with the internal battery
backup is capable of extending the battery backup time on Models 840 and SBS3.
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#2418, #2420 Processors
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Legend
Base Feature
]
% l:' I:' % Required Feature
= L] S
()] ()]
AlAAlE | — ] o tlslslB Unavailable if
| I:H:l e Integrated Netfinity
AR 313 Server is installed
0| ® DD IR
| O (0] 8
s g [ S ¢
o o O oo
M01-03 |[M04|M05 MO06|/MO07| M08-10
L MS | MS Rem Media D42 | ‘ ‘ ‘
Regulators i s DISK SLOTS
> OP Panel
o2 @ 2009 80O e — D46|D47,D48| D49 D50
oo S|c|jc|o|=Z2ao|o
Clc|l2|®|c|c® 5 @ ® j ‘ ‘ ‘ | ‘ ‘ ‘
E|E E-) E|lEIEIE|JIE|E
% % = % % g g € g g DISK SLOTS DISK SLOTS
o oL oo ool 8o o
SloN|Igig 2| el
oo o0 &0in D31|D32|D33| D34|D35| | D36| D37/ D38| D39/ D40
DB1 #5101 DB2
RO1|R02| RO3| R04| R05|R06 |RO7 |R08|R09| R10 ‘ ‘ ‘ ‘ ‘ ‘ ‘
DISK SLOTS DISK SLOTS
Blower #1 Blower #2
D21 |D22 D23 |D24|D25 || D26| D27| D28|D29| D30
BO1 B02
DISK SLOTS DISK SLOTS
Bulk 1| Bulk 2 | Bulk 3| Bulk 4 | Bulk 5| Bulk D11 |D12|D13|D14|D15|/D16|D17,D18| D19 D20
24-Way| Filler T T ] 1]
DISK SLOTS DISK SLOTS
PO1 PO2 PO3 PO4 PO5 PO6 D01 D02|D03|D04|D05 | | DO6| D07/ D08/ D09 D10
Front

185



AS/400e server 840

Model 840 System Unit (n - Way)

#2418, #2420 Processors
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I/0 Processor and I/O Adapter Support

The following list shows the supported IOPs and IOAs. Please see “I/O Processor” on
page 241 and “I/O Adapter” on page 253 for full descriptions.

Note

PCI configuration rules for V4R5 hardware are quite flexible. Please see “PCI Card
Placement Rules” on page 279 for complete rules.

LAN/WAN/Workstation I0As

» #2743 PCIl 1 Gbps Ethernet IOA

* #2744 PCIl 100 Mbps Token Ring I0A

* #4723 PCI 10 Mbps Ethernet IOA

* #4745 PCIl Two Line WAN IOA

e #4746 PCI Twinaxial IOA

* #4750 PCI ISDN BRI U IOA

* #4751 PCI ISDN BRI S/T IOA

» #4761 PCI Integrated Analog Modem

e #4801 PCI Cryptographic Coprocessor

* #4815 PCIl 155 Mbps UTP OC3 ATM IOA
* #4816 PCl 155 Mbps MMF ATM I0OA

* #4818 PCI 155 Mbps SMF ATM IOA

e #4838 PCI 100/10 Mbps Ethernet IOA

e #9771 Base PCI 2-Line WAN with Modem

Internal Disk Unit Controllers

o #4748 PCI RAID Disk Unit Controller
e #9748 Base PCI RAID Disk Unit Controller

Magnetic Media Controllers

* #2749 PCI Ultra Magnetic Media Controller
» #2768 PCl Magnetic Media Controller

I/0 Processors

» #2843 PCI IOP (64 MB)
» #2790 PCI Integrated Netfinity Server
* #9943 Base PCI IOP (64 MB)
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Internal Disk, Tape, and CD-ROM Support

The following list shows the supported internal disks, tape drives and CD-ROMs. Please see
“PCI Disk Units” on page 333 and “Internal Tape and CD-ROM” on page 345 for full
descriptions.

Internal Disk Units

e #4314 8.58 GB Disk Unit

#4317 8.58 GB 10k RPM Disk Unit
#4318 17.54 GB 10k RPM Disk Unit
#4324 17.54 GB Disk Unit

#4331 1.6 Gb Read Cache Device

Internal Tape and CD-ROM

e #4425 CD-ROM

e #4482 4 GB Y-inch Cartridge Tape
e #4483 16 GB %-inch Cartridge Tape
e #4486 25 GB %-inch Cartridge Tape

External Towers

The following towers attach to the Model 840 via HSL (High Speed Link). See “Expansion
Towers” on page 211 for full descriptions.

* #5077 Migration Tower Il
e #5074 PCI Expansion Tower (large)
e #5079 1.8M 1I/O Tower

The Expansion Towers and Units in the following table can attach to the Model 840 using
#5077 Migration Towers.

Feature Description Prerequisites
#5043 Prlmary rack converted to secondary rack
(migrated)
#5044 System Unit Expansion Rack (migrated) Optical Link Processor (OLP) Card #2686
. . #5143 and #5072 or #5082 and one of
#5052 Storage Expansion Unit #6502, #6512, #6530, #6532, #6533
. . #5073 or #5083 and one of #6502, #6512,
#5058 Storage Expansion Unit #6530, #6532, #6533
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One port on OLP card #2688 in the #5077 Mi-

#5065 Storage/PCIl Expansion Tower §
gration Tower

#5072 1063M System Unit Expansion Tower Ong port on OLP card #2688 in the #5077 Mi-
gration Tower

#5073 1063M System Unit Expansion Tower Ong porton OLP card #2688 in the #5077 Mi-
gration Tower
One of #6502, #6512, #6530, #6532, #6533

#5082 1063M System Unit Expansion Tower and One port on OLP card #2688 in the
#5077 Migration Tower

#5083 1063M System Unit Expansion See #5082

Full details on these racks and towers can be found beginning with “Expansion Towers” on

page 211.

Migration Tower Hardware

#2686 Optical Link Processor (266 Mps)

#2688 Optical Link Processor (1063 Mps)

Disk Units

See “PCI Disk Units” on page 333.

Internal Tape and CD-ROM
See “Internal Tape and CD-ROM” on page 345.

I/0 Processors

See “Migration Tower Hardware PCI” on page 246 and “Migration Tower Hardware SPD” on

page 248.

Magnetic Media Controllers
See “Migration Tower Hardware PCI” on page 259 and “Migration Tower Hardware SPD” on

page 267.

I/0 Adapters

See “Migration Tower Hardware PCI” on page 259 and “Migration Tower Hardware SPD” on

page 267.
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AS/400e server SB2

/

AS/400e server SB2 System Unit

A minimum functional server consists of the base server unit and selected priced features.
Included in the base server are the physical package and power elements, a DASD
controller, an 1/O controller, 12288 MB of Main Storage and a #9771 Base PCI 2-Line WAN
with Modem as follows:

e System Unit (CEC) and #9074 Base I/0O Tower

e Line cord features

e Power

* Main Storage Expansion Card (Quantity two) (CCIN 2881)
e Main Storage

48 Main Storage DIMMs (CCIN 300F) are shipped as “base” with each SB2 (CCIN 300F)
256 MB DIMM (128 Mb technology)

* #9733 Bus Expansion/Clock Card—8 HSL Ports (CCIN 25AD)
e PCl and CSP Card (CCIN 28AA)

e Bus Adapter (CCIN 2681)

* Operator Panel (CCIN 247A)

* #9074 Base I/O Tower

* #9943 Base PCI IOP

— Provides support for #9748 Base PCI RAID Disk Unit Controller

Provides support for four Disk Units, the required CD-ROM, and a feature Internal
Tape or a feature CD-ROM.
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— Provides support for base Console/Workstation I0A
The configurator will determine which feature combinations will be on the order based
on the System Console specify—#5540 or #5544
The following required features must be ordered:
* Processor
#2315 Model SB2 8-way Processor (IStar) (CCIN 2315)
* Integrated Disk Units

Device Parity Protection: All (0041) is the default for disk data protection but may be
removed from the order. Select four of the following disk units. If four 17.54 GB disk units
are selected, then RAID or mirroring must also be selected to meet the maximum logical
DASD capacity limit.

— #4314 - 8.58 GB Disk Unit

— #4317 - 8.58 GB 10k RPM Disk Unit
— #4318 - 17.54 GB 10k RPM Disk Unit
— #4324 - 17.54 GB Disk Unit

* Integrated CD-ROM
— #4425 - CD-ROM
* System Console/Communications Adapter
— #5540 System Console on twinaxial workstation controller

o #4746 PCI Twinaxial IOA
e #9771 Base PCI 2-Line WAN with Modem

— #5544 System Console on Operations Console

* #0367 Operations Console PCI Cable
» #4745 PCI Two Line WAN 10A
* #9771 Base PCI 2-Line WAN with Modem

The server SB2 is a Customer Setup system. Refer to “Customer Install Features (CIF)” on
page 229.

Card Technology

The new hardware completes the transition to PCI I/O architecture with the introduction of
PCI architecture in all the 8xx servers. This /O structure enables customer setup of selected
features on the SB2. It also enables Hot Plug PCI for adding and replacing hardware without
taking the server down.
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With the implementation of new PCI technologies in the AS/400e server SB2 comes the
requirement for a better understanding of the configuration rules associated with the various
I/0 features of the AS/400 system. Prior AS/400 models required input/output processors
(IOPs) to be in specific slots in the system and expansion towers. If high performance in
particular areas was required, a single input/output adapter (IOA) may have been assigned to
a single IOP. This resulted in unassigned slots in the tower, wasting valuable slots. The new
PCI I/O architecture provides more flexibility in the placement of IOPs and IOAs. This results
in more efficient use of card slots, potentially resulting in a lower cost of implementation.
Increased flexibility of configuration also adds a degree of complexity to the configuration
process.

The following functions do not have equivalent function PCI cards for the Model SB2:

e ASCII Adapter
e V.25 Autocall cable
e Select standby mode

PCI adapters also do not support X.21 switched WAN dialup or Shorthold Mode WAN.

The fundamental bus architecture of the AS/400 system is unchanged when using PCI
adapters. The AS/400 IOP continues to off load the main processor; isolate the host from
adapter and network errors; and manage, configure, and service the adapters. PCI
architecture offers advantages in flexibility over non-AS/400 system structures.

Processor Feature
#2315 Model SB2 Processor (IStar 8-way)

* Processor Capacity Card (CCIN 2315)
* Processor 0 (CCIN 245D)
* Processor 1 (CCIN 245D)

Main Storage

All main storage on the Model SB2 is base main storage. The system includes two base Main
Storage Expansion Cards (CCIN 2881) and 48 256 MB Main Storage DIMMs (CCIN 300F).

Power and Packaging

The Model SB2 includes an internal battery that is automatically activated in the event of

utility power loss. The battery provides full operating power for a short time to all components
within the system unit, but not to any external components. This can allow the system to run
uninterrupted for a short time (30 seconds or less). For longer power outages, the system will
use the battery to attempt an orderly shutdown to avoid losing data in main storage that is not
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written to disk. An external UPS is recommended to protect the system unit and any external
components against utility power outages. Continuously Powered Mainstore (CPM) is not
supported on the Model SB2. An external UPS can allow the system to run uninterrupted for
longer than thirty seconds when utility power is lost. It can also maintain power long enough
to ensure that the system successfully completes a shutdown to avoid losing data.

System Power
e Processor Enclosure

— Power Supply (1100 Watt) (CCIN 515B)(Quantity two)
— Regulator (CCIN 278B)

e Base I/O Tower (#9074)

— Power Supply (765 Watt) (CCIN 515A) (Quantity two)
— AC Input/Charger
— Batteries (Quantity four)

#9074 Base I/0 Enclosure

The #9074 is the base 1/0 tower shipped on Model SB2. The #9074 supports up to four disk
units, up to 11 PCI IOAs and up to two removable media units.

One internal HSL cable is included as base. Optionally, one of the following HSL cables may
be selected:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

The #9074 has a #9943 Base PCI IOP and a #9748 PCI RAID Disk Unit Controller. It also has
PCI slots for up to 11 PCI I0OAs, space for four disk units, space for two removable media
devices, one battery backup, and redundant/hot swap power supplies.

The #9074 is capable of controlling Ultra2 SCSI disk units.

The 11 PCI IOAs are supported (driven) by the base #9943 PCI IOP and by feature #2843
PCI IOPs or feature #2790 Integrated Netfinity Servers.

The #9074 also supports up to two removable media devices (internal tape or CD-ROM),
which are supported by the #9748.

The Model SB2 is based on the Model 830. For system diagrams, please see the “AS/400e
server 830” on page 163.
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I/0 Processor and I/O Adapter Support

The following list shows the supported IOPs and IOAs. Please see “I/O Processor” on

page 241 and “I/O Adapter” on page 253 for full descriptions.

Note

PCI configuration rules for V4R5 hardware are quite flexible. Please see “PCI Card

Placement Rules” on page 279 for complete rules.

LAN/WAN/Workstation I0As

» #2743 PCIl 1 Gbps Ethernet IOA

* #2744 PCIl 100 Mbps Token Ring I0A

* #4723 PCI 10 Mbps Ethernet IOA

* #4745 PCIl Two Line WAN IOA

e #4746 PCI Twinaxial IOA

* #4750 PCI ISDN BRI U IOA

* #4751 PCI ISDN BRI S/T IOA

» #4761 PCI Integrated Analog Modem

e #4801 PCI Cryptographic Coprocessor

* #4815 PCl 155 Mbps UTP OC3 ATM IOA
* #4816 PCl 155 Mbps MMF ATM IOA

* #4818 PCI 155 Mbps SMF ATM IOA

e #4838 PCI 100/10 Mbps Ethernet IOA

e #9771 Base PCI 2-Line WAN with Modem

Internal Disk Unit Controllers
e #9748 Base PCI RAID Disk Unit Controller

Magnetic Media Controllers

* #2749 PCI Ultra Magnetic Media Controller
» #2768 PCl Magnetic Media Controller

I/0 Processors

» #2843 PCI IOP (64 MB)
» #2790 PCI Integrated Netfinity Server
* #9943 Base PCI IOP
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Internal Disk, Tape, and CD-ROM Support

The following list shows the supported internal disks, tape drives and CD-ROMs. Please see
“PCI Disk Units” on page 333 and “Internal Tape and CD-ROM” on page 345 for full
descriptions.

Internal Disk Units

e #4314 8.58 GB Disk Unit

#4317 8.58 GB 10k RPM Disk Unit
#4318 17.54 GB 10k RPM Disk Unit
#4324 17.54 GB Disk Unit

#4331 1.6 Gb Read Cache Device

Internal Tape and CD-ROM

e #4425 CD-ROM

e #4482 4 GB Y-inch Cartridge Tape
e #4483 16 GB %-inch Cartridge Tape
e #4486 25 GB %-inch Cartridge Tape

External Towers

The #5077 Migration Tower Il attaches to the Model SB2 via HSL (High Speed Link). Please
see “Expansion Towers” on page 211 for full descriptions.
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AS/400e server SB3

AS/400e server SB3 System Unit

A minimum functional server consists of the base server unit and selected priced features.
Included in the base server are the physical package and power elements, a DASD
controller, an 1/O controller, 16384 MB or 24576 MB of main storage and a #9771 Base PCI
2-Line WAN with Modem as follows:

e System Unit (CEC) and #9079 Base I/0O Tower

e Linecord Features (one for the system unit and one for the #9079)

* Clock Card (CCIN 25AA)

e Clock Daughter Card (CCIN 25AF)

e Terminator/Filler Card (CCIN 246C) (2X)—12 way only (processor #2316)
e Power

e Main Storage

— Main storage cards (CCIN 319A) are shipped as base with each SB3 (CCIN 319A is
128 Mb technology).

— The number of main storage cards shipped is determined by the processor selected.
— Processor #2316

8X 2048 MB Main Storage Cards (CCIN 319A) installed (16384 MB total)
— Processor #2318

12X 2048 MB Main Storage Cards (CCIN 319A1) installed (24576 MB total)

* #9737 Bus Expansion/Clock Card—16 HSL Ports (CCIN 25AD)
* PCl and CSP Card (CCIN 28AA)
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e Bus Adapter (CCIN 2681)
* Operator Panel (CCIN 247A)
* #9943 Base PCI IOP

— Provides support for #9748 Base PCI RAID Disk Unit Controller

Provides support for eight disk units, the required CD-ROM, and a feature internal
tape or a feature CD-ROM.

— Provides support for base Console/Workstation I0A

The configurator will determine which feature combinations will be on the order based
on the System Console specify—#5540 or #5544.

The following required features must be purchased:
* Processor (one must be specified)

— #2316 12-way processor (IStar) (10000 CPW)
— #2318 24-way processor (IStar) (16500 CPW)

* Integrated Disk Units

Device Parity Protection: All (0041) is the default for disk data protection but may be
removed. With processor #2316, a minimum of four and a maximum of six of the following
disk units must be on the order. If six of the 17.54 GB disk units are on the order, RAID or
mirroring is required to meet the maximum logical disk unit capacity limit. With processor
#2318, a minimum of four and a maximum of eight of the following disk units must be on
the order. If eight 17.54 GB disk units are on the order, RAID or mirroring is required to
meet the maximum logical disk unit capacity limit.

— #4314 - 8.58 GB Disk Unit

— #4317 - 8.58 GB 10k RPM Disk Unit
— #4318 - 17.54 GB 10k RPM Disk Unit
— #4324 - 17.54 GB Disk Unit

* Integrated CD-ROM
#4425 - CD-ROM
* System Console/Communications Adapter
— #5540 System Console on twinaxial workstation controller

o #4746 PCI Twinaxial IOA
e #9771 Base PCI 2-Line WAN with Modem

— #5544 System Console on Operations Console

* #0367 Operations Console PCI Cable
» #4745 PCI Two Line WAN I0A
* #9771 Base PCI 2-Line WAN with Modem
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* Uninterruptable Power Supply

The Model SB3 includes an internal battery that is automatically activated in the event of
utility power loss. The battery provides full operating power for a short time to all
components within the system unit, but not to any external components. This can allow
the system to run uninterrupted for a short time (30 seconds or less). For longer power
outages, the system will use the battery to attempt an orderly shutdown to avoid losing
data in main storage that is not written to disk. An external UPS is recommended to
protect the system unit and any external components against utility power outages.
Continuously Powered Mainstore (CPM) is not supported on the Model SB3. An external
UPS can allow the system to run uninterrupted for longer than thirty seconds when utility
power is lost. It can also maintain power long enough to ensure that the system
successfully completes a shutdown to avoid losing data.

The server SB3 is a Customer Setup system. Refer to “Customer Install Features (CIF)” on
page 229 for more information.

Card Technology

The new hardware completes the transition to PCI I/O architecture with the introduction of
PCI architecture in all the 8xx servers. This I/O structure enables customer setup of the
Model 820 and selected features on all models. It also enables Hot Plug PCI for adding and
replacing hardware without taking the server down.

With the implementation of new PCI technologies in the AS/400e server SB3 comes the
requirement for a better understanding of the configuration rules associated with the various
I/0 features of the AS/400 system. Prior AS/400 models required input/output processors
(IOPs) to be in specific slots in the system and expansion towers. If high performance in
particular areas was required, a single input/output adapter (IOA) may have been assigned to
a single IOP. This resulted in unassigned slots in the tower, wasting valuable slots. The Model
SB3 provides more flexibility in the placement of IOPs and IOAs. This results in more efficient
use of card slots, potentially resulting in a lower cost of implementation. Increased flexibility
of configuration also adds a degree of complexity to the configuration process.

The following functions do not have equivalent function PCI cards for the Model SB3:

e ASCII Adapter
e V.25 Autocall cable
e Select standby mode

PCI adapters also do not support X.21 switched WAN dialup or Shorthold Mode WAN.

The fundamental bus architecture of the AS/400 system is unchanged when using PCI
adapters. The AS/400 IOP continues to off load the main processor; isolate the host from
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adapter and network errors; and manage, configure, and service the adapters. PCI
architecture offers advantages in flexibility over non-AS/400 system structures.

Processor Features
#2316 Model SB3 Processor (IStar 12-way)

* Processor Capacity Card (CCIN 2316)
* Processor 0 (CCIN 245F)
* Processor 1 (CCIN 245E)

#2318 Model SB3 Processor (IStar 24-way)

* Processor Capacity Card (CCIN 2318)
* Processor 0 (CCIN 245F)
* Processor 1 (CCIN 245E)
* Processor 2 (CCIN 245E)
* Processor 3 (CCIN 245E)

Main Storage

All main storage on the Model SB3 is base. The amount of main storage is determined by the
processor option.

Power and Packaging

The Model SB3 includes an internal battery that is automatically activated in the event of
utility power loss. The battery provides full operating power for a short time to all components
within the system unit, but not to any external components. This can allow the system to run
uninterrupted for a short time (30 seconds or less). For longer power outages, the system will
use the battery to attempt an orderly shutdown to avoid losing data in main storage that is not
written to disk. An external UPS is recommended to protect the system unit and any external
components against utility power outages. Continuously Powered Mainstore (CPM) is not
supported on the Model SB3. An external UPS can allow the system to run uninterrupted for
longer than thirty seconds when utility power is lost. It can also maintain power long enough
to ensure that the system successfully completes a shutdown to avoid losing data.

System Power
* Power
— Processor side, 12 Way

* Bulks (1000 watt) (CCIN 5154) (Quantity four)
* Programmable Regulators (CCIN 2730) (Quantity eight)
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e Memory Control Regulator (CCIN 2716)

* Processor Regulators (CCIN 2714) (Quantity two)
e Charger

* Battery Pack

* SPCN Card (CCIN 285E)

* AC Power Supply Country Specific Usage

— Processor side, 24 Way

* Bulks (1000 watt) (CCIN 5154) (Quantity five)

* Programmable Regulators (CCIN 2730) (Quantity nine)
e Memory Control Regulator (CCIN 2716)

* Processor Regulators (CCIN 2714) (Quantity two)

e Charger

e Battery Pack

* SPCN Card (CCIN 285E)

* AC Power Supply Country Specific Usage

— Base I/O Tower (#9079)

* Bulks (765 Watt) (CCIN 515A) (Quantity two)
» Batteries (Quantity four)
e AC Input/Charger

#9079 Base I/0 Tower

The #9079 is the base I/O tower shipped on the Model SB3. The #9079 supports up to eight
disk units, up to 11 PCI I0As, and up to two removable media units.

Select two (any combination) of the following HSL cables:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

Select one of the following SPCN cables per tower:

e #1463 - 2m SPCN cable
e #1464 - 6m SPCN cable
e #1465 - 15m SPCN cable
e #1466 - 30m SPCN cable

Specify one line cord for the #9079 Base I/O Tower. Some countries offer fewer choices of
line cords and some countries are shipped a default line cord type.

One JTAG cable and one VPD-S cable are included with the #9079.
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The 9079 has a #9943 Base PCI IOP and a #9748 PCI RAID Disk Unit Controller. It also has
PCI slots for up 11 PCI I0As, space for up to 45 disk units (Maximum of eight disks on the
SB3), space for two removable media devices, one battery backup, and redundant/hot swap
power supplies.

The #9079 is capable of controlling Ultra2 SCSI disk units.

The 11 PCI IOAs are supported (driven) by the base #9943 PCI IOP and by feature #2843
PCI IOPs or feature #2790 Integrated Netfinity Servers.

The mounting for the eight disk units is included in the #9079 (base).

The #9079 also supports up to two removable media devices (internal tape or CD-ROM).
These removable media devices are supported by the #9748.

#5150 Battery Backup (external)

The #5150 is an external battery backup that when used in conjunction with the internal
battery backup is capable of extending the battery backup time on Models 840 and SB3.

The Model SB3 is based on the Model 840. For system diagrams, see “AS/400e server 840”
on page 177.

I/0 Processor and I/O Adapter Support

The following list shows the supported IOPs and IOAs. Please see “I/O Processor” on
page 241 and “I/O Adapter” on page 253 for full descriptions.

—— Note

PCI configuration rules for V4R5 hardware are quite flexible. Please see “PCI Card
Placement Rules” on page 279 for complete rules.

LAN/WAN/Workstation I0As

» #2743 PCIl 1 Gbps Ethernet IOA

» #2744 PCIl 100 Mbps Token Ring I0A
* #4723 PCI 10 Mbps Ethernet IOA

* #4745 PCIl Two Line WAN IOA

e #4746 PCI Twinaxial IOA

* #4750 PCI ISDN BRI U IOA

* #4751 PCI ISDN BRI S/T IOA

» #4761 PCI Integrated Analog Modem
e #4801 PCI Cryptographic Coprocessor
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e #4815 PCIl 155 Mbps UTP OC3 ATM IOA
e #4816 PCI 155 Mbps MMF ATM IOA

e #4818 PCI 155 Mbps SMF ATM I0A

» #4838 PCl 100/10 Mbps Ethernet IOA

e #9771 Base PCI 2-Line WAN with Modem

Internal Disk Unit Controllers

e #9748 Base PCI RAID Disk Unit Controller
e #9767 Base PCI Disk Unit Controller

Magnetic Media Controllers

* #2749 PCI Ultra Magnetic Media Controller
» #2768 PCIl Magnetic Media Controller

I/0 Processors

* #2843 PCI IOP (64 MB)
» #2790 PCI Integrated Netfinity Server
* #9843 Base PCI IOP

AS/400e server SB3

Internal Disk, Tape, and CD-ROM Support

The following list shows the supported internal disks, tape drives and CD-ROMs. Please see
“PCI Disk Units” on page 333 and “Internal Tape and CD-ROM” on page 345 for full

descriptions.

Internal Disk Units

e #4314 8.58 GB Disk Unit

e #4317 8.58 GB 10k RPM Disk Unit
e #4318 17.54 GB 10k RPM Disk Unit
e #4324 17.54 GB Disk Unit

e #4331 1.6 Gb Read Cache Device

Internal Tape and CD-ROM

e #4425 CD-ROM

e #4482 4 GB Y-inch Cartridge Tape
e #4483 16 GB %-inch Cartridge Tape
e #4486 25 GB %-inch Cartridge Tape
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External Towers

The #5077 Migration Tower Il attaches to the Model SB3 via HSL (High Speed Link). Please
see “Expansion Towers” on page 211 for full a description.
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Towers

To house components beyond the capability of the system unit, towers are added. Expansion
and migration towers are offered for new or migrated features respectively.

Expansion Towers

#5101 30-Disk Expansion Feature

The #5101 is a disk unit expansion enclosure feature for the #5074 Expansion Tower, the
#9074 Base I/O Enclosure and the #9079 Base 1/0O Tower. The #5101 includes two 15 disk
unit enclosures, one 765-watt power supply, backplanes, and cables. One #4748 PCI RAID
Disk Unit Controller is required to support the 15 disk units in each of the two disk unit
enclosures included with #5101. Two #4748 PCI RAID Disk Unit Controllers are required to
support 30 disk units.

#5057 Storage Expansion Unit

The #5057 provides space for up to 16 disk units on the #5077 Migration Tower II. The #5057
is shipped on new order #5077s when migrating from a Model 640, S30, or 730, which does
not have a #5055. When migrating from a Model 640, S30, or 730, which have a #5055, the

#5055 is converted to a #5057.

#5075 PCI Expansion Tower

The #5075 is attached to Models 270 and 820 for adding up to six disk units and up to seven
PCI I0As. The #5075 has a 32 MB PCI IOP (CCIN 284B) embedded on the backplane and
feature #2842 (when attached to a Model 270), or the #2843 (when attached to a Model 820)
PCI I0OPs may be added. A #4748 PCI RAID Disk Unit Controller or a #2763 PCIl RAID Disk
Unit Controller may be installed to control the disk units.

For Model 270, select two (any combination) of the following HSL cables:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable

For the Model 820, if this is the first or only tower on the HSL loop, select two (any
combination) of the following HSL cable features for this tower. If other towers already exist
on the HSL loop, select one or two (select two if one of the existing HSL cables is too short),
any combination, of the following HSL cable features per tower:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable
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At least one of the HSL cables for the Model 820 must be either the #1460 or #1461. The
#1462 15m HSL cable can only be used on HSL port A1 of the Model 820 to directly connect
Migration Towers #5033, #5034, or #5035. The #1462 15m HSL cable can be used on all HSL
ports of the Models 830 and 840.

Select one of the following SPCN cables:

e #1463 - 2m SPCN cable
e #1464 - 6m SPCN cable
e #1465 - 15m SPCN cable

The #5075 is capable of controlling Ultra2 SCSI disk units, and a maximum of one disk unit
controller is allowed within a #5075.

On new orders, specify one line cord with each #5075 PCI Expansion Tower.

Note: Some countries offer fewer choices of line cords, and some countries are shipped a
default line cord type. Marketing configurators are to default to the line cord type of the
system, if the system unit line cord type is not the #1413.

The #5156 may be specified to add an additional 575-watt power supply for redundancy and
an additional cooling fan.

Marketing configurators default a #5156 for the #5075 on any Model 820 that contains a
#5155. The #5156 is not mandatory and can be removed.

When the #5075 is attached to the Model 270, the seven PCI IOAs are supported (driven) by
an embedded 32 MB PCI IOP and by feature #2842 PCI IOPs or feature #2890 Integrated
Netfinity Servers.

When the #5075 is attached to the Model 820, the seven PCI IOAs are supported (driven) by
an embedded 32 MB PCI IOP and by feature #2843 PCI IOPs or feature #2790 Integrated
Netfinity Servers.

#5075s are not allowed to migrate on Model 820 upgrades to Model 830.
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#5075 PCI Expansion Tower

Multi-Adapter Bridge

Bus Numb
/ us Number
V-
# PCI Cards Slots
OP Panel OP Panel ~ [7.810A snon_| C08 [PCI Short
Multi- 5.6 IOP/IOA Note 1 C07 |PCI e
Biae’ |34 1OP/IOA C06 |PCI Adapter
Fan Fan Boundary |1,2 IOP/IOA/Int. Netfinity Svr. co5 |PCI By
#o156 #o156 " Geiomion vz | |cos poi ||
ote
B02 B02 5,6 1OP/IOA co3 [pci
3,4 IOA/IOA/Int. Netfinity Svr. co2 [pCi
Fan Fan 2 DISK I0A co1 [DISK IOA
BO1 BO1 1 Embedded IOP EMBED | PCI
575W 575W
Power Supply Power Supply
Disk Unit #5156 #5156
Cage PO2 PO2
DISK SLOTS 575w 575W
| | | | |
P
gggggg| | om Yot | Rot
- N wWwWh oo
Front Right Back

Legend . .
Unavailable if
Base Feature Required Feature Integrated Netfinity
Server is installed

Note 1: If CO5 has an Integrated Netfinity Server, Note 2: If CO2 has an Integrated Netfinity Server,
slot CO6 is unavailable, and slot CO7 is available slot C03 is not available and slot C04 is available
only as a short slot. only as a short slot.

#5156 Redundant Power and Cooling

#5156 adds an additional 575-watt power supply for redundancy and an additional cooling fan
to the #5075 PCI Expansion Tower, which attaches to Models 270 and 820.

Marketing configurators default, on a Model 820, a #5156 for any added #5075 when the
system unit contains a #5155. If a #5155 is ordered as an MES, to an existing Model 820,
default one #5156 for each #5075 present or ordered. The #5156s are not mandatory and
can be removed from an order.
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#5074 PCI Expansion Tower

The #5074 is attached to Models 820, 830 and 840 for adding up to 45 disk units, up to 11
PCI I0A and up to two removable media units. The #5074 includes #9691 bus adapter to
provide the HSL interface to the system. Configurator adds #9691 to the order.

Marketing configurators specify the #5074 over the #5075 and the #5079 when a PCI
Expansion Tower is required.

Select two (any combination) of the following HSL cables for the first tower of an HSL loop.
For additional towers on an HSL loop, select one HSL cable per tower.

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

Select one of the following SPCN cables per tower:

#1463 - 2m SPCN cable
#1464 - 6m SPCN cable
#1465 - 15m SPCN cable
#1466 - 30m SPCN cable

#5074 has a #9943 Base PCI IOP. It also has PCI slots for up to 11 PCI IOAs, space for up to
45 disk units (15 are “base”, 30 additional with #5101), space for two removable media
devices, one battery backup, and redundant/hot swap power supplies.

#5074 is capable of controlling Ultra2 SCSI disk units.
The #5074 PCIl Expansion Tower supports one 32-bit and seven 32/64-bit PCI slots.
On new orders, select one line cord with each #5074 PCl Expansion Tower.

Note: Some countries offer fewer choices of line cords and some countries are shipped a
default line cord type.

The 11 PCI I0As are supported (driven) by feature #2843 PCI IOP(s), #9943 Base PCI I0OP,
or Feature #2790 Integrated Netfinity Servers.

The mounting for the first 15 disk units is included in the #5074 (base). The mounting for the
next 30 disk units is optional by ordering feature code #5101 30 Disk Expansion Feature.

The #5074 also supports up to two removable media devices (internal tape or CD-ROM).
These removable media devices are supported by the same #4748 PCI RAID Disk Unit
Controller, which supports the first set of 15 disk units.
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#5074 PCI Expansion Tower
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#5077 Migration Tower Il

The #5077 is a feature 1/0 tower, which supports SPD I/0 cards and attaches SPD Expansion
Towers and #5065/#5066 PCl Expansion Towers. The #5077 is supported on Models 830,
840, SB2, and SB3.

The #5077 may be ordered to support clustering on Models 830, 840, SB2, and SBS3. In this
case the #5077 is shipped as a manufactured unit with a base CD-ROM and a base optical
link card (CCIN 2696). When ordered on a Model 830 or 840, the marketing configurator
defaults a #5057 16 Disk Unit Storage Expansion Unit on the order, which may be removed if
the customer does not want it. When attached to a Model SB2 or SB3, disk units may not be
installed in the #5077 (or #5057).

One or two #2695 Optical Bus Adapter features may be ordered for the #5077.

Select one of the following HSL cables if the #5077 has just the base optical link card
installed. Select two (any combination) of the following HSL cables if the #5077 has one or
two #2695 Optical Bus Adapters installed:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

Select one of the following SPCN cables per tower:

#1463 - 2m SPCN cable
#1464 - 6m SPCN cable
#1465 - 15m SPCN cable
#1466 - 30m SPCN cable

One JTAG-C cable (6m) is included with the #5077.

If the #5077 is a manufactured unit, select one line cord with each #5077 Migration Tower Il. If
the #5077 is converted from a #9251, a line cord is not required to be selected since the line
cord from the #9251 may be used. However, a line cord may be selected on a #9251 to #5077
conversion if the line cord type is to be changed.

Note: Some countries offer fewer choices of line cords, and some countries are shipped a
default line cord type.

#5077 is mutually exclusive with #5033, #5034, and #5035.
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#5077 Migration Tower Il
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Base Feature

#5079 1.8M 1/0 Tower

The #5079 is attached to Models 820, 830, and 840 for adding up to 90 disk units, up to 22
PCI 10As, and up to four removable media units. The #5079 includes two #9691 Bus
Adapters, which provide the HSL interface to the system (configurator adds two #9691s to the
order). The #5079 1.8M I/O Tower reports to the system as two CCIN 5079s.
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#5079 is essentially two #5074 PCI Expansion Towers, with side covers and casters removed,
placed in a 1.8M tower. Each ordered #5079 counts as two #5074s towards the system model
maximums.

The upper and lower enclosures (#5074s) in the #5079 are not connected with an HSL cable.
If both enclosures of the #5079 are to be placed in the same HSL loop, a #1460 3m Copper
HSL cable must be ordered to connect the upper and lower enclosures.

The #5074 is the default when a PCI IOP or IOA is ordered that requires a PCI expansion
unit. The #5079 may be specified on the extra controllers screen. For each #5079 ordered, a
quantity of two #0574 (#5074 Equivalent) specify codes is added to the order. If a #5079 is to
be shared between two systems, one #0574 must be removed from the original ordering
system and added to the sharing system, using an RPO (Record Purpose Only) change.

Select two to four (any combination) of the following HSL cables for each additional tower:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

Select two of the following SPCN cables per tower:

e #1463 - 2m SPCN cable
e #1464 - 6m SPCN cable
e #1465 - 15m SPCN cable
e #1466 - 30m SPCN cable

#5079 has two #9943 Base PCI I0Ps, PCI slots for up to 22 PCI I0As, and space for up to 90
disk units. The #5079 is capable of controlling Ultra2 SCSI disk units.

On new orders, select two line cords with each #5079 1.8M I/O Tower. Some countries offer
fewer choices of line cords, and some countries are shipped a default line cord type.

The #5079 also supports up to four removable media devices (internal tape or CD-ROM).
These removable media devices are supported by the two #4748 PCI RAID Disk Unit
Controllers which support the first two groups of 15 disk units.

Co-requisite: Two #0574 specify features must be ordered for the tower initial order.
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#5079 PCI Expansion Tower
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#7002 HSL Enabler

The #7002 is a feature High Speed Link (HSL) internal flex cable, which enables connection
to a #5075 PCI Expansion Tower. It is only orderable on the Model 270 with processor #2248,
#2250, and #2422.

This cable connects the processor via a right angle bus connector to the back of the machine.
Two HSL cables (#14XX) are required to connect the system unit to the expansion tower.

On processor upgrades from #2248, #2250, or #2422 to other processor features, marketing
configurators RPO remove the #7002 to remove this feature from the inventory records.

#7104 System Unit Expansion

The #7104 is a feature system unit expansion that allows up to an additional 12 disk units to
be added to the Model 270. The #7104 has no PCI card slots and no removable media slots.

The #7104 comes with support for six disk units standard and requires a #7123 when
installing over six disk units.

The #7104 disk units are driven by a disk unit controller located in the system unit.
One line cord must be ordered with the #7104.

The #7104 does not attach to the HSL interface.

Maximum of one #7104 per Model 270.

There is a prerequisite of a #7133 on processors #2248, #2250, and #2422.

#7123 DASD Expansion Unit

The #7123 is a concurrent maintenance DASD 6 Position expansion feature, which may be
ordered to support an additional six disk units (for a total of 12) in the #7104 on the Model
270.

The prerequisite is a #7104 on the Model 270 and two #2763s or one #4748 in the Model 270
system unit.

#7127 DASD Expansion Unit

The #7127 is a concurrent maintenance DASD 6 Position expansion feature, which may be
ordered to support an additional six disk units (for a total of 12) in the Model 820 system
unit/CEC.

The prerequisite is one #2763 or #4748 disk unit controller in the Model 820 system unit and
the #5157 Feature Power Supply.
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#7133 DASD Concurrent Maintenance Cage

The #7133 is a DASD 6-Pack cage that may be ordered for the Model 270 with processors
#2248, #2250, and #2422. The #7133 enables disk unit concurrent maintenance and
replaces the standard non-concurrent maintenance DASD 6-Pack cage.

On processor upgrades from #2248, #2250, #2422 to #2252, #2253, #2423, #2424, RPO
remove the #7133. These processor upgrade paths are “roll-in/roll-out” system upgrades and
the new system unit comes standard with a concurrent maintenance disk unit cage.

Note: #7133 is a prerequisite for a #7104 on processors #2248, #2250, and #2422.

Migration Towers

#5033 Migration Tower | (600/S10 System Unit)

#5033 is a converted 600/S10 system unit/CEC tower used for migrating existing PCI cards,
existing disk units, and existing removable media devices. Additional “pre-V4R5” features
may be ordered to use vacant card/device slots in this tower. “V4R5 only” feature cards and
internal devices are not allowed in this tower.

This feature is for upgrade migrate purposes only and cannot be ordered separately.
The #5033 can only attach to Models 820 and 830.
There is a maximum of one #5033 on a Model 820 and 830.

Select two of the following (any combination) HSL cable features for this tower:

e #1460 - 3m Copper HSL Cable
e #1461 - 6m Copper HSL Cable
e #1462 - 15m Copper HSL Cable

At least one of the HSL cables for the Model 820 must be either the #1460 or #1461. The
#1462 15m HSL cable can only be used on HSL port A1 of the Model 820 to directly connect
Migration Towers #5033, #5034, or #5035. The #1462 15m HSL cable can be used on all HSL
ports of the Models 830 and 840.

Select one of the following SPCN cables:

#1463 - 2m SPCN Cable
#1464 - 6m SPCN Cable
#1465 - 15m SPCN Cable
#1466 - 30m SPCN Cable

One JTAG-E cable (6m) is included with the #5033.
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The existing system unit line cord should be used. Available line cord options are identified in
the AS/400e System Builder, SG24-2155.

#5033 is mutually exclusive with #5034, #5035, and #5077.

#5034 Migration Tower | (10 Disk S20/620, 720 System)

The #5034 is a converted 620/S20/720 (with only 10 possible internal CEC disk unit
positions) system unit tower and any existing #5064 or #9364 expansion unit, used for
migration of existing PCI/SPD cards, existing disk units, and existing removable media
devices, along with any attached PCI/SPD towers. Additional “pre-V4R5” features may be
ordered to use vacant card or device slots in the converted CEC and expansion unit and in
any attached PCI/SPD tower. “V4R5 only” feature cards and internal devices are not allowed
in the converted CEC tower, the expansion unit, or any of the attached PCI/SPD towers.

This feature is for upgrade migrate purposes only and cannot be ordered separately.
The #5034 can only attach to Models 820 and 830.
There is a maximum of one #5034 on a Model 820 and 830.

Attaching additional PCI/SPD towers to the #5034 after migrating to the Model 820 is not
allowed.

Select two of the following (any combination) HSL cable features for this tower:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

At least one of the HSL cables for the Model 820 must be either the #1460 or #1461. The
#1462 15m HSL cable can only be used on HSL port A1 of the Model 820 to directly connect
Migration Towers #5033, #5034, or #5035. The #1462 15m HSL cable can be used on all HSL
ports of the Models 830 and 840.

Select one of the following SPCN cables:

#1463 - 2m SPCN cable
#1464 - 6m SPCN cable
#1465 - 15m SPCN cable
#1466 - 30m SPCN cable

One JTAG-E cable (6m) is included with the #5034.

The existing system unit/CEC line cord should be used. Available line cord options are
identified in the AS/400e System Builder, SG24-2155.

222  AS/400e System Handbook



Towers

#5034 is mutually exclusive with #5033, #5035, and #5077.

#5035 Migration Tower | (15 Disk S20/620, 720 System)

The #5035 is a converted 620, S20, or 720 (with 15 possible internal CEC disk unit positions)
system unit/CEC tower and any existing #5064 or #9364 expansion unit, used for migration of
existing PCI/SPD cards, existing disk units and existing removable media devices, along with
any attached PCI/SPD towers. Additional “pre-V4R5” features may be ordered to use vacant
card/device slots in the converted CEC and expansion unit and in any attached PCI/SPD
tower. “V4R5 only” feature cards and internal devices are not allowed in the converted CEC
tower, the expansion unit, or any of the attached PCI/SPD towers.

This feature is for upgrade migrate purposes only and cannot be ordered separately.
The #5035 can only attach to Models 820 and 830.
There is a maximum of one #5035 on a Model 820 and 830.

Attaching additional PCI/SPD towers to the #5035 after migrating to the Model 820 is not
allowed.

Select two of the following (any combination) HSL cable features for this tower:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

At least one of the HSL cables for the Model 820 must be either the #1460 or #1461. The
#1462 15m HSL cable can only be used on HSL port A1 of the Model 820 to directly connect
Migration Towers #5033, #5034, or #5035. The #1462 15m HSL cable can be used on all HSL
ports of the Models 830 and 840.

Select one of the following SPCN cables:

#1463 - 2m SPCN cable
#1464 - 6m SPCN cable
#1465 - 15m SPCN cable
#1466 - 30m SPCN cable

One JTAG-E cable (6m) is included with the #5035.

The existing system unit/CEC line cord should be used. Available line cord options are
identified in the AS/400e System Builder, SG24-2155.

#5035 is mutually exclusive with #5033, #5034, and #5077.
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#5057 Storage Expansion Unit

The #5057 provides space for up to 16 disk units on the #5077 Migration Tower II. The #5057
is shipped on new order #5077s when migrating from a Model 640, S30, or 730, which does
not have a #5055. When migrating from a Model 640, S30, or 730, which has a #5055, the
#5055 is converted to a #5057.

#5077 Migration Tower Il

#5077 is a feature 1/0O tower, which supports SPD I/O cards and attaches SPD Expansion
Towers and #5065/#5066 PCI Expansion Towers. The #5077 is supported on Models 830 and
840, SB2, and SB3.

When upgrading from a Model 640, S30, or 730 to a Model 830 or 840, the #5077 is a
manufactured unit and is shipped without a base CD-ROM and without a base optical link
card (CCIN 2696).

If upgrading from a Model 640, S30, or 730 without a #5055 8 Disk Unit Storage Expansion

Unit installed, by default the #5077 is shipped with a #5057 16 Disk Unit Storage Expansion
Unit. The #5057 may be removed from the order. If upgrading from a Model 640, S30, or 730
with #5055 installed, a #5055 to #5057 conversion is performed.

When upgrading from a Model 650, S40, or 740, the #9251 Base I/O Tower on these models
is converted to the #5077.

When upgrading from a Model 820 or 830 with #5034 or #5035 Migration Tower I, which has
SPD cards or SPD towers attached, the #5077 is a manufactured unit and is shipped without
a base CD-ROM and with a base optical link card (CCIN 2696).

One or two #2695 Optical Bus Adapters features may be ordered for the #5077.

Select one of the following HSL cables if the #5077 has just the base optical link card
installed. Select one or two (any combination) of the following HSL cables if the #5077 has
one or two #2695 Optical Bus Adapters installed.

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

Select one of the following SPCN cables per tower:

#1463 - 2m SPCN cable
#1464 - 6m SPCN cable
#1465 - 15m SPCN cable
#1466 - 30m SPCN cable

One JTAG-C cable (6m) is included with the #5077.
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If the #5077 is a manufactured unit, select one line cord for each #5077 Migration Tower II. If
the #5077 is converted from a #9251, a line cord is not required to be selected, as the line
cord from the #9251 may be used. However, a line cord may be selected on a #9251 to #5077
conversion if the line cord type is to be changed. Available line cord options are identified in
the AS/400e System Builder, SG24-2155.

#5077 is mutually exclusive with #5033, #5034, and #5035.

SPD Expansion Towers

The Expansion Towers and Unit in the following table can attach to the Model 8xx via #5034
or #5035, and #5077 Migration Towers.

Feature Description Prerequisites
#5043 Prlmary rack converted to secondary rack _
(migrated)
#5044 System Unit Expansion Rack (migrated) Optical Link Processor (OLP) Card #2686
. . #5143 and #5072 pr #5082 and one of
#5082 Storage Expansion Unit #6502, #6512, #6530, #6532, #6533
. . #5073 or #5083 and one of #6502, #6512,
#5058 Storage Expansion Unit #6530, #6532, #6533
) One port on #2688 OLP card in a #5077 orin
#5065 Storage/PCI Expansion Tower #9364 System Unit Expansion
#5072 1063M System Unit Expansion One port on #2688 OLP card in a #5077 orin
Tower #9364 System Unit Expansion
#5073 1063M System Unit Expansion One port on #2688 OLP card in a #5077 orin
Tower #9364 System Unit Expansion
. . One of #6502, #6512, #6530, #6532, #6533
#5082 1063M System Unit Expansion and One port on #2688 OLP card in #9364
Tower . .
System Unit Expansion
#5083 1063M System Unit Expansion See #5082

Full details on these racks and towers can be found beginning with “Expansion Towers” on
page 211.
SPD Expansion Tower I/O Features

#2686 Optical Link Processor (266 Mps)

This feature is used for attaching #5044. One #2686 is required per #5044. It requires an
Optical Link Processor position in the #9329 or #9331.
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#2688 Optical Link Processor (1063 Mps)

This feature is used for attaching #5065, #5072, #5082, #5073, and #5083 Expansion
Towers. One can attach two towers. It requires an Optical Link Processor position on the
#9329/#9330, #9331, or #5077.
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Customer Install Features (CIF)

Customer Install Features (CIF)

Many AS/400e models are designated as Customer Setup (CSU). Many features for the
current AS/400e product line are Customer Install Features (CIF). CIF/CSU designations
provide the customer with flexibility in installing new AS/400e servers and adding new
features to installed systems. Customers can schedule installations to minimize the
disturbance to their business operations.

MES (Miscellaneous Equipment Specification) is an IBM term for IBM-supplied changes to an
installed or on-order system. On MES orders that include a mix of IBM install and CIF
features, the customer may choose to have the IBM service representative install all the
features (including those designated as CIF). On MES orders where all features are CIF, the
customer can install all the features.

The customer is responsible for the installation of external cables, displays, printers, and
modems. IBM service personnel can perform these activities for a charge.

IBM installation for CSU and CIF units is available for a charge under normal service
contracts.

V4R5 Features

The following table lists the new feature codes for V4RS5, to identify which V4R5 based
processor it applies to, and whether it is a CIF feature.

The columns in the following table contain:

e The feature code
e The 28 character priced feature description.
* |f the feature is a “Customer Install Feature” (Y) or a “Installed by IBM Feature” (N).
e The various models and how the features are supported in the Price File using the letters
that are defined as follows:
— B: Plant or MES installation
— M: MES install only (this feature is available for field installation only)
— P: Plant install only (this feature is available on new system orders only)
— S: Supported only. This feature may be migrated as part of a model upgrade, but
additional quantities cannot be ordered.
* Announce Release: The OS/400 version/release in which the feature code was
announced.
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Feat Model Annc
Code
Description CIF 270 820 830 840 SB2 SB3 Rel

0120 7210-020 Attachment - B B B B B B V4R5
0223 100 Mbps Token-Ring Specify - B B B B B B V4R5
0224 100/10 Mbps Ethernet Specify - B B B B B B V4R5
0574 5074 Equivalent Specify - B B B V4R5
1010 Modem Cable-Austria Y B B B B B B V4R5
1011 Modem Cable-Belgium Y B B B B B B V4R5
1012 Modem Cable-Africa Y B B B B B B V4R5
1013 Modem Cable-Israel Y B B B B B B V4R5
1014 Modem Cable-Italy Y B B B B B B V4R5
1015 Modem Cable-France Y B B B B B B V4R5
1016 Modem Cable-Germany Y B B B B B B V4R5
1017 Modem Cable-UK Y B B B B B B V4R5
1018 Modem Cable-Iceland/Sweden Y B B B B B B V4R5
1019 Modem Cable-Australia Y B B B B B B V4R5
1020 Modem Cable-HK/NZ Y B B B B B B V4R5
1021 Modem Cable-Fin/Nor Y B B B B B B V4R5
1022 Modem Cable-Netherlands Y B B B B B B V4R5
1023 Modem Cable-Swiss Y B B B B B B V4R5
1024 Modem Cable-Denmark Y B B B B B B V4R5
1025 Modem Cable-US/Canada Y B B B B B B V4R5
1408 4.3m 200V/16A Pwr Cd ltaly Y B B B B V4R5
1409 4.3m 200V/16A Pwr Cd AU/NZ Y B B B B V4R5
1410 200V 6-ft Line Cord Y B B B B B B V4R5
1411 200V 14-ft Line Cord Y B B B B B B V4R5
1412 125V 6-ft Line Cord Y B B V4R5
1413 125V 14-ft Line Cord Y B B M V4R5
1414 200V 6-ft Locking Line Cord Y B B B B B B V4R5
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Feat Model Annc

Code
Description CIF 270 820 830 840 SB2 SB3 Rel

1415 200V 6-ft Wirtght Line Cord Y B B B B B B V4R5
1416 200V 14-ft Locking Line Cord Y B B B B B B V4R5
1417 200V 14-ft Wtrtght Line Cord Y B B B B B B V4R5
1418 4.3m 200V/16A Pwr Cd S Afric Y B B B B V4R5
1419 4.3m 200V/16A Pwr Cd Israel Y B B B B V4R5
1420 4.3m 200V/16A Pwr Cd EU/Asia Y B B B B V4R5
1421 4.3m 200V/16A Pwr Cd CH/DK Y B B B B V4R5
1423 200V 6-ft Upper Line Cord Y M M M V4R5
1424 200V 6-ft Locking Line Cord Y B B V4R5
1425 200V 6-ft Wirtght Line Cord Y B B V4R5
1426 200V 14-ft Locking Line Cord Y B B V4R5
1427 200V 14-ft Wtrtght Line Cord Y B B V4R5
1428 200V 6-ft Upper Locking Cord Y M M M V4R5
1429 200V 6-ft Upper Wirtght Cord Y M M M V4R5
1438 4.3m 200V/10A Pwr Cd AU/NZ Y B B M V4R5
1439 4.3m 200V/10A Pwr Cd EU/Asia Y B B M V4R5
1440 4.3m 200V/10A Pwr Cd Denmark Y B B B V4R5
1441 4.3m 200V/10A Pwr Cd S Afric Y B B B V4R5
1442 4.3m 200V/10A Pwr Cd Swiss Y B B B V4R5
1443 4.3m 200V/10A Pwr Cd UK Y B B B V4R5
1444 4.3m 200V/10A Pwr Cd ltaly Y B B B V4R5
1445 4.3m 200V/10A Pwr Cd Israel Y B B B V4R5
1446 4.3m 200V/30A Pwr Cd Korea Y B B V4R5
1447 4.3m 200V/24A Pwr Cd AU Y B B V4R5
1448 4.3m 200V/10A Pwr Cd NZ Y B B V4R5
1449 4.3m 200V/32A Pwr Cd EU 1-PH Y B B V4R5
1450 4.3m 200V/16A Pwr Cd EU 2-PH Y B B V4R5
1451 200V 6-ft Line Cord Y B B B B V4R5
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1452 200V 14-ft Line Cord Y B B B B V4R5
1453 200V 6-ft Locking Line Cord Y B B B B V4R5
1454 200V 14-ft Locking Line Cord Y B B B B V4R5
1455 200V 6-ft Wirtght Line Cord Y B B B B V4R5
1456 200V 14-ft Wtrtght Line Cord Y B B B B V4R5
1457 200V 6-ft Upper Line Cord Y B B B V4R5
1458 200V 6-ft Upper Locking Cord Y B B B V4R5
1459 200V 6-ft Upper Wirthgt Cord Y B B B V4R5
1460 3m HSL Cable Y B B B B B B V4R5
1461 6m HSL Cable Y B B B B B B V4R5
1462 15m HSL Cable Y B B B B B V4R5
1463 2m SPCN Cable Y B B B B B B V4R5
1464 6m SPCN Cable Y B B B B B B V4R5
1465 15m SPCN Cable Y B B B B B B V4R5
1466 30m SPCN Cable Y B B B B B B V4R5
1476 4.3m 250V/12A Pwr Cd UK Y B B B B V4R5
1516 Interactive Capacity Card N P V4R5
1517 Interactive Capacity Card N B V4R5
1518 Interactive Capacity Card N B V4R5
1519 Interactive Capacity Card N B V4R5
1520 Interactive Capacity Card N B V4R5
1521 Interactive Capacity Card N B V4R5
1522 Interactive Capacity Card N B V4R5
1523 Interactive Capacity Card N B V4R5
1524 Interactive Capacity Card N B V4R5
1525 Interactive Capacity Card N B V4R5
1526 Interactive Capacity Card N B V4R5
1527 Interactive Capacity Card N B V4R5
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1531 Interactive Capacity Card N B V4R5
1532 Interactive Capacity Card N B V4R5
1533 Interactive Capacity Card N B V4R5
1534 Interactive Capacity Card N B V4R5
1535 Interactive Capacity Card N B V4R5
1536 Interactive Capacity Card N B V4R5
1537 Interactive Capacity Card N B V4R5
1538 Interactive Capacity Card N B V4R5
1541 Interactive Capacity Card N B V4R5
1542 Interactive Capacity Card N B V4R5
1543 Interactive Capacity Card N B V4R5
1544 Interactive Capacity Card N B V4R5
1545 Interactive Capacity Card N B V4R5
1546 Interactive Capacity Card N B V4R5
1547 Interactive Capacity Card N B V4R5
2248 Model 270 Processor N P V4R5
2250 Model 270 Processor N B V4R5
2252 Model 270 Processor N B V4R5
2253 Model 270 2 Way Processor N B V4R5
2315 Model SB2 8 Way Processor N P V4R5
2316 Model SB3 12 Way Processor N P V4R5
2318 Model SB3 24 Way Processor N B V4R5
2395 Model 820 Processor N B V4R5
2396 Model 820 Processor N B V4R5
2397 Model 820 2 Way Processor N B V4R5
2398 Model 820 4 Way Processor N B V4R5
2400 Model 830 2 Way Processor N B V4R5
2402 Model 830 4 Way Processor N B V4R5
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2403 Model 830 8 Way Processor N B V4R5
2418 Model 840 12 Way Processor N B V4R5
2420 Model 840 24 Way Processor N B V4R5
2422 Dedicated Domino Processor N P V4R5
2423 Dedicated Domino Processor N B V4R5
2424 Dedicated Domino 2 Way Proc N B V4R5
2425 Dedicated Domino Processor N P V4R5
2426 Dedicated Domino 2 Way Proc N B V4R5
2427 Dedicated Domino 4 Way Proc N B V4R5
2743 PCI 1 Gbps Ethernet IOA Y B B B B B B V4R5
2744 PCI 100 Mbps Token Ring IOA Y B B B B B B V4R5
2749 PCI Ultra Mag Media Ctlr Y B B B B B B V4R5
2763 PCI RAID Disk Unit Ctlr Y B B V4R5
2768 PCI Magnetic Media CtlIr Y B B B B B B V4R5
2790 PCI Integ Netfinity Server N B B B B B V4R5
2795 128 MB Netfinity IOP Memory N B B B B B V4R5
2796 256 MB Netfinity IOP Memory N B B B B B V4R5
2797 1 GB Netfinity IOP Memory N B B B B B V4R5
2842 2842 PCI IOP Y B V4R5
2843 2843 PCI IOP Y B B B B B V4R5
2881 Main Storage Expansion N B V4R5
2884 Main Storage Expansion y B B V4R5
2890 PCI Integ Netfinity Server Y B V4R5
2895 128 MB Netfinity IOP Memory Y B V4R5
2896 256 MB Netfinity IOP Memory Y B V4R5
2897 1 GB Netfinity IOP Memory Y B V4R5
3000 Migrated 128 MB Main Storage - M M V4R5
3005 512 MB Main Store Y B V4R5
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3022 128 MB Main Storage Y B V4R5
3024 256 MB Main Storage Y B V4R5
3025 512 MB Main Store Y B V4R5
3026 512 MB Main Store Y B V4R5
3062 128 MB Main Storage N B V4R5
3064 256 MB Main Storage N B V4R5
3065 512 MB Main Store N B V4R5
3195 4096 MB Main Store N B V4R5
3196 8192 MB Main Store N B V4R5
3197 1024 MB Main Storage N B V4R5
3198 2048 MB Main Storage N B V4R5
4525 CD-ROM Y B B V4R5
4582 4 GB %-Inch Cartridge Tape Y B B V4R5
4583 16 GB %-Inch Cartridge Tape Y B B V4R5
4586 25 GB Y%-Inch Cartridge Tape Y B B V4R5
4723 PCI 10Mbps Ethernet IOA Y B B B B B B V4R5
4745 PCI WAN I0A Y B B B B B B V4R5
4746 PCI Twinaxial Workstn IOA Y B B B B B B V4R5
4748 PCI RAID Disk Unit Ctlr Y B B B B V4R5
4750 PCI ISDN BRI U I0A Y B B B B B B V4R5
4751 PCI ISDN BRI S/T IOA Y B B B B B B V4R5
4761 PCI Integrated Analog Modem Y B B B B B B V4R5
4801 PCI Crypto Coprocessor Y B B B B B B V4R5
4802 PCI Crypto Coprocessor N M M M V4R5
4815 PCI 155 Mbps UTP OC3 ATM Y B B B B B B V4R5
4816 PCI 155 Mbps MMF ATM Y B B B B B B V4R5
4818 PCI 155 Mbps SMF OC3 ATM Y B B B B B B V4R5
4838 PCI 100/10 Mbps Ethernet IOA Y B B B B B B V4R5
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5027 Software Version V4R5 - B B B B B B V4R5
5033 Migration Tower | N M S V4R5
5034 Migration Tower | N M M V4R5
5035 Migration Tower | N M M V4R5
5074 PCI Expansion Tower Y B B B V4R5
5075 PCI Expansion Tower Y B B V4R5
5077 Migration Tower Il N B B B B V4R5
5079 1.8m I/O tower Y B B B V4R5
5155 Redundant Power and Cooling Y B V4R5
5156 Redundant Power and Cooling Y B B V4R5
5157 Feature Power Supply Y B V4R5
5599 No Save/Restore Device - B B B B B B V4R5
7002 HSL enabler Y B V4R5
7104 System Unit Expansion Y B V4R5
7123 DASD Expansion Unit Y B V4R5
7127 DASD Expansion Unit Y B V4R5
7133 DASD Concurrent Maint Cage N B V4R5
7500 Quantity 150 of #4314 Y B B B V4R5
7501 Quantity 150 of #4317 Y B B B V4R5
7502 Quantity 150 of #4318 Y B B B V4R5
7503 Quantity 150 of #4324 Y B B B V4R5
9074 Base I/0O Enclosure - B P V4R5
9079 Base I/0O Tower - B P V4R5
9691 Base Bus Adapter - B B B V4R5
9732 Base HSL Ports - 8 Copper - B V4R5
9733 Base HSL Ports - 8 Copper - B P V4R5
9737 Base HSL Ports - 16 Copper - B P V4R5
9748 Base PCI Disk Unit Ctlr - B B P P V4R5
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9767 Base PCI Disk Unit Ctir - P B V4R5
9771 #9771 Base PCI 2-Line WAN with B B B B B B V4R5
Modem
9943 Base PCI IOP - B B B B B V4R5

Customer Install Features (CIF) 237



Customer Install Features (CIF)

238  AS/400e System Handbook



/0 Processor




l10Ssa20id O/I




1/0 Processor

I/0 Processor

System unit (PCI) and migration tower (PCl and SPD) I/O Processors for processors 270,
8xx, SB2, and SB3 and associated towers are discussed in this chapter.

V4R5 System Unit Hardware (PCI)

— Note

PCI configuration rules for V4R5 hardware are quite flexible. Please see “PCIl Card
Placement Rules” on page 279 for the complete rules.

Embedded 32 MB PCI IOP (CCIN 284x)

On the Model 270, a 32 MB PCI IOP is embedded on the CEC backplane. For the #2248,
#2250, and #2422 processors, the embedded IOP is CCIN 284D. For the other Model 270
processors, the embedded IOP is CCIN 284E.

On the Model 820, a 32 MB PCI IOP (CCIN 284C) is embedded on the backplane.

The #5075 contains a 32 MB PCI IOP (CCIN 284B) embedded on its backplane.

#2842 PCI IOP

The #2842 is an 1/0O processor with 32 MB of memory that drives PCI IOA adapters on the
Model 270 and on the #5075 PCI Expansion Tower (when attached to a Model 270). Up to
two feature #2842 PCI IOPs may be added to the Model 270.

The #5075 PCIl Expansion Tower has a 32 MB PCI IOP (CCIN 284B) embedded on the
backplane. When the #5075 is attached a Model 270, up to three feature #2842 PCI IOPs
may be added to the #5075.

The following IOAs are supported by the embedded PCI IOP (Model 270 and #5075) and the
#2842 PCI IOP:

* #2743 - PCI 1 Gbps Ethernet IOA

* #2744 - PCI 100 Mbps Token Ring IOA

* #2749 - PCI Ultra Magnetic Media Controller
» #2763 - PCI RAID Disk Unit Controller

* #2768 - PCI Magnetic Media Controller

e #4723 - PCI Ethernet/IEEE 802.3 Adapter

* #4745 - PCI WAN IOA

* #4746 - PCI Twinaxial IOA
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e #4748 - PCI RAID Disk Unit Controller
e #4750 - PCI ISDN BRI U IOA

e #4751 - PCI ISDN BRI S/T IOA

* #4761 - PCI Integrated Analog Modem
e #4801 - PCI Crypto Coprocessor

e #4815 - PCI ATM 155 MBPS UTP OC3
e #4816 - PCI ATM 155 MBPS MMF

e #4818 - PCI ATM 155 MBPS SMF OC3
* #4838 - PCI 100/10 Mbps Ethernet IOA
e #9767 - Base PCI Disk Unit Controller
e #9771 - Base PCI 2-Line WAN w/Modem

The #2842 can drive a maximum of four IOAs, subject to further restrictions as stated in the
following IOP descriptions and subject to further restrictions as stated in the preceding IOP
descriptions and in “PCI Card Placement Rules” on page 279.

#2843/#9943 PCI IOP

The #2843/#9943 is an PCI I/O processor with 64 MB of memory that drives PCI I0A
adapters on Models 820, 830, 840, SB2, and SB3, on the #5075 PCI Expansion Tower when
attached to the Model 820, the #5074 PCI Expansion Tower, and the #5079 1.8m 1/O Tower.

Up to five feature #2843 PCI IOPs may be added to the Model 820 System Unit. The #5075,
when attached to a Model 820, can contain or support up to three feature #2843 PCI 10Ps.

On Models 830, 840, SB2, and SB3, a PCI IOP is not embedded on the backplane, but a
#9943 PCI IOP is included as “base” with the system. Up to four feature #2843 PCI IOPs may
be added in the system unit of Models 830 and 840. Up to two feature #2843 PCI IOPs may
be added in the system unit of Models SB2 and SB3. On the #5074 PCI Expansion Tower, a
PCI IOP is not embedded but a #9943 PCI IOP is included as “base”. Up to six feature #2843
PCI IOPs may be added to a #5074.

On the #5079 1.8M 1/O Tower, a PCI IOP is not embedded but two #9943 PCI IOPs are
included as “base”. Up to 12 feature #2843 PCI IOPs may be added to the #5079.

Note: #9943 may only be on initial system orders or on MES orders add #5074 or #5079
towers to an installed system. The maximum number of #9943s installed on a system is one
in the system unit plus one in each #5074 plus two in each #5079.

The following IOAs are supported (driven) by the embedded PCI IOP (Model 820) and the
#2843/#9943 PCI IOP:

* #2743 - PCI 1 Gbps Ethernet IOA
* #2744 - PCI 100 Mbps Token Ring IOA
* #2763 - PCI RAID Disk Unit Controller 2 Port (Model 820 only)
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e #2749 - PCI Ultra Magnetic Media Controller
» #2768 - PCI Magnetic Media Controller

e #4723 - PCI Ethernet/IEEE 802.3 Adapter
e #4745 - PClI WAN IOA

e #4746 - PCI Twinaxial IOA

e #4748 - PCl RAID Disk Unit Controller

e #4750 - PCI ISDN BRI U IOA

e #4751 - PCI ISDN BRI S/T IOA

* #4761 - PCI Integrated Analog Modem

e #4801 - PCI Crypto Coprocessor

* #4815 - PCI ATM 155 Mbps UTP OC3

e #4816 - PClI ATM 155 Mbps MMF

* #4818 - PCI ATM 155 Mbps SMF OC3

* #4838 - PCI 100/10 Mbps Ethernet IOA

e #9771 Base PCI 2-Line WAN with Modem

The #2843/#9943 can drive a maximum of four IOAs. Refer to “PCIl Card Placement Rules”
on page 279 for details.

#2790 PCI Integrated Netfinity Server

The #2790 PCI Integrated Netfinity Server contains a 700 MHz slot 1 processor and four
Netfinity IOP Memory slots.

#2790 is supported in the CEC of Models 820, 830, 840, SB2, and SB3, in the #5074 PCI
Expansion Tower, in the #5079 1.8M I/O Tower, and in the #5075 PCI Expansion Tower when
it is attached to the Model 820.

Each memory slot can contain either a 128 MB, a 256 MB, or a 1024 MB Netfinity IOP
Memory card. This provides a total memory capacity ranging from 128 MB to 4 GB.

Note: When the maximum memory is installed, only 3712 MB will be addressable.
At least one Netfinity IOP Memory card is required.

The feature numbers of the Netfinity IOP Memory cards are:

e #2795 - 128 MB Netfinity IOP Memory
* #2796 - 256 MB Netfinity IOP Memory
* #2797 - 1 GB Netfinity IOP Memory

I/O Processor 243



1/0 Processor

Allowable Main Storage Increments (MB)

128 256 384 512 640 768 896 1024
1152 1280 1408 1536 1664 1792 2048
2176 2304 2432 2560 3072
3200 3328 4096

The #2790 can support PCI #2744 100 Mbps Token Ring IOAs or #4838 100/10 Mbps
Ethernet I0As in any combination, up to a maximum of three. At least one LAN 10A is
required. Refer to “PCI Card Placement Rules” on page 279 for details and limitations.

The supported LAN IOA features are as follows:
e #4838 PCI 100/10 Mbps Ethernet IOA
* #2744 PCIl 100 Mbps Token Ring IOA

One #0224 (100/10 Mbps Ethernet on Integrated Netfinity Server) is required for each #4838
selected to run on the #2790.

One #0223 (100 Mbps Token-Ring on Integrated Netfinity Server) is required for each #2744
selected to run on the #2790.

Native AS/400 functions are not supported and the #2790 Integrated Netfinity Server does
not support external host LAN.

The #2790 requires three PCI card slots on the system or expansion tower backplane. Two
slots are consumed by the #2790. The third slot is reduced to a short card slot, which will be
used by the first LAN IOA card.

The #2790 will ship with a keyboard/mouse splitter cable.

The #2790 supports only the Window NT and Windows 2000 operating systems and the
following points apply:
e #0325 IPCS Extension Cable for Windows is the default (but may be removed).

e A minimum of 128 MB Netfinity IOP Memory is required.

#1700 (IPCS Keyboard/Mouse for Windows) is the default (in those countries offering
it).

A display must be connected to the Integrated Netfinity Server to support Windows.

For non-US keyboard/mouse and display, see http://www.as400.1ibm.com/nt
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#2890 PCI Integrated Netfinity Server

The #2890 PCI Integrated Netfinity Server contains a 700 MHz slot 1 processor and four
Netfinity IOP Memory slots.

The #2890 is supported only in the Model 270 system unit and in the #5075 PCI Expansion
Tower when it is attached to the Model 270.

Each memory slot can contain either a 128 MB, a 256 MB, or a 1024 MB Netfinity IOP
Memory card. This provides a total memory capacity ranging from 128 MB to 4 GB.

Note: When the maximum memory is installed, only 3712 MB will be addressable.
At least one Netfinity IOP Memory card is required.

The feature numbers of the Netfinity IOP Memory cards are:

e #2795 - 128 MB Netfinity IOP Memory
* #2796 - 256 MB Netfinity IOP Memory
* #2797 - 1 GB Netfinity IOP Memory

Allowable Main Storage Increments (MB)
128 256 384 512 640 768 896 1024
1152 1280 1408 1536 1664 1792 2048
2176 2304 2432 2560 3072
3200 3328 4096

The #2890 can support PCl #2744 100 Mbps Token Ring I0As or PCI #4838 100/10 Mbps
Ethernet I0As in any combination, up to a maximum of three. At least one LAN 10A is
required. Refer to “PCI Card Placement Rules” on page 279.

The supported LAN IOA features are:

e #4838 PCI 100/10 Mbps Ethernet IOA
e #2744 PCI 100 Mbps Token Ring IOA

One #0224 (100/10 Mbps Ethernet on Integrated Netfinity Server) is required for each #4838
selected to run on the #2890.

One #0223 (100 Mbps Token-Ring on Integrated Netfinity Server) is required for each #2744
selected to run on the #2890.

Native AS/400 functions are not supported and the #2890 Integrated Netfinity Server does
not support external host LAN.
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The #2890 requires two PCI card slots in the Model 270 system unit. One slot is consumed,
and the second slot is reduced to a short card slot, which is used by the first attached LAN
IOA card.

The #2890 requires three PCI card slots on the expansion tower backplane. Two slots are
consumed by the #2890, and the third slot is reduced to a short card slot, which will be used
by the first LAN IOA card.

The #2890 will ship with a keyboard/mouse splitter cable.

The #2890 supports only the Window NT and Windows 2000 operating systems and the
following points apply:

#0325 IPCS Extension Cable for Windows is the default (but may be removed).

A minimum of 128 MB Netfinity IOP Memory is required.

#1700 (IPCS Keyboard/Mouse for Windows) is the default (in those countries offering it).
A display must be connected to the Integrated Netfinity Server to support Windows.

For non-US keyboard/mouse and display, see http://www.as400.1ibm.com/nt

Migration Tower Hardware PCI

#2809 PCI LAN/WAN/Workstation IOP

This feature controller IOP can be used for attaching PCI LAN, WAN, and Workstation IOAs
to the system. The #2809 supports different combinations of cards depending on where it is
installed in the #503x Migration Tower. It is supported for migration only in the #503x
Migration Tower.

#2824 PClI LAN/WAN/Workstation IOP

This IOP is a feature 1/0O processor with 32 MB of memory installed in the #5034 and #5035
Migration Tower | and in the #5065 PCI Expansion Tower and the #5066 1.8M 1/O Tower. It is
supported for migration only in the #503x Migration Tower.

#2851 PCI Integrated PC Server

The #2851 Integrated PC Server contains a 166 MHz Pentium processor, four IOP memory
slots, and two LAN IOA slots. Supported for migration only in #503x Migration Towers.

#2854 PCI Integrated PC Server

The #2854 Integrated PC Server contains a 200 MHz Pentium processor, four IOP memory
slots, and two LAN IOA slots. Supported for migration only in #503x Migration Towers.
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#2865 PCI Integrated Netfinity Server

The Integrated Netfinity Server contains an Intel 333 MHz Pentium Il processor, four main
storage slots, and two LAN IOA slots. The Integrated Netfinity Server provides high
performance serving to LAN attached PCs. OS/2 Warp Server for AS/400, Novell NetWare,
Lotus Domino, Flowmark, Firewall for AS/400, and Microsoft Windows NT Server are
supported on the Integrated Netfinity Server. This adapter requires two (reserved) PCI card
positions. One is for the processor card, and one for a bridge card that acts as the interface to
the system. The IPCS also comes with a special cable, which allows for a connection on the
back of the bridge card to industry-standard keyboard, mouse, serial, and parallel
connectors. Between one and four of the following memory features must be installed in the
Integrated Netfinity Server and allows between 32M and 512M of main storage:

e #2861—32 MB IOP Memory
* #2862—128 MB IOP Memory
* #2867—256 MB IOP Memory

When running OS/2, a maximum of 512 MB IOP memory is supported.

One or two of the following LAN I0A features must be installed in the Integrated Netfinity
Server:

e #2723—PCI Ethernet IOA
» #2724—PCIl 16/4 Mbps Token-Ring IOA
e #2838—PCIl 100/10 Mbps Ethernet IOA

Only one of the LAN IOAs can be a #2838 100/10 Mbps Ethernet I0A. If #2838 is run on the
#2865 Integrated Netfinity Server, #0222 100/10 Mbps Ethernet on IPCS is required.

If Windows NT is running on the #2865 Integrated Netfinity Server, the following
considerations apply to the Integrated Netfinity Server:

#0325 IPCS Extension Cable for Windows NT (required).

#1700 IPCS Keyboard/Mouse for Windows NT (default in certain countries).
* A display must be connected to the IPCS to support Windows NT.

e A minimum of 64 MB IOP memory on the Integrated Netfinity Server.

For keyboard/mouse and display support in countries outside of the USA, consult the Web
site at: http://www.as400.ibm.com
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Migration Tower Hardware SPD

#2629 SPD LAN/WAN/Workstation IOP
This adapter uses one SPD slot. It supports up to three of the following I0As:

#2699 Two-Line WAN I0A

#6149 16/4 Mbps Token-Ring IOA
#6180 Twinaxial Workstation IOA
#6181 Ethernet/IEEE 802.3 IOA

One #2629 supports any combination of adapters with one restriction. There is a maximum of
two LAN I0As.

Up to seven #2629s can be placed into each 1063 Mbps System Unit Expansion Tower
#5072. The #2629 is not allowed in slot 14 of the #5072 tower. No restrictions apply when
using #2629 with a #5073 tower.

#2810 LAN/WAN IOP

This IOP is used in SPD cages for attaching the #2838 PCI 100/10 Mbps Ethernet IOA or one
of the #281x PCI ATM IOAs. It is a high workload IOP and has configuration limitations.

#6616 Integrated PC Server (formerly known as FSIOP)

The #6616 Integrated PC server contains a 166 MHz Pentium processor, two IOP memory
slots, and two LAN IOA slots. Supported for migration only.

#6617 Integrated PC Server

The #6617 Integrated PC server contains a 200 MHz Pentium processor, two IOP memory
slots, and three LAN IOA slots. Supported for migration only.

#6618 Integrated Netfinity Server

The Integrated Netfinity Server contains an Intel 333 MHz Pentium Il processor, four main
storage slots, and three LAN IOA slots. The IPCS provides high-performance LAN serving to
LAN-attached PCs. OS/2 Warp Server for AS/400, Novell IntraNetWare, Lotus Domino,
Flowmark, Firewall for AS/400, and Windows NT server are supported on the Integrated
Netfinity Server.

The #6618 Integrated Netfinity Server requires three IOP slots. It comes with no base main
memory and supports up to four of the following memory features allowing between 32 MB
and 1024 MB of memory.
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e #2861 32 MB IOP Memory Card
e #2862 128 MB IOP Memory Card
e #2867 256 MB IOP Memory Card

When running OS/2, the memory maximum is 512 MB.

Each LAN slot can contain either a Token-Ring or an Ethernet IOA from the following list up to
a maximum of three. At least one IOA feature is required:

o #2723/#9723 PCI Ethernet IOA (10 Mbps)
o #2724/#9724 PCI 16/4 Mbps Token Ring I0A
* #2838/#9738 PCI 100/10 Mbps Ethernet IOA

If the #2724/#9724 is selected, a #0220 (Token-Ring on IPCS) is required for each
#2724/#9724 selected to run on the #6618. If the #2723/#9723 is selected, a #0221 (Ethernet
on IPCS) is required for each #2723/#9723 selected to run on the #6618. If the #2838/#9738
is selected, a #0222 (100/10 Mbps Ethernet on IPCS) is required for each #2838/#9738
selected to run on the #6618.

All three PCI slots can be used for the Integrated Netfinity Server with only two of the three
slots supporting native AS/400 functions. A maximum of two #2838/#9738 can be used on
each Integrated Netfinity Server: one native and one Windows NT dedicated. The #6618
cannot be placed in #5044.

An external cable is included to enable connectivity to IPCS hardware (keyboard or mouse),
which also allows for optional use of parallel and serial ports. If running Windows NT on the
#6618, the following considerations apply:

#0325 IPCS Extension Cable for Windows NT (can be ordered).

#1700 IPCS Keyboard/Mouse for Windows NT (default in certain countries and ordable).
A display must be connected to the IPCS to support Windows NT.

A minimum of 64 MB IOP memory on the Integrated Netfinity Server.

For keyboard or mouse and display support in countries outside the USA, consult the Web
site at: http://www.as400.ibm.com
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I/0 Adapter

System unit (PCI) and migration tower (PCl and SPD) I/O adapters for processors 270, 8xx,
SB2 and SB3 and associated towers are discussed in this chapter.

V4R5 System Unit Hardware (PCI)

— Note

PCI configuration rules for V4R5 hardware are quite flexible. See “PCl Card Placement
Rules” on page 279 for the complete rules.

#2743 PCIl 1 Gbps Ethernet IOA

The #2743 PCI 1 Gbps Ethernet I0A feature allows the AS/400 system to attach to IEEE
standard 802.3Z high speed Ethernet LANs (1 Gbps). The adapter supports multi-mode fiber
media attachment from the adapter to a Gb-capable switch with at least one port that
supports a 1000BASE-SX interface with IEEE 802.3z and 802.3u compliance. The #2743
supports a 1000MBps (1 Gbps) full duplex interface only. Cannot negotiate down to a lower
speed. Stations on 10 Mb, 100Mb, and 1000 Mb (1Gb) switched LANs can interface with the
#2743 through a switch that is capable of handling the lower speed. The #2743 cannot run
under a #2790 or #2890 Integrated Netfinity Server. It supports TCP/IP protocol only.

#2744 PCI 100 Mbps Token Ring IOA

The #2744 PCI 100 Mbps Token-Ring IOA provides a single attachment to a 100 Mbps, 16
Mbps, or 4 Mbps IBM Token Ring network. The feature consists of an IOA card, internal code,
which supplies IEEE 802.5 Media Access Control (MAC), and IEEE 802.2 Logical Link
Control (LCC) functions. The 100/16/4 Token Ring IOA is capable of operating in half or full
duplex mode.

The #2724/#9724 comes standard with an 8ft/2.44m Token Ring cable. Alternately, a
separately purchased twisted-pair cable to the RJ45 connection on the IOA may be attached.

If the #2744 is selected to run on a #2790 or #2890 Integrated Netfinity Server, one #0223
(100Mbps Token-Ring on Integrated Netfinity Server) is required for each #2744 ordered.

#4723 PCI 10 Mbps Ethernet IOA

Provides a single attachment to one Carrier Sense Multiple Access/Collision Detect Local
Area Network. It consists of an adapter card and internal code, which supplies Ethernet
Version 2 and IEEE 802.3 Media Access Control (MAC), plus 802.2 Logical Link Control
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(LLC) functions. The Ethernet/IEEE 802.3 10A is capable of operating in half or full duplex
mode.

It has an RJ45 connector and a 15-pin D-shell connector for attachment of customer-supplied
cabling. A vendor AUl Ethernet cable or RJ45 twisted-pair cable must be ordered separately.

#4723 cannot be controlled by a #2790 or #2890 Integrated Netfinity Server.

#4745 PCI Two-Line WAN IOA

Supports up to two multiple protocol communications ports when one of two (in any
combination) of the following cables are attached:

e #0348 V.24/EIA232 20ft/6m PCI cable
e #0349 V.24/EIA232 50ft/15m PCI cable
e #0353 V.35 20ft/6m PCI cable

e #0354 V.35 50ft/15m PCI cable

e #0355 V.35 80ft/24m PCI cable

e #0356 V.36 20ft/6m PCI cable

e #0358 V.36 150ft/45m PCI cable

e #0359 X.21 20ft/6m PCI cable

e #0360 X.21 50ft/15m PCI cable

e #0365 V.24/EIA232 80ft/24m PCI cable
* #0367 Operations Console cable*

*Only one #0367 Operations Console cable is allowed per #4745.

#4746 PCI Twinaxial Workstation IOA

The #4746 is an 8-port twinaxial workstation IOA with a 20-foot attachment cable for
attaching up to 40 5250-type displays and printers. Each port supports seven attached
devices and allows up to 56 attached addresses of which only 40 can be active. When the
attached display supports address sharing, a maximum of 120 shared sessions are
supported.

#4750 PCI ISDN BRI U IOA

The #4750 is a 4-port (8-channel) ISDN BRI (basic rate interface) full-sized PCI card. Based
on the latest DSP technology, the #4750 allows connections to fax or data modems
connected to the telephone network with analog phone lines as well as to other IDSN
devices. Each port consists of 2B+D configuration. The #4750 is the “U”-bus (2 wire) version
IOA.

* For data mode support, B-channel supports digital data at 64 Kbps.
¢ For modem mode support, B-channel supports V.90 and lesser modulations.
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Four 30-ft RJ-45 to RJ-45 network cables are shipped with each card.
The #4750 10A supports full duplex mode. It supports the PPP, IDLC, and Fax protocols.

This feature requires country certification or homologation.

#4751 PCI ISDN BRI S/T IOA

The #4751 is a 4-port (8-channel) ISDN BRI (basic rate interface) full-size PCI card. Based
on the latest DSP technology, the #4751 allows connections to fax or data modems
connected to the telephone network with analog phone lines, as well as to other IDSN
devices. Each port consists of 2B+D configuration. The #4751 is the “S/T”-bus (4 wire)
version |0A.

e For data mode support, the B-channel supports digital data at 64 Kbps.

e For modem mode support, the B-channel supports V.90 and lesser modulations.
Four 30-foot RJ-45 to RJ-45 network cables are shipped with each card.
The #4751 10A supports full duplex mode. It supports the PPP, IDLC, and Fax protocols.

This feature requires country certification or homologation.

#4761 Integrated Analog Modem

Based on the latest DSP technology, #4761 allows the modem function to be integrated into
the IOA and supports multiple analog modem ports (eight phone lines). Each line supports
V.90 and lesser modulations. The #4761 10A supports full duplex mode.

Eight 30-foot UTP phone cables are shipped with each card.

This feature supports the PPP, SDLC, and Fax protocols. An asynchronous line description is
required, which can only be used for fax. The #4761 is configured as a single IOA with eight
individual resources available.

The feature requires and country certification or homologation.

#4801 PCI Crypto Coprocessor

The #4801 is a hardware cryptography solution based on the IBM 4758 card. The #4801 is a
half-length PCI card that offers rich cryptography function, secure storage of cryptographic
keys, and triple DES capability. The level of the cryptographic function is determined by the
Cryptographic Access Provider Licensed Program, which is used to set the key length in the
adapter.

The #4801 is available worldwide.
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On new systems from the plant, the #4801 is shipped with the system, but not installed.

#4815 PCI 155 Mbps Unshielded Twisted Pair ATM IOA

This feature allows the AS/400 system to be attached to an Asynchronous Transfer Mode
(ATM) network using the Unshielded Twisted Pair (UTP-5) interface. This interface is intended
for connection to both local area switches and direct connection to service provider
equipment. The #4815 is typically used where 155 Mbps speeds are required over distances
of less than 100 meters.

#4816 PCIl 155 Mbps Multi-Mode Fiber OC3 ATM IOA

This feature allows the AS/400 system to be attached to an Asynchronous Transfer Mode
(ATM) network using the Multi-Mode Fiber (MMF) 62.5 micron interface. This interface is
intended for connection to both local area switches and direct connection to service provider
equipment. The #4816 is typically used where 155 Mbps speeds are required over distances
of less than 2 km.

#4818 PCI 155 Mbps Single-Mode Fiber OC3 ATM IOA

This feature allows the AS/400 system to be attached to an Asynchronous Transfer Mode
(ATM) network using the Single-Mode Fiber (SMF) 9 micron interface. This interface is
intended primarily for direct connection to service provider equipment but can be used for
local area switches. The #4818 is typically used where 155 Mbps speeds are required over
distances from 16 to 40 km.

#4838 PCI 100/10 Mbps Ethernet IOA

This feature allows the AS/400 system to attach to a standardized 100 Mbps high-speed
Ethernet LAN. It also allows attachment to existing 10 Mbps Ethernet LANs. The adapter
comes with an RJ45 connector for attachment to UTP-5 media. Cabling for 10 Mbps must be
CAT-3 or CAT-5, cabling for 100 Mbps must be CAT 5 that meets or exceeds Industry
Standard EIA/TIA T568A or T568B. The maximum cable length is 100 meters. The
Ethernet/IEEE 802.3 IOA is capable of operating in half or full duplex mode.

If the #4838 is selected to run on a #2790 or #2890 Integrated Netfinity Server, one #0224
(100/10Mbps Ethernet on Integrated Netfinity Server) is required for each #4838 ordered.

#9771 Base PCI 2-Line WAN with Modem

#9771 is a 2-line WAN adapter, with one port supporting multiple protocol communications and
the other port supporting V.90 56K Async Data on PPP via an internal modem. Connection to the
V.90 port is via telephone cable.
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Connection to the WAN port is through one of the following cables:

e #0348 V.24/EIA232 20 ft PCI cable
e #0349 V.24/EIA232 50-ft PCI cable
e #0353 V.35 20 ft PCI cable

e #0354 V.35 50-ft PCl cable

e #0355 V.35 80-ft PCl cable

e #0356 V.36 20 ft PCI cable

e #0358 V.36 150-ft PCl cable

e #0359 X.21 20 ft PCI cable

e #0360 X.21 50-ft PCl cable

e #0365 V.24/EIA232 80-ft PCI cable

ECS and fax are not supported on the V.90 port at this time. IBM intends to support both on
the V.90 port at the next release of 0S/400 and with a Group PTF for V4R5.

ECS operates on the WAN port of the #9771 by changing the *RSRCNAME parameter of the
QESLINE and QTILINE line descriptions to that of the WAN port on the #9771 card.

When the #9771 is selected to support ECS, one of the following cables must be specified
and connects to the WAN port:

* #0348 V.24/E1A232 20-ft PCI cable (Default)
* #0349 V.24/EIA232 50-ft PCI cable
* #0365 V.24/EIA232 80-ft PCI cable

The #9771 does not support the Operations Console as a systems console. Remote power
on is not supported.

#2763 PCI RAID Disk Unit Controller

The #2763 is an Ultra2 SCSI disk unit controller with a 10 MB write-cache that provides
RAID-5 protection for internal disk units and also supports internal tape and CD-ROM units.

In addition to providing RAID-5 protection for disks, the #2763 is also designed to work as a
high-performance controller for disks protected by system mirroring or disks with no
protection. In the RAID-5 configuration, disk unit protection is provided at less cost than
mirroring and with greater performance than system checksums.

The #2763 controller supports a maximum of 12 disk units and up to two removable media
devices and is available on the Model 270, the Model 820, and the #5075 PCI Expansion
Tower.

A minimum of four drives of the same capacity are needed for a valid RAID-5 configuration. A
maximum of three arrays are allowed, with a maximum of 10 drives allowed per array. All
drives in an array must be of the same capacity.
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#4748/#9748 PCI RAID Disk Unit Controller

The #4748/#9748 is an Ultra2 SCSI disk unit controller with a 26 MB write-cache that
provides RAID-5 protection for internal disk units and also supports internal tape and
CD-ROM units. The #4748/#9748 supports both compression and non-compression modes.
The mode of operation is determined by a hardware jumper, which is in the non-compression
mode position when shipped. By moving the hardware jumper, the controller functions in
compression mode.

In addition to providing RAID-5 protection for disks, the #4748/#9748 is also designed to work
as a high-performance controller for disks protected by system mirroring or disks with no
protection. In the RAID-5 configuration, disk unit protection is provided at less cost than
mirroring and with greater performance than system checksums.

The #4748/#9748 controller supports a maximum of 18 drives. A minimum of four drives of
the same capacity are needed for a valid RAID-5 configuration. A maximum of four arrays are
allowed, with a maximum of ten drives allowed per array. All drives in an array must be of the
same capacity.

The #4748/#9748 also supports two removable media devices. This feature supports the
#4331 1.6 Gb Read Cache Drive for increased performance. The Read Cache Drive #4331 is
only supported in non-compression mode.

#9767 PCI Disk Unit Controller
The #9767 is an Ultra2 SCSI disk unit and removable media device controller.

The #9767 is the default controller in the Model 270 and controls up to six disk units and up to
two removable media devices (internal tape or CD-ROM).

The #9767 is the default controller in the Model 820 when RAID (#0041 Device Parity
Protection-All) is not on the order and controls up to six disk units and up to two removable
media devices (internal tape or CD-ROM).

#2749 PCI Ultra Magnetic Media Controller
The #2749 is an Ultra SCSI controller for attachment of an external tape device or an external

optical device.
Devices supported by #2749:
* 3490E

— C11/C22/C1A/C2A V2-inch Cartridge Tape Subsystem with #5040
— EO01/E11 V2-inch Cartridge Tape Subsystem
— FOO/FO1/F11/F1A V2-inch Cartridge Tape Subsystem
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. 3494

— L10 %-inch Cartridge Tape Library Control Unit Frame (one 3490E-C1A/C2A with
#5040 or one or two 3490E-F1A)

— L12 %-inch Cartridge Tape Library Control Unit Frame (one or two 3590-B1A)

— D10 %-inch Cartridge Tape Library Device Frame (one 3490E-C1A/C2A with #5040 or
one or two 3490E-F1A)

— D12 Y%2-inch Cartridge Tape Library Device Frame (one to six 3590-B1A)
* 3570

— B00/B01/B02/B11/B12/B1A Cassette Tape Subsystem
— C00/C01/C02/C11/C12/C1A Cassette Tape Subsystem

* 3575-L06/L12/L18/L24/L32 V2-inch Cartridge Tape Subsystem
* 358x-Hxx/Lxx/Dxx Tape Cartridge System

e 3590-B11/B1A/E11/E1A Y2-inch Cartridge Tape Subsystem

e 3995-C40/C42/C44/C46/C48 Optical Library Dataserver

e 7208-012/222/232/234/342 8mm Cartridge Tape Unit

* 9348-001 Y2-inch Reel Tape Unit—Rack Mount

* 9348-002 ¥2-inch Reel Tape Unit—Table Top

* 9427-21x 8mm Tape Library

#2768 PCIl Magnetic Media Controller

The #2768 is an Ultra SCSI controller for attachment of an external tape device or an external
CD-ROM device that has a Single Ended SCSC interface.

Devices supported by #2768 are:

* 7207-122 QIC-SLR Tape Bridge Box
* 7210-020 CD-ROM Bridge Box

Migration Tower Hardware PCI

#2720/#9720 PClI WAN/Twinaxial IOA

This combined twinaxial/communication adapter supports 28 active twinaxial addresses. It
ships with a cable and a 4-port expansion box, with each port supporting seven attached
addresses. When the attached display supports address sharing, a maximum of 112 shared
sessions are supported. It also supports a single communications line. See “#9720 Base PCI
WAN/Twinaxial IOA” on page 104 for a discussion of the communications capabilities of this
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adapter. When the attached display supports address sharing, a maximum of 112 shared
sessions are supported.

The #9720 is supported for migration only.

#2721/#9721 PCl Two-Line WAN IOA

The #2721/#9721 supports up to two multiple protocol communications ports and is
supported for migration only.

#2722 PCI Twinaxial Workstation IOA

The #2722 is an 8-port twinaxial workstation IOA with a 20-foot attachment cable for
attaching up to 40 5250-type displays and printers. Each port supports seven attached
addresses. This allows up to 56 attached addresses of which only 40 can be active. When
the attached display supports address sharing, a maximum of 120 shared sessions are
supported. The #2722 is specified when additional PCI twinaxial workstations controllers are
required.

#2723/#9723 PCI Ethernet IOA (10 Mbps)

This feature provides a single attachment to one Carrier Sense Multiple Access/Collision
Detect Local Area Network. It consists of an adapter card and internal code that supplies
Ethernet Version 2 and IEEE 802.3 Media Access Control (MAC), plus 802.2 Logical Link
Control (LLC) functions. The Ethernet/IEEE 802.3 IOA is capable of operating in half or full
duplex mode. RJ45 cabling for 10 Mbps must be CAT-3 or CAT-5. If CAT 5 is used, it must meet
or exceed Industry Standard EIA/TIA T568A or T568B.

It has an RJ45 connector and a 15-pin D-shell connector for attachment of customer-supplied
cabling. A vendor AUl Ethernet cable or RJ45 twisted-pair cable must be ordered separately.

If the #2723/#9723 is selected to run on a #2866 Integrated Netfinity Server, one #0221
(Ethernet on Integrated Netfinity Server) is required for each #2723/#9723 this is ordered.

#2724/#9724 PCI 16/4 Mbps Token-Ring IOA

This feature provides a single attachment to either a 16 Mbps or 4 Mbps Token-Ring. The
feature consists of an IOA card, internal code, which supplies IEEE 802.5 Media Access
Control (MAC), and IEEE 802.2 Logical Link Control (LCC) functions. The IOA is capable of
operating in half or full duplex mode.

The #2724/#9724 comes standard with an 8ft/2.44m Token-Ring cable. An alternately or a
separately purchased twisted-pair cable to the RJ45 connection on the IOA may be attached.

The #2724/#9724 provides one LAN attachment for the #6618 Integrated Netfinity Server.
The #6618 is a prerequisite for the #2724/#9724, and it uses one LAN IOA slot in the #6618.
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If the #2724/#9724 is selected to run on a #2866 Integrated Netfinity Server, one #0220
(Token-Ring on Integrated Netfinity Server) is required for each #2724/#9724 ordered.

#2745/9745 PCI Two-Line WAN IOA

Supports up to two multiple protocol communications ports when one of two (in any
combination) of the following cables are attached:

e #0348 V.24/EIA232 20ft/6m PCI cable
e #0349 V.24/EIA232 50ft/15m PCI cable
e #0353 V.35 20ft/6m PCI cable

e #0354 V.35 50ft/15m PCI cable

e #0355 V.35 80ft/24m PCI cable

e #0356 V.36 20ft/6m PCI cable

e #0358 V.36 150ft/45m PCI cable

e #0359 X.21 20ft/6m PCI cable

e #0360 X.21 50ft/15m PCI cable

e #0365 V.24/EIA232 80ft/24m PCI cable
* #0367 Operations Console cable*

*Only one #0367/9745 Operations Console cable is allowed per #2745.

#2746 PCI Twinaxial Workstation IOA

The #2746 is an 8-port twinaxial workstation IOA with a 20-foot attachment cable for
attaching up to 40 5250-type displays and printers. Each port supports seven attached
addresses and allows up to 56 attached addresses of which only 40 can be active. When the
attached display supports address sharing, a maximum of 120 shared sessions are
supported. The #2746 is specified when additional PCI twinaxial workstation controllers are
required. This IOA is a direct replacement for the #2722. Feature #2746 requires V4R4 or
later, and can be installed in either high or low speed slots.

#2750 PCI ISDN BRI U IOA

The #2750 is a 4-port (8-channel) ISDN BRI (basic rate interface) full-sized PCI card. Based
on the latest DSP technology, #2750 allows connections to fax or data modems connected to
the telephone network with analog phone lines as well as to other IDSN devices. Each port
consists of 2B+D configuration. The #2750 is the “U”-bus (2 wire) version 10A.

* For data mode support, B-channel supports digital data at 64 Kbps.
e For modem mode support, B-channel supports V.90 and lesser modulations.

A wrap cable/plug and four 30ft RJ-45 to RJ-45 network cables are shipped with each card.

The #2750 10A supports full duplex mode. It supports the PPP, IDLC, and Fax protocols.
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This feature requires country certification or homologation.

#2751 PCI ISDN BRI S/T IOA

The #2751 is a 4-port (8-channel) ISDN BRI (basic rate interface) full-size PCI card. Based
on the latest DSP technology, the #2751 allows connections to fax or data modems
connected to the telephone network with analog phone lines, as well as to other IDSN
devices. Each port consists of 2B+D configuration. The #2751 is the “S/T”-bus (4 wire)
version |0A.

e For data mode support, the B-channel supports digital data at 64 Kbps.
e For modem mode support, the B-channel supports V.90 and lesser modulations.

A wrap cable and plug and four 30-foot RJ-45 to RJ-45 network cables are shipped with each
card.

The #2751 10A supports full duplex mode. It supports the PPP, IDLC, and Fax protocols.

This feature requires country certification or homologation.

#2761 Integrated Analog Modem

Based on the latest DSP technology, the #2761 allows the modem function to be integrated
into the IOA and supports multiple analog modem ports (eight phone lines). Each line
supports V.90 and lesser modulations. The #2761 10A supports full duplex mode.

A wrap cable/plug and eight 30-foot UTP phone cables are shipped with each card.

This feature supports the PPP, SDLC, and Fax protocols. An asynchronous line description is
required that can only be used for fax. The #2761 is configured as a single IOA with eight
individual resources available.

This feature requires country certification or homologation.

#2815 PCI 155 Mbps Unshielded Twisted Pair ATM IOA

This feature allows the AS/400 system to be attached to an Asynchronous Transfer Mode
(ATM) network using the Unshielded Twisted Pair (UTP-5) interface. This interface is intended
for connection to both local area switches and direct connection to service provider
equipment. The #2815 is typically used where 155 Mbps speeds are required over distances
of less than 100 meters.

#2816 PCIl 155 Mbps Multi-Mode Fiber OC3 ATM IOA

This feature allows the AS/400 system to be attached to an Asynchronous Transfer Mode
(ATM) network using the Multi-Mode Fiber (MMF) 62.5 micron interface. This interface is
intended for connection to both local area switches and direct connection to service provider
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equipment. The #2816 is typically used where 155 Mbps speeds are required over distances
of less than 2 km.

#2818 PCI 155 Mbps Single-Mode Fiber OC3 ATM IOA

This feature allows the AS/400 system to be attached to an Asynchronous Transfer Mode
(ATM) network using the Single-Mode Fiber (SMF) 9 micron interface. This interface is
intended primarily for direct connection to service provider equipment but can be used for
local area switches. The #2818 is typically used where 155 Mbps speeds are required over
distances from 16 to 40 km.

#2838/#9738 PCI 100/10 Mbps Ethernet IOA

This feature allows the AS/400 system to attach to a standardized 100 Mbps high-speed
Ethernet LAN. It also allows attachment to existing 10 Mbps Ethernet LANs. The
Ethernet/IEEE 802.3 IOA is capable of operating in half or full duplex mode. The adapter
comes with an RJ45 connector for attachment to UTP-5 media. Cabling for 10 Mbps must be
CAT-3 or CAT-5. Cabling for 100 Mbps must be CAT 5 that meets or exceeds Industry Standard
EIA/TIA T568A or T568B.

If the #2838/#9738 is selected to run on a #2866 Integrated Netfinity Server, then one #0222
(100/10Mbps Ethernet on Integrated Netfinity Server) is required for each #2838/#9738
ordered.

#4802 PCI Crypto Coprocessor

The #4802 is a hardware cryptography solution based on the IBM 4758 card. The #4802 is a
half-length PCI card that offers rich cryptography function, secure storage of cryptographic
keys, and triple DES capability. The level of the cryptographic function is determined by the
Cryptographic Access Provider Licensed Program, which is used to set the key length in the
adapter. The #4802 provides greater security by use of 168-bit key (compared to a 56-bit key
of the #4800).

The #4802 is available worldwide.

Each #4800 PCI Crypto Coprocessor installed in a Model 6XX/SXX/7XX or attached
expansion towers must be converted to a #4802 PCI Crypto Coprocessor. The #4800 is not
supported on the 8XX models nor in #503X/#5077 migration towers and their attached
expansion towers.

Note: On new shipments from the plant, the #4802 is shipped with the system but not
installed.
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#2718 PCI Magnetic Media Controller

The #2718 provides SCSI External attach capability exclusively for the 7207 Model 122 4 GB
External QIC Tape Drive.

#2726 PCI RAID Disk Unit Controller Ultra SCSI

The #2726 PCI RAID Disk Unit Controller provides unprotected, mirrored, or RAID-5
protection for internal disk units. It includes a 4M write cache for better performance and
improved device utilization. The #2726 also supports one CD-ROM drive and one internal
tape unit when placed in the #503x. When placed in the #5064/#9364 System Unit
Expansion, the #2726 can support up to three internal tape units.

The #2726 controls Ultra, Fast Wide, and Fast Narrow SCSI disk units located in the #503x
and the #5064/#9364 System Unit Expansion with Expansion Unit for PCI cards #9329. The
Ultra SCSI disks provide the best performance when attached to the #2726. These Ultra
SCSI disks are 17.54 GB Disk Unit #6824, 8.58G Disk Unit #6813, 4.19G Disk Unit #6807,
1.96 GB Disk Unit# 6806, and their base disk equivalents and the #1334 (17.54G), #1333
(8.58 GB), #1337 (4.19 GB), and #1336 (1.96 GB) Disk Unit Migration Kits. These are all
supported in the #503x and #5064/#9364 System Unit Expansion. The #2726 also controls
migrated disks that are not Ultra SCSI. In that case, the disks do not perform at Ultra SCSI
speeds.

The #2726 PCI RAID Disk Unit Controller supports a maximum of 15 one or two-byte disk
units. A minimum of four disk units of equal capacity are required to implement RAID-5
protection. A maximum of 10 disk units per RAID-5 array are supported. Parity information
can be spread across four or eight disk units. A maximum of three RAID-5 arrays are
supported on one #2726. Disk units not supported in a RAID-5 array can be attached to the
#2726 in either unprotected or a mirrored environment.

Concurrent maintenance of disks attached to the #2726 is only supported if the disks are part
of a RAID array or are mirrored.

The supported internal tape drives include:

* 1.2G Y%-inch Cartridge Tape Unit Kit, #1349
e 2.5G %-inch Cartridge Tape Unit Kit, #1350
* 13G '-inch Cartridge Tape Unit Kit, #1355
e 7G 8mm Cartridge Tape Unit Kit, #1360

e 2.5G %a-inch Cartridge Tape Unit, #6481

e 4G %-inch Cartridge Tape Unit, #6482

e 13G %-inch Cartridge Tape Unit, #6485

* 16 G Y-inch Cartridge Tape Unit

e 25G '-inch Cartridge Tape Unit, #6486

e 7G 8mm Cartridge Tape Unit, #6490
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The #2726 occupies one High Speed PCI card slot. It is supported on the 9406 Model 720
only. A maximum of one #2726, #2740, #2741, or #9728 can be installed in the system unit
and one #2726 or #2741 in the #5064/#9364 System Unit Expansion with the #9329
Expansion Unit for PCI cards. If RAID is to be implemented or more than five disk units are
required in the system unit, the #2726 should be ordered in place of a #9728 Base PCI Disk
Unit Controller.

The #2726 does not offer support for compression. The #2741 PCI Raid Disk Unit Controller
supports compression when used with V4R3, and it effectively supersedes the #2726. If a
maximum of only ten disks are required and there is no requirement for compression, the
#2740 can be ordered as an alternative to the #2741.

#2729 PCI Magnetic Media Controller SCSI PCI

The #2729 PCIl Magnetic Media Controller SCSI provides for attachment of one of the
following devices:

e 3490E-C11/C22/C1A/C2A V2-inch Cartridge Tape Subsystem with #5040

e 3490E-E01/E11 Y2-inch Cartridge Tape Subsystem

e 3490E-F00/FO01/F11/F1A Y%2-inch Cartridge Tape Subsystem

e 3494-L10 %2-inch Cartridge Tape Library Control Unit Frame (one 3490E-C1A/C2A with
#5040 or one or two 3490E-F1A)

e 3494-L12 %-inch Cartridge Tape Library Control Unit Frame (one or two 3590-B1A)

e 3494-D10 Y2-inch Cartridge Tape Library Device Frame (one 3490E-C1A/C2A with #5040
or one or two 3490E-F1A)

e 3494-D12 Y2-inch Cartridge Tape Library Device Frame (one to six 3590-B1A)

* 3570-B00/B01/B02/B11/B12/B1A Cassette Tape Subsystem

e 3570-C00/C01/C02/C11/C12/C1A Cassette Tape Subsystem

* 3575-L06/L12/L18/L24/L32 V2-inch Cartridge Tape Subsystem

e 3590-B11/B1A/E11/E1A Y2-inch Cartridge Tape Subsystem

e 3995-C40/C42/C44/C46/C48 Optical Library Dataserver

e 7208-012 5.0G 8mm Cartridge Tape Unit

* 7208-222 7.0G 8mm Cartridge Tape Unit

e 7208-232 Dual 5.0G 8mm Cartridge Tape Unit

e 7208-234 Dual 7.0G 8mm Cartridge Tape Unit

e 7208-342 20.0G 8mm Cartridge Tape Unit

* 9348-001 2-inch Reel Tape Unit—-Rack Mount

* 9348-002 ¥2-inch Reel Tape Unit—Table Top

e 9427-21x 8mm Tape Library

The #2729 does not provide Hardware Data Compression (HDC).

The #2729 occupies one High-Speed PCI card slot. It requires OS/400 V4R1 or later. It is
supported on the 9406 Models 170 and 720, and the #5065 Storage/PCI Expansion
Tower/#5066 1.8 1/0 Tower. A maximum of one #2729 can be installed in the system unit and
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two #2729s in the #5064/#9364 System Unit Expansion with #9329/#9330 Expansion Unit for
PCI cards. Up to three #2729s can be installed in #5065 Storage/PCIl Expansion Tower.

The #2809/#2824 PCI Feature Controller or the base PClI LAN/WAN Workstation IOP in the
#5065 Storage/PCIl Expansion Tower/#5066 1.8 I/O Tower is a prerequisite for the #2729.

0S/400 V4R2 or later is required for the #2729 to support the 3995 Optical Library
Dataserver.

#2740 PCI RAID Disk Unit Controller

The #2740 is functionally equivalent to the #2726 PCI RAID Disk Unit Controller. However,
the #2740 can only be located in the System Unit. It cannot be located in the System Unit
Expansion #5064/#9364. The #2740 is supported on the 9406 Models 170 and 720 only. The
#2740 supports a maximum of 10 one- or two-byte disk units. A maximum of two RAID-5
arrays are supported on one #2740. A maximum of one #2740, #2726, #2741, #2748, or
#9728 can be installed in the system unit. The #2740 does not offer support for compression.
However, if only a maximum of 10 disks are required and there is no requirement for
compression, the #2740 should be ordered.

Concurrent maintenance of disks attached to the #2740 is only supported if the disks are
mirrored or part of a RAID array. Otherwise, the #2740 offers the same support as the #2726.
Refer to “#2726 PCI RAID Disk Unit Controller Ultra SCSI” on page 264 for more information.
The #2740 requires OS/400 V4R2 or later.

#2741 PCI RAID Disk Unit Compression Controller

The #2741 is functionally equivalent to the #2726 PCl RAID Disk Unit Controller. See “#2726
PCI RAID Disk Unit Controller Ultra SCSI” on page 264 for a full description of the #2726.
The #2741 supports a maximum of 15 disk units but offers an enhancement over the #2726 in
that it supports data compression when used with OS/400 V4R3. The #2741 requires V4R2
or later of OS/400. For all new orders with V4R2 or later, the #2741 is ordered in place of the
#2726.

Concurrent maintenance of disks attached to the #2741 is only supported if the disks are
mirrored or part of a RAID array.

A maximum of one #2741, #2726, #2740, #2748, or #9728 can be installed in the system unit
and one #2741 or #2726 in the #5064/#9364 System Unit Expansion with #9329 Expansion

Unit for PCI cards. If only a maximum of 10 disks is required and there is no requirement for
compression, the #2740 can be ordered instead of #2741.
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#2748 PCI RAID Disk Unit Compression Controller

The #2748 is an Ultra2 SCSI disk and tape controller with a 26 MB write cache that provides
RAID-5 protection for internal disk units. In addition to RAID, the #2748 also offers DASD
compression capabilities. The #2748 I0A is shipped with compression disabled. Compression is
enabled by moving a jumper on the IOA. The #2748 supports Extended Adaptive Cache with
restriction that compression must not be active on the same #2748 subsystem.

The #2748 is designed to control Ultra2, Ultra, and Fast Wide SCSI disk units. It supports up
to 15 disk units, one CD-ROM, and one internal tape unit. In addition to RAID-5 and
compression, the #2748 is also designed to work as a high performance controller for disks
protected by system mirroring or disks with no protection. In the RAID-5 configuration, disk
unit protection is provided at a lower cost than mirroring. This feature supports Concurrent
DASD Add/Maintenance. Note the following additional points:

* The #2748 is a replacement for #2741.
* High Speed PCI Card slots required: One.
» This feature is CE installation only.

#9728 Base PCI Disk Unit Controller Ultra SCSI

The #9728 Base PCI Disk Unit Controller is the base controller. It is an Ultra SCSI controller,
which provides mirroring or unprotected support for up to five disks. The #9728 does not
include any write cache, and it does not support RAID. As well as five disks, it also supports
the internal CD-ROM drive and one internal tape unit.

The #9728 controls Ultra, Fast Wide, and Fast Narrow SCSI disk units. The Ultra SCSI disks
provide the best performance when attached to the #9728. These Ultra SCSI disks are
17.54G Disk Unit #6824, 8.58G Disk Unit #6813, 4.19G Disk Unit #6807, 1.96G Disk Unit
#6806, and their base disk equivalents and the #1334 (17.54G), #1333 (8.58G), #1337
(4.19G) and #1336 (1.96G) Disk Unit Migration Kits. The #9728 also controls migrated disks
that are not Ultra SCSI. In that case, the disks do not perform at Ultra SCSI speeds.

The Base PCI Disk Unit Controller supports a maximum of five one- or two-byte disk units. It
is represented in the rack configuration list as CCIN 2728. The #9728 is supported for
migration only.

Migration Tower Hardware SPD

#2620 Cryptographic Processor

The Cryptographic Processor #2620 performs cryptographic functions based on a hardware
implementation of the ANSI Data Encryption Standard (DES), and the Rivest, Shamir, and
Adleman (RSA) Public Key Algorithm. Functions provided include encryption and decryption
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of data, authentication and verification of messages and data, creation and management of
financial personal identification numbers (PINs), and management of cryptographic keys.

Distribution of #2620 is restricted for security reasons by U.S. Government export regulations
when shipped to countries outside the USA or Canada.

One |I/O feature card slot is required to support this adapter. The #2620 is supported for
migration only.

#2628 Cryptographic Processor (Commercial)

This feature provides the same functions as the #2620 with the exception of DES (Data
Encryption Standard) based data scrambling. Instead, the #2628 uses the Commercial Data
Masking Facility (CDMF) for data scrambling. The #2628 is useful for providing assurance of
data authentication and integrity. It is not subject to the export regulations of #2620.

One 1/O feature card slot is required to support this adapter. The #2628 is supported for
migration only.

#2699/9699 SPD Two-Line WAN IOA

The #2699 supports up to two multiple protocol communications ports where one or two (in
any combination) of the cable features shown in the following table are attached.

Attachment
Cable Length
EIA232/V.24 V.35 EIA449/V.36 X.21
20ft/6m #0330 #0338 #0335 #0341
50ft/15m #0331 #0339 #0336 #0342
80ft/24m N/A #0340 N/A N/A
150ft/45m N/A N/A #0337 N/A

The following functions do not have equivalent function on the #2629 |OA:

e ASCII Adapter
e V.25 Autocall cable

* Select standby mode

* X.21 switched WAN dialup or Shorthold Mode WAN

e Asynchronous communication speeds of less than 300 bps

» Data Rate Select signal on the EIA 232/V.24 interface. This function is used by some
older 2400 bps modems to reduce the speed to 1200 bps.
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e LPDA-1 (Link Problem Determination Aids). This is a diagnostic function supported by
some (primarily older IBM) modems.
e V.54 local and remote loopback (diagnostics functions supported by some modems)

The #2629 LAN/WAN/Workstation IOP is a prerequisite for the #2699. The #2699 takes up
one of the three slots on the #2629.

The #9699 is supported for migration only.

#2664 Integrated Fax Adapter

This feature provides the AS/400 system with two ports capable of transmission and receipt
of facsimile data to or from a Group 3 capable fax machine, another AS/400 system with an
Integrated Fax Adapter, or PCs with appropriately programmed fax adapters. The #2664
consists of a card, a wrap cable (one per machine), two country-unique attachment couplers,
telephone cables, and Licensed Internal Code.

The #2664 can simultaneously support two send or two receive, or one send and one receive
operation. Any output that can be printed on an AS/400 Intelligent Printer Datastream (IPDS)
printer can be faxed using the #2664.

The #2664 supports facsimile protocols defined in CCITT Blue Book Volume VII, Facsimile
VII.3 Recommendations T.4 and T.30. This adapter requires one |/O feature card slot and the
Facsimile Support/400 licensed program.

The #2664 is supported for migration only.

#6149 16/4 Mbps Token-Ring IOA

This feature provides a single attachment to either a 16 Mbps or a 4 Mbps IBM Token-Ring
Network. The feature consists of an adapter card, internal code (supplies IEEE 802.5 Media
Access Control (MAC) and IEEE 802.2 Logical Link Control (LLC) functions), and an

8 ft/2.44m Token-Ring cable. The 16/4 Mbps Token-Ring IOA is capable of operating in half or
full duplex mode.

The #6149/#9249 comes standard with an 2.44 meter Token-Ring cable. Alternatively, the
customer can attach a separately purchased twisted pair cable to the RJ45 connection on the
IOA.

The #2629 LAN/WAN/Workstation IOP or #9754 MFIOP is a prerequisite for the #6149. It
uses one IOA slot and no I/O card slots.

#6180/#9280 Twinaxial Workstation IOA

The #6180/#9280 is an 8-port twinaxial workstation IOA with a 20-foot attachment cable for
attaching up to 40 5250-type displays and printers. Each port supports seven attached
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addresses allowing for up to 56 attached addresses, of which only 40 can be active. When
the attached display supports address sharing, a maximum of 120 shared sessions are
supported. The #6180 requires a #2629 LAN/WAN/Workstation SPD IOP as a prerequisite.

One #6180/#9280 is allowed in slot C of the #5038 MFIOP unless the system console is
ASCII. All other twinaxial workstation IOAs must be placed in a #2629 LAN/WAN/Workstation
IOP. One IOA slot is required to support #6180/#9280.

The following table shows the feature requirements at the initial order stage.

Workstations Required Minimum Shipped Feature Codes Other Feature
System
Codes Based on
Console No Required Workstation
Twinaxial Ascll Specify MFIOP Charge Wse : sta ‘; s
WSsC equire
Yes No #5540 #9754 #9280 #6180
Yes Yes #5541 #9754 #9141 #6180 #6141, #6180
No No #5543 #9754 1)
Yes or No Yes #5543 #9754 #9141 (1) #6141, #6180
Yes No #5543 #9754 #9280 (1) #6180
No No #5544 #9754 2
Yes or No Yes #5544 #9754 #9141 (2) #6141, #6180
Yes No #5544 #9754 #9280 (2) #6180

1. When Client Access Console is selected, a #0344 cable for Attaching Client Access Console (6m) must also
be ordered.

2. When Operations Console is selected, a #0328 Operations Console Cable (6m) must also be ordered.

#6181/#9381 Ethernet/IEEE 802.3 IOA (10 Mbps)

The #6181/#9381 feature provides a single attachment to one Carrier Sense Multiple
Access/Collision Detect Local Area Network. It consists of an adapter card and internal code,
which supplies Ethernet Version 2 and IEEE 802.3 Media Access Control (MAC), plus IEEE
802.2 Logical Link Control (LLC) functions. The #6181/#9381 is capable of operating in half
or full duplex mode at a speed of 10 Mbps.

This #6181/#9381 has an RJ45 connector and a 15 pin D-shell connector for attachment of
customer supplied cabling. An AUl Ethernet cable or RJ45 twisted pair cable must be ordered
separately. Cabling must meet or exceed Industry Standard EIA/TIA T568B.
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The #2629 LAN/WAN/Workstation IOP or #9754 MFIOP is a prerequisite for the #6181. It
uses one IOA slot and no I/O card slots.

#2621 Removable Media Device Attachment SPD

The Removable Media Device Attachment, #2621, provides for the attachment of one or two
of the following devices, in any combination:

* 2440-A12 Y2-inch Reel Tape Unit

* 9348-001 2-inch Reel Tape Unit - Rack Mount

* 9348-002 ¥2-inch Reel Tape Unit - Table Top

e 7208-002 2.3G 8mm Cartridge Tape Unit

e 7208-012 5.0G 8mm Cartridge Tape Unit

e 7208-222 7.0G 8mm Cartridge Tape Unit

e 7208-232 5.0G 8mm Cartridge Tape Unit (Single Drive)

The #2621 provides a hardware data compress-decompress function for these devices.
Hardware Data Compression (HDC) can increase the effective media capacity by up to two
times. The #2621 requires one I/O card slot.

The #2621 also provides attachment to one of the following devices:

e 3995 Optical Library (direct attach models)

e 7208-234 Dual 7.0 GB 8mm Cartridge Tape Unit

e 7208-232 5.0 GB 8mm Cartridge Tape Unit (Dual Drive)
e 9427 8mm Tape Library

* #5032 Removable Media Cluster Box

When the #2621 is used to attach a 3995 Optical Library DataServer, a 7208-232 Dual Drive
or 7208-234 8mm Cartridge Tape Unit, a 9427 8mm Tape Library, or #5032 Removable Media
Cluster Box must be dedicated to it.

Certain tape devices listed above are also supported by the #6534 Magnetic Media
Controller. The #6534 should be selected on new orders. For more information on #6534, see
“#6534 Magnetic Media Controller SCSI SPD” on page 276.

#2624 Storage Device Controller SPD

The #2624 Storage Device Controller supports the %-inch cartridge and 8mm cartridge
internal tape devices, 9331-011, 9331-012, or #6135 external diskette devices, and internal
CD-ROM devices.

As a feature on a #5072, #5073, or #5044 System Unit Expansion Tower, the #2624 supports
up to three internal tape or CD-ROM devices and one external diskette unit.
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The internal tapes that are supported by the #2624 are:

* 1.2G Y%-inch Cartridge Migration Kit #1379
* 2.5G %-inch Cartridge Migration Kit #1380
e 2.5G %-inch Cartridge #6380

7G 8mm Cartridge #6390

CD-ROM #6325

The #2624 does not support any other internal media.

The #2624 is not supported on the 9406 Model 170 or Model 720 with no SPD card slots.
Unless the customer requires a #2624 to support a diskette drive or CD-ROM, the #6513
Internal Tape Device Controller should be selected in place of #2624. For more information
on the #6513, see “#6513 Internal Tape Device Controller SPD” on page 274.

#6501 Tape/Disk Device Controller SPD

The #6501 Tape/Disk Device Controller provides a SCSI interface with a two-byte wide data
path and an instantaneous data rate of 20M/sec.

The #6501 provides attachment for the following tape devices:

* 3490E-C11/C22/C1A/C2A V2-inch Cartridge Tape Subsystem with #5040

e 3490E-E01/E11 Y2-inch Cartridge Tape Subsystem

e 3490E-F00/FO1/F11/F1A Y%2-inch Cartridge Tape Subsystem

* 3570-B00/B01/B02/B11/B12/B1A Cassette Tape Subsystem

* 3570-C00/C01/C02/C11/C12/C1A Cassette Tape Subsystem

* 3575-L06/L12/L18/L24/L32 V2-inch Cartridge Tape Subsystem

e 3590-B11/B1A Y2-inch Cartridge Tape Subsystem

e 3494-L10 %2-inch Cartridge Tape Library Control Unit Frame (one 3490E-C1A/C2A with
#5040 or one or two 3490E-F1A)

* 3494-L12 Y2-inch Cartridge Tape Library Control Unit Frame (one or two 3590-B1A)

e 3494-D10 ¥2-inch Cartridge Tape Library Device Frame (one 3490E-C1A/C2A with #5040
or one or two 3490E-F1A)

* 3494-D12 ¥2-inch Cartridge Tape Library Device Frame (one to six 3590-B1A)

* 9337-2xx, 4xx, 5xx Disk Array Subsystems

* 2105 Enterprise and Versatile Storage Servers

The #6501 requires one I/O card slot and can support up to two tape units per one controller.
The #6501 has two ports, but can support up to four devices in total for the two ports. Tape
units that have a library capability have one device for the library and one device for each
tape drive. Therefore, the 3570-B02/C02 (library plus two tape drives equals three devices)
and the 3575 with more than one tape drive have additional limitations when attaching to one
port on the #6501 along with another tape drive on the second port. The #6501 does not
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support Hardware Data Compression (HDC). Tape subsystems attached to the #6501
support a compaction algorithm using their own controller.

One #6501 can support two 9337s or 2105s. The maximum number of #6501s that can attach
to support the 9337s or 2105s varies by model. For details, see “IBM AS/400e server’ on
page 77 and “Summary of All Earlier AS/400 Models” on page 701 for more information. One
I/0O card slot is required and must be accommodated in the System Unit or System Unit
Expansion (#5072, #5073, or #5044).

The #6501 cannot support a tape unit and a 9337 or 2105 on the same controller. On new
orders, the #6534 Magnetic Media Controller should be ordered for tape attachment.

#6502 High Performance Controller (2M Cache) SPD

The #6502 is a SCSI controller and provides unprotected, mirroring, and RAID-5 protection of
internal disk units not supported by the MFIOP. The #6502 also has a 2M write cache for
better performance and improved device utilization.

The #6502 provides attachment capabilities for up to eight disk units in the #5051 or #9051
Storage Expansion Unit and up to 16 disk units in the #5052, #5058, or #8052 Storage
Expansion Unit, or #5061, #5082, or #5083 Storage Expansion Tower. These can be either
one-byte or two-byte SCSI disk units. It requires one I/O card slot in the System Unit, System
Unit Expansion Tower, or the Storage Expansion Towers.

On the #9364/#5064 System Unit Expansion, with the #9331 Expansion Unit for SPD Cards,
the #6502 can support up to 15 disk units located in the System Unit Expansion and occupies
one card slot.

One #6502 supports a maximum of two RAID-5 DASD arrays with a maximum of ten drives
per array. All drives in an array must be of the same capacity and parity can be spread across
four or eight drives. Drives not supported in a RAID-5 array can also be attached to the same
#6502 in either a mirrored or unprotected environment.

Only the 1.03G, 1.96G, 4.19G, 8.58G, and 17.54G disk units are supported under RAID-5
with #6502.

#6512 High Performance Controller (4M Cache) SPD

The #6512 disk controller provides unprotected, mirrored, or RAID-5 protection for internal
disk units and includes a 4M write cache for better performance and improved device
utilization.

The #6512 controls disk units installed in the #5051, #5052, #5058, #8052, and #9051
Storage Expansion Units and the #5061, #5082, and #5083 Storage Expansion Towers.
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On the #9364/#5064 System Unit Expansion and the #9331 Expansion Unit for SPD Cards,
the #6512 supports up to 15 disk units within the System Unit Expansion.

The #6512 supports a maximum of 16 one or two-byte disk units. A minimum of four disk
units of equal capacity are required to implement RAID-5 protection. A maximum of 10 disk
units per RAID-5 array are supported. Parity information can be spread across four or eight
disk units. Disk units not supported in a RAID-5 array can also be attached to the same
#6512 in either unprotected or a mirrored environment.

Only the 1.03G, 1.96G, 4.19G, 8.58G, and 17.54G disk units are supported under RAID-5
with #6512. The #6512 occupies one I/O card slot position. On new orders, the #6532 should
be ordered, instead of the #6512.

#6513 Internal Tape Device Controller SPD

This feature provides a two-byte wide SCSI interface for attachment of one or two internal
tape drives in the 9406 Model 730, 740, and SB1 System Unit. On the 9406 Model 720 with
the #9364/#5064 System Unit Expansion and the #9331 Expansion Unit for SPD Cards, the
#6513 supports up to three internal tape drives located in the System Unit Expansion. It
provides support for up to four internal tape drives in the #5072 and #5073 System Unit
Expansion Towers. The #6513 provides attachment for the following internal tape devices:

* #1349 1.2 GB %-inch Cartridge Tape Unit Kit
* #1350 2.5 GB %-inch Cartridge Tape Unit Kit
* #1355 13 GB %-inch Cartridge Tape Unit Kit
* #1360 7 GB 8mm Cartridge Tape Unit Kit

* #1379 1.2 GB %-inch Cartridge Tape Unit Kit
* #1380 2.5 GB %-inch Cartridge Tape Unit Kit
* #6380 2.5 GB %-inch Cartridge Tape Unit

* #6381 2.5 GB %-inch Cartridge Tape Unit

* #6382 4 GB %-inch Cartridge Tape Unit

* #6385 13 GB %-inch Cartridge Tape Unit

e #6390 7 GB 8mm Cartridge Tape Unit

* #6481 2.5 GB %-inch Cartridge Tape Unit

* #6482 4 GB Y-inch Cartridge Tape Unit

* #6485 13 GB %-inch Cartridge Tape Unit

* #6386 / #6486 25 GB '4-inch Cartridge Tape Unit
* #6490 7 GB 8mm Cartridge Tape Unit

The #6513 occupies one I/O card slot position.

#6532 RAID Disk Unit Controller (4M Cache) Ultra SCSI SPD

The #6532 disk controller provides unprotected, mirrored, or RAID-5 protection for internal
disk units. It includes a 4M write cache.
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The #6532 controls Ultra, Fast Wide, and Fast Narrow SCSI disk units located in the #5058
Storage Expansion Unit and #5083 Storage Expansion Tower. The Ultra SCSI disks gives
best performance when attached to a #6532 in these Ultra SCSI Expansion Units or Towers.
These Ultra SCSI disks are 17.54G Disk Unit #6714, 8.58G Disk Unit #6713, 4.19G Disk Unit
#6907 and 1.96G Disk Unit #6906.

The #6532 also supports disks installed in the Storage Expansion Units #5051 and #5052
and in the Storage Expansion Towers #5081 and #5082. None of these are Ultra SCSI Units
and Towers. Therefore, they do not provide full Ultra SCSI performance.

The #5052 and #5082 are supported for migration to the Model 7xx. For the 7xx models, the
#5058 Storage Expansion Unit and #5083 Storage Expansion Towers, which are both Ultra
SCSI, are offered. They provide full Ultra SCSI performance when the disks are attached to a
#6532. One #5058 is supported per #5081 or #5083.

On the #9364/#5064 System Unit Expansion and #9331 Expansion Unit for SPD Cards, the
#6532 supports up to 15 disk units located in the system unit expansion and occupies one
card slot.

The #6532 controller supports a maximum of 16 one or two-byte disk units. A minimum of
four disk units of equal capacity are required to implement RAID-5 protection. A maximum of
10 disk units per RAID-5 array are supported. Parity information can be spread across four or
eight disks units. A maximum of four RAID-5 arrays are supported on one #6532. Disk units
not supported in a RAID-5 array can also be attached to the same #6532 in either
unprotected or a mirrored environment.

The #6532 requires OS/400 Version 4. The #6532 is supported on PowerPC based models
with SPD card slots. It is not supported on Models 170, SB1, and 720 with no SPD card slots.

The #6532 offers improved performance over the #6502, #6512, and #6530, and therefore,
effectively replaces them. The #6532 occupies one 1/O card slot. It does not offer support for
compression. The #6533 RAID Disk Unit Controller, which supports compression effectively,
supersedes the #6532 when systems are ordered with V4R2 or later.

Note: V4R3 is required for compression.

#6533 RAID Disk Unit Controller (4M Cache) Ultra SCSI Compress. SPD

The #6533 disk controller is functionally equivalent to the #6532 with the added capability to
support hardware data compression. For a full description, see the #6532 section above.

The #6533 offers an enhancement over the #6532 in that it supports data compression when
used with OS/400 V4R3 onward.
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#6534 Magnetic Media Controller SCSI SPD
The #6534 Magnetic Media Controller SCSI provides for attachment of one of the following

dev

ices:

3490E-C11/C22/C1A/C2A V2-inch Cartridge Tape Subsystem with #5040
3490E-E01/E11 V2-inch Cartridge Tape Subsystem

3490E-FO0/F01/F11/F1A Y2-inch Cartridge Tape Subsystem

3494-L10 Y2-inch Cartridge Tape Library Control Unit Frame (one 3490E-C1A/C2A with
#5040 or one or two 3490E-F1A)

3494-L12 Y2-inch Cartridge Tape Library Control Unit Frame (one or two 3590-B1A)
3494-D10 Y2-inch Cartridge Tape Library Device Frame (one 3490E-C1A/C2A with #5040
or one or two 3490E-F1A)

3494-D12 V2-inch Cartridge Tape Library Device Frame (one to six 3590-B1A)
3570-B00/B01/B02/B11/B12/B1A Cassette Tape Subsystem
3570-C00/C01/C02/C11/C12/C1A Cassette Tape Subsystem
3575-L06/L12/L18/L24/L32 Y2-inch Cartridge Tape Subsystem

3590-B11/B1A Y2-inch Cartridge Tape Subsystem

3995-C40/C42/C44/C46/C48 Optical Library Dataserver

7208-012 5.0G 8mm Cartridge Tape Unit

7208-222 7.0G 8mm Cartridge Tape Unit

7208-232 Dual 5.0G 8mm Cartridge Tape Unit

7208-234 Dual 7.0G 8mm Cartridge Tape Unit

7208-342 20.0G 8 mm Cartridge Tape Unit

9348-001 '2-inch Reel Tape Unit-Rack Mount

9348-002 '2-inch Reel Tape Unit—Table Top

9427-21x 8mm Tape Library

The #6534 offers improved performance over #2621 and #6501 for external tape attachment,

and

therefore, effectively replaces them. However, there are some devices such as the #5032

Removable Media Cluster Box, the 2440-A12 Y2-inch Reel Tape Unit, and the 7208-002 2.3G
8mm Cartridge Tape Unit, that are not supported by the #6534. For these devices, the #2621
is still required.

The #6534 does not provide Hardware Data Compression (HDC).
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PCI Card Placement Rules

PCIl Card Placement Rules

The implementation of new PCI technologies in the 9406 Model 270 and 8xx servers changes
the configuration rules associated with the various features of the AS/400 system. Prior
AS/400 models required input/output processors (IOPs) to be in specific slots in the system
and expansion towers. The Model 270 and 8xx product family provides more flexibility in the
placement of IOPs and I0As. This can result in more efficient use of card slots, potentially
resulting in a lower cost of implementation. For example, a specific PCI IOP may be able to
support two high-performance 10As, or four slower IOAs, but may not have the capacity to
support one high-performance IOA and two slower IOAs. Increased flexibility of configuration
also adds, in certain cases, an increased requirement to understand the detailed
configuration rules.

This chapter applies to 270 and 8xx systems only. For more detailed communications
restrictions, refer to the communications chapter for communications and the feature
description in the companion manual, AS/400e System Builder, SG24-2155.

The following sections describe the configuration and card placement rules that must be
understood to develop valid configurations. This chapter helps you understand when to add
IOPs to avoid saturation of a present configuration.

Note: This chapter is current at the time of this publication. Refer to the AS/400 Information
Center at http://publib.boulder. ibm.com/pubs/html/ for the latest level.

Configuration Rules

There are a series of “hard” and “soft” rules that define the combinations of IOPs and IOAs
supported in an AS/400e system. What is meant by hard and soft rules?

* Hard rules are rules and restrictions automatically enforced by the AS/400 Marketing
Configurators. The hard rules are documented in “Hard Rules: IOA Capabilities” on
page 286, as well as with the individual feature descriptions later in this document.

» Soft rules are rules and restrictions on combinations of IOAs that are allowed under a
single IOP based on how the I0As are used. Since these rules are entirely usage
dependent, the AS/400 Marketing Configurators cannot enforce them. The soft rules
are documented in “Soft Rules: IOA Requirements” on page 289.

There are only certain situations where the soft rules need to be used. Those situations
are:

— High Speed Lines: On the Two-Line WAN IOA (#4745) or the Two-Line WAN IOA with
Modem (#9771) running synchronous PPP, SDLC, Frame Relay, or X.25 where the
line speed will be greater than 64 Kbps.
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— X.25: On the Two-Line WAN IOA (#4745) or the Two-Line WAN IOA with Modem
(#9771) if more than 64 Virtual Circuits are required per I0A.

— Frame Relay: The Two-Line WAN IOA (#4745) or the Two-Line WAN IOA with Modem
(#9771) are to be used for Frame Relay.

— SDLC: If more than 64 controllers are to be attached per line on the Two-Line WAN
IOA (#4745) or the Two-Line WAN IOA with Modem (#9771).

— IPX: If IPX protocol is to be used on the Two-Line WAN IOA (#4745), the Two-Line
WAN IOA with Modem (#9771), or any LAN 10A.

— LAN: For best performance recommendations for the high speed LAN I0As (#4838,
#2744, or #2743).

— ATM: For best performance recommendations or if there is a need to run multiple
emulated LANs on an ATM IOA (#4815, 4816, or #4818).

* The Integrated Netfinity Server has a unique set of rules that are separate and
distinct from the rules for the other IOPs and IOAs. These rules are described in
“Integrated Netfinity Server IOP Rules” on page 293. These rules are automatically
enforced by the configurator.

Note

If the configuration rules and restrictions are not fully understood and followed, it is
possible to create a hardware configuration that will not work, marginally works, or quits
working when a system is upgraded to future software releases.

The intent of this chapter is to provide guidance in configuring IOAs and IOPs so that the
system is sized to meet customer expectations. The “Configuration Validation Procedure” on
page 283 describes a simple method of determining whether the I0As selected and their
usage will overburden a specific IOP.

It should also be noted that this section does not cover the migration towers that can be
attached to the Model 8xx server. For configuration rules related to migrated hardware, see
the description of the affected features to be migrated the AS/400e System Builder,
SG24-2155.

Card Enclosure Layout

This section describes the layout of the card enclosures for the various system and
expansion towers. For information on the Migration Towers (#5033, #5034, #5035, and
#5077), see the AS/400e System Builder, SG24-2155.
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There are several new concepts in the AS/400 system, such as Multi-Adapter Bridges,
Multi-Adapter Bridge Boundaries, and PCI Buses, that are defined later in this section.
Knowledge of these new concepts is required to understand the card rules defined later in
this chapter. All the discussions in this section refer to the following diagram containing the
layouts of the various card enclosures.

Card Enclosure Diagrams

Model 270 Model 820
Multi-Adaptor Bridge Multi-Adaptor Bridge
Slot  Bus No. Slot  Bus No. #5075
EMBED 1 IOP Cl2  11I0P  short Multi Adaptor Bridge
C07 2 ECS sho| |ct1 2 10A Slot  Bus No.
C06 4 IOPIOAshort|  [C10 34 IOPIOAINS || .. Nlcos 7.810A  short
05 5 IOP/IOA 009 5 IOPIOA Adapter | |CO7 5,6 IOP/IOA
Co4 6 IOP/IOAINS Co8 6 IOP/IOA Bridge | [CO6 3,4 IOA
Co7 7,8 IOA #2 ylcos 12 IOPINS
Cco3 7 IOP/IIOA EMBED 1 10P 04 7,8 IOA
C2 8 I0A C06 2 ECS Multi- | [Co3 5,6 IOP/IOA
cot 3 SCsl cos 3 scsl A;?g;:’ C02 34 IOP/IONINS
CO4 4 IOP/IOA/NS 41 | [co1 2 10a/sCSI
C03 5,6 IOP/IIOA EMBED 1 IOP
Model 830/840 [co2 7 I0PIOA
SB1/SB2 col  8I0A #5074/#5079
i i Multi Adaptor Bridge
Stet gﬂlljgl ﬁgaptor Bridge Slot  Bus No.

Ci5 78 10A
Ci14 5,6 IOPI0OA
C13 4 10A

Ci5 78 10A

C14 56 IOPI0OA
c13 4 10A Multi-Adapter Bridge

cl2  3I0A " C12 B
Ci1 12 IOPINS Ci1 12 IOPINS

C10 7,8 I0A | C10 78 I0A

C09 5,6 IOP/IOA C09 5,6 IOP/I0A
Multi-Adapter Bridge
C07 4 10A #2

cos 3 I0A
co5 1,2 IOPINS

Co4 78 I10A

C03 5,6 SCSI Multi-Adapter Bridge
C02 34 ECS #1

001 1,2 IOP (Base)

Cco7 4 I0A
C06 3 I0A

Ccos 1,2 IOP/INS

Cco4 78 I0A
C03 56 IOPIOA
C02 34 IOA

Co1 1,2 IOP (Base)

Multi-Adapter Bridge Bus Number -- n = 32-bit slot

=Slot reserved for ECS Multi-Adapter Bridge Bus Number -~ n,n = 64-bit slot

= Slots occupied by INS if installed

= Short cards only because of
mechanical interference

eeccccccceee = Multi-Adapter Bridge Boundary
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PCIl and Card Enclosure Concepts

There are several concepts in the PCl implementation that are new to the AS/400
environment. These concepts need to be understood to create and install valid
configurations.

For the purpose of this chapter, the term Multi-Adapter Bridge Bus Number is used to
facilitate the explanation of PCI card plugging rules.

A Multi-Adapter Bridge defines a logical grouping of card slots in the card enclosure. Each
Multi-Adapter Bridge contains eight Multi-Adapter Bridge Buses numbered 1 to 8. The
sequence does not necessarily correspond with the sequence of card slots in the card
enclosure. For example, in the Model 270 diagram on page 281, the embedded IOP is PCI
bus 1, slot C07 is Multi-Adapter Bridge Bus 2, slot C01 is PCI bus 3, and slot C06 is PCI bus
4. An IOP addresses the IOAs in sequence by the PCI bus number, not the slot number.
Using the previous example, the Model 270 Embedded IOP would control the IOAs installed
in slots C07 and CO1 and could control an IOA installed in slot C06 and C05. PCI card
installation instructions refer to the slot number and not to the Multi-Adapter Bridge Bus
number.

All card enclosures except the Model 270 contain more than one Multi-Adapter Bridge. The
divide between these Multi-Adapter Bridges is called a Multi-Adapter Bridge Boundary. An
IOP may control a maximum of four I0OAs installed in higher number Multi-Adapter Bridge
Buses, up to another IOP or a Multi-Adapter Bridge Boundary. An IOP must be installed in
Multi-Adapter Bridge Bus 1 of a Multi-Adapter Bridge. The Model 270, Model 820, and #5075
Expansion Unit have an IOP embedded on the backplane of the card enclosure that occupies
Multi-Adapter Bridge Bus 1 of the first, and in the case of the Model 270 only, Multi-Adapter
Bridge.

On all card enclosures except the Model 270, some slots are 32-bit and other slots are 64-bit.
The Model 270 supports 32-bit slots only. When planning for the installation of IOPs and I0As
in the card enclosure, it is required that 64-bit cards only be installed in 64-bit slots with the
exception of the Model 270. At the time this edition was published, the #2743 was the only
64-bit IOA offered for the AS/400 system. In the Card Enclosure diagrams on page 281, any
card slots that have a single Multi-Adapter Bridge Bus number are 32-bit slots. Card slots that
have dual Multi-Adapter Bridge Bus numbers are 64-bit slots.

Certain slots on the Model 270, Model 820, and #5075 Expansion Unit card enclosures on
page 281 are labeled “short”. These slots have part of the card slot blocked in the card
enclosure. Therefore, only short cards may be installed in these positions. An example is slot
CO07 in the Model 270 card enclosure. See “Hard Rules: IOA Capabilities” on page 286, for
information on which cards are “long” cards and may not be installed in the “short” positions.

When an Integrated Netfinity Server is installed, it occupies two and a half slots except on the
Model 270 where it occupies one and a half slots. This means that the card slot immediately
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following the Integrated Netfinity Server in Multi-Adapter Bridge Bus Number order only
accepts “short” cards when the Integrated Netfinity Server is installed. The shortened slot will
contain the first LAN IOA controlled by the Integrated Netfinity Server. For example, slot C07
in the Model 830 card enclosure supports “long” cards except when the Integrated Netfinity
Server is installed.

One slot in each base model card enclosure shown on page 281 is reserved for an ECS
connection. For example, in the Model 830 and 840 slot C02 is the ECS slot. This slot is
always controlled by the embedded or base IOP. By default, a #9771 Two-Line WAN with
Modem IOA will be installed in the ECS location. A #4745 will be installed in the ECS slot if
feature #5544 System Console Attached to the WAN adapter is specified. The #9771 will be
moved to another slot.

The RS232/V.24 Port (port 1) of the #9771 can be used for ECS. An appropriate modem and
cable must be ordered. The RSRCNAME parameter of the QESLINE and QTILINE line
descriptions may need to be manually changed to the resource name assigned to the WAN
port of the #9771.

If a #4745 Two-Line WAN IOA is ordered for ECS usage, a modem and cable for ECS must
also be ordered for ECDS. If the #4745 is installed in the ECS slot, the #9771 will be moved
to another slot.

One slot in each system card enclosure shown on page 281 is labeled SCSI. The first or only
Disk Unit Controller will be installed in this slot and supports the Load Source Disk Unit, base
internal tape (if installed), and base CD-ROM. The SCSI card slot is controlled by the
embedded or base IOP in a system card enclosure. The Model 270 and 820 can, in certain
cases, support a second disk unit controller when the #7104 System Unit Expansion is
installed. In the #5075, the disk unit controller must be in CO1. In the #5074/#5079, the first
disk unit controllers must be in slot C02, C03, or C04. There are no restrictions on the
placement of further disk unit controllers.

Configuration Validation Procedure

Each IOP and IOA available for the AS/400 system has a set capacity. The utilization of the
IOP is affected by the line speed, number of lines, protocol, and various other factors of the
selected I0As it controls. To define a configuration for an IOP to service multiple 10As, the
demand placed on the IOP by the IOA must be accounted for to generate a valid
configuration. The Marketing Configurators generate valid configurations that follow all the
“hard” rules. When the “soft” rules need to be used due to line speed or protocol, the
procedure defined in the following section allows for validation of the proposed customer
configurations that have been created using the Marketing Configurators. This allows the
configuration to be adjusted to make allowances for the “soft” rules prior to placing an order.
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To completely understand this procedure, review the examples provided in “Configuration
Validation Examples” on page 293.

Generating a Valid Configuration

To determine whether a specific IOP is capable of supporting the IOAs considered for
attachment, use the following procedures to complete the table in “Configuration Validation
Form” on page 285:

1.
2.

Identify the IOP being considered.

Determine the capacity values for the selected IOP using the “IOP Capacity Table” on
page 285. Enter the values on line 6 of the Configuration Validation Form.

Identify the IOAs to be controlled by the selected IOP.

4. Determine the capacity requirements of the selected I0As using “Hard Rules: IOA

Capabilities” on page 286. Enter the values in the form in “Configuration Validation Form”
on page 285, on lines 1 through 4, one IOA per line. Remember that an IOP supports a
maximum of four |OAs.

Review “Soft Rules: IOA Requirements” on page 289. If any of the restrictions described
apply to the selected IOAs, use the values from the table to replace the values in the
Configuration Validation Form unless the value in a particular column is less than the
default value for the IOA. When determining the values to use, be sure to account for both
lines if you selected the #4745 and #9771.

6. Add the IOA values in each column. Place the totals on line 5.

7. Compare the totals in line 5 with the IOP Capability in line 6.

* If any number in line 5 is greater than the corresponding value in line 6, the selected
IOAs exceed the capacity of the selected IOP. Add one or more IOPs to the
configuration to support the selected IOAs.

e If all the numbers in line 5 are less than or equal to the corresponding values in line 6,
the configuration is valid as long as all card rules from “Hard Rules: IOA Capabilities”
on page 286, and “Soft Rules: IOA Requirements” on page 289, have been followed.
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Configuration Validation Form

Line # Item Memory Performance
1 10A #1
2 I0A #2
3 I0A #3
4 I0A #4
5 Total
6 IOP Capability

IOP Capacity Table

10P Memory Capacity Performance
Capacity
#2843/#9943 PCI IOP Model 820, 830, 840, #5074, #5075 when 211 100

attached to Model 820.
See Note 1.

#2842 PCI IOP  Model 270 and #5075 when attached to Model 270
Embedded IOP  Model 270 (CCINs 284D and 284E)

Embedded IOP  Model 820 (CCIN 284C) 100 100
Embedded IOP #5075 PCI Expansion Tower (CCIN 284B)
See Note 1.

Notes:

1. By processor, the #2842 and #2843 may not be installed in the following slots:

* Model 270: C02, C07

* Model 820: C01, C05, C06, C07, C11

* Model 830 and 840: C02, C03, C04, C06, C07, C10, C12, C13, C15

e #5074 PCI Expansion Tower: C02, C04, C06, C07, C10, C12, C13, C15
* #5075 PCI Expansion Tower: C01, C04, C06, C08

2. A maximum of four IOAs are allowed on any IOP.
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Hard Rules: IOA Capabilities

I0A Card Length 8 Memory Performance
#2743 PCI 1 Gbps Ethernet IOA Short 2 26
#2744 PCI 100 Mbps Token Ring IOA 2 Short 25 36
#2749 PCI Ultra Magnetic Media Controller Short 22 25
#2763 PCI Raid Disk Unit Controller 4> 10- 12, 14 Long 29 21
#2768 PCI Magnetic Media Controller ° Short 22 25
#4723 PCl 10Mbps Ethernet IOA Short 25 12
#4745 PCI WAN |OA 15 Short 15 14
#4746 PCI Twinaxial Workstation I0A13: 16 Short 10 6
#4748/#9748 PCI Raid Disk Unit Controller 4 10, 11, 14 Long 29 21
#4750/#4751 PCI ISDN I0A & 17 Long 25 7
#4761 Integrated Analog Modem 6,18 Long 22 7
#4801 PCI Cryptographic Coprocessor 5 Short 11 18
#4815/#4816/#4818 PC| 155Mbps ATM I0A 2 3, 14 Short 35 47
#4838 PCI 100/10Mbps Ethernet 10A 2 Short 25 36
#9767 PCI Disk Unit Controller (CCIN 2767) 10 13 Short 29 21
#9771 Base PCI| Two-Line WAN with Modem 7> 5 Short 15 14
Notes:

1. The #2743 PCI 1 Gbps Ethernet IOA must be placed in a 64-bit slot except on the Model
270 system unit where it is supported in a 32-bit slot. The #2743 may only be combined
with a maximum of one other IOA on an IOP. IPX protocol is not supported on the #2743.
There may be only one #2743 per Multi-Adapter Bridge.

2. A maximum of two of these IOAs (#2744 or #4838) is allowed per IOP. Not more than one
#2744 or #4838 is allowed per IOP when this IOP also drives any ATM IOA (#4815,
#4816, or #4818).

3. A maximum of one of these I0OAs (#4815, #4816, #4818) is allowed per IOP.
4. A maximum of three of these IOAs (#4748, #9748, #2763) is allowed per IOP.

5. #4801 is not allowed to be controlled by the embedded IOP on the Model 270 and 820 or
the Base IOP on Model 830, 840, SB2, and SBS3.
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6. A maximum of one of these I0As (#4750, #4751, #4761) is allowed per IOP. A maximum
of three active communication traces is allowed at one time on these IOAs.

7. Only one #9771 is allowed per system.

* On Model 270, #9771 must be placed in the ECS slot (C07) or slot C06.
* On Model 820, #9771 must be placed in the ECS slot (C06) or slot C04.
* On Model 830/840, #9771 must be placed in the ECS slot (C02) or slot C04.

8. “Long” cards may only be installed in the following slots:

Model 270:

Model 820:

Model 830 and 840:

#5075 PCI Expansion Tower:

#5074 PCI Expansion Tower:

Long slots are C01, C02, C03, C04, and CO05. If an
Integrated Netfinity Server is installed, slots C03 and
CO04 are not available.

Long slots are C01, C02, C03, C04, C07, C08, C09,
C10 and C11. If Integrated Neftfinity Servers are
installed, slots C02, C03, and C04, or slots C08, C09,
and C10 are not available. Slots C05 and C06 are
also long slots but are dedicated to the ECS I0A and
Disk Unit Controller 10A.

Long slots are C04, C05, C06, C07, C09, C10, C11,
C12, C13, C14, and C15. If Integrated Netfinity
Servers are installed, slots C06 and C07, or slots C12
and C13 are not available. Slots C01, C02, and C03
are also long slots but are dedicated to the Base
MFIOP, ECS IOA, and Disk Unit Controller I0OA.

Long slots are C01, C02, C03, C04, C06, and CO7. If
Integrated Netfinity Servers are installed, slots C02,
C03, and C04, or slots C06 and C07 are not available.

Long slots are C02, C03, C04, C06, C07, C09, C10,
C12, C13, C14, and C15. If Integrated Netfinity
Servers are installed, slots C06 and C07, or slots C12
and C13 are not available. Slot CO1 is also a long slot
but it is dedicated to the Base MFIOP.

9. If an external tape device is to be used as an Alternate-IPL device and the #2749 or
#2768 is not controlled by the embedded or base IOP on the system, the Dedicated
Service Tools (DST) must be used to select the device as an alternate installation device.

10. Maximum disk unit controllers per tower:

Model 270:

One disk unit controller is allowed in the card
enclosure except when a #7104 Card Enclosure is
installed. When the #7104 is installed, two disk unit
controllers are allowed in the system unit card
enclosure. The first disk unit controller will be in slot
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CO01. Supported controllers are #9767, #2763, and
#4748. The number of disk units ordered and RAID
protection requirements will determine which controller
is the default.

e Model 820: One disk unit controller is allowed in the card
enclosure slot C05. The supported controllers are
#9767, #2763, and #4748.

* Model 830 and 840: #9478 Base Disk Unit Controller is automatically
included in the card enclosure slot C03. Two additional
#4748s are allowed in the card enclosure.

* Model SB2/SB3: One disk unit controller (#9748) required in the system
unit slot C03. No other disk unit controllers allowed in
the system unit.

e #5075 PCIl Expansion Tower: One #2763 or #4748 is allowed. It must install in the
card enclosure slot CO1.

* #5074 PCI Expansion Tower: Three #4748s are allowed in the card enclosure. The
first #4748 must be in slot C02, C03, or C04.

e #5079 1.8 m I/O Tower: Functions as two #5074s.

11. A maximum of 18 disk units are supported by the #4748. Based on hardware
configuration, only the Model 270 allows 18 installed disk units. All other models/towers
restrict the number of attached disk units to 15 or less. A maximum of two removable
media devices (internal tape or CD-ROM) are supported.

12. Available on Models 270 and 820 only. A maximum of twelve disk units and two removable
media devices (internal tape or CD-ROM) are supported.

13. Available on Models 270 and 820 only. Does not support RAID. A maximum of six disk
units and two removable media devices (internal tape and CD-ROM) are supported.

14. Not more than one #2763, #4748, or #9748, allowed per IOP when this IOP is also driving
any ATM I0As (#4815, #4816 or #4818).

15. A system console must be selected for each Model 270 and 8xx system unit. There are
two options:

* #5540 System Console Attached to Twinaxial Adapter
» #5544 System Console Attached to WAN Adapter

When #5540 is specified, the console function is provided by a twinaxial device attached
to port 0 address 0 on the first #4746 encountered in the first or (if available) second
Multi-Adapter Bridge in the card enclosure. The #9771 may be used for ECS. However,
the #9771 is not selected by default and requires manual configuration to change the
RSRCNAME parameter on the QESLINE and QTILINE line descriptions.
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When #5544 is specified, the console function requires a PC running Operations Console
attached to the #4745 in the ECS slot.

The placement of the adapters to support the system console function is defined in the
following table.

Note: The #9771 is a required feature and must be controlled by the embedded or base
IOP.

Model #5540 #5544

#9771 co7 #4745 co7
270

#4746 co6 #9771 co6

#9771 co6 #4745 co6
820

#4746 C04, CO3 or C11 #9771 Co4
830/ #9771 co2 #4745 co2
840 #4746 C04, C06 or C10 #9771 co4

16. Workstations attached to the #4746 are limited to a maximum of 40 unique device
addresses per IOA. In addition, the number of active workstation sessions is limited to 120
per IOA.

17. Protocols supported on the #4750 and #4751 remote access ISDN I0As are:

e PPP
e Fax
e IDLC

18. Protocols supported on the #4761 remote access integrated modem IOA are:

e PPP
e Fax
e IDLC

Soft Rules: IOA Requirements

Using any information from this table requires configuration validation.
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2048Kbps with IPX 1> 3> 4 8

I0A Capability/Comment Memory Performance
(per port) (per port)
Async up to 115.2 Kbps 3 7
Async-PPP up to 230.4 Kbps 3 7
#4745 PCI Two-Line WAN I0A
Bisync up to 64 Kbps 1 7
#9771 Base PCI Two-Line WAN
with Modem & Synchronous PPP up to 64 Kbps 3 7
Synchronous PPP up to 3 11
2048 Kbps
SDLC up to 32 stations and line 3 7
speed up to 64 Kbps
SDLC up to 64 stations and line 4 7
speed up to 64 Kbps
#4745 PCl Two-Line WAN IOA SDLC up to 254 stations and line 7 7
speed up to 64 Kbps 12
#9771 Base PCI Two-Line WAN
with Modem & SDLC up to 32 stations and line 3 13
speed up to 2048 Kbps 1
SDLC up to 64 stations an d line 4 13
speed up to 2048 Kbps 1,12
SDLC up to 254 stations and line 7 13
speed up to 2048 Kbps 1
Frame ReIaI line speed up to 11 7
64 Kbps 3,
#4745 PCI Two-Line WAN IOA Frame Relay line speed up to 17 7
64Kbps with IPX 3> 4 5
#9771 Base PCI Two-Line WAN
with Modem 8 Frame Relay line speed up to 11 13
2048Kbps 1+ 3 4
Frame Relay line speed up to 17 13
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I0A Capability/Comment Memory Performance
(per port) (per port)
X.25 up to 32 virtual circuits and 8 7
line speed up to 64 Kbps 2,3
X.25 up to 64 virtual circui2ts gnd 11 7
#4745 PCI Two-Line WAN 10A line speed up to 64 Kbps =
#9771 Base PCI Two-Line WAN I)i(r;issuzgg 3’2 ;grg“f(; fé;c“;t?,agn,ds 8 15
with Modem & peedup P
X.25 up to 64 virtual circuits and 12 15
line speed up to 640 Kbps 1.2,8
X.25 up to 256 virtual circuits and 35 15
line speed up to 640 Kbps 1.2,8
#2743 :Dé)AI 17(‘;1%3 Ethernet IPX Not Supported 10 ) )
#2744 100 Mbps PCI Token Ring IPX S 31 72
I0A 7
#4723 PCI 10Mbps Ethernet IOA | IPX 5 31 24
#4746 PCIl Twinaxial Workstation | Maximum Addresses and ) )
oA 11 sessions ?
#4838 PCI100/10Mbps Ethernet | IPX 5 31 72
I0A 7
#4815/#4816/#4818PCl Up to two emulated LANs 6 89 47
155Mbps
ATM
IOA 7+ 10

Notes:

1. One High Speed Line is allowed per IOP. If there is a need to support more than one high
speed line, the “Configuration Validation Procedure” on page 283 should be used to
determine if enough memory and performance capacity is available on the IOP to support

more lines. The following are defined as High Speed Lines:

e Synchronous PPP above 64 Kbps to 2048 Kbps
e SDLC above 64 Kbps to 2048 Kbps

e Frame Relay above 64 Kbps to 2048 Kbps

e X.25 above 64 Kbps to 640 Kbps

Line speeds greater than 64 Kbps have the following restrictions:
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* Electrical interfaces X.21, V.35, or EIA-449/V.36 must be used

» 20-foot (6-meter) cables must be used for the X.21 and V.35 interfaces

* “Looped” clocking is required on EIA/449/V.36 cables longer than 20-feet (6-meters)
e “Looped” or “inverted” clocking may be required for line speeds faster than 512 Kbps

Note: The following protocols have limits as noted, and are always considered low speed
lines:

* Bisync limited to maximum of 64 Kbps

* Async limited to maximum of 115.2 Kbps

e Async/PPP limited to maximum of 230.4 Kbps. When used at speeds above 115.2
Kbps, a high-speed cable must be used.

When using X.25 protocol, a maximum of 64 Virtual Circuits are allowed per IOA unless
the “Configuration Validation Procedure” on page 283 indicates that enough memory and
performance capacity is available on the IOP to support a higher number of Virtual
Circuits.

Frame Relay and X.25 are not allowed on the same IOA unless the “Configuration
Validation Procedure” on page 283 indicates that enough memory and performance
capacity is available on the I0OP to support both protocols on the IOP.

Frame Relay protocol has the following restrictions.

e EIA-232/V.24 connection is not supported

e The line speed must be 56 Kbps or greater

* One line of Frame Relay is allowed per IOA. If there is a requirement for Frame Relay
on both ports, the “Configuration Validation Procedure” on page 283 can be used to
determine if enough memory and performance capacity is available on the I0P to
support more lines.

5. A maximum of 1400 routes and 1400 services are allowed per line.

6. The “emulated LAN” support for ATM adapters has the following restrictions:

* A maximum of two “emulated LANs” are supported per [OA.
¢ When running two “emulated LANs”, the LANs must be of a different type such as one
Token-Ring and one Ethernet.

In general, to provide best performance, we recommend that these IOAs have a dedicated
IOP.

8. The #9771 V.90 port supports only Async-PPP protocol.

9. Workstations attached to the #4746 are limited to a maximum of 40 unique device

10.

addresses per IOA. In addition, the number of active workstation sessions is limited to 120
per IOA.

IPX is not supported on the ATM IOAs (#4815, #4816, and #4818) or #2743 PCI 1 Gbps
Ethernet 10A.
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11. Use the Hard Rules values from “Hard Rules: IOA Capabilities” on page 286.

12. When using the SDLC protocol, a maximum of 64 controllers per line is allowed, unless
the “Configuration Validation Procedure” on page 283 indicates that enough memory and
performance capacity is available on this IOP to support more.

Integrated Netfinity Server IOP Rules

The #2790/2890 Integrated Netfinity Server IOP does not follow the rules for other IOPs and
does not provide the same IOA attachment capabilities. The Integrated Netfinity Server has
specific slot assignments as shown in “Card Enclosure Diagrams” on page 281.

When the Integrated Netfinity Server is installed, it can control up to three IOAs installed in
the next three higher PCI bus slots up to the next installed IOP or up to the Multi-Adapter
Bridge boundary. The only IOAs supported by the Integrated Netfinity Server are:

* #2744 PCIl 100 Mbps Token Ring IOA
e #4838 PCI 100/10Mbps Ethernet IOA

The supported IOAs may be installed in any combination up to a maximum of three. At least
one IOA is required. However, referring to “Card Enclosure Diagrams” on page 281, there are
limits to the supported IOAs based on the position of the Integrated Netfinity Server in the
Multi-Adapter Bridge. For example, in the Model 270 card enclosure, the Integrated Netfinity
Server is installed in slot C04. It can control slots C03 and C02 only since those slots have a
higher Multi-Adapter Bridge Bus Number. Thus the Integrated Netfinity Server is limited to
controlling two IOAs in the Model 270 card enclosure. Similar situations exist in the Model
820 and #5075 Card Enclosures. See “Card Enclosure Layout” on page 280 for specific
locations.

Concurrent Maintenance Load Source Movement

If the load source disk unit is mirrored and the load source function is moved to a different
IOP, leaving the original load source IOP without the load source function, the original IOP
must be reset (reloaded) if additional functions are to be added or run on the IOP.

Configuration Validation Examples

The following examples may be used to more fully understand the Configuration Validation
Procedure and the use of the hard and soft rules. Any card positions referenced are for
demonstration purposes only. Systems shipped from manufacturing may have different card
combinations than shown in these examples.
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Example 1: Model 270
In this example, the customer has requested a Model 270 with the following capabilities:

e Six disk arms with RAID-5 Disk Protection

* Electronic Customer Support (ECS)

e Attachment to a 100 Mbps Ethernet at the fastest possible throughput
e Twinax Console #5540

To provide these capabilities, the following IOP and I0A features are required:

* Embedded IOP

» #2842 PCI IOP

e #9771 Base PCI Two-Line WAN with Modem IOA (ECS will be manually configured)
* #4746 PCIl Twinax Workstation IOA (provides Twinax Console)

» #2763 PCI RAID Disk Unit Controller (provides RAID-5 Disk Protection)

* #4838 PCI 100/10Mbps Ethernet (provides attachment to 100Mbps Ethernet)

Once the I0Ps and IOAs are identified, you can validate the configuration using the
procedure from page “Generating a Valid Configuration” on page 284, as shown below.

The Embedded MFIOP is examined first:
1. Identify the IOP being considered.
The Embedded MFIOP is to be used.

2. Determine the capacity values for the selected IOP using “IOP Capacity Table” on
page 285. Enter the values on line 6 of the Configuration Validation Form.

The Embedded MFIOP has a memory capacity value of 100 and a performance capacity
value of 100. Those values are entered on line 6.

3. Identify the IOAs to be controlled by the selected IOP.

Because there is a soft rule specifying to place the #4838 on a separate IOP for optimum
performance, the #9771, #4746, and #2763 will be controlled by the Embedded MFIOP.

4. Determine the capacity requirements of the selected I0As using “Hard Rules: IOA
Capabilities” on page 286. Enter the values in the form on lines 1 through 4, one IOA per
line. Remember that an IOP supports a maximum of four I0As.

The appropriate values were entered on lines 1 through 4. The slots that the cards will
occupy have also been entered.

5. Review “Soft Rules: IOA Requirements” on page 289. If any of the restrictions described
apply to the selected IOAs, use the values from the table to replace the values in the
Configuration Validation Form unless the value in a particular column is less than the
default value for the IOA. When determining the values to use, be sure to account for both
lines if you have selected the #4745 and #9771.
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ECS will be the only protocol used on the #9771. None of the soft rules apply.

6. Add the IOA values in each column. Place the totals on line 5.

7. Compare the totals in line 5 with the IOP Capacity in line 6.

All the numbers in line 5 are less than or equal to the corresponding values in line 6.
Therefore, the configuration is valid.

Line # Item Memory Performance

#2763 PCI RAID Disk Unit Controller (slot

1 10A #1 cot)

29 21

#9771 Base PCI Two-Line WAN with
2 10A #2 Modem IOA (slot CO7) 15 14

#4746 PCIl Twinaxial Workstation I0A

3 I0A #3 (slot C06) 10 6

4 I0A #4

5 Total 54 41

6 IOP Capability Embedded MFIOP 100 100

Now that the validity of the embedded IOP and its associated IOAs has been determined, the
second IOP, a #2842, and its associated IOAs have to be checked:

1.

Identify the IOP being considered.
The #2842 PCI IOP is to be used.

Determine the capacity values for the selected IOP using “IOP Capacity Table” on
page 285. Enter the values on line 6 of the Configuration Validation Form.

The #2842 PCI IOP has a memory capacity value of 100 and a performance capacity
value of 100. Those values are entered on line 6.

Identify the IOAs to be controlled by the selected IOP.
The #4838 PCI 100/10Mbps Ethernet will be controlled by the #2842.

Determine the capacity requirements of the selected IOAs using “Hard Rules: IOA
Capabilities” on page 286. Enter the values in the form on lines 1 through 4, one IOA per
line. Remember that an IOP supports a maximum of four I0As.

The appropriate values were entered on lines 1 through 4. The slots that the cards will
occupy have also been entered.

Review “Soft Rules: IOA Requirements” on page 289. If any of the restrictions described
apply to the selected IOAs, use the values from the table to replace the values in the
Configuration Validation Form unless the value in a particular column is less than the
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default value for the IOA. When determining the values to use, be sure to account for both
lines if you have selected the #4745 and #9771.

There are no soft rules that apply other than placing the #4838 on a separate IOP for
optimum performance. This rule has been met.

6. Add the IOA values in each column. Place the totals on line 5.
7. Compare the totals in line 5 with the IOP Capacity in line 6.

All the numbers in line 5 are less than or equal to the corresponding values in line 6, and
all hard rules have been followed. Therefore, the configuration is valid.

Line # Item Memory Performance
1 I0A #1 f;:fgg;l 100/10Mbps Ethernet IOA 25 36
2 10A #2
3 I0A #3
4 I0A #4
5 Total 25 36
6 IOP Capability #2842 PCI IOP (slot C04) 100 100

The cards chosen for this example result in a card enclosure populated as shown in the
following figure. Note that card slot C02 is empty. An IOA could be placed in that slot later.
The table above shows ample memory and performance capability on the IOP. However,
doing so would violate the soft rule concerning optimum performance on a #4838
100/10Mbps Ethernet IOA.
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Model 270
M-A Bridge
Slot  Bus No.
EMBED 1 IOP
co7 2 #9771
Co06 4 #4746
CO05 5
Co4 6 #2842

Co3 7 #4838
co2 8
Co1 3 #2763

Example 2: Model 820 with #5074 PCI Expansion Tower
In this example, the customer has requested a Model 820 with the following capabilities:

120 GB usable with RAID-5 Disk Protection
Electronic Customer Support (ECS)

Attachment to two 100Mbps Ethernet segments (one segment requires best performance)

Twinax Console #5540

Support for 240 Twinax Addresses

Connection to a Frame Relay network using V.35 interface 512 Kbps
Attachment to two 7208-342 devices, one as the Alternate IPL (Alt-IPL) device

To provide these capabilities, the following features are required:

Model 820 Card Enclosure with embedded IOP

#5074 PCI Expansion Tower with base #9943 IOP (to hold cards above those
supported by the 820 Card Enclosure)

#9771 Base PCI Two-Line WAN with Modem IOA for ECS use. It will be manually
configured for ECS use.

#4745 PCIl Two-Line WAN IOA Frame Relay attachment)

Six #4746 PCIl Twinax Workstation IOAs (provides attachment for 240 Twinax device
addresses, including Twinax Console)

Two #4748 PCI RAID Disk Unit Controllers (provides attachment of sixteen 8.58 GB
Disk Units and RAID-5 capability)
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e Two #4838 PCI 100/10 Mbps Ethernet IOAs (provides attachment to 100 Mbps
Ethernet segments)

* Two #2749 Ultra Magnetic Media IOAs (provides attachment of the 7208-342 tape
units and the Alt-IPL device)

After reviewing the above list and counting the IOAs (there are fourteen), we can see that at
least two additional IOPs are required since an IOP can only support a maximum of four
IOAs. The two additional IOPs, when combined with the embedded and base I0Ps, will
support a theoretical maximum of sixteen IOAs. Looking at the configuration a little closer
shows that there are two #4838 100/10 Mbps Ethernet Adapters included. There is a soft rule
on page 292 that recommends a separate IOP for each #4838 to achieve optimum
performance. Since we want one #4838 at best performance, we add one more IOP to the
order. If three #2843 IOPs are added instead of two, giving a total of five IOPs when
combined with the embedded and base IOPs, an even distribution of the IOAs is
accomplished at a minimal cost.

Once we have the I0Ps and I0As identified, we can validate the configuration using the
procedure from page 284 as shown below.

The Embedded MFIOP in the Model 820 is examined first:
1. Identify the IOP being considered.
The Embedded MFIOP is to be used.

2. Determine the capacity values for the selected IOP using “IOP Capacity Table” on
page 285. Enter the values on line 6 of the Configuration Validation Form.

The Embedded MFIOP has a memory capacity value of 100 and a performance capacity
value of 100. Those values are entered on line 6.

3. Identify the IOAs to be controlled by the selected IOP.

The #9771, #4745, #4748, and #2749 will be controlled by the Embedded MFIOP. This is
due to the rule concerning card placement when a Twinaxial Console is requested (#18
on page 288) and the requirement for placement of the Alternate-IPL device (#13 on page
287).

4. Determine the capacity requirements of the selected I0As using “Hard Rules: IOA
Capabilities” on page 286. Enter the values in the form below on lines 1 through 4, one
IOA per line. Remember that an IOP supports a maximum of four 10As.

The appropriate values were entered on lines 1 through 4. The slots that the cards will
occupy have also been entered.

5. Review “Soft Rules: IOA Requirements” on page 289. If any of the restrictions described
apply to the selected IOAs, use the values from the table to replace the values in the
Configuration Validation Form unless the value in a particular column is less than the
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default value for the IOA. When determining the values to use, be sure to account for both
lines if you selected the #4745 and #9771.

Since Frame Relay will be used on the #4745, the detailed values for the synchronous
under 64 Kbps and Frame Relay under 2048 Kbps need to be used to account for the
usage on the #4745. Synchronous under 64 Kbps has a memory requirement of 3 and a
performance requirement of 7. Frame Relay under 2048 Kbps has a memory requirement
of 11 and a performance requirement of 13. Since the memory requirement for the two
protocols is less than the memory requirement for the card under the hard rules (11+3 or
14 versus 15), the Hard Rules value is left in the table. The combined performance
requirement (7+13 or 20) is greater than the hard rules memory requirement (7) so those
values are entered in the table.

6. Add the IOA values in each column. Place the totals on line 5.
Compare the totals in line 5 with the IOP Capacity in line 6.

All the numbers in line 5 are less than or equal to the corresponding values in line 6.
Therefore, the configuration is valid.

Line # Item Memory Performance

#4748 PCI RAID Disk Unit Controller (slot

1 10A #1 Co5)

29 21

#9771 Base PCI Two-Line WAN with
2 10A #2 Modem I0A (slot C06) 15 14

#2749 PCI Ultra Magnetic Media

3 10A #3 Controller (slot C03)

22 25

#4745 PCIl Two-Line WAN IOA (slot C04)

4 10A #4 *Port 0 - ECS 15 173
* Port 1 - Frame Relay 512Kbps

5 Total 69 90

6 IOP Capability Embedded MFIOP 100 100

Once the 10As specified for the embedded IOP are installed, the Model 820 Card Enclosure
will appear as shown in the following figure.
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Model 820
M-A Bridge
Slot Bus No.
c12 1 IOP  short A
C11 2 I0A
C10 3,4 IOP/IOA/INS .
Multi-
C09 5 IOP/IOA Adapter
B
cos 6 IOP/IOA roge
co7 7,8 IOA Y
EMBED 1 IOP A
Co06 2 #9771 Multi-
Adapter
CO05 3 #4748 Bridge
Co4 4 #4745 #1
co3 5,6 #2749
co2 7 IOP/IOA
Co1 8 10A Y

The following features still need to be added to the system:
* Three #2843 PCI IOPs
* #5074 PCIl Expansion Tower with base #9943 IOP

* Six #4746 PCI Twinax Workstation IOAs (provides attachment for 240 Twinax device
addresses, including the twinax console)

* One #4748 PCI RAID Disk Unit Controllers (provides attachment Disk Units and
RAID-5 capability)

e Two #4838 PCI 100/10 Mbps Ethernet IOAs (provides attachment to 100 Mbps
Ethernet segments)

* One #2749 Ultra Magnetic Media IOAs (provides attachment of the remaining
7208-342 tape unit)

Examining the card enclosure shown above, slots C02 and C01 are empty. This is a perfect
place for a #4838 and the I0P to control it. The procedure doesn’t need to be used because a
simple examination of the entries for the #2843 in “IOP Capacity Table” on page 285, and the
#4838 in “Hard Rules: IOA Capabilities” on page 286, shows there is ample capacity in the
#2843 to support the #4838. After installing the #2843 and #4838, the Model 820 card
enclosure will appear as shown in the following figure.
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Model 820
M-A Bridge
Slot Bus No.
c12 1 IOP  short A
c11 2 I0A
C10 3,4 IOP/IOA/INS .
Multi-
Co09 5 I0OP/IOA Adapter
Bridge
cos 6 IOP/IOA I
co7 7,8 10A Y
EMBED 1 IOP A
Co06 2 #9771 Mutti-
Adapter
C05 3 #4748 Bridge
Co4 4 #4745 #1
co3 5,6 #2749
co2 7 #2843
co1 8 #4838 Y

Now the following features need to be added to the system:
* Two #2843 PCI IOPs
* #5074 PCI Expansion Tower with base #9943 IOP

* Six #4746 PCI Twinax Workstation IOAs (provides attachment for 240 Twinax device
addresses, including Twinax Console)

* One #4748 PCI RAID Disk Unit Controllers (provides attachment of Disk Units and
RAID-5 capability)

* One #4838 PCI 100/10 Mbps Ethernet I0As (provides attachment to 100 Mbps
Ethernet segments)

* One #2749 Ultra Magnetic Media IOAs (provides attachment of the remaining
7208-342 tape unit)

Examination of the card enclosure shows that slots C07 through C12 are empty. At this point,
the choice of cards and their placement is very flexible. The author has chosen to place three
of the #4746s and a #2749 in the remaining slots in the Model 820 card enclosure. The
validation of the IOP capabilities is listed here:

1. Identify the IOP being considered.
A #2843 IOP will be used.
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2. Determine the capacity values for the selected IOP using the “IOP Capacity Table” on
page 285. Enter the values on line 6 of the Configuration Validation Form.

The #2843 IOP has a memory capacity value of 211 and a performance capacity value of
100. Those values are entered on line 6.

3. Identify the IOAs to be controlled by the selected IOP.
Three #4746s and a #2749 will be controlled by the #2843.

4. Determine the capacity requirements of the selected I0As using “Hard Rules: IOA
Capabilities” on page 286. Enter the values in the form on lines 1 through 4, one IOA per
line. Remember that an IOP supports a maximum of four I0As.

The appropriate values were entered on lines 1 through 4. The slots that the cards will
occupy have also been entered.

5. Review “Soft Rules: IOA Requirements” on page 289. If any of the restrictions described
apply to the selected IOAs, use the values from the table to replace the values in the
Configuration Validation Form unless the value in a particular column is less than the
default value for the IOA. When determining the values to use, be sure to account for both
lines if you have selected the #4745 and #9771.

There are no soft rules that apply to the selected cards.
6. Add the I0A values in each column. Place the totals on line 5.
7. Compare the totals in line 5 with the IOP Capacity in line 6.

All the numbers in line 5 are less than or equal to the corresponding values in line 6.
Therefore, the configuration is valid.

Line # Item Memory Performance
1 I0A #1 #4746 Twinaxial Workstation I0A (slot 10 6
C11)
2 IOA #2 #4746 Twinaxial Workstation I0A (slot 10 6
C10)
3 IOA #3 #4746 Twinaxial Workstation I0A (slot 10 6
C09)
#2749 Ultra Magnetic Media Controller
22 2
4 I0A #4 (slot C07) 5
5 Total 52 43
6 IOP Capability #2843 IOP (slot C12) 211 100

Once the 10As specified for the embedded IOP are installed, the Model 820 Card Enclosure
will appear as shown in the following figure.
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Model 820
M-A Bridge
Slot Bus No.
c12 1 #2843 A
ci1 2 #4746
C10 3,4 #4746
€09 5 #4746
cos 6 #2749
co7 7.8 Y
EMBED 1 IOP A
Co6 2 #9771
C05 3 #4748
Co4 4 #4745
C03 5,6 #2749
Co2 7 #2843
Co1 8 #4838 Y

The following features still need to be added to the system:

¢ One #2843 PCI IOPs

* #5074 PCI Expansion Tower with base #9943 IOP

Multi-
Adapter
Bridge
#2

Multi-
Adapter
Bridge
#1

PCI Card Placement Rules

* Three #4746 PCI Twinax Workstation IOAs (provides attachment for Twinax device
addresses)

* One #4748 PCI RAID Disk Unit Controllers (provides attachment Disk Units and
RAID-5 capability)

* One #4838 PCI 100/10 Mbps Ethernet I0As (provides attachment to 100 Mbps
Ethernet segment)

At this point, the Model 820 processor cannot support any more cards so the remaining cards
have to be placed in the #5074 Expansion Tower. Since a separate IOP is needed for the
#4838 and there is a limit to the number of IOAs in the first Multi-Adapter Bridge in the #5074,
the #4838 will be placed on the #9943 Base IOP in the #5074. As demonstrated earlier, there
is more than enough capacity on the #2843/#9943 for the #4838, the complete validation

procedure will not be used. After installation, the configuration will appear as shown in the
following figure.
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Model 820 #5074
. M-A Bridge
M-A Bridge
Slot Bus No. Slot  Bus No.
Alcis 7810
1 #2843 ’
c12 ‘ C14 5,6 IOP/IOA
C11 2 #4746 Multi-Adapter Bridge C13 4 10A
C10 3,4 #4746 Multi- #3 c12 3 I0A
Co09 5 #4746 Adapter ' C11 1,2 IOP/INS
Bridge 7 peecccccccccccccccccces 1
cos 6 #2749 o A [c10 78 10A
co7 7,8 ' C09 5,6 IOP/IOA
ecccccccccccccccccnccccnccne Mult-Adapter Bridge
EMBED 1 IOP A it co7 4 IOA
Co06 2 #9771 Multi-
Adapter Co6 310A
Co5 3 #4748 Bridge Y [cos 12 10P
cot 4 paris " N
CO3 56 #2749 Multi-Adapter Bridge C03 5,6 #4746
Co02 7 #2843 #1 C02 3,4 #4748
co1 8 #4838 ' ' CO01 1,2 #9943 (Base)

The following features still need to be added to the system:

One #2843 PCI IOP

One #4746 PCI Twinax Workstation IOA (provides attachment for Twinax device
addresses)

One #4838 PCI 100/10 Mbps Ethernet IOAs (provides attachment to 100 Mbps
Ethernet segment)

The remaining 10A features will be controlled by the #2843 IOP on in the #5074. The
verification that the Base IOP has the capability to support the chosen cards is shown here:

1.

304

Identify the IOP being considered.
The #2843 Base I0P will be used.

Determine the capacity values for the selected IOP using the “IOP Capacity Table” on
page 285. Enter the values on line 6 of the Configuration Validation Form.

The #2843 IOP has a memory capacity value of 211 and a performance capacity value of
100. Those values are entered on line 6.

Identify the IOAs to be controlled by the selected IOP.

One #4746 and one #4838 will be controlled by the #2843 (since one #4838 does not
require optimum performance, it can also be controlled by this #2843).
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4. Determine the capacity requirements of the selected I0As using “Hard Rules: IOA
Capabilities” on page 286. Enter the values in the form below on lines 1 through 4, one
IOA per line. Remember that an IOP supports a maximum of four IOAs.

The appropriate values were entered on lines 1 through 4. The slots that the cards will
occupy have also been entered.

5. Review “Soft Rules: IOA Requirements” on page 289. If any of the restrictions described
apply to the selected IOAs, use the values from the table to replace the values in the
Configuration Validation Form unless the value in a particular column is less than the
default value for the IOA. When determining the values to use, be sure to account for both
lines if you have selected the #4745 and #9771.

There are no soft rules that apply to the selected cards.
6. Add the I0A values in each column. Place the totals on line 5.
Compare the totals in line 5 with the IOP Capacity in line 6.

All the numbers in line 5 are less than or equal to the corresponding values in line 6.
Therefore, the configuration is valid.

Line # Item Memory Performance

1 IOA #1 #4746 Twinaxial Workstation IOA (slot 10 6
C06)

2 IOA #2 #4838 100/10 Mbps Ethernet IOA (slot o5 36
Co7)

3 I0A #3

4 I0A #4

5 Total 35 42

6 IOP Capability #2843 PCI IOP (slot C05) 211 100

Once the 10As specified for the embedded IOP are installed the Model 820 Card Enclosure
appears as shown in the following figure.
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Model 820 #5074
. M-A Bridge
M-A Bridge lot
Slot Bus No. ‘ Slot  Bus No.
Ci5 7,8 IOA
c12 1 #2843 A C14 5,6 IOP/IOA
C11 2 #4746 Multi-Adapter Bridge Cci3 4 10A
C10 3,4 #4746 Multi- #3 c12 3 10A
Co09 5 #4746 Adapter ' C11 1,2 IOP/INS
Bridge @~ 7 [eeeecccccccccccccccccs
Cco8 6 #2749 #29 A [c10 78 10A
co7 7,8 ' C09 5,6 IOP/IOA
cccccccccccccccccccccccccace Mult-Adapter Bridge
EMBED 1 IOP A 4o Co7 4 #4746
Co6 2 #9771 Multi-
Adapter co6 3 #4838
Co5 3 #4748 Bridge Y [cos 12 #2843
cos 4 wazss g i e i ]
C03 56 #2749 Multi-Adapter Bridge CO03 5,6 #4746
Co02 7 #2843 #1 C02 3,4 #4748
co1 8 #4838 ' CO01 1,2 #9943 (Base)

At this point, all the selected features have been added to the system.
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Upgrades to AS/400e server 8xx

Upgrades to AS/400e server 8xx

Upgrades to the 8xx servers can involve a housing change from a CEC to a tower. In some
cases, an existing system CEC (on a 7xx system, for example) is converted into an 8xx 1/0
tower. All towers attached to the existing system CEC remain untouched.

Customers with AS/400e 6xx, 7xx, and Sxx servers (excluding the SB1) can upgrade to the
AS/400e 8xx servers. CISC models and RISC systems prior to 6xx models cannot be
upgraded to the 8xx servers.

No upgrades are offered into the Model 270 from any earlier models, nor can the Model 270
be upgraded into the 8xx servers.

The redbook AS/400 Migration, SG24-6055, provides guidance for upgrading to the AS/400e
server 8xx.

For software considerations, refer to “Supported Upgrade Paths” on page 525 and “Current
Release to Previous Release Support” on page 525.

Interactive Performance Reduction Option for 7xx Servers

In some cases, a supported upgrade path involves a reduction in Interactive CPW ratings.
7xx customers who do not want to keep their current interactive card may reduce their
interactive capacity by one level when upgrading to a new 8xx server. This can lower the price
paid for the upgrade.

For example, a customer with 1050 Interactive CPW (Interactive Feature #1510) upgrading to
an 8xx server can choose a model with a lower Interactive CPW level (for example, 560).
Customers choosing this reduction option will be required to repurchase (at full price) any
additional Interactive CPW in the future.

Customers are encouraged to review current Interactive CPW utilization with PM/400,
Management Central, or other AS/400 Performance Tools prior to exercising this interactive
performance reduction option.

The Interactive Performance Reduction Option is available beginning third quarter 2000 for
7xx to 8xx server upgrades.

Upgrade Scenarios

To help you understand what is involved in upgrading to the 8xx servers, this section lists the
overall steps involved for selected scenarios.
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From Models 600, 620, 640, and 650

1. Perform a model upgrade.

2. Buy processor feature on the “to” 8xx server.

3. Do a feature conversion from the current processor to an interactive card on the “to” 8xx
server.

From Models S10, S20, S30, and S40

1. Perform a model upgrade.
2. Buy an interactive card feature on the “to” 8xx server.
3. Do a processor feature conversion.

From Model S20, S30, and S40 Mixed-mode servers

1. Perform a model upgrade.

2.