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PREFACE

Persons interested in determining sources of errors within

or making changes to the internal logic of BASP II Version 4
should read this publication. Readers must be familiar with
programming techniques and the operating principles of 0S/VS2
Release 1.

This manual describes the purpose and function of HASP and its
relationship to 0S/VS2 Release 1. It does not replace the pro-
gram listings; it supplements them and makes the information

in them more accessible.

This publication contains seven sections:

Section 1 Introduction ~ describes the general characteristics
and functions of HASP II Version 4.

Section 2 Method of Operation - contains HIPO (Hierarchy
plus Input-Process-Output) diagrams that describe the
operation of HASP II Version 4. The diagrams are high
level and are designed to guide the reader to a particular
area of the program listing.

Section 3 Program Organization - describes the HASP general
program organization and each of the HASP processors.

Section 4 Directory - provides cross-reference lists.
Section 5 Data Areas - contains descriptions of the
interrelationship and content of HASP data areas and
control blocks.

Section 6 Diagnostic Aids - contains information necessary
for interpreting the program listing and diagnosing program
failures.

Section 7 Appendix A HASP Programmer Macros - describes HASP
macro instructions and their use.

Glossary - defines HASP terms.

Related 0S/VS publications are listed in the IBM System/360
and System/370 Bibliography GA22-6822.
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HASP INTRODUCTION

HASP II Version 4 is not System Control Programming (SCP). It is
optionally available to replace 0S/VS2 Release 1 readers and writers.

It provides the remote job entry (RJE) support for 0s/vS2. Installation
remains the responsibility of the user. Programming Service
Classification is A.

The HASP System is an extension of 0S/VS2 and provides support in the
areas of job management, data management, task management, and remote
job entry. HASP operates as a systems task and is formally interfaced
to OS/vs2. When HASP is used, it supplants the normal 0S/VS2 functions
of reader, printer, and punch input/output services; SYSIN/SYSOUT
SPOOLing; and job scheduling.

Features that may add to system performance are a high performing SPOOL
Management routine and the HASP MULTI-LEAVING Line Manager. MULTI-
LEAVING is employed with all CPU work stations and will tend to maximize
line effectiveness and provide concurrent operation of all supported
work station devices.

HASP operation is in a V = V mode. The minimal storage that must be
fixed is 12K bytes. The requirement for fixed storage will be
approximately 25% or less of the total storage generated for a HASP
System.

The job input and output services provided for local peripheral devices,
along with a subset of the HASP operator commands capability, are
optionally extended to remote work stations, including both CPU and non-
CPU terminals. Work station programs for 2922, BSC System/360 Model 20
and higher, BSC 1130, and System/3 are generated as extensions to the
central HASP System and operate in the work station on a "stand-alone"
basis. The HASP RJE implementation for BSC CPU work stations is based
on the HASP MULTI-LEAVING philosophy which provides the capability for
concurrent operation for all supported terminal ]Ob input, output, and
console devices.

HASP is a specialized program that operates in the same CPU with 0S/VS2
to perform the peripheral functions assoc1ated with batch ]Ob
processing.

HASP is loaded as a systems task. Control of all online unit record
devices is assumed; the designated intermediate storage direct-access
devices(s) are initialized; and job processing begins.

HASP has three major processing stages which relate to its three major
external functions. These are:

1. INPUT STAGE - This stage reads jobs simultaneously from an
essentially unlimited number of various types of online card
readers, Internal Reader interfaces, and remote terminals into
the system. These jobs are then entered into a priority queue by
job class to await processing by the next stage.

2. EXECUTION STAGE - This stage removes jobs, based on priority and
class, from the queue established by the input stage and passes
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HASP INTRODUCTION

those jobs to 0S/VS2 for processing. Input cards are supplied as
required to the executing program, and print and punch records
are received and written onto HJASP intermediate storage. This
stage can simultaneously control an essentially unlimited number
of jobs being processed by 0S5/VS2. At the completion of a job,
it is placed in a queue to await processing by the next stage.

3. OUTPUT STAGE - One purpose of this stage is to transcripe the
printed output generated by jobs in the previous stage to
printers. An essentially unlimited number of various types of
printers and remote terminals can be operated simultaneously.

The output stage also transcribes the punch output generated by
jobs in the execution phase to punches. An essentially unlimited
number of various types of punches and remote terminals can be
operated simultaneously.

A1l of these processes are coatroiled by reenterable code, so no
additional code is required to support multiple, simultaneous functions.
Since all of the above functions can occur simultaneously and
asynchronously, a continuous flow of jobs may pass through the system.

The following paragraphs describe some of the more significant
algorithms employed by HASP to improve function and performance.

SPECIALIZED DIRECT-ACCESS STORAGE ALLOCATION

HASP, through the use of an allocation bit map in main storage,
dynamically allocates intermediate storage space for jobs on a record
basis, within definable track groups. The use of this technique offers
the following advantages:

1. Disk-arm motion and interference is minimized by dynamically
allocating space, based on the position of the access mechanism.

2. Disk-area fragmentation is automatically eliminated by allocation
of the smallest possible increment of space.

3. The data for a single data set can be spread across multiple
direct-access volumes. In addition to further optimizing arm
motion, this capability allows for the simultaneous use of
multiple channels to increase the data rate for a given job.

4. Since space is allocated only when required, there will be no
unused space as a result of over-estimated output requirements.

5. The reléase of previously-used space is accomplished by a simple
: algorithm, which requires no 1/0 operations.

UNIT RECORD DEVICE COMMAND CHAINING

1-4 HASP Logic



HRSP INTRODUCTION

While operating any reader, printer or punch, rather than handling each
record separately, HASP constructs a chained sequence of channel command
words to pass to the channel. Thus, instead of the overhead of the EXCP
and the ensuing interrupts for each record transmitted, only one EXCP
and associated interrupt is required for a series of records. For
example, when reading a job into the system, HRSP might chain 40
commands together to instruct a card reader. This would cause the next
40 cards to pe read into storage without requiring the execution of any
CPU instructions.

TRANSPARENT BLOCKING

All input, print, and punch for every job is automatically blocked by
HASP to improve performance. Since all deblocking is also done by HASP,
any program, even if designed to operate with unblocked records, can
benefit from the blocking. Also, because all blocking and deblocking is
done by HASP, problem programs require buffers only the size of a single
card or line. This can reduce a program's partition or region
requirement by several thousand bytes over normal full-track blocking.

DYNAMIC BUFFER POOL
HASP maintains a dynamic area of storage, which is allocated as
required. This technique ailows not only multiple data sets of a job

but multiple jobs to share this area, thereby ensuring optimum use of
storage.

FEARTURES

Standard Features

The standard features of HASP are as follows:

1. Job input service provides for low overhead reading of job
streams and storing of data on SPOOL volumes for later high-speed
retrieval for up to 99 concurrently-active local card readers in
any combination of devices as follows (one required): 2540
reader, 2501 reader, and 3505 reader (80-column punched cards
oniy).

2. Execution services provides for selection of jobs and execution
monitoring for up to 63 concurrently-executing jobs with services
as follows: selection of jobs based on job class and initiator
priority class (list of up to 64 classes for each initiator);
automatic delaying of jobs with duplicate 0OS job names; automatic
deblocking and blocking of user SYSIN/SYSOUT data using the HASP
dynamically shared buffer pool count of lines, cards, and
execution duration with optional operator notification ands/or job
cancellation; and interface for SMF counting of SYSIN/SYSOUT
data.

Introduction 1 - 5
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Execution services requires an 0OS Reader/Interpreter to be active
at all times.

Multiple SPOOL volume support provides for balanced utilization
of up to 36 volumes for any combination of devices as follows
(one required): 2305, 2314, 3330 and 3350.

Warm start capability provides for checkpointing critical HASP
information sufficient for: optionally restarting jobs which
were executing, restarting print at the last checkpoint, and
restarting punch at the beginning of Jjata set.

Job output print service provides for low overhead printing of
job stream system message and user data print output for up to 99
concurrently-active local printers in any combination of devices
as follows (one required): 1403 Printer, 3211 Printer, and

3800 Printing Subsystem.

special forms feature provides for the routing of print (on a job
or data set basis) and punch data (on a data set basis) to
special forms output queues for output as directed by the
operator.

Console support provides for direct entry for HASP commands and
HASP abbreviated reply to WTOR through 0S/VS2 operator consoles.

HASP minimal System Message Block (SMB) output writer provides
for retrieval of SMB from the SYS1.SYSJOBQE data set.

HASP will interface directly with the 0S/VS2 SMF Writer.

Optional Features

In addition to the standard features, the following optional features
are available:

1

1.

- 6

Internal Reader feature provides the ability for any nonswappable
task within the system to submit jobs to HASP for batch execution
as though entered from a HASP card reader.

Job output punching services provide for low overhead punching of
job stream user punch output for up to 99 concurrently-active
local punches in any combination of devices as follows: 2520
punch, 2540 punch, and 3525 punch.

Execution Batching feature provides the facility for passing jobs
directly to a processing program such as a "one-step monitor,"
reducing the overhead of 0OS scheduling and allocation of
facilities for short running jobs requiring limited system
facilities.

Priority Aging feature provides for automatically increasing the
HASP scheduling priority of jobs that have been in the system for
extended periods of time.

HASP Logic
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5. Remote Job Entry feature provides for high-speed communications
with BSC batch work stations which may be used for job stream
input and output as well as operator control of the devices and
jobs associated with the remote (see HASP Remote Job Entry for
features).

tdASP RJE Features

Those features common to all JdASP RJE configurations are as follows:

1. HASP RJE supports up to 99 remote work stations communicating
over leased (point-to-point) or dial lines.

2. HASP RJE provides for concurrent operations over up to 99 lines
assigned to unique communication lines adapter addresses of the
following types: SDA Type II on a 2701 for BSC, Synchronous Base
on a 2703 for BSC, and 3705 providing 270X emulation.

3. Output routing control provides for print and punch output to be
directed to the devices attached to the remote, to the central
system, or to other remotes as designed by HASP generation
parameters, by control card submitted with the job, or by
operator command.

4. Remote Operator Control feature provides a subset of the HASP
operator commands for display of information and control of jobs
and devices associated with the remote.

5. Operator Message Output feature provides for immediate
transmission of messages and responses to remote operators with
online MULTI-LEAVING work stations with consoles and optional
saving of messages for all other remotes until the remote is
online and has its primary printer available.

6. Work station programs, when required, are supplied as extensions
of HASP and are contained on the HASP distribution tape in source
form.

7. Terminal support on the central system provides for communication
with: 2770 (Bsc), 2780 (BSC), 3780 (BSC), System/360 Models 20,
22, 25, 30, 40, 50, 65, 75, 85 and 195 (MULTI-LEAVING); 1130
(MULTI-LEAVING) ; System/3 Model 10 (MULTI-LEAVING); and 2922
(MULTI-LEAVING).

8. The sign-on feature provides for remote identification and line
security through line passwords.

9. Remote characteristic support utilizes the unique features on
each remote as follows: full text transparency (required for
object decks), text compression, print line width, buffer size,
and blocking capabilities. WNote that multipoint or multidrop
line features are prohibited.

Introduction 1 - 7
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10. Remote job priority adjustment provides for favoring or limiting

the HASP scheduling priority of jobs submitted from each remote
work station.

11. Line Restart feature provides for warm starting of print output
after remote work station or line failures.

12. Line error recovery provides for continuous retry until
successful transmission.

HASP MULTI-LEAVING RJE Feature

MULTI-LEAVING is a term which describes a computer-to-computer
communication technique developed for use by the HASP System. In a
gross sense, MULTI-LEAVING can be defined as the fully synchronized,
pseudo-simultaneous, bi-directional transmission of a variable number of
data streams between two or more computers utilizing binary synchronous
communications facilities. Those features common to all HASP RJE
configurations are provided to MULTI-LEAVING configurations with
additional features as follows:

1. cConcurrent device operation feature provides for all supported
devices to operate concurrently in accordance with the device
characteristics, line speed, and characteristics of the data
streams.

2. Dual reader/punch device support provides for use as both reader
and punch under automatic or operator control.

3. Unit record error recovery provides a minimum of operator

intervention and continued operations using unaffected devices on
operator console configurations.

1-8 HASP Logic
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SECTION 2

HASP

Method of Operation

LEGEND

- Control flow external to

this diagram.

~ Control flow internal to
this diagram.

— ———p Data used by a processing
step to determine cause
of subsequent processing.

——P Address pointer.
(:> Data Flow.

L\\\’ Data modification (implies
input to process step).

Off page connector.

~On page connector.

Decision.

< Od
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NAME

LABEL

NARRATIVE

ASPRDR

H
HASPRDR

k) T
HASPRDR |HASPRDR

HASPRDR | RCCSERCH

|
| RICLCARD |

| HASPRJICS |
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RGENNEDD

2

EST

HAS PRCC2

|
!
|
l
|
!
l
l
112

)

[ N]

(V]

Input is anticipated from a local card reader, the
Internal Reader, or a remote work station.

The table of control words at RCCTAB is searched
for the various HASP control cards.

——— a—— . g — g awn i —— — o}

The Job Queue Management Service routines of $QLOC
and $0ADD are used to update the HASP Job Queue.

A record is written into the JCL file to record
the track address of where the data will be
written.

If flush switch is not on put data record in HASP
data file.
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HASP Input Processor (2 of 2)

Build OCR image and include in HASP JCL file . A ABMAAARMARMAARLRARRRNY L

Determine if $C or $2. If $Z .

Terminate HASP input processing for current job, queue job for printing,

skip for job card.

elleel|o]

$WAIT (1/O).

®

Terminate HASP input processing for current job.

sh. 1
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HASP
DISPATCHER
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I
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The Output Control Record is identified as a code
X'43*' record in the HASP data file.

|

tlg.The DCTFLAGS bits are tested for $C or $Z.
| HASPRDR =RWAIT ‘ 16
:HASPRDR | :11 The end of the HASP data set is marked with a
{ l l record containing the code X'04°.
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PITABLE

PIT

HASP XEQ Job Initiation

|

$DDBPOOL

DDB

PO®O6 Qﬁ@@ ® OO

PCE

Select job from queve.

XPCEPIT

XPCEJOB
XPCEDCT

Read JCT for job.

XPCEOUT

,?

XPCEIOT

Read and update 10T for job.

XPCEJOBN

XPCEJST

153

JCr

JCTXEQON

Find storting time for job.

JCTXDTON

VU UUUY b

JCTIOTTR

Update and write JCT,

Request HASP checkpoint be taken.

Get DDB for &RDR and LOG.

o1

< : l: > I0TTRACK

I0JCTTR

PDDB(s) !
!

Set up log DDB and PDD8.

Reod first buffer of JCL.

Write 10T,

I0TPDDB

"BEGINNING
EXECUTION"
message

Request THAW of OS Reader/Interpreter.

$WAIT for work .
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Each bit is analyzed to determine if a job exists
on the HASP Job Queue which satisfies its
selection criteria.

The checkpoint reflects the change in status for
the job selected for execution.

The 0S Reader/Interpreter is activated to read the
HASP JCL data set related to the job selected for
execution.
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XPCEDDB

DDB

HASP DIAPATCHER

HASP XEQ 1/O Service

n

request

P@ Search for DDB tagged for activity. End of chuin»@ . Termination

@ Put DDB at heod of Freq y Table.
@ Service input request.
-or-

Service output request.

-0

@ Finclize outstanding 1/O and free buffer(s).

@ Place DDB on Free Chain. @

SWAIT for work .

@ Checkpoint togged 10T(s).
@' Request THAW of problem program.

XDDBTABLE

Dato block
$DDBPOOL
DDB

il

HASP DISPATCHER



uoT3jexado JO POUISW

6 - ¢

-

T T
ASSEMBLY | ASSEMBLY |
LISTING| LISTING|
NAME | LABEL |

NARRATIVE

A
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| HASPXEQ |XTIMWAT | 1 The DDBSTAT2 field determines if action is |
| | | required by this DDB. |
| | | |
| HASPXEQ |XDDBCONT| 2 When buffer roll is required, the buffer related |
| | i to the DDB at the end or bottom of the frequency |
| | l table is the first candidate for rolling since |
{ | ] this buffer has been dormant for the longest time.|
| i | ' |
| HASPXEQ | | 3 I/0 service involves the reading or writing of a |
| | | HASP data block from SYS1.HASPACE. |
| | | |
| HASPXEQ |XTERMINS| 4 |
| | | |
| HASPXEQ |XTERMFD | 5 After the DDB is placed on the free chain, a $POST|
| | | of DDB is used notifing all interested PCEs. |
| | | |
| HASPXEQ |XIOTSCAN| 6 If any IOT has changed as a result of the DDB |
| | ! | request it is checkpointed. |
| | | |
|HASPXEQ |XWAITCN1| 7 The task which generated the DDB request is |
| i | scheduled for reactivation by the Thaw Processor. |
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XPCEIOT

HASP XEQ Job Termination

A

?@ Purge input record tracks.
@ Free JCT and 10T buffers.

@ Queve job for output phase.

@ Clear PCE work area.
@ SWAIT for work .

PCE

PCEWORK
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If the job is to be restarted its output tracks
are purged and it is requeued for input.

The job is queued for output with a priority based
upon the number of generated output lines as
conditioned by HASPGEN parameters &XLIN and &EXPRI.

All PCEs are $POSTed with job and the Checkpoint
Processor is $POSTed with work so that a
checkpoint will reflect the new status of the job
which just completed.
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Parameter list

Internal JCL text

R13

PCE

XPCEQUTC

OCR

HASP Reader/Interpreter Appendage

OS R/I exit

)

Locate execution PCE related to Reader/Interpreter.

Anclyze JCL fext key. EXEC »@ ) .

Build new internal JCL text for JOB statement and move to Reader/Interpreter ““‘\““

text area.

Return to Reader/Interpreter. Via R14

If not member of Automatic Priority Gmp‘@.

Remove DPRTY key value from internal text.

Return to Reader/Interpreter. Via R14

I SYSOUuT . £ or DATA.

Return to Reader/Interpreter. Via R14

ool @ o ®® 0

—

text area.

Build PDDB using JCL text and OCR.

~
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¢
¢
/
/
¢
’ TXTBUFW
g
¢
¢
]
¢
¢
¢
/4
¢
¢
[
¢
¢
¢ PDDB
- /4
[
Build new internal JCL text for SYSOUT statement and move to Reader/Interpreter RANMMNARNN
107
Put PDDB into 1OT. \‘\\\‘\\\\\\\\‘\‘\\\“\\‘\\‘\\\‘\\‘\"

Return to Reader/Interpreter. Via R14

@6 6

Enlarge DDB produced by EXCP interface using DCB information from DD card, \\‘\‘\l

Return to Reader/Interpreter. Via R14
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R13

PCE
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| HASPXEQ | XJCLNOTB| 1
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3

Retrieve PCE address from location $RDRPCE.

Class, PRTY, TYPRUN, and MSGCLASS are screened
according to HASP disciplines.

The PDDB is made to reflect the UCS, FCB, forms
number, maximum record count, destination, 3211
index, number of copies, 3800 Burster-Trimmer-
Stacker threading, 3800 forms overlay name and count
3800 copy modification module name, 3800 character
arrangement tables, and 3800 copy groups.

If an IOT must be written to DASD it is done under
the control of the HASP task and the execution
PCE. ’

The DDB was acquired in the EXCP interface routine
when a significant card image was encountered
which was planted there during initial reading
of the job stream.
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HASP Output Processor

HASP
DISPATCHER

Job queve

JQE

Select job queved for output. PCE

L

Read JCT and 10T(s).

® O

?\\’- Work JOE

&

8uild work JOE ond characteristics JOE. AN AMAMMLRALRARRLTRRRRR SRR

(o)}
SYS1.HASPACE —— Select PDDB from 1OT, At ond. ’
) PDDS :
;.....___a' ?\’. Chor. JOE
v ‘

Jcr
JOot

Add JOEs to JOT. k\\\\\‘\\“\\\\\‘\\\\\\\\\‘\\\\\\L‘\‘\

N

$POST Checkpoint Processor and $POST JOT,

N—

Strike out PDDBs) with matching choracteristics *@ .

Updote JCT with time ond date job was in Output Processor.

Place job on HARDCOPY job queve.

® OO0 66

SWAIT for work. HASP
DISPATCHER
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