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ABSTRACT

This document explains the changes in the VM/SP paging subsystem for VM/SP
HPO Release 3.4. The motivation and the background for these paging
enhancements are discussed. The design of the new paging subsystem is
described and contrasted with the old design. Specifically, the following
new functions are highlighted:

U] logical and physical swapping

. block paging

. trimming

U] pre-paging

. N-select

. moving cursor

U disposable page collection

The new SET commands and their effects are discussed.

The last section of the document discusses some of the things learned in
running a prototype of the paging enhancements in a CMS interactive envi-

ronment. It also answers some configuration questions.

Note: The material in this Technical Bulletin was originally prepared for
an oral presentation at SHARE 60.5, Salt Lake City.
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PREFACE

This Technical Bulletin is being made available to IBM and customer per-
sonnel. It has not been subject to any formal review. The information
herein has not been submitted to any formal IBM test and is presented on
an "as is" basis without any warranty either express or implied.

The use of this information or the implementation of any of these tech-
niques is a customer responsibility and depends on the customer's ability
to evaluate and integrate them into the customer's operational environ-
ment. While each item may have been reviewed by IBM for accuracy in a spe-
cific situation, there is no guarantee that the same or similar results
will be obtained elsewhere. Customers attempting to adapt these tech-
niques to their own environments do so at their own risk.

Users of this document should verify the applicable data for their specif-
ic environment.
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INTRODUCTION

VM/SP users improve productivity through lowered system response times (1
and 2). Analysis of VM/SP systems frequently shows that the greatest lev-
erage in improving response times comes from improving the paging subsys-
tem (3). The purpose of this paper is to explain the enhanced paging and
real storage management algorithms of VM/SP HPO 3.4.

VM/SP HPO 3.4 contains many other improvements besides the paging enhance-
ments. This paper only concerns itself with the paging enhancements.

We have extensively studied VM/SP paging (4) on a number of real systems.
These studies indicate some problem areas, but more importantly they sug-
gest that interactive users have repeatable working sets across trans-
actions. These studies led to some experiments on real systems.

Introduction 1
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BACKGROUND

Several factors prompted the creation of the VM/SP HPO 3.4 prototype.

The increasing emphasis on interactive response time led to an analysis of
the response time itself. Many times the largest component of the response
time is paging delay. This fact led to considering how paging response
time could be improved. Our analysis of paging in CMS-intensive systems
suggested that interactive users had repeatable working sets across tran-
sactions. HWe concluded that page reference and scheduler event
information could be used to improve the page replacement algorithm. Fur-
ther, the same information could be used for pre-paging.

We then looked at the tremendous growth in CPU power, "MIPs", which was
not matched by a similar reduction in DASD paging access time. Note that
3380s reduce seek and data transfer times, but not latency. The apparent
access time could be improved if multiple pages could be moved with a sin-
gle access.

To reduce paging delays it is necessary to move pages into and out of main
storage faster than the existing CP demand paging, or single page access
environment, is capable of doing. One way of doing that is using transfer
of multiple contiguous pages with a single SI0O. The CPU cycles required
for the paging SIOs and interrupts would be reduced.

During our analysis of the system we found several cases where users are
unnecessarily dropped from queue during the life of a Q1 transaction. In
the product the number of "false™ Q-drops are reduced, the Ql drop counts
more closely correspond to transaction counts. Experience has shown that
while the real response time is not affected significantly, the Ql drop
rate may be reduced by as much as two thirds of its previous value, and a
corresponding three-fold increase in the VMAP QlSEC value may occur.

Background 3
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OVERVIEW OF VM/SP AND VM/SP HPO PAGING (PRE-HPO 3.4)

Changed Page
Page-Out Q
> Page
DASD
Page
Fauilt
Free —
List
Y
Y ~<——Scan
Pointer
y
F]ush
List Core Table

Figure 1. Basic VM paging flow

Figure 1 shows a conceptual image of paging in VM/SP and VM/SP HPO (prior
to HPO 3.4). This is referred to as "VM™ in the rest of this paper.

Overview of VM/SP and VM/SP HPO Paging (Pre-HPO 3.4) 5



When a page frame! shortage is detected in VM, i.e. the number of free
page frames plus number of pages being written out is less than a thresh-
old, the "core table™ scan mechanism is invoked to replenish the available
frame list2. This cyclic scan of the core table looks for available page
frames. Since the ordering of the core table is by real storage address,
the scan affects users in a random fashion. 'The core table scan takes
unreferenced pages in its path until the threshold is met. Since the usual
shortfall is only one page frame, it is usual to acquire only one page
each time. If the page taken was changed (from the previous copy on sec-
ondary storage), then it has to be written out onto a paging DASD, before
the frame is made available for re-use. Thus, normally one page is written
per SI0. Page frames containing unchanged pages are moved directly onto
the free list. VM is a global LRU (Least Recently Used) demand paging sys-
tem prior to VM/SP HPO 3.4. This means that most of the time one page is
moved per SI0, either as a result of a page-in (page-fault) or page-out
operation. Practically the only chance for multiple page transfers is if
the paging device was overloaded, and therefore a queue of paging requests
was built up. Under these circumstances CP combines the paging requests
into a single SI0 if the queued requests go to the same paging cylinder.

The free list in VM is a list of immediately available page frames. This
list is kept at a size that is equal to the multiprogramming3 set plus
one. This insures that if each task requires one free page each in rapid
succession then one free page will still be available. The free list is
replenished whenever it falls below the threshold. Requests for frames
come one at a time, because of page faults; so the free list tends to fall
one below the threshold. Core scan then has to find one page for the free
list; it takes one frame.

The first choice for refilling the free list is the flush list. In
general, the flush list is empty, so that the second choice, the core
table, is used. In well tuned systems flushing normally does not occur.
Thus the flush list is not used.

The algorithm that is used to select a page for paging out is called the
page replacement algorithm. VM uses an approximation to the Least Recently
Used (LRU) algorithm in selecting a page to be removed from main memory to
make a page frame available.

When a frame is needed, the core table scan mechanism is used to get one
from the core table. The core table scan mechanism usually provides a
frame belonging to an out-of-queue user. If this is not possible, a frame
belonging to an in-queue user must be taken. This is called a Mpage
steal"™.

The core table scan consists of a pointer steadily advancing through a map
of main storage, the core table. In its path it resets the reference

1 A Page Frame is a 4K area of real storage that can be used to hold a
page of a user's virtual memory.

2 The Core Table is a table with one slot per page frame which is used to
hold status indicators associated with the frame.

3 The multiprogramming level is the number of in—queue users, i.e. those
in Q1 and Q2 (including Q3), shown as Q1+Q2.

6 Paging Enhancements in VM/SP HPO 3.4



bit(s) associated with a frame, if it was set; if it was reset, it moves
the frame onto the free list, thereby making the frame available for oth-
er use. The effect of the core table scan is that in-queue users, who ref-
erence their pages, tend to maintain their frames, while out of queue
users tend to lose their frames. Because of the random distribution of
pages in the core table, a user tends to lose only one page at one time.
Since the free list requires replenishing whenever it falls below its
threshold, pages are usually moved onto the free list one at a time. If
the page moved onto the free list is marked changed, then it has to be
written out onto a paging DASD, before the frame is actually moved onto
the free list.

At queue drop the reference bits of pages belonging to a user are reset,
thereby making the frames available for core scan. In-queue users find
that it takes one full core table scan to reset all the reference bits
associated with their (usually recently referenced) pages, and only a sec-
ond scan takes the page away, resulting in an average page life of 1.5
scans. All the reference bits are reset at Q-drop time, thus the pages of
such a user have a page life of up to one scan (average life 0.5 scan).
Thus, the LRU algorithm is strongly biased towards in-queue users. The
fact that out of queue users are allowed to hold pages for a while (de-
pending on the speed of core scan) and so the frames remain in main
storage, results effectively in "logical swapping™ the user. If the user
requests another service before core scan had a chance to reuse the user's
frames, the pages are found in main storage and used when referenced. The
totality of frames belonging to users dropped from queue is called the
paging buffer, and specifically the pages belonging to former Ql users is
called the Q1 or interactive buffer.

PAGE ALLOCATION AND CYLINDER SELECTION

In VM the device for a page-out allocation is selected on a basically
round robin basis, i.e. each device is selected in turn. The paging algo-
rithm remembers the last cylinder used on a paging device and it attempts
to find an unused slot for a page-out on that cylinder.

If it cannot do so, it locates the available slot nearest to the center of
the volume. If the center of the volume is within the paging area, then
the pages will be clustered around that point. The intention of this
Zzig-zag search is to reduce seek distances on the device. If the center is
outside the page data set, then the pages will be packed at the edge near-
est to the center.

SHORTCOMINGS OF VM PAGING

Because of the single paging requests large systems using VM usually
required low access time paging devices and the available CPU power was
sometimes not realizable due to real storage constraints.

Overview of VM/SP and VM/SP HPO Paging (Pre-HPO 3.4) 7



Scheduling and paging were not directly related, i.e. main storage was not
preferentially allocated to otherwise preferentially treated work.

On large systems management of main storage has manifested itself as a
problem in some cases.

The zig-zag allocation algorithm presents problems on large systems since
steadily increasing seek distances may result.

8 Paging Enhancements in VM/SP HPO 3.4



VM/SP HPO 3.4 PAGING ENHANCEMENT CONCEPTS

THE IMPORTANCE OF RESIDENT PAGES

Page Reads

Figure 2.

N Working Set

Pages at Add to Queue

The importance of resident pages

It is known that the more main storage that exists in a VM system, the less

paging that takes place.

One may assume that this occurs because fewer

pages are stolen from active users. In fact, what happens is that the pag-
es belonging to Q-dropped users are retained in main storage and are
reused when these users are Q-added. Figure 2 demonstrates this phenome-

non.

Traces of user activity indicated that the more frames a CMS user

still owns in main storage at Q-add time the fewer page faults he suffers.

VM/SP HPO 3.4 Paging Enhancement Concepts 9



One can therefore conclude that CMS users have a working set that crosses
"transactions™, i.e. Q-stays (not CMS transactions). From this we may
infer that explicit pre-paging might work, i.e. fetching the pages belong-
ing to a user's working set all at once would be beneficial. This is the
basis of the swapping concept in VM/SP HPO 3.4

VM/SP HPO 3.4 PAGING ENHANCEMENT OBJECTIVES

The basic objective for the VM/SP HPO 3.4 paging enhancements was to
improve interactive (CMS) response time by reducing page waits and making
the paging subsystem more efficient, especially for large systems. In
addition, blocking techniques were used to reduce the number of times pag-
ing paths were used.

Block paging: Understanding that the use of single page SIOs is not very
efficient for DASD or for the CPU, an attempt is made to use "block
paging”™ when possible. Thus, two kinds of block paging are introduced.
Swapping is used to move user working set pages into and out of main stor-
age. Page-out operations are also blocked. Block paging exploits the high
data transfer rate capability of DASD. It effectively establishes "big
pages™, transferring multiple related pages with a single SI0. It is
equivalent to transferring a single big page. Note that a granularity
advantage is obtained since the small page components of this big page can
be (are) changed with time, which would not be true for a single big page.
The big page concept reduces seeks and latencies; at most one seek and one
latency are required per SIO, i.e. for each group of multiple pages. Con-
sequently the need for zero seek and minimal latency devices is reduced
and often eliminated.

Relate paging to scheduling: In VM systems, frames belonging to inactive
users are retained in main storage with no regard whether this user is
likely to be dispatched or the page is likely to be used. VM/SP HPO 3.4
attempts to change this by more closely relating real storage use to sche-
duling.

Identifying and protecting real working sets: In VM the size of a user's
"working set™ was indirectly estimated in a way that was dependent on the
workload in many cases. VM/SP HPO 3.4 attempts to reduce this worklnad
dependency by determining the "real working set"™; that is, it tries to
identify the actual working set pages and count them to obtain the actual
working set size. Furthermore, if main storage is over committed, VM/SP
HPO 3.4 attempts to keep in storage only the ™needed" working set pages
for scheduled users. Specifically, the number of in-queue users is con-
trolled on the basis of storage use and over commitment of main storage is
reduced.

Protecting the interactive buffer:. VM/SP HPO 3.4 attempts to improve
interactive response time by explicitly maintaining the Interactive or
Q1 Buffer, by logically swapping and protecting Ql users' working sets
if possible.

10 Paging Enhancements in VM/SP HPO 3.4



ADVANTAGES OF BLOCKED I-/0

ONE PAGE PER SIO

|<—A—>|B| |<—A—>|B| |<—A—>|BI

TEN PAGES PER SIO

|<—A—>|BIBIBIBIBIBIBIBIBIBI

A = control unit protocol, seek,
latency, RPS miss
B = data transfer time for one page

Figure 3. Advantages of blocked I/0

Figure 3 illustrates the conceptual advantages of blocked DASD I/0. Each
SIO operation incurs an "overhead™, "A"™, consisting of control unit proto-
col time, seek to the cylinder sought, latency to reach the page sought
and potentially an RPS miss if the path is busy when attempting to recon-
nect to the path to do the data transfer. Thus, in case of a single page
being transferred by one SI0, there is the overhead "A"™ associated with
each page transfer "B"™. In contrast, when multiple consecutive pages are
transferred with a single SI0 operation, there is a single overhead "A"™
associated with multiple "B"s. Clearly, the importance of the overhead "A"
diminishes.

VM/SP HPO 3.4 Paging Enhancement Concepts 11



Demand Paging Block Paging

Pages per SIO 1 10
Actuators per path 4 2
Paging rate per path 60 200
Paging rate per actuator 15 100
SI0 response time 29 ms 48 ms
Average time for one page 29 ms %.8ms

Figure 4. 3380 paging performance in demand and block paging mode

Figure 4 shows the results of a modeling comparison for demand and block
paging use of 3380s. The left column indicates that when 3380s are used in
demand paging mode, a paging response time of 29 ms is obtained with 15
pages per second per actuator, and four actuators per path. The right col-
umn indicates that with block paging (10 pages per SI0) 100 pages per sec-
ond per actuator per path can be supported with only 2 actuators per path
and the SI0 completion takes 48 ms, i.e. 4.8 ms per page. Clearly, block-
ing is advantageous.

PAGE FLOW FOR SWAPPING

Figure 5 on page 13 shows a conceptual image of paging in VM/SP PO 3.4.
The left side of the diagram is very similar to the demand paging subsys-
tem in VM, illustrated on Figure 1 on page 5. Hhen a page-fault occurs and
the page resides on a paging DASD, a frame is obtained from the free list,
then a page-in operation for one page takes place in the normal fashion
into this frame. Page-outs are performed in a similar fashion but now
page-out operations tend to be blocked, in contrast to VM.

The right hand side of the diagram represents the new swapping operations.
When a user reaches the end of its Q-slice and is Q-dropped, the user's
"true™ working set is determined. The "true™ working set is defined as the
non-shared pages which were referenced in the user's Q-stay. The reference
bits of these pages are reset. The unreferenced pages are "trimmed™, i.e.
they are moved onto the flush list from which they will be flushed. The
flush list is used explicitly in VM/SP HPO 3.4 for this purpose. Flushing
is a normal, expected operation. The user's working set pages are "log-
ically swapped”, i.e. his page tables are invalidated, and the user is
placed on the swap list. Under normal circumstances the user's (especially
an interactive user's) working set pages are retained in main storage,

12 Paging Enhancements in VM/SP HPO 3.4
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Figure 5. VM/SP HPO 3.4 Paging Schema

even though the page tables are invalidated. The totality of such working
set pages belonging to interactive users represents the Interactive Buff-
er.

Obviously it is not possible to maintain the working set of all users in
main storage forever. When a page frame shortage is detected the honeymoon
of a logically swapped user comes to an end. Physical swapping takes

A swap set is a collection of pages belonging to a user that is writ-
ten out contiguously into a swap area, i.e. physically swapped out.
Subsequently, they are sequentially read back into non-adjacent
frames of main storage as a swap—-in operation. The size of a swap set
is a parameter to be defined at SYSGEN time.

VM/SP HPO 3.4 Paging Enhancement Concepts 13



place, releasing some of his frames for other use. In other words, phys-
ical swapping is used to replenish the free list.

Physical swap-out means that the next user on the swap list is identified
and one or more of his swap sets% is swapped out. Users are placed on the
swap list in FIFO sequence in the order of their Q-drops. However, there
is a separate swap list for Q2 and Ql dropped users, and Q2 users are phys-
ically swapped out before Q1 users. This provides preference to Ql users.

This swapping mechanism provides at least two blocking advantages. Since
all the pages written by a single SI0O are contiguous, device busy time is
reduced. Also, the blocking means that the number of SIOs and interrupts
is reduced, and thus many CPU cycles are saved.

For a physical swap a user's working set pages are organized into swap
sets. The working set of a user may require several swap sets. When a phy-
sical swap is necessary, one or several swap sets, but not necessarily all
swap sets belonging to a user, will be written to the swap data sets.
Thus, a user can be partially swapped. If this is the case, the next phys-
ical swap-out operation forces another swap-out for this user, since all
the logically swapped pages of a user are swapped out before another user
is selected from the swap list as a candidate for physical swapping.

When a user is Q-added, this normally causes a page-fault operation to
take place, usually to the first page of in the user's address space. If
the page fault occurs to a page in a swap set, then the entire swap set is
swapped in. This 1is called "swap-faulting™, which again provides the
blocking advantages described earlier. A swap-fault always causes the
swap-in of that swap set. It can possibly cause the swapping of more than
one swap set, but it does not (necessarily) cause swap-in of all the swap
sets belonging to the user. If all the swap sets were always swapped in or
out at once, a large user (e.g. an MVS guest) could easily overwhelm the
paging subsystem. After a swap-in operation the referenced bits of the
pages swapped in are reset in order to avoid misleading reference indi-
cations.

In VM, Ql working sets tend to remain close to a median size (e.g. 24
frames) in any given installation. If the installation has multiple swap
devices on independent paths, Ql response time can be reduced by
"pre-paging™ multiple swap sets. If the installation has a pre-page value
of "n", VM will initiate a physical page in of "n" swap sets when the user
is added to queue. If these swap sets reside on multiple devices accessi-
ble on distinct paths, these swap sets will be transferred concurrently.
Consequently swap response time, and therefore user response time, will
not include the time to transfer ™"n" swap sets; rather it will only
include the time to transfer 1 swap set. For example, if:

. A median user size is 24 frames
o The swap set size is 8 frames

then maximum concurrency can be obtained using:
. A pre-page size of 3 (24 frames)

. At least 3 separate swap devices
. Each swap device on an independent path.

14 Paging Enhancements in VM/SP HPO 3.4



In VM/SP HPO 3.4 physical swap-out, not the core table scan as in VM, is
the major source of frames for the free list. If for some reason swap-outs
do not provide enough frames to replenish the free list then user page
stealing™ (via core table scan) remains as the mechanism of last resort.
If core table scan is invoked frequently, as demonstrated by a high steal
rate in VMAP, then the swap mechanism is not functioning properly. In
fact, a steal rate exceeding one percent should be cause for
investigation.

Since most of the time swap-in operations require more than one frame at a
time, the free list had to be made larger than before.

SWAP SET AFFINITIES

At Q-drop VM/SP HPO 3.4 identifies all referenced pages during the previ-
ous Q-stay. These can be considered the real working set pages (5) since
the Q-slice is normally very small. It is immaterial whether these refer-
enced pages are changed or unchanged, by our definition these are "needed
pages™. These pages are logically swapped; the "unneeded"™ pages are
trimmed to the flush list.

When physical swapping takes place, swap sets are formed by grouping the
logically swapped pages of a given user in order of virtual addresses into
sets of pages. The number of pages in a swap set is a SYSGEN settable
parameter.

Thus, swap sets are related by virtual address and by time of reference,
since all the pages in a swap set were referenced during the same Q-stay.
The collection of pages forming a swap set is constructed for a swap-out,
and the swap set exists on DASD until it is swapped in, after which the
affinity of pages is lost. After each new Q-stay, swap sets are formed
afresh for swap-out and the pages in them may be different than before.
Note that not all swap sets of a virtual machine come necessarily from the
same queue stay. If a swap set is not brought into main storage during a
Q-stay, its identity can be retained across multiple Q-stays. In most
instances however, especially for interactive users a swap set exists only
between consecutive Q-stays. Swap sets are really BIG pages, since they
are always written and read with a single SI0O onto consecutive slots on
DASD, and a page fault to any one, a"™ swap fault", causes the entire swap
set to be read.

PAGE-OUT DEVICE AND SLOT SELECTION

The page allocation algorithm to paging areas is changed in VM/SP HPO 3.4,
in order to encourage the frequency of block page-outs. A new device
selection algorithm is used; "N-select"™ replaces the VM "round robin"
selection algorithm. The basic concept of N-select is to select the same
page-out device (up to) 8 times, unless a cylinder boundary is reached.
The repeated selection of the same device allows grouping multiple
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page-out requests within the same SIO0 operation, thereby blocking
page-out requests. Page reads however tend to remain unblocked. The result
of page-out blocking is a higher chain percentage reported in VMAP.

The zig-zag slot selection algorithm of VM is replaced with a "Moving cur-
sor™ algorithm. The moving cursor algorithm maintains a pointer that moves
across the paging area. The cursor points at a slot which is to be used for
allocation if the slot is free. The cursor is advanced steadily across the
paging area as required by the allocations taking place. The expectation
is to find empty, unused areas ahead of the cursor. This construction was
devised to provide a high probability for the existence of contiguous emp-
ty slots, which in turn provides effective blocked page-outs. Also, seek
frequency and distance decrease within a device. Experience indicates
that as the allocation cursor is advanced, a wave of page references moves
across the DASD volume. The allocation writes occur ahead of the cursor
and page reads occur behind the cursor. But the band of pa