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Preface

This reference is primarily for those persons responsible for writing
Advanced Program-to-Program Communication/VM (APPC/VM) application
programs to communicate within a VM processor and among
interconnected VM processors. It also contains information on how to set
up, run, and maintain the Transparent Services Access Facility (TSAF)
virtual machines that provide communication between VM processors.

How to Use this Book

Depending on what your job is, you should find everything you need to
know about TSAF in this manual. The major tasks involved are:

e Running the TSAF virtual machine and diagnosing problems involving
the TSAF virtual machine, which is Part One of this book

e Writing the APPC/VM application programs, which is Part Two of this
book

e Using the CP system services for VM communication, which is Part
Three of this book.

If you are a system operator or system administrator in charge of running
the TSAF virtual machine, use these chapters:

e ‘“Introduction to TSAF” on page 1 for a brief introduction to the TSAF
facility

e “Chapter 1. Preparing to Use TSAF” on page 11 to set up the necessary
directory entries to use the TSAF facility

e “Chapter 2. Setting Up TSAF Collections and Routes” on page 25 to set
up VM systems with the TSAF virtual machines to form a TSAF
collection

e “Chapter 3. Running the TSAF Virtual Machine” on page 35 for
descriptions of the commands to operate the TSAF virtual machine

e “Chapter 4. Generating TSAF Accounting and Link Statistics” on
page 49 to collect accounting and link statistics

e “Chapter 5. Collecting TSAF Problem Diagnosis Information

(Serviceability)” on page 55 for an overview of how to service the TSAF
virtual machine.
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You may also want to glance through “Chapter 6. APPC/VM (VM-to-VM)
Communications” on page 61 for an idea of how APPC/VM provides
communication within a VM system or within a collection of
interconnected VM systems using TSAF.

If you are a programmer who writes the VM programs that communicate
with other VM programs in the same or in different VM systems, use these
chapters:

o “Introduction to TSAF” on page 1 for a brief introduction to the TSAF
facility

e “Chapter 1. Preparing to Use TSAF” on page 11 for an overview of the
types of directory entries that should be set up before you run your
programs

e “Chapter 6. APPC/VM (VM-to-VM) Communications” on page 61 for
an overview of how APPC/VM communication works

e “Chapter 7. APPC/VM and IUCV Communication Functions” on
page 81 for descriptions of the APPC/VM and IUCV (VM-unique)
functions to write VM application programs that communicate with
each other

e “Chapter 8. APPC Verbs Mapped with APPC/VM Functions” on
page 185 for a list of APPC functions mapped with APPC/VM functions

e Appendix A, “APPC/VM and IUCV Condition Codes and Return
Codes” on page 225 for a summary of the APPC/VM and IUCV
functions and their related error codes

e Appendix B, “APPC - APPC/VM Mapping Summary” on page 233 for a
list of APPC functions as they relate to APPC/VM functions

e Appendix C, “Sample TSAF User Program” on page 249 for a sample
APPC/VM user (requestor) program

e Appendix D, “Sample TSAF Resource Manager Program” on page 257
for a sample APPC/VM resource manager (server) program.

If you are a programmer or anyone else who needs to know about the CP
system services for VM communications, use these chapters:

e “Chapter 9. Collection Resource Management (*CRM) System Service”
on page 209 for a description of what the CP Collection Resource
Management System Service does to allow a virtual machine to become
a TSAF virtual machine.

e “Chapter 10. Identify (*IDENT) System Service” on page 215 for a
description of what the CP Identify System Service does to allow a
virtual machine to become the resource manager of one or more VM
resources.
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Introduction to TSAF

What is TSAF?

TSAF Virtual Machine

The Transparent Services Access Facility (TSAF) lets users connect to and
communicate with local or remote virtual machines within a collection of
interconnected VM systems. With TSAF, a user can connect to a program
by specifying a name that the program has made known, instead of
specifying a userid and node id.

TSAF provides the following support for each VM system:

e The TSAF virtual machine, which provides the ability to communicate
throughout a collection of VM systems

e TSAF program communication services:

— An Advanced Program-to-Program Communication/VM (APPC/VM)
program interface for VM program-to-VM program communication

— A set of IUCV (VM-unique) functions for use in conjunction with
APPC/VM functions.

e Two CP system services, which provide TSAF communication “set-up”
services within a VM system.

The TSAF virtual machine is described in part one of this book.

The TSAF virtual machine is a separate component in the TSAF facility
and handles communication between VM systems by letting APPC/VM
paths span more than one VM system. Each system has its own TSAF
virtual machine.

The TSAF virtual machine runs on CMS (as shown in Figure 1 on page 2),
and you control it using TSAF commands.

Introduction to TSAF 1
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Figure 1. A TSAF Virtual Machine Running in a VM/SP System

Before you use the TSAF virtual machine, you should understand the
following terms, which are described in the next few sections.

TSAF Collection

VM Resource

Resource Manager (Server)

User (Requestor) Program.

What Is a TSAF Collection?

A TSAF collection is a group of interconnected VM/SP systems that each
have a TSAF virtual machine installed and running. Virtual machines
within a collection can share data. A TSAF collection can contain up to

eight interconnected VM systems.

The systems that make up the collection are connected, directly or
indirectly, by either of the following TSAF-controlled links:

e Channel-to-channel (CTC) links, including 3088 links

e Binary Synchronous Communications (BSC) links.

Figure 2 on page 3 represents a sample TSAF collection made up of four
VM/SP systems. In this figure, VM2 and VM3 are not physically

connected, but they can communicate because a route exists through VM1
or VM4.

2 Transparent Services Access Facility Reference
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What Is a VM Resource?

VM1 VM2

VM3 VM4

Figure 2. A Sample TSAF Collection

The TSAF virtual machine takes care of setting up the TSAF collection. A
collection is started by a TSAF virtual machine wanting to communicate
with a TSAF virtual machine on another system. If a link comes up or
becomes available between two systems and the systems are not yet in the
same collection, the TSAF virtual machines:

e Exchange information, including the names of the resources on both
systems

e Dynamically configure a new collection.

Collections are discussed in more detail in “Chapter 2. Setting Up TSAF
Collections and Routes” on page 25.

A VM resource is a program, a data file, a specific set of files, a device or
any other entity or set of entities that you might want to uniquely identify
for purposes of application program processing in a VM system or within a
TSAF collection. A VM resource is identified by a one-to-eight character
name called a VM resource id. A single program may be represented by one
or more resource names. For example, a data base program that manages
two data bases, DB1 and DB2, could be known by the resource name DB1
for requests to data base DB1. However, the same program could be known
by the resource name DB2 for requests to data base DB2.

Resources are managed by resource manager virtual machines (see “What
Is a Resource Manager?” on page 4). Each TSAF virtual machine keeps an
up-to-date list of all the global resources within a specified TSAF collection.

A resource can be either local or global. Only authorized users on the local
system have access to local resources. An authorized user on any system in
the collection has access to global resources. Refer to “Local and Global
Resources” on page 18 for more information on resources.

A resource can be located on the local system or on any other system

within the collection. Each global resource name within a collection of
systems must be unique. You can restrict resources so that only users on

Introduction to TSAF 3
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the local system can use them; these are local resources. In those cases,
when resources are local, the names of the resources only need to be unique
within the system, and not within the collection.

What Is a Resource Manager?

A resource manager (also called a server) is a program or set of programs
executing in a virtual machine and managing access to one or more VM
resources. You can add entries to the resource manager’s directory to
authorize other virtual machines to connect to the resource.

Some examples of resource managers are:

o A database manager

e A file server that manages a set of files

e A virtual machine that manages a high-function printer.
What Is a User Program?

A user program (also called a requestor) is a program that executes in a
virtual machine, and depends upon program-to-program communications
with a resource manager for some or all of its processing.

TSAF Program Communication Services

The TSAF program communication services are described in part two of this
book.

TSAF provides services for any two VM programs to communicate with
each other. These programs can be within the same VM processor or in
different VM processors. The location of the programs can change at any
time without affecting the operation of the programs; this “transparency”
of access is what gives TSAF its name.

So VM programs can communicate, a logical connection must be
established between them. CP provides the APPC/VM path that logically
connects the two VM programs. The TSAF virtual machine provides any
necessary connections along this path between VM processors. In SNA LU
6.2 (APPC architecture), this is known as establishing a conversation
between programs.

In TSAF, one of the two communicating VM programs is a user program,
and the other is a resource manager. The user program requests the
services of the resource manager. A resource manager can connect to other
resource managers; in this case, the connecting resource manager would be
viewed as a user program for that connection. The TSAF virtual machine
and the resource managers must each identify themselves to CP (refer to
“Chapter 10. Identify (*IDENT) System Service” on page 215). User
programs, on the other hand, do not have to identify themselves to CP.

4  Transparent Services Access Facility Reference
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User programs communicate with resource managers by using two TSAF
program communication services:

o The APPC/VM program interface for VM program-to-VM program
communication (provided by the APPCVM macro)

e JUCYV functions used as a VM program-to-CP interface (provided by the
IUCV macro).

APPC/VM Program Interface

TSAF provides an APPC/VM program interface as a means of
communication between programs in two virtual machines. This APPC/VM
interface provides a limited set of the SNA LU 6.2 base communication
functions within a single VM system and throughout a collection of VM
systems to do the following:

e [Establish and sever communication paths

¢ Send and receive data

e Send and receive error and control information.

When a program requests, through the APPC/VM program interface, a
connection to a resource manager, CP makes the connection to the resource
manager. The Systems Network Architecture Transaction Programmer’s

Reference Manual for LU Type 6.2 gives specific information on the LU 6.2
verb interface.

APPC/ APPC/
VM VM
Program Program
N CMS GCS
CP

Figure 3. APPC/VM Programs Running in a VM/SP system

APPC/VM is discussed in more detail in “Chapter 6. APPC/VM
(VM-to-VM) Communications” on page 61. The APPC/VM functions, as
well as the necessary IUCV functions, are described in “Chapter 7.
APPC/VM and IUCV Communication Functions” on page 81.

Introduction to TSAF 5
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IUCV Functions for Use with APPC/VM

Applications that use APPC/VM must also use a set of [IUCV functions in
order to establish and control the APPC/VM environment. These ITUCV
functions are unique to VM and are not part of the SNA LU 6.2 (APPC
architecture) verb interface. The IUCV functions provide information
between a VM program and CP about the following:
e APPC/VM communication paths

TUCYV provides functions to:

— Establish an interrupt buffer for an APPC/VM path

— Accept an APPC/VM path connection

— Release an interrupt buffer for an APPC/VM path.
e APPC/VM and IUCV interrupts

IUCV provides functions to:

— Enable and disable interrupts

— Interrogate interrupts
— Process interrupts.

CP System Services for TSAF

The CP system services for TSAF are described in part three of this book.

CP provides two system services for TSAF VM-to-VM communications:

e The Collection Resource Management System Service, *CRM, which
gives a TSAF virtual machine the ability to be a TSAF virtual machine
and to query and change the local VM resource table

e The Identify System Service, *IDENT, which allows authorized virtual

machines to be a resource manager and to identify or revoke resources
(i.e., begin or end management of individual VM resources).

How TSAF Enhances Your VM/SP System

TSAF provides more functions and data to more people in different systems,

with less effort by users than more conventional ways of sharing data and
functions.

e More data and functions are available to your system.
Because TSAF lets users have access to resource managers on their

own system and with other systems within the TSAF collection, users
can access more information. Multiple users can have access to a

6  Transparent Services Access Facility Reference
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single resource manager at the same time. Each system in a TSAF
collection can have up to 200 resources defined.

e TSAF application programs are easy to program.

Because TSAF lets applications connect to resource managers at local
or remote systems within a collection by a resource name, rather than a
userid, the application can reference the resource without knowing
where it 1s located. This makes it easier for the application programmer
to write APPC/VM programs. This also makes it easy to move the
actual resource to another resource manager within the collection
without changing the applications that access it. Note that
communication may take some additional time when the resource is on
another system.

e The TSAF virtual machine is easy to install.

The TSAF virtual machine is easy to install. The ITASK EXEC,
documented in the VM/SP Installation Guide, has an option to install
TSAF.

e The TSAF virtual machine and the TSAF collections are easy to
operate.

The TSAF virtual machine is easy to operate. When TSAF is started on
a system, it automatically initiates communications with any other
TSAF virtual machines it can reach over its defined links. The TSAF
virtual machines dynamically compute the routes for their collections
without the need for an operator or administrator.

When a link becomes inoperative or another error condition occurs that
affects the operation of the TSAF collection, the TSAF virtual machines
that can still communicate with each other reconfigure the collection.
In addition, if a system enters or leaves the collection, the TSAF virtual
machines automatically reconfigure the collection and choose new
routes for the communications to follow. Because the TSAF virtual
machines are self-configuring, they do not require much operator
intervention.

“TSAF Routing” on page 32 contains more information about dynamic
configuration.

e TSAF application programs are movable.

A TSAF application program using the APPC/VM program interface
can execute on any VM system in a TSAF collection.

Introduction to TSAF 7
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Part One: TSAF Virtual Machine

This part introduces how to set up and use the TSAF virtual machine and
the communicating virtual machines, and includes the tasks that the system
administrator and/or operator must do to run the TSAF virtual machine.

e “Chapter 1. Preparing to Use TSAF” on page 11 introduces how to
prepare to use the TSAF virtual machine:

— Setting up the TSAF virtual machine (TSAF directory, servicing,
links, and system ids)

— Authorizing virtual machines to be resource managers

— Authorizing virtual machines to use resources.

e “Chapter 2. Setting Up TSAF Collections and Routes” on page 25
describes how to form collections, how collections merge, information
about routes, and performance considerations.

e “Chapter 3. Running the TSAF Virtual Machine” on page 35 describes
how to use the TSAF commands to run and maintain the TSAF virtual
machine.

e “Chapter 4. Generating TSAF Accounting and Link Statistics” on
page 49 describes the contents of the TSAF accounting and link
statistics records.

e “Chapter 5. Collecting TSAF Problem Diagnosis Information
(Serviceability)” on page 55 gives a general overview of how to
diagnose problems of the TSAF virtual machine by using dumps and/or
system trace data.

Part One: TSAF Virtual Machine 9
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Chapter 1. Preparing to Use TSAF

Before you can use TSAF, you must do the following steps:

1. Set up the TSAF virtual machine.
a. Modify the TSAF entry in the system directory.
b. Prepare to install and service the TSAF virtual machine.
c. Use the TSAF message repository.

d. Set up links through which processors can communicate. (This may
have already been done during installation.)

2. Assure a secure TSAF collection by assigning unique userids and node
1ds within a collection.

3. Understand the difference between local and global resources.
4. Set up virtual machines to be resource managers.
5. Set up virtual machines to be able to connect to resources.

This chapter describes these steps.

Setting Up the TSAF Virtual Machine

The TSAF virtual machine component of a system keeps track of all the
global resources within the system and within the collection. With the
TSAF virtual machine, APPC/VM communication between systems in a
collection is possible.

TSAF runs as a CMS application.

Modifying the TSAF System Directory Entry
The TSAF system directories that are provided have the following qualities:
e Privilege class G
e At least 4 MB of virtual storage

e Dedicated links.

Chapter 1. Preparing to Use TSAF 11
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The following statements are part of the TSAF directory entry:
1. The following OPTION statements:
e OPTION MAXCONN nnnnn

nnnnn is the maximum number of IUCV and APPC/VM connections
allowed for this virtual machine. The value assigned to nnnnn
should be large enough to handle all planned intersystem APPC/VM
paths that start from, or end at, your system.

e OPTION BMX
This lets TSAF use CTC line drivers.

e OPTION ECMODE

This lets the TSAF virtual machine use certain S/370 instructions.
These instructions are privileged operations that require extended
control mode support for correct simulation by CP.

e OPTION COMSRV

This lets the TSAF virtual machine act as a communication server,
routing connections on behalf of virtual machines to other servers.
(COMSRYV stands for communication server). Servers can establish
connections to other servers while handling requests for other
users.

With this option, the TSAF virtual machine or any other
communication server can put the userid of the virtual machine
that issued the APPC/VM CONNECT in the CONNECT parameter
list.

When TSAF sends the connect request to the target
resource-manager virtual machine, the request contains this
information about the originating virtual machine. Without this
option, CP would send the connect request with the communication
server’s userid.

The authorized virtual machine can specify any SEVER or
SENDERR code. CP does not verify the SEVER code. When the
authorized virtual machine specifies a SENDERR code, CP does not
generate a SENDERR code, but instead uses the one provided.

e OPTION DIAGY8
This lets the TSAF virtual machine use DIAGNOSE code X'98’. See
VM System Facilities for Programming for details about DIAGNOSE
code X'98’.

e OPTION ACCT

12  Transparent Services Access Facility Reference
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This causes the TSAF virtual machine to generate accounting
records.

e OPTION CONCEAL

This places the TSAF virtual machine in a protected application
environment at logon time. Protected application environment
means the following:

— Multiple attentions do not cause the TSAF virtual machine to
drop into CP mode.

— TERMINAL BRKKEY is set to NONE.

— If the TSAF virtual machine alters a shared page, CP tries to
resume execution in the virtual machine, before it starts an
automatic re-IPL.

— CP starts an automatic re-IPL when it encounters errors such
as: a virtual machine disabled wait, a paging error, an invalid
PSW, an external interrupt loop, or a translation exception.

— If a TSAF or CMS abend occurs, TSAF causes CP to start an
automatic re-IPL.

e OPTION REALTIMER

This ensures that the timer functions that TSAF uses operate
accurately, on a real time basis.

2. The following IUCV statements:

e IUCV ALLOW
This lets any virtual machine connect to the TSAF virtual machine.

You may not want to let every virtual machine connect to the TSAF
virtual machine. Instead, you may explicitly authorize each virtual
machine that wants to connect to a resource. You can do this by
including “IUCV resource” or “IUCV ANY” statements in each
virtual machine’s directory entry. When you explicitly authorize
each virtual machine this way, you should also give explicit
directory authorization to the TSAF virtual machine residing on the
same system as the resource, using “IUCV resource” or “IUCV
ANY.”

e JUCV *CRM
This lets the TSAF virtual machine connect to *CRM (Collection
Resource Management System Service). Only one virtual machine

in a system can connect to *CRM at any time.

3. MDISK 191

Chapter 1. Preparing to Use TSAF 13
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This sets aside room for any user EXECs and for TSAF to write its link
definition file called ATSLINKS FILE Al. Sufficient storage for the
virtual machine should be forty, 1024-byte blocks or one cylinder. See
the VM/SP Installation Guide for specific device information.

For more information about the system directory entries, see the VM/SP
Planning Guide and Reference.

TSAF Virtual Machine Sample Directory

Figure 4 is a sample 3380 directory entry for a TSAF virtual machine.

USER TSAFVM NOLOG 4M 8M G

ACCOUNT 1 xXXXXX

OPTION MAXCONN 256 BMX ECMODE COMSRV DIAG98 ACCT CONCEAL REALTIMER
IUCV ALLOW

IUCV *CRM

IPL CMS PARM AUTOCR

CONSOLE 009 3215 A OPERATOR
SPOOL 00C 2540 READER *

SPOOL 00D 2540 PUNCH A

SPOOL OOE 1403 A

LINK MAINT 190 190 RR

LINK MAINT 19D 19D RR

LINK MAINT 19E 19E RR

LINK MAINT 492 492 RR

LINK MAINT 494 494 RR

MDISK 191 3380 675 002 VMPKO1l MR
DEDICATE 4A0 300

Figure 4. TSAF Virtual Machine Directory Entry Example

To access the 492 and 494 disks, you must access them in TSAF’s PROFILE
EXEC. The 492 disk contains the TSAF object code. The 494 disk contains
updated TSAF EXECs and modules. To ensure that you are working with
the most recent fixes, access the 494 disk before the 492 base TSAF disk in
the PROFILE EXEC. The PROFILE EXEC must also contain a SET
LANGUAGE statement (shown in “Using the TSAF Message Repository”
on page 15).

The VM|SP Planning Guide and Reference contains more information
about the directory entry statements, including the CONSOLE, SPOOL, and
LINK statements.

Preparing to Install and Service TSAF

To load TSAF, you invoke the ITASK EXEC with the LOAD TSAF
parameters. This loads the TSAF object code to the MAINT 492 minidisk.
Because TSAF code is shipped pregenerated, no further processing is
required. The VM/SP Installation Guide contains more information.

The most recent build for the TSAF program creates a load map. You can
use this load map to process problem information (dumps) for the TSAF
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virtual machine. “Chapter 5. Collecting TSAF Problem Diagnosis
Information (Serviceability)” on page 55 contains more information on
servicing the TSAF virtual machine.

Using the TSAF Message Repository

The TSAF message repository source file is ATSCMRx REPOS (where x is
the country code for a particular language). The VMFNLS EXEC applies
updates to ATSCMRx REPOS and generates a text file called ATSUME
TXTlangid. Check to make sure that ATSUME TXTlangid is on a disk
accessible to the TSAF virtual machine (for example, the 494 Service disk).

To use the TSAF message repository, once the necessary service has been
applied, add the following to the TSAF virtual machine’s PROFILE EXEC:

SET LANGUAGE AMENG (ADD ATS USER

This loads the repository and parser tables into the TSAF virtual machine.
If your system is running in a language other than American English, refer
to the VM/SP CMS Command Reference to alter this command format.

If you do not add the SET LANGUAGE entry in the PROFILE EXEC, you
do not have access to the repository. In this case, when TSAF tries to issue
the usual message, you will, instead, receive the following message:

813E ATS repository not found, message msgid cannot be
retrieved

The VM/SP CMS Command Reference has more information on the SET
LANGUAGE command and other commands for processing message
repositories.

Setting Up Links for Communication

The only information that the TSAF virtual machine needs upon
installation is the identity of the communication links that it can use.
TSAF stores this information in a CMS file called ATSLINKS FILE Al.
You receive error messages if you store the ATSLINKS FILE file on any
disk other than TSAF’s A-disk. You can create this file before you start
TSAF, so you do not need to issue commands to add links after TSAF is
started.

The ATSLINKS FILE must contain the virtual device address for each link
that TSAF can use. The virtual device address can start in any column in
the ATSLINKS FILE (TSAF writes the device address in columns 2 through
4).

To physically set up the link so the system recognizes the link, follow these
steps (Steps 1 and 2 may have already been done during installation):

Chapter 1. Preparing to Use TSAF 15
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1. Set up links between communicating processors by modifying DMKRIO
to describe the physical links. The VM/SP Planning Guide and
Reference describes DMKRIO.

2. Use the SPGEN EXEC to regenerate the real I/O configuration
(DMKRIO). See the VM/SP Installation Guide for more specific
information about the SPGEN EXEC.

Make sure that the TSAF virtual machine has the links it needs to
communicate by doing one of the following:

w

® Dedicate these links to the TSAF virtual machine in the TSAF
entry of the system directory. For example, in Figure 4 on page 14,

DEDICATE 4A0 300

dedicates the real device at address 300 to TSAF as the virtual
device with address 4A0. You specify the virtual address when you
use the ADD LINKs command described in “Chapter 3. Running
the TSAF Virtual Machine” on page 35.

e Use the ATTACH command, described in the VM/SP CP Command
Reference, to attach the links.

Note that multiple active links from one TSAF virtual machine to another
TSAF virtual machine may adversely affect the ability of those TSAF
virtual machines to join. “Reliability in a Collection” on page 28 contains
more information about links between TSAF virtual machines.

Security Considerations when Setting Up TSAF

You can provide a secure TSAF system and collection in various ways.

Assigning Unique Userids

Your applications may rely on the userids of the connecting applications to
maintain security and check authorization. The userid that TSAF presents
is always the userid of the virtual machine that originated the request.
Even if the connection is through the TSAF virtual machine, TSAF
presents the userid of the originating virtual machine, not the TSAF virtual
machine userid.

TSAF does not enforce it, but you must ensure that no two users in a
collection have the same userid. The exception is when a user has the same
userid on multiple nodes within the collection. In this case, the user would
have the same authorization for resources from whatever system in the
collection he or she is logged onto.
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Assigning Unique Node Ids
There are a few different identifiers for each system:
e The processor id, or CPUID, which is preassigned

e The node id, which the system administrator assigns at installation
time.

The SYSTEM NETID file, an existing CMS file, associates the CPUID of a
processor with its node id. Be sure that the processors within a collection

have unique node ids. For information on how to update the SYSTEM
NETID file, see the VM/SP Installation Guide.

Assigning Unique Resource Ids

A resource can be located on the local system or on any other system
within the collection. Each global resource name within a collection must
be unique. For local or global resources, do not specify the name to be the
same as a userid on the system. Also, do not specify a resource name as
any of the following: ALLOW, ANY, SYSTEM. See “Authorizing Virtual
Machines to Connect to Resources” on page 22 for more information on
resource names.

When two collections are merging, and the same resource name exists on
each collection, TSAF automatically awards management responsibility to
one of the systems. Two systems in the same collection cannot manage the
same global resource at the same time. For more information about
merging collections, see “When Two Collections Merge to Form One” on
page 30. “Some Rules about Resources” on page 216 describes how TSAF
selects a resource manager.

Considerations for Using the APPC/VM Program Interface

The system administrator must authorize APPC/VM communications for
users in their virtual machine directory entries. If you are not authorized
for APPC/VM communications, you cannot communicate with virtual
machines other than your own. If the target of the APPCVM CONNECT
function (the resource manager) does not have IUCV ALLOW specified in
its directory entry, the system administrator must specifically authorize
each virtual machine to communicate within the TSAF collection. See
“Authorizing Virtual Machines to Manage Resources” on page 18 and
“Authorizing Virtual Machines to Connect to Resources” on page 22 for
more information on the directory entries.

Chapter 1. Preparing to Use TSAF 17
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Security within APPC/VM Applications

When a virtual machine running an APPC/VM application tries to connect
to another virtual machine, the virtual machine being connected to must
run through a few security measures. Most importantly, the virtual
machine must check the userid of the connecting virtual machine and the
resource id for which the connection is being made. See “Accepting or
Rejecting a Connection” on page 67 for more information.

Security for Communication Servers

Communication servers are authorized in the CP directory with OPTION
COMSRYV. See “Considerations for Communication Servers” on page 100
for more information on communication servers.

Local and Global Resources

A local resource is one that is known only to the local system. A global
resource is one that is known to all systems in the TSAF collection.

A system may have both a local and global resource defined with the same
name. For example, a local resource called “Count” is different than the
global resource called “Count”. Both resource owners can coexist on the
same system. In fact, both resources can be owned by the same virtual
machine. If both the local and global “Count” resources are owned by the
same virtual machine, the resources would be identical. However, if the
local and global “Count” resources are owned by different virtual machines,
the resources may be different.

If a local and global resource are defined with the same name, the resources
are accessed as follows:

¢ When a local user on the local VM system requests to communicate
with the resource, CP routes the user to the local resource. TSAF
routes the local user to a global resource only if a local resource by
that name does not exist.

e When a remote user on another VM system in the collection requests to
communicate with the resource, TSAF routes the user to the global
resource, even if a local resource also exists on the target system.

Keep in mind, if the local resource is revoked, users on the local VM

system trying to communicate with the resource are automatically
connected to the global resource.
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Authorizing Virtual Machines to Manage Resources

If you want to authorize a virtual machine to manage resources, you must
identify it in its directory entry so the virtual machine may connect to the
Identify System Service. *IDENT is the assigned system service name for

the Identify System Service.

IUCV Directory Control Statement for *IDENT Authorization

To authorize a virtual machine as a resource manager, you must add an
IUCV *IDENT control statement, with appropriate parameters, to the
virtual machine’s directory entry. Be sure the IUCV directory statement

appears before any CONSOLE, SPOOL, LINK, or MDISK statements;
otherwise, you get error messages.

The IUCV control statement syntax for *IDENT is:

Tucv *IDENT  { RESANY } { LOCAL >
{ resid » { GLOBAL > [REVOKE]

*IDENT
lets the virtual machine connect to the Identify System Service.

RESANY
lets the virtual machine identify any resource name.

Be careful when you assign resource names and when you give
authorization for RESANY. A virtual machine that has authorization
for RESANY can identify a resource name as “resany.” Also, this
virtual machine would be authorized to identify any other resource
name.

resid
is a one-to-eight character resource name. Virtual machines can
connect to the resource manager that manages the resource specified
by resid. The first byte of the resource name should be alphanumeric.
(IBM reserves names beginning with the remaining characters for its
own use.)

Be sure that the resource name you specify is not the same as a userid
on the system. Also, do not specify the resource name as any of the
following: ALLOW, ANY, or SYSTEM.

LOCAL
authorizes the virtual machine to identify the resource as a local
resource known only to the local system. If you specify LOCAL with
RESANY, the virtual machine can identify any resource as a local
resource.
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GLOBAL
authorizes the virtual machine to identify the resource as a global
resource known to all systems in the collection. This operand lets the

virtual machine identify the resource as local also. If you specify
GLOBAL with RESANY, the virtual machine can identify any
resource either locally or globally.

REVOKE
authorizes the virtual machine tc revoke the specified resource name.
A virtual machine that can revoke resources can also identify them.

If you specify REVOKE with:

e LOCAL, the virtual machine can revoke and identify the resource
on the local system only.

e GLOBAL, the virtual machine can do either of the following:

— Revoke and identify the global resource
— Revoke and identify the local resource on the local system.

A virtual machine cannot revoke both the global and local
resources at the same time. The virtual machine must specify
which resource to revoke when the connection is made to *IDENT.

e RESANY and LOCAL, the virtual machine can revoke and
identify any local resource.

e RESANY and GLOBAL, the virtual machine can revoke and
identify any resource, local or global.

Because the TSAF virtual machines do not keep track of the local
resources, a virtual machine cannot revoke a local resource on

another system.

The complete IUCV control statement is described in the VM/SP Planning
Guide and Reference.

Other Statements in the Resource Manager’s Directory Entry
Specify the OPTION statement with the MAXCONN keyword in the
directory entry of the resource manager. Specify a large enough number to
support an additional IUCV connection for:
e Each resource that the resource manager virtual machine controls
e FKach user that connects to the resources.
Though it is not a required directory statement, you should include IJTUCV
ALLOW in the directory entry for any resource manager. This lets any

virtual machine access the resource manager, instead of requiring directory
authorization for each user who needs to connect to a specific resource.
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However, for security reasons, you may want to, instead, explicitly
authorize each virtual machine that wants to connect to a resource.

Identifying More than One Resource from the Same Virtual Machine

If a virtual machine must identify more than one resource, you can specify
more than one IUCV control statement for *IDENT in the virtual machine’s
directory entry. *IDENT checks to see if the virtual machine is authorized
to identify or revoke the resource specified on the APPCVM CONNECT
function. *IDENT searches the virtual machine’s directory entry for ITUCV
control statements in this order:

1. The first *IDENT entry that has the same resource name as specified on
the CONNECT. If *IDENT does not find or finds a match, but
authorization for the LOCAL/GLOBAL and REVOKE parameters does
not correspond to those specified in the CONNECT parameter list,
*IDENT searches for,

2. The first *IDENT entry that has the resource name RESANY. If
*IDENT finds a match, it checks that the authorization for the
LOCAL/GLOBAL and REVOKE parameters correspond to those
specified in the CONNECT parameter list. If it does not find a match,
or if the other parameters do not correspond, then it severs the
requested connection.

A single system can have up to 200 resources identified.
Examples of Multiple IUCV *IDENT Control Statements

The following examples describe how o use multiple [IUCV control
statements for *IDENT.

Example 1: A resource manager, RESMGR1, has the following IUCV
control statements:

IUCV *IDENT RESANY GLOBAL

IUCV *IDENT residx LOCAL REVOKE
RESMGRI can identify any resource as a local or global resource, because
of the first statement. This includes the local resource, residx. However,
RESMGRI1 can only revoke the resource, residx, when it is defined on the

local system as a local resource.

Example 2: A resource manager, RESMGRZ2, has the following ITUCV
control statements:

IUCV *IDENT residx GLOBAL
IUCV *IDENT residy GLOBAL

IUCV *IDENT RESANY LOCAL REVOKE
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RESMGR2 can identify the resources, residz and residy, as local or global
resources. RESMGR2 is not authorized to revoke any global resources.
Because of the last control statement, RESMGR2 can identify any resource
as a local resource. Also, RESMGR2 can revoke any resource known on
the local system as a local resource.

Example 3: A resource manager, RESMGRS3, has the following IUCV
control statements:

IUCV *IDENT residx LOCAL
IUCV *IDENT residy GLOBAL
IUCV *IDENT residx GLOBAL REVOKE

RESMGRS3 can identify the resource, residx, as a local resource and the
resource, residy, as either a local or a global resource. RESMGR3 cannot
revoke any resources. The reason for this is that *IDENT searches for the
first entry that matches the resource name specified on the CONNECT. If
RESMGRS tries to connect to *IDENT to identify or revoke the GLOBAL
resource, residx, *IDENT severs the connection. In this case, if you want
RESMGRS3 to identify and revoke the global resource, residx, you would
delete the first control statement.

Authorizing Virtual Machines to Connect to Resources

You only need to do this procedure if the TSAF and resource manager virtual
machines do not have IUCV ALLOW statements in their directory entries. If
the TSAF and resource manager virtual machines have specified IUCV
ALLOW statements in their directory entries, any user in the collection can
connect to any global resource.

For security reasons, you may want to explicitly authorize each virtual
machine that wants to connect to a resource. In this case, you can add an
TUCV control statement with the resource id parameter to the user’s
directory entry. If a virtual machine user has a specified alternate userid,
you can authorize the user and the user’s alternate userid to connect to a
resource by adding the IUCV control statement to:

e The user’s directory entry, or
e The user’s alternate userid directory entry.

The complete IUCV control statement is described in the VM/SP Planning
Guide and Reference.

The syntax of the statement includes:

IUCV  resource id
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resource id

is a one-to-eight character resource name used to connect to a
resource manager rather than to a specified virtual machine. The first
byte of the resource name must be alphanumeric. (IBM reserves
names beginning with the remaining characters for its own use.)

Be sure that the resource name you specify is not the same as a userid
on the system. Also, do not specify the resource name as any of the
following: ALLOW, ANY, or SYSTEM.

Specifying IUCV resource id does not give authority to connect by
userid to the virtual machine that owns the specified resource. At the
same time, specifying IUCV userid does not give authority to connect
by resource-id to the specified virtual machine.

When you explicitly authorize each virtual machine (with “IUCV
resource” or “IUCV ANY”), you should also give explicit directory
authorization to the TSAF virtual machine residing on the same
system as the resource (with “IUCV resource ” or “IUCV ANY”).

Figure 5 shows a typical explicitly authorized TSAF collection involving
two VM/SP systems. The entries within each box represent the directory
entries of the particular virtual machine.

USERa USERc RESMGR1 TSAFVM
-IUCV RESZ -IUCV RES1 —IUCV *IDENT —IUCV *CRM
REST GLOBAL -IUCV RES1
VM1
USERb USERd RESMGR2 TSAFVM
-IUCV RES1 -IUCV RES2 -IUCV *IDENT -TUCV *CRM
RES2 GLOBAL -IUCV RESZ2
VM2

Figure 5.

Two VM Systems Communicating
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In this figure, users have the following authorization:

e USERa on VM1 can connect only to RES2 on VM2.
e USERDb on VM2 can connect only to RES1 on VM1.
e USERc on VM1 can connect only to RES1 on VM1.

e USERd on VM2 can connect only to RES2 on VM2.
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Collection Structure

Collection Example

A group of VM systems that each have the TSAF virtual machine
component installed and running can form what is known as a collection.
A collection can have up to eight systems. You must be sure of the
following:

e No two users in a collection have the same userid.

Note: TSAF does not enforce this, but you should enforce this to avoid
potential problems.

e No two systems within the collection have the same node id.

See “Assigning Unique Userids” on page 16 and “Assigning Unique Node
Ids” on page 17 for more information.

This section includes a six-step scenario that describes how to set up a
collection and share resources. This particular example involves:

e One resource manager that manages a resource. The resource manager
is called RESMGR and manages the resource, RES1.

e Two systems, A and B, each with a TSAF virtual machine. The TSAF
virtual machines are TSAFa and TSAFb on systems A and B,
respectively. The programs that want to use the resource, RES1, are
PGMa and PGMb on systems A and B, respectively.

Step 1—TSAF Virtual Machine Identifies Itseif

When the virtual machine, TSAFa, begins running, it requests a connection
to the Collection Resource Management System Service (*CRM). Because
no other local virtual machine is already connected to *CRM, and TSAFa is
authorized, CP accepts TSAFa as the TSAF virtual machine and starts a
connection.

If any virtual machines in the system had identified themselves as the
managers of any global resources, then, upon request, CP would send those
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resource names to TSAFa. In this example, there are no previously
established resources.

TSAFa

1

- TSAFa connects to *CRM
C

Figure 6. TSAF Virtual Machine Identifying Itself

Step 2—TSAF Virtual Machines Exchange Information

Now that TSAFa is the TSAF virtual machine for the local system, it tries
to connect itself to a collection. TSAFa sends out data along each physical
link that it controls. So that TSAFa can join the collection, the TSAF
virtual machines on the other end of each link exchange the following
information with TSAFa:

e Names of the resources that TSAFa knows

e Names of other resources in the collection that the remote TSAF
virtual machines know about.

In Figure 7 there is only one other TSAF virtual machine in the collection
(TSAFD) and it does not know about any resources yet.

TSAFa «———» TSAFb

CP

cp

Figure 7.

TSAF Virtual Machines Exchanging Information

Step 3—A Resource Manager Requests to Manage a Resource

26

When the resource manager, RESMGR, enters the collection, it issues a
CONNECT to the Identify System Service (*IDENT). This is so CP
recognizes RESMGR as the manager of the global resource, RES1. CP
notifies TSAFa over its *CRM connection that RESMGR wants to manage
the resource, RES1.

The TSAF virtual machines in the collection then agree that RESMGR can
be the manager of the resource, RES1. TSAFa notifies the local CP. CP
then adds the global resource, RES1, to its system resource table and
accepts the connection from RESMGR to *IDENT. Both TSAFa and TSAFb
add the resource, RES1, to their resource tables. If the resource had been
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previously defined anywhere in the collection, then CP would have severed
the requested connection.

RESMGR
(REST)

TSAFa TSAFb

!ESMGR requests to manage

CP resource RESI1

CpP

Figure 8.

Resource Manager Requesting to Manage a Resource

Step 4—A Local User Connects to the Resource Manager to Share the Resource

PGMa requests to connect to resource, RES1. The local CP finds RES1 in
its resource table, and connects PGMa to RESMGR. After the connection
i1s complete, APPC/VM communication can begin over the established path.
Because the resource is on the local system, there is no need to go through
the TSAF virtual machine.

PGMa RESMGR TSAFa TSAFb
(RESD)
connect
to RESMGR
CcP CP
Figure 9. A Local User Sharing a Resource

Step 5—A Remote User Connects to the Resource Manager to Share the Resource

PGMb requests to connect to resource, RES1. Because the local CP does
not find RES1 in its system resource table, it connects the user to TSAFb.
TSAFD finds RES1 in its resource table and sends the connection request to
TSAFa. TSAFa issues the CONNECT to the resource, RES1. RES1 is
listed in the system resource table that TSAFa maintains, so the connection
is made.

As you can see, the connection actually consists of three APPC/VM paths

(between PGMb and TSAFb, between TSAFa and RESMGR, and between
the TSAF virtual machines, TSAFa and TSAFD).
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PGMa RESMGR TSAFa ;_ TSAFb PGMb
(RESTD)
connect
to RESI
cP CP
Figure 10. A Remote User Sharing a Resource

Step 6—Sends and Receives for Local and Remote Users

After the connections are complete, TSAF routes the various SENDs and
RECEIVEs between the resource manager and the program that wants
access to the resource.

PGMa RESMGR TSAFa «————» TSAFb PGMb
(RES1)
cp cp
Figure 11. Sending and Receiving

Reliability in a Collection

In general, the reliability of communication within a collection depends on
how the collection is set up. For example, communications from a
processor where TSAF has three links to three different processors is more
reliable than if the processor has only one link by which to get to the other
processors. If a processor with only one link to the rest of the collection
could no longer communicate through that link, the collection would be
partitioned.

Multiple Links from TSAF Virtual Machine to TSAF Virtual Machine

28

Multiple active links from one TSAF virtual machine to another TSAF
virtual machine may adversely affect the ability of those TSAF virtual
machines to join. When there are multiple links, there is no guarantee that
both TSAF virtual machines will use the same link to communicate.

For example, in Figure 12 on page 29, there are two dedicated links
between the TSAF virtual machines (linkl and link2). If linkl and link2
were both added to TSAF, it is possible that the two TSAF virtual machines
would not be able to join. This could be caused by the timing of the
messages crossing those links. For example, the TSAF virtual machine on
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Proc A may prefer to use link1, while the TSAF virtual machine on Proc B
may prefer to use link2.

Tinkl

TSAF Tink2 TSAF

Proc A Proc B

Figure 12. Multiple Connections between TSAF Virtual Machines

If you want to have more than one link available between two TSAF virtual
machines, one of them should remain detached from the TSAF virtual
machines or deleted from TSAF’s table of communication links. Then,
when needed, you can attach the link or add the link to TSAF’s table of
communication links. For example, in Figure 12, link2 could be
unattached. But when link1 fails, you could then attach link2.

On the other hand, it is fine to have two or more links connecting the same
two processors (see Figure 13), one between the TSAF virtual machines and
the other links between other virtual machines, such as RSCS (Remote
Spooling Communications Subsystem) or PVM (Pass-through Virtual
Machine) virtual machines.

TSAF TSAF
RSCS RSCS
Proc A Proc B

Figure 13. TSAF with RSCS

Multiple Links to Processors in a Collection

When setting up a collection of more than two processors, try to assign
links from each processor to at least two other processors. This way, each
processor would have at least two fully or partially distinct physical routes
through which to communicate, rather than just one.

In Figure 14 on page 30, assume processors A, B, C, and D each have TSAF
running. The processors, through the TSAF virtual machines, are
connected by links A to B, B to C, and C to D. These systems form a
collection. If the'link from B to C failed for some reason, the collection
would be partitioned. For example, users on A communicating with
programs on C would be disconnected from those programs.
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Figure 14. A TSAF Collection

On the other hand, if a link were added between processors A and D, see
Figure 15, the collection would be more reliable. Again, if a user on A
were communicating with programs on C, and the link from B to C failed
for some reason, communication could continue on the path from A to D to

C.

Figure 15. More Reliable TSAF Collection

When Two Collections Merge to Form One

When you make a link active or bring up a TSAF virtual machine, it may
cause two or more collections to join. However, the collections may have
one or more duplicate resource names. The TSAF virtual machine does not
know about local resources. Therefore only global resources are affected
when collections merge.

When merging collections each have a resource with duplicate resource
names, TSAF determines the collection that manages the resource in the
following order:

1. The largest collection (i.e., the collection with the most systems) wins
management of the resource in the new merged collection.

For example, in Figure 16 on page 31, Collection 1 and Collection 2
merge to form Collection 3. The resource ACCOUNT is defined in both
Collections 1 and 2. In this case, when the collections merge, the
virtual machine resource manager in Collection 1 wins ownership of the
resource ACCOUNT, because Collection 1 has three nodes and
Collection 2 only has two.
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Collection 1 Collection 2

RESMGR1 manages: RESMGR2 manages:
ACCOUNT ACCOUNT
DATA BANK

RESMGRI! manages: RESMGR2 manages:
ACCOUNT BANK
DATA

=7\ /

Collection 3

Ty N T R vy S

Figure 16. Two TSAF Collections Merged into One

2.

If the collection sizes are the same, then TSAF looks at the two nodes
that are going through the join. TSAF compares those two node ids;
the first node id in alphabetical order wins management responsibility
of the resource for its collection. In other words, the collection that
wins management responsibility of the duplicate resource is that
collection that has the first node in alphabetical order (between the two
nodes involved with the join).

In Figure 16, if the collections sizes were the same, Collection 1 would
win management responsiblity for duplicate resources, since VMB and
VMX are the two nodes joining, and VMB is before VMX in
alphabetical order.

TSAF does not sever existing APPC/VM paths to resource managers that
lose management responsibility for the resource. However, new paths will
go to the resource manager in the winning collection.

Two collections may try to merge that total nine or more systems. Because

only eight systems can be in a collection, any systems over eight are left
out of the collection. Because of the timing involved with collection
communication, you cannot predetermine the loser system. When this

happens the TSAF virtual console of the system through which the ninth
system was trying to join gets this message:

5131 Node nodeid cannot join, maximum collection size
has been reached
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where nodeid is the nodeid of the system trying to join. The TSAF virtual
console of the losing VM system gets this message:

531E Timeliness check failed on message from node nodeid

TSAF Routing

When the TSAF collection configures itself, the TSAF virtual machines
determine the various routes that connect each TSAF virtual machine to
every other TSAF virtual machine. If more than one possible route exists
between two TSAF virtual machines, TSAF chooses the route with a
combination of the following:

e Smallest number of intermediate systems
e Fastest links.

The TSAF virtual machines reconfigure the collection, if a route becomes
unavailable because of an inoperative link, system or TSAF virtual
machine. TSAF then selects a new route, if one exists.

How TSAF Dynamically Configures a Collection Using Link Information

A link is a physical connection between two systems. When you start the
TSAF virtual machine, you must give it the link addresses that it needs to
communicate with other systems. See “Adding Links to the TSAF Virtual
Machine—ADD LINK” on page 37 for information on how to add links.

TSAF sends out messages over each link. If there is a TSAF virtual
machine on the other end of the link, they exchange information about the
resources they manage. The TSAF virtual machines configure their own
collection, based on the information they exchange. This procedure does
not require an operator.

If a particular link is not operating or if there is not an active TSAF virtual
machine on the other end of the link, then TSAF does not use that link.
TSAF periodically checks each link defined to it. TSAF dynamically
reconfigures the collection when one of the following occurs:

e A link becomes operational or inoperative

e A TSAF virtual machine becomes active or inactive.
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