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Preface

This book is a reference manual for all Virtual Machine/System Product
(VM/SP) Release 5 users. It describes the enhanced functions and
capabilities that improve VM/SP’s performance and make it a more
versatile product for a wide range of applications.

This publication includes information about:

e Planning for system generation

e Defining your VM/SP system

o Generating a 3704/3705/3725 control program that runs with VM/SP

e Updating VM/SP.

Who This Book Is For

The intended audience is system programmers and anyone responsible for
the planning, installation, and updating of a VM/SP system. The reader is
expected to have a general understanding of data processing and
teleprocessing techniques. This book assumes you have thought about:

e What VM/SP functions your site requires

e What connections you need to other sites and the implications for
coordination

e What your hardware and physical requirements are and the
implications for coordination.

How This Book Is Organized
This planning guide is divided into two parts and four appendices.

“Part I. Planning for System Generation” describes the various components,
options, and features of VM/SP and tells you what you must do to install
them.

“Part II. Defining Your VM/SP System” tells you how to create the files
that define your system. These are the Real I/O Configuration (DMKRIO),
CP System Control (DMKSYS), VM/SP Directory (VMUSERS DIRECT),
System Name Table (DMKSNT), Forms Control Buffer Load (DMKFCB),
and CMS Nucleus Generation Profile (DMSNGP) files.
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The appendices include information about:

o Configuration aids for VM/SP
e VM/SP restrictions
e Coding the NAMESYS macro

e Sample SNTMAP output.

This book also has a glossary and index.
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Part I

Planning Your VM System

Introduction to Planning and VM/SP
Planning Device Configurations for VM[SP
Estimating VM|SP Storage Requirements
Planning for Other VM|SP Areas
Extending VM|SP

Planning for Hardware Devices

Part I contains important planning information for your VM/SP system. It
describes the various components, options, and features of VM/SP and tells
you what you must do to install them.




2 VM/SP Planning Guide and Reference

)



Chapter 1. Introduction to Planning and VM/SP

Contents of Chapter 1
| What Planning Is . ... ... .. 4
| What Planning Involves ......... ... .. . i 4
| Planning Considerations for Installation ....................... 6
What VM/SP Is . ... e 6
Virtual Machine Operating Systems . ............. . ... ... ..... 9
Planning Storage Requirements . .............. ... . ... ... 9
Introduction to VM/SP System Generation ............ e 10
Preparing the Files that Describe Your VM/SP System ........... 12
CP System Integrity . ......... ..., 13
MVS Guest Machine Environment ......................... 13
Customer Responsibilitiesfor CP .......... ... .. ... .. ... 14
| GCS System Integrity . ........ ... 14
| Customer Responsibilities for GCS . ............ ... ........... 15

Chapter 1. Introduction to Planning and VM/SP 3




-1 -

1

introduction to Planning and VM/SP

What Planning Is

Planning is an important part of the VM/SP installation process. It helps
prevent problems and lets you anticipate system requirements. The better a
VM/SP system installation process is planned, the less time it takes to do
the job. If properly done, the actual installation takes far less time than
the planning process.

| What Planning Involves

Planning tasks can be organized into the following categories:

Installation. VM/SP works for and with other products that have certain
requirements about the way you define VM/SP. Planning for those
requirements is essential to installing VM/SP.

Customization. VM/SP must be customized to work in your environment
to handle your particular needs. You must understand what VM/SP needs
to perform the basic functions you desire, what options it offers, and what
implications those options may have in your environment.

Operation. By understanding VM/SP operation, you can determine how it
should be managed for operating within your installation. You should
decide who will be handling the operations and whether any special
training will be required.

Administration. Knowing what VM/SP functions will be available to
your users will help you determine what administrative tasks you will be
performing. For instance, will users be responsible for operational tasks on
remote devices? Will users need to identify themselves on remote systems
to which they submit jobs?

Diagnosis. Problems encountered are not always with the VM/SP product.
They may be with communications lines or network connections with other
systems. Your installation’s plan for handling problem situations and
follow-up diagnosis can help speed recovery and save time.

Another area of planning that should not be overlooked is migration. If you
are migrating from another release of VM/SP, there will be certain
requirements. You will have to plan when it will be done, how long will it
take, and who should do it.

4  VM/SP Planning Guide and Reference
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Planning Considerations for Installation \ )

Among the things that must be considered when planning for VM/SP
installation are:

e System control files (System Definition Files)

e Storage requirements

o Configurations

o Device requirements

e Minidisk allocation

¢ Options that affect performance I
e System libraries \
e Programming language support

e Access method support

e Virtual machine operating systems other than CMS

e National Language Support. {
Before installing VM/SP there are many things that must be thought out.

Also, there are things that can be done in advance that make the

installation proceed more smoothly. This chapter briefly discusses a few of

the more important aspects of planning for VM/SP installation.

What VM/SP Is )
The Virtual Machine/System Product (VM/SP) is a program product that -
manages a real system. All of its resources: o
e Main (IPL) processor l
e Attached (non-IPL) processor
e Storage
o 1/O devices
are provided for many users at the same time. Each user of VM/SP
perceives a real, dedicated system. All properties of the system appear
solely devoted to the user’s machine from the user’s perspective. But
VM/SP only simulates those properties for each user. The user’s sole
control of the system exists only as one of many functions of VM/SP. The
appearance of this exclusive control over the system is created by VM/SP. ‘
Only the essence or echo of a real, dedicated machine is displayed giving Q‘(

6 VM/SP Planning Guide and Reference
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rise to the term “virtual machine.” Figure 2 on page 8 shows an example of
a VM/SP system.

VM/SP has the following components:

1.

The Control Program (CP), which controls the resources of the real
processor to provide for many virtual machines.

The Conversational Monitor System (CMS), which provides a wide
range of terminal user dialog and time-sharing services. Using CMS,
you can create and manage files, and compile, test, and run application
programs.

The Interactive Problem Control System (IPCS), which provides VM/SP
installations with an interactive online facility for reporting and
diagnosing software failures, and for managing problem information and
status.

The Group Control System (GCS) (an optional component), which
supports a virtual machine group operating environment. Members of
the group share common storage space, a common virtual machine
supervisor, and the ability to communicate with each other. GCS is
required if you plan to install RSCS (Remote Spooling Communications
Subsystem) Version 2 or SNA (Systems Network Architecture) products.

The Transparent Services Access Facility (TSAF) (an optional
component), which lets an end user application connect to a resource
(such as a data base). This is done without knowing the actual userid
and nodeid of where that resource resides.

The processors that VM/SP supports are listed under “Processors” on
page 22. The real processor must:

Have the Dynamic Address Translation (DAT) feature (a hardware
service that translates virtual storage addresses to real storage
addresses) and the System Timing facility

Operate in extended control mode (a mode in which all the features of a
processor function, including DAT).

Chapter 1. Introduction to Planning and VM/SP 7
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Virtual Machine Operating Systems

As stated earlier, CP handles the work of many virtual machines. It also
manages the work flow within each virtual machine. This allows each
virtual machine the freedom to run a different operating system or different
releases of the same operating system.

The operating systems that can run in virtual machines are:

Batch or
Single User Interactive Multiple-Access
OS/VS1 VM/SP
VS1/BPE VM/Systems Extensions
0S/VS2 SVS VM/Basic System Extensions
OS/VS2 MVS Time Sharing of OS/VSE with
RSCS V1 VSE/ICCF (5746-1 TSI)
RSCS V2 1X/370
GCS VM/SP HPO
MVS/SP
VSE/SP V1
VSE/SP V2
VM/370
Conversational

CMS, GCS, RSCS

CP provides some of these with virtual device support and virtual storage.
However, they are limited by the restrictions listed in Appendix B, “VM/SP
Restrictions” on page 459.

Planning Storage Requirements
Planning for VM/SP storage requirements falls into two general categories:
o Real storage planning
e Direct access storage device (DASD) planning.

Many factors affect how much storage of each kind any given system might
require.

Some of the factors that affect real storage requirements are:

e Nucleus size

o Number of real system devices, control units, and channels
e Types of system devices

e Number of virtual machines defined in the system directory.

Chapter 1. Introduction to Planning and VM/SP 9
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T O S
Some of the factors that affect DASD requirements are:
e Nucleus size

e Maximum number and:size of logged on virtual machines

— Paging space
— Spooling space
— CMS minidisks.

e Operating systems running in the virtual machines
e Other facilities
e Applications

— Error recording

— System restart

— System directory

— Access method support

— Interactive Problem Control System (IPCS)
— Saved systems

— Applications.

Note: See Chapter 3, “Estimating VM/SP Storage Requirements” on
page 51 for more information on storage requirements.

Introduction to VM/SP System Generation

System generation is a procedure that creates a VM/SP system tailored to
your needs. The first step in the procedure restores a sample working copy
of a basic VM/SP system, called the starter system. Then, use the starter
system to create a VM/SP system configured to your own hardware. You
also describe your DASD volumes and define how they are to be used.

The following versions of the VM/SP starter system can be ordered:

3330-11
3350
3375
3380
FB-512.

Each starter system must be restored to a similar disk. For example, a 3380
starter system is restored to a 3380 disk. Once restored, though, all starter
systems can be used to build any supported system residence volume type.
Before beginning the system generation procedure, review the following:

e Know which devices to include in your VM/SP system

® Decide how many virtual machines to define

10 -VM/SP Planning Guide and Reference
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e Know what system National Language(s) you want available on your
VM/SP system

o Select the volumes to be owned and used by CP for system residence,
paging, spooling, CMS minidisks, Save Segments, and other applicable
second level systems

e Know what the licensed program requirements are

e Compute the amount of real storage available to VM/SP and the
amount of DASD required

o Define the user identity of the real system operator

e Know how to code the macro statements that define your system (See
Part II of this book.)

e Examine the step-by-step outline of the procedure. (See the VM/SP
Installation Guide.)

Then, tailor the following System Definition files:

e Real I/O configuration file (DMKRIO) listing your I/O devices. (To
attach a Mass Storage System (MSS) to VM/SP, coordinate the Real I/O
configuration file with the Mass Storage Control (MSC) tables.)

e VM/SP directory file (VMUSERS DIRECT) describing the virtual
machines

e CP system control file (DMKSYS) describing CP-owned volumes, the
real storage size, and so on

e System name table (DMKSNT) describing the name and location of
saved systems, 3800 printer image libraries, 3704/3705 control programs,
and CP message repositories

e CMS nucleus generation profile (DMSNGP ASSEMBLE) defining
parameters for the CMS nucleus

e Your own forms control buffer (module DMKFCB) if you wish. (This
module is supplied with the product tape.)

Once you have defined your VM/SP system with the System Definition files,

you can begin to generate your system. You should, however, read the rest
of Part I to be sure nothing else is needed for your specific situation.

Chapter 1. Introduction to Planning and VM/SP 11
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Preparing the Files that Describe Your VM/SP System

A major task in getting ready to install VM/SP is the preparation of files
that define your VM/SP system. These files are called system definition
files. Before you start to generate a system on a real machine, you must
tailor three System Definition files. These three files describe the VM/SP
system you plan to generate. Also, you may choose at this time to build
two optional files. (See Figure 3.)

Required Optional
I B

VMUSERS
DIRECT

h-—_——_——

Figure 3. Required and Optional Files for System Generation
To tailor these files, you can use:

Files created with the System Product Editor

Existing VM/SP files altered with the System Product Editor
Other VM/SP or VM/370 system files on the product tape
Card input

Other system files on tape in a card-to-card image.

Use a CMS command such as READCARD, VMFPLC2 LOAD, MOVEFILE,
or TAPPDS to bring files into the system.

Depending on the installation method used, these files can be ready to
install at system generation time. For example, you can prepare control
statements to create the system directory in advance. You can plan for
changing the copies of system definition files supplied with. VM/SP so that
they require little time during installation.

12 VM/SP Planning Guide and Reference
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CP System Integrity

Introduction to Planning and VM/SP

CP system integrity provides access to the operating system for only
authorized users. The system is designed, utilized, and maintained to avoid
the compromise of security controls. In other words, VM/SP CP system
integrity prevents illegal access to the system. Without the customer’s
knowledge and permission, no guest operating system mechanism or virtual
machine program not authorized by CP should be able to:

o Circumvent or disable the Control Program main or secondary storage
protection

Access a Control Program (CP) password protected resource

Use restricted passwords to access the system

Obtain control in real supervisor state

Obtain privilege class authority or directory functions greater than
those it was assigned

Circumvent the system integrity of any guest operating system such as
MVS or VM/SP. (Operation of any VM/SP CP facility implies system
integrity for the guest.)

The following special terms help describe the soundness of your system:

Main Storage Protection: CP isolates one virtual machine from another
via hardware DAT.

Secondary Storage Protection: CP isolates minidisk and virtual disk
extents via channel program translation.

Password Protected Resource: CP protects resources via logon passwords
and minidisk passwords.

Directory Capabilities: Options are selected to control functions
restricted for specific assignment(s). Functions not usually granted to
general users and ones that permit bypassing system integrity controls are
just two examples.

Guest Operating System: Another system control program is used while
operating under VM/SP CP.

Note: VM/SP system integrity applies to class G users only.

MVS Guest Machine Environment

VM/SP system integrity applies to the following environments for MVS
guest machines only:

V=R with the NOTRANS option

V=R with the Shadow-Table-Bypass SET command option
Preferred Machine Assist

Single Processor Mode.

Chapter 1. Introduction to Planning and VM/SP 13
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However, a user or program on an MVS guest machine allowed to bypass
system integrity controls can also bypass those built into VM/SP. Under
: these conditions, the customer is solely liable for any breach of security.
{ Safeguards have to be taken to ensure that:

o Required MVS system integrity controls are installed
e Authorized programs and users are properly controlled.

Note: VM/SP CP system integrity infers no protection of data between
multiple users of a single CMS batch system.

Customer Responsibilities for CP

The customer is the only one who can answer for the security of the
customer’s data. For system integrity to be meaningful, proper use of
security controls is essential.

Some areas where effective controls should be used are:

Password protection

Assignment of suitable privilege classes
Assignment of directory options

Set up and authorization of guest virtual machines.

-
e & o o

Specific actions and restrictions may vary, depending on system resources
and conditions. The customer must take proper steps to select, apply, and
implement these actions and restrictions. Moreover, they must be thorough
enough for adequate security, ensuring complete control by the customer.

Note: IBM will accept APARs that describe exposures to the system
integrity of VM/SP. For instance, problems caused by a program running
in a virtual machine not authorized by a mechanism under the customer’s
control can expose the system’s integrity. A customer who discovers a
system integrity problem or exposure should report it to the Customer
Support Center (ISG Level 1).

| GCS System Integrity

| An operating system has system integrity when it is designed, implemented,
| and maintained to protect itself against unauthorized access, to the extent

I that security controls specified for that system cannot be compromised.

| GCS system integrity prevents any unauthorized program running under

l the control of the GCS supervisor from:

| e Bypassing store or fetch protection

| e Bypassing GCS authorization controls, and/or

I e Obtaining control in virtual supervisor state or with a PSW protection
| key other than the one assigned to the unauthorized program.
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GCS system integrity is enforced by running unauthorized programs in
problem state, and by checking all parameters, parameter lists, and
addresses passed to it for validity. Because authorized programs are given
special capabilities which may allow system integrity controls to be passed,
they are not subject to the GCS system integrity definition explained
earlier.

In GCS, an authorized program is defined as a program that runs in an
authorized state. This means GCS runs with a capability to obtain a system
key (protection key other than 14), and/or in virtual supervisor state. An
unauthorized program is defined as a program which executes in problem
state and PSW protection-key 14.

Customer Responsibilities for GCS

The protection of the customer’s data remains the customer’s responsibility.
For system integrity to be assured, proper use of security controls is
essential.

The following controls should be considered when using GCS:
o Restrict authorized machines and programs
e Restrict certain CP commands.

The CP commands BEGIN, DISPLAY, DUMP, STORE, VMDUMP, PER,
ADSTOP, and TRACE let users view or alter common storage. These CP
commands should only be permitted to users who are responsible for
maintaining and debugging the system. For more details on the CP
commands and restructuring of the privilege classes, see “Controlling
Access to CP Commands” on page 112.

Note: IBM accepts APARs that describe exposures to the system integrity
of VM/SP GCS. IBM also accepts APARs that describe problems
encountered when a program, running in a GCS virtual machine (not
authorized by a mechanism under the customer’s control),introduces an
exposure to VM/SP or GCS system integrity.
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Introduction

Establishing the device configuration for a VM/SP system, although not
difficult, does require some careful planning. Before you generate a VM/SP
system, make sure you have the minimum configuration supported by
VM/SP and the features and facilities VM/SP requires. The minimum
configuration serves as a good starting point.

VM/SP Minimum Configuration

The following table shows the minimum configuration VM/SP supports
(based on a starter system):

Number Needed | Device Type

One Processor (2MB/4MB Storage)

One System Console Device

One Printer

One Card reader!

One Card punch?

Two Spindles of direct access
storage

One 9-track magnetic tape unit

One Multiplexer channel

One Selector or Block multiplexer
channel

To determine the amount of real storage and direct access storage
necessary for a configuration, see Chapter 3, “Estimating VM/SP Storage
Requirements” on page 51.

Figure 4 on page 20 shows a sample VM/SP configuration.

1 This device is not needed for a cardless system.
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Multiplexer
Channel

Control Unit

Display Console

Figure 4. VM/SP Sample Configuration

Configurations Supported by CMS

CMS supports:

Processor

DASD

DASD

Virtual storage size: minimum of 256K bytes, almost 16 million bytes in

multiples of 4K.

Virtual console: any terminal supported by VM/SP as a virtual

machine operator’s console.

The same unit record devices (card readers, punches, and printers)
supported by VM/SP as spooling devices, except the 2520 Punch. See
“Unit Record Devices” on page 29.

Up to 26 logical 2314, 2319, 3340, 3330 Model 1, 2, or 11, 3333 Model 1 or
11, 3350, 3375, 3380, or FB-512 DASDs. See Appendix B, “VM/SP

Restrictions” on page 459 for the maximum size of a CMS minidisk.
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: ( B | e Up to sixteen 2400, 2415, 2420, 3410 (9 track only), 3420 (7 or 9 track),
[ 3422, 3430, 3480 (18 track), or 8809 (9 track only) magnetic tape units.

Devices Supported by VM/SP

VM/SP supports the following devices except as otherwise noted:

Processors

Direct access storage devices

Magnetic tapes

Unit record devices (printers, readers, and punches)

Terminals

Transmission control units and communication controllers

o Other devices (your IBM Marketing Representative can provide you
g l with a complete list of the devices that are currently supported by

‘ | VM/SP).

This section does not include SNA supported devices. For information
about SNA devices, see the VM/VTAM Communications Network
Application (VM/VCNA) books listed in the Related Publications
section on page 499.
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| Processors

| VM/SP supports these IBM processors:

Processor Model No.

135 Submodel 3

138

145 Submodel 3

System 370 148

155 IT

158 UP/AP/MP

158 Submodel 3

165 II

168 Submodel 3, UP/AP/MP

4321

4331 All models

43xx 4341 Al models

4361 Models 3, 4, and 5

4381 Models 1, 2, 3, 11,
12, 13, 14

3031 UP/AP

3032 UP

30xx 3033 UP/AP/MP

3042 AP Model 2

3033 Model Groups N and S
3081 Model D16

| Note: VM/SP does not support the 3090, 3083, 3084, or other 3081 models.

Processor Required Features and Facilities
VM/SP requires the processor features and facilities in the following list.
The list includes only features and facilities that are not standard on a
particular processor. For example, the Word Buffer feature is standard
only on the Model 148; therefore, the feature number and requirements are
described only for the Models 145 and 145-3.

e System Timing Facility (No. 2001), which includes the clock comparator
and the processor timer, on the Models 135 and 145.

o Clock comparator and processor timer (No. 2001) on the Model 145-3.
e Floating Point feature

— Model 135, Feature No. 3900
— Model 145, Feature No. 3910

o Extended Precision Floating feature (No. 3840) on the Model 135-3.

e Channel Indirect Data Addressing feature on each of the 2860, 2870, and
2880 stand-alone I/O channels on the Model 165 II or 168.
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Desirable Features

— For 2860, Features Nos. 1861, 1862, and 1863
~ For 2870, Feature No. 1861
— For 2880, Features Nos. 1861 and 1862.

Note: The stand-alone channels that attach to the System/370 Models
165 II and 168 require that the Channel Indirect Data Addressing
feature be ordered as a separate feature. This is to ensure proper
operation of the I/O channels in a DAT environment.

Word Buffer feature (No. 8810) on System/370 Model 145-3. Model 145
also requires it if:

— A 2305 Model 2 Fixed Head Storage device is attached
— A 3340, 3344, or 3350 Direct Access Storage Facility is attached

— A 3330 configuration includes an integrated file adapter and two
selector channels, or three or more selector channels.

Note: This feature is recommended for selector channels if 2314,
3330, 3340, or 3350 devices are attached.

The following processor features are desirable for VM/SP:

Virtual Machine Assist (VMA) - improves performance of VM/SP
systems that run guest operating systems. “Improving Performance” on

page 183 describes how various VM/SP processors support virtual
machine assist and VM/370:ECPS.

Extended Control Program Support (ECPS) - improves performance of
VM/SP through CP assist and expanded virtual machine assist
capabilities

Extended floating point - improves running of programs that use
Extended Floating Point instructions under VM/SP on Models 135, 155
II, and 158. The feature numbers for each model are:

Model 135, Feature No. 3840
Model 155 II, Feature No. 3700
Model 158, Feature No. 3700

APL Assist - helps performance when used with the VS APL program
product. It is available as hardware Feature No. 1005 on System/370
Models 135 and 145.

Conditional swapping - provides additional instructions needed to run

VTAM programs. It is available as Feature No. 1051 on System/370
Models 135 and 145.
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e Advanced Control Program Support - provides additional instructions
needed to run MVS (OS/VS2 Release 2 and above) and/or VTAM. It is
available only on System/370 Model 145 as Feature No. 1001.

Note: The Conditional Swapping feature and the Advanced Control
Program Support feature are mutually exclusive.

e ECPS Expansion (No. 1601) - increases performance when MVS is run
along with VM/SP. It allows concurrent operation of ECPS:MVS and
ECPS:VM/370 and includes the functions of the Shadow Table Bypass
Assist. It is available on the 4341 Processor Model Group 2 and 12).

e Channel-to-Channel Adapter (No. 1850) interconnects two channels
(either S/360, S/370, or 43xx processors). Only one of the processors
requires this feature.

e 3088 Multisystem Channel Communication Unit (MCCU) - I/O device
used to interconnect as many as eight processors using block
multiplexer channels. The 4341, 4381 303x, 3042 Attached Processor
Model 2, and 308x processors support the 3088.

e Data streaming (No. 4850) - modifies the first two block multiplexer
channels of a channel group to permit each to operate at a higher data
rate. This feature is standard on the 3081, 4341, and 4381 processors. It
is available on the 303x and 3042 AP-2 processors. See the processor
manuals to see which channels support data streaming.

| Storage Devices

VM/SP supports these IBM direct access storage devices (DASDs) as system
residence, paging, and spooling devices and as virtual devices for use by
virtual machines. VM/SP supports all of these as dedicated devices.

Storage Device Model No.

2305 Fixed Head 1 and 2

2314 Direct Access -

2319 Disk -

3310 Direct Access -

3330 Disk 1,2, and 11

3333 Disk and Control 1 and 11

3340 Direct Access? A2,B1, and B2
3350 Direct Access A2 and B2

3370 Direct Access A1,A2,B1, and B2
3375 Direct Access -

3380 Direct Access AD4/BD4 AE4/BE4

2 3348 Data Modules, Models 35, 70, and 70F, and the 3344 Direct Access
Storage, Model B2.
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‘? ( o | Note: CMS supports all of the storage devices mentioned in the previous
[ S | table except the 2305.

Storage Control Units

VM/SP supports these IBM direct access storage control units:

e 3345 Models 3, 4, and 5 on the Models 145, 145-3, and 148 with the
standard Integrated Storage Control (ISC) for the following:

| Storage Device Model No.
l
l 3330 1 and 2
o 1 3333 1 and 11
{ l 3340 A2 and 3344 Model B2
| 3350 . A2

2835 Models 1 and 2 for 2305 Models 1 and 2
e 2844 for 2314 and 2319
e 3830 Model 1 for 3330 Models 1 and 2 only

e 3830 Model 2 for 3333 Models 1 and 11, 3340 Model A2, and 3350 Model
A2

e 3830 Model 3 for 3330 Models 1 and 11, 3333 Models 1 and 11, and 3350s

e 3880 Model 1 for 3330 Models 1, 2, and 11, 3333 Models 1 and 11, 3340
Model A2, 3350 Models A2 and A2F, 3370 and 3375

e 3880 Model 2 for 3330 Models 1, 2, and 11, 3333 Models 1 and 11, 3340
Model A2, 3350 Models A2 and A2F, 3370, 3375, and 3380s on the 303x
processor with the Data Streaming feature (No. 4850)

e 3880 Model 3 for 3380s on the 303x processor with the Data Streaming
feature (No. 4850)

o Integrated File Adapter feature (No. 4650) on System/370 Models 135
and 145 for 2319s

e Integrated File Adapter feature (No. 4655) on the System/370 Models

135, 135-3, and 138 or the Integrated Storage Control No. 4660) on the
System/370 Model 145, 145-3, and 148 for the following:
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Storage Device Model No.

3330 1 and 2

3333 1 and 11

3340 A2 and 3344 Model B2
3350 A2

e Integrated Storage Control on the System/370 Models 158 and 168 for
the following:

Storage Device Model No.

3330 1 and 2

3333 1 and 11

3340 A2 and 3344 Model B2
3350 A2

Special Features Required with the 3350

Expanded Control Store Special feature (No. 2151) gives you additional
control storage for microprogramming. You need this feature for 3350 disks
attached to the 3830 Model 2, or for the 3345 Integrated Storage control
units Models 3, 4, and 5 attached to a System/370 Model 145, 145-3, 148, 158
or 168.

If you have feature No. 2151, you must also have the Control Store
Extension feature (No. 2150).

Note: You must install the Word Buffer feature (No. 8810) with the
System/370 Models 145, 145-3, and 148 in order to attach a 3330, 3340, 3350
or 2305 Model 2. (Feature No. 8810 is standard on the Model 148.)
Desirable Features

3880 Storage Control Unit Buffer Features:

e Feature No. 6550 for 3380 DASDs attached to 3880 Models 2 and 3

e Feature No. 6560 for 3375 DASDs attached to 3880 Models 1 and 2

The Speed Matching Buffer feature (No. 6550) for the 3380 supports
extended count-key-data (CKD) channel programs.

If the 3380 attached to the 3880 Controller Model 3 with the Speed
Matching Buffer feature (No. 6550) is part of your installation, you can
run extended CKD channel programs.

Note: The Speed Matching Buffer feature is not supported for 3380 Models
AD4/BD4 or AE4/BE4.

These features modify the direct access data transfer path by adding a
buffer feature between the DASD device and the multiplexer channel.
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When the 3880 control unit is equipped with the respective buffer feature,
the 3380 or 3375 devices can be attached to channels that operate at data
rates slower than that of the DASD device.

The respective buffer features allow attachment of 3380 or 3375 devices to
the following types of channels:

e 1.5 MB block-multiplexer channels on S/370 Models 145, 148, 155-1I, 158,
153-3, 165-11, 168, 168-3, 3031, 3032, 3033, and 3042 Model 2

e 2.0 MB block-multiplexer channels on the 4341 Processor and
high-speed block multiplexer channels on the 4331 Model Group 2
Processor

e 3.0 MB block-multiplexer channels on 3031, 3032, 3033, and 3042 Model 2
when these processors are equipped with the Data Streaming feature
(No. 4850)

e 3.0 MB block-multiplexer channels on 4341, 3081, and 3083 Processors.

The speed matching operation for writing records to the 3375 DASD over a
1.5 MB block-multiplexer channel requires that the data transfer across the
channel and into the buffer begin before the data is transferred from the
buffer to the 3375. To accomplish this with minimum loss of disk
revolutions, special channel commands provide write-prenotification
whenever possible.

Chapter 2. Planning Device Configurations for VM/SP 27




Planning Device Configurations for VM/SP
R R R S N R I .

| Magnetic Tapes

VM/SP supports the following IBM magnetic tape devices and tape control

units:
Device Model No.
2401, 2402, 2403, and 2404 -
2415 1,2, ,3,4,5 and 6
2420 57
3410/3411 1, 2,3
3411 Tape Unit and Control 1,23
3420 3,4,5,6,7, 8

3422 Tape Unit and Control
3430
3430 Tape Unit and Control
3480
8809

-

Tape Control Unit

2803
2804
3411 Unit and Control
3422 Unit and Control
3430 Unit and Control
3480
3803

For more information on tape devices and tape control units see
Appendix A, “VM/SP Configuration Aid” on page 447.
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( | Unit Record Devices

| Printers

l VM/SP supports the following IBM printers:

| Printer Model No.
|
| 1403 2,3, 7, and N1
| 1443 N1 (with 144 print positions)
| 3203 4 (only on processor models
| 138 and 148), 5
. | 3211 (Right indexing only)

( | 3213 (in 3215 emulator mode)
| 3262 1,5, and 11
| 3268 2 and 2C
| 3287 1, 1C, 2, and 2C
| 3289 4
| 3800 1, 3, and 8
| 4245
| 4248 1
| 4250 (dedicated only)
1 5210

| Card Readers and Card Punches

[ VM/SP supports the following IBM card readers and card punches:

| Device Model No.

|

| 2501 card reader B1 and B2

| 2520 card punch B2 and B3

| 2540 card read punch |1

| 3505 card reader B1 and B2

| 3525 card punch P1, P2, and P3

Unit Record Control Units
VM/SP supports the following IBM unit record control units:
e 2821 Control Unit
e 3811 Printer Control Unit
e Integrated Printer Adapter (IPA) on the System/370 Model 135

L e Integrated Printer Adapter Basic Control (No. 4670), and one of the
following on the Models 135-3 and 138:
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Terminals

— 1403 Printer Models 2 or N1 Attachment (No. 4672)
— 1403 Printer Model 7 Attachment (No. 4677).

e Integrated 3203 Model 4 Printer Attachment, first printer (No. 8075) and

optionally, second printer (No. 8076) on the Model 138 and 148.

VM/SP supports these IBM system consoles as virtual machine consoles (in
3215 emulation mode only):

e 2150 Console with 1052 Printer-Keyboard Model 7

e 3066 System Consoles Models 1 and 2 for the System/370 Models 165 11
and 168

e 3210 Console Printer-Keyboard Models 1 and 2
e 3215 Console Printer-Keyboard Model 1

e System console for the System/370 Models 138 and 148 in
printer-keyboard mode (3286 printer required)

e System console for the System/370 Model 158 in printer-keyboard mode
(with the 3213 Printer Model 1 required)

e 7412 Console (via RPQ AA2846) with 3215 Console Printer-Keyboard
Model 1.

VM/SP supports these IBM system consoles as virtual machine consoles (in
3215 emulation mode or in 3270 mode):

e System console for the System/370 Models 138 and 148 in display mode

System console for the System/370 Model 158 in display mode
o 3036 Console with the 3031, 3032, or 3033 processor

e 3278 Model 2A Console (in display mode) with the 4300 and 3081
processors (3287 printer optional)

® 3279 Model 2C Console (in display mode) with the 4300 processors (3287
printer optional).

Note: During system initialization only, the primary system operator’s
console cannot be connected to the system via a teleprocessing line. For
information about the Remote Operator Console Facility (ROCF), see the
VM|[SP Distributed Data Processing Guide.

VM/SP supports these IBM terminals as virtual machine consoles (in 3215
emulation mode only):
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2741 Communication Terminal

1050 Data Cemmunication System

Terminals on switched lines compatible with the line control used by
the Telegraph Control Type II Adapter (8-level ASCII code at 110 bps)
such as the CPT-TWX (Model 33/35) terminals

3101 Display Terminal, Models 10, 12, 13, 20, 22, and 23 (supported as
teletype Model ASR 33/35 teletypewriter)

3232 Keyboard-Printer Terminal Model 51

3275 Display Station, Model 2 with integral control unit (remote
attachment only)

3276 Control Unit Display Station Models 2, 3, and 4 with integral
control unit

3767 Communication Terminal Models 1 and 2 (operating as a 2741).
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VM/SP supports these IBM terminals as virtual machine consoles (in 3215 N~
emulation mode or in 3270 mode):
Terminal Model No.
PC/AT/370, PC/XT/370 | All Models
3180 via 3276 Control Unit
: Models 2, 3, and 4
2, via 3272 Control Unit
Model 2, (local attachment)
3277 2, via 3271 Control Unit
Model 2, (remote attachment)
2, 3, and 4 via 3274 Control Unit
Models 1B and 1D (local attachment)
2, 3, and 4 via 3274 Control Unit
Model 1B (local attachment)
3278 2, 3, 4, and 5 via 3274 Control Unit
Model 1D (local attachment)
2, 3, 4, and 5 via 3274 Control Unit
Model 1C, 41C, 51C, and 61C
2, 3, and 4 via 3276 Control Unit
Models 2, 3, and 4 -
2A, 2B, 3A, and 3B via 3274
Control Unit Models 1B and 1D
(local attachment)
3279 (Color) 2A, 2B, 3A, and 3B via 3274
Control Unit Models 1C and 51C
2A and 2B via 3276
Control Unit Models 2, 3, and 4 P
3A and 3B via 3276 N
Control Unit Models 3 and 4
3290 via 3274 control unit
Information Panel Models XC’s and XD’s
Notes:
1. Any system console or terminal that defaults to being defined to the
system as a 3277 andfor 3278 will work with directory entry “CONSOLE
cuu 3270.”
2. A 3215 system console simulation for graphic devices excludes processing
multiple output channel programs that contain CCWs without carriage
returns (X'01’ CCW op code) on one line of the screen. These channel
programs are treated separately and VM|SP uses a new line for each one. A
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| ( Special Considerations and Required Features

Terminals that are equivalent to those explicitly supported may also
function satisfactorily. You are responsible for establishing equivalency.
IBM assumes no responsibility for the impact that any changes to the
IBM-supplied programs or products may have on such terminals.

IBM does not guarantee that an RPQ available earlier is now or will again
be available. Contact your IBM branch office for ordering information
concerning the RPQs mentioned in this book.

2741 Communication Terminal

| The 2741 Communication Terminal can be used in almost any application
L | calling for an electric typewriter and, in addition, incorporates the power of
g | a computer. Principle areas of application include text processing, data
| entry, time sharing, and incidental calculations. The 2741 operates
| point-to-point only.

VM/SP supports the 2741 Communication Terminal on either duplexed
switched or point-to-point nonswitched lines connected to a Western
Electric 103A2 (or equivalent data set).

1050 Data Communication System

| The 1050 Data Communication System is a stand-alone nonbuffered

| terminal consisting of a 1051 Control Unit and an option of any or all of

| various cable connected devices. This terminal contains an asynchronous

| communications adapter. The 1050 can communicate with another 1050

| system or a host system cabled as an asynchronous communication adapter.

VM/SP supports the 1050 Data Communication System on either switched
or point-to-point nonswitched lines.

3270 Information Display System Terminal Features

The 3271/3272 and 3274 control units are terminal control units that can
attach up to 32 displays, serial matrix printers and/or line printers.

There are two categories of these terminals; Category A and Category B.
The Category A terminals attach to the 3274 Control Unit while Category B
terminals attach to the 3271/3272 control units. You can attach the
Category B terminals to the 3274 control unit with certain limitations. A
maximum of 16 of the 32 attachable terminals on a 3274 can be Category B
terminals.
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The Category A terminals are:

Terminal Model No.

3262 Line Printer 3 and 13

3278 Display Station 1,2, 3,4, and b
3279 Color Display Station 2A, 2B, 3A, and 3B
3287 Printer 1, 2, 1C, and 2C
3289 Line Printer 1 and 2

3290 Information Panel 1 and 2

4250 Printer

Note: You cannot attach the 3290 Information Panel to port zero.

The Category B terminals are:

Terminal Model No.
3268 2 and 2C
3277 Display Station 1 and 2
3284 Printer 1 and 2
3286 Printer 1 and 2
3288 Line‘Printer 2

Note: Category A and Category B terminals (attachable printers) should ’
not be confused with system printers attachable to CP. For a list of system

printers attachable to CP, see the section on “Unit Record Devices” on page

29.

The basic 3271/3272 Control Unit can attach up to four devices. You can
attach up to 32 devices in sets of four devices by adding up to seven device

adapters (No. 3250).

The basic 3274 Control Unit can attach up to eight Category A terminals.

Two categories of terminal adapters can be featured in various
combinations to give you the maximum terminal configuration of 32

terminals. A maximum of 16 of the 32 terminals can be Category B units
and you need at least one Category A Display Station with a keyboard for

diagnostic purposes.

Terminal Adapter Type Al through A3 (Nos. 6901, 6902, and 6903): You
can install one of each of these adapters on a 3274 Control Unit. Each
adapter provides for the attachment of an additional eight Category A

terminals.
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You must install these terminal adapters in the following sequence:

Adapter | Terminal
Type Sequence
Al 9-16
A2 17-24
A3 25-32

Terminal Adapters Type Bl through B4 (Nos. 7802, 7803, 7804, and
7805): Terminal Adapter Type B1 permits the attachment of four Category
B terminals to a 3274 Control Unit. It also provides for the installation of
terminal Adapters Type B2, B3, and B4 when you want additional Category
B terminals. Terminal Adapters Type B2 through B4 permit the attachment
of four additional Category B terminals each. You can install a maximum
of one each of the B1, B2, B3, and B4 adapters for a combined total of 16
Category B terminals on a 3274 Control Unit.

You must install these terminal adapters in the following sequence:

Adapter | Terminal
Type Sequence

B1 14
B2 5-8
B3 9-12
B4 13-16

For remote bisynchronous terminals, the TERMINAL macro in the Real I/O
configuration file requires that terminals on a Type A adapter must come
before terminals on a Type B adapter. See Chapter 8, “Preparing the Real
I/O Configuration File (DMKRIO)” on page 309 for more information on
the TERMINAL macro.

Figure 5 on page 36 provides an overview of the components that can be
attached in a 3270 Information Display System.
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Host System Distributed System A

Telecommunications

Control Unit
Channel \
Attachment \

3274

3278 3279

3268

Legend:

Direct Connect

. C ication Facility

13274 Models with up to 32 terminals: Models 21A, B, D; 41A, D (channel), and o
Models 21C, 31C, 41C (remote).

23274 Model 51C with up to 8 terminals, and 61C with up to 16 terminals.
33276 with up to 8 terminals.
4The 3270 Personal Computer, 3290 and 3262 Mode! 3 do not attach to a 3276.

- 5The 4250 attaches only to 3274 Models 31A, D; 41A. D.

Figure 5. Overview of the 3270 Information Display System Attachment

See the IBM 3270 Information Display System Library User’s Guide for
more information on 3270 Information Display Terminals.
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Local Configurations Supported

Control Units: The following IBM control units can be locally attached
on a byte multiplexer, block multiplexer, or selector channel to support
3270 devices:

e The 3272 Control Unit Model 1 and 2 (for attachment of up to 32
Category B terminals).

These 3272 configurations require:

— Device Adapter feature (No. 3250) if more than four devices are
attached to the 3272. You can attach up to four additional devices
with each device adapter.

~ A 3271/3272 Attachment (No. 8330) to attach each 3287 printer.

e The 3274 control units Model 1B, 1D, 21A, 21B, 21D, 31A, 31D for the
attachment of up to 32 display stations and printers. All of the 32
devices can be Category A Terminals. VM/SP does not support the 3278
Display Station Model 5 with the 3274 Control Unit Model 1B. A
maximum of 16 of the 32 devices can be Category B terminals.

e The 3274 Control Unit Model 41A and 41D for the attachment of up to
32 display stations and printers. All of the devices must be Category A

terminals because VM/SP does not support Category B terminals.

Figure 6 on page 38 shows an example of a local configuration supported
by a 3274 control unit (all models but the 51C).
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3274 Control Unit
All Models except 51C

Display
Console

)
)

\’ -
A F Printer

—1

Printer

Display
Console

| Figure 6. Local Configuration Supported by a 3274 Control Unit

Remote Configurations Supported

Control Units: The following IBM control units can be remotely attached
to leased lines via a:

2701 Data Adapter Unit

2703 Transmission Control Unit

3704/3705/3725 Communication Controllers in emulation mode
Integrated Communication Adapter (ICA).

3271 Control Unit Model 2 for attachment of up to 32 Category B
terminals.

This configuration requires:
— Device Adapter feature (No. 3250) if more than four devices are
attached to the 3271. You can attach up to four additional

devices with each device adapter.

— A 3271/3272 Attachment (No. 8330) to attach each 3287 Printer
Model 1 or 2
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— Copy feature (No. 1550) to use the full screen copy function
— Transmission Speed feature (No. 7820 or No. 7821).

3271 Control Unit Model 11 and 12 for attachment of up to 32
Category B terminals.

3274 Control Unit Model 1C, 21C, and 31C for the attachment of up
to 32 display stations and printers. All of the 32 devices can be
Category A terminals. A maximum of 16 of the 32 devices can be
Category B terminals.

3274 Control Unit Model 41C for the attachment of up to 32 display
stations and printers. All of the devices must be Category A
terminals because Category B terminals are not supported.

3274 Control Unit Model 51C for the attachment of up to 12 display
stations and printers. Eight of the 12 devices can be Category A
terminals. You can attach up to four Category B terminals via
Terminal Adapter Type B1.

3274 Control Unit Model 61C for the attachment of up to 16 display
stations and printers. All of the devices must be Category A
terminals because Category B terminals are not supported.

3276 Control Unit Display Station Models 2, 3, and 4 for attachment
of up to seven additional:

— 3278 Display Stations Models 2, 3, and 4. 3278 Model 3 cannot
be attached to a 3276 Model 2. 3278 Model 4 cannot be attached
to a 3276 Model 2 or 3.

— 3279 Color Display Stations Models 2A, 2B, 3A, and 3B. 3279
Models 3A and 3B cannot be attached to a 3276 Model 2

— 3287 Printers Models 1, 1C, 2, and 2C

Note: VM/SP does not support extended color printing,
highlighting, and programmed symbols for the 3276.

— 3289 Printer Models 1 and 2.
To support this configuration, you must have the following:

— The basic 3276 Control Unit Display Station. This contains one
integral display station and can attach to one of the following:

— 3278 Display Station Model 2, 3, or 4

— 3279 Model 24, 2B, 3A, or 3B. The 3279 Models 3A and 3B
cannot be attached to a 3276 Model 2.

— 3287 Printer Models 1 or 2
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The following control unit is remotely attached to either leased or switched

lines via a:

A 3274/3276 Attachment (No. 8331) is required for each 3287
Printer Model 1 or 2.

Each 3276 requires one of the communications features (No.

6301 or No. 6302) and either the External Modem Interface (No.

3701) or the 1200 bps Integrated Modem feature (No. 5500).

Color Display Attachment (No. 1950) can attach to 3279 Color
Display Terminals (Models 2A, 2B, 3A, and 3B). This feature is
not available for the 3276 Models 1 and 2. The 3276 does not
support programmable symbol sets, extended color, or extended
highlighting. The 3279 Models 2B and 3B are supported on the
3276 for base color. The Extended Function Base (No. 1068) is
prerequisite.

e 2701 Data Adapter Unit

e 2703 Transmission Control Unit

e 3704/3705/3725 Communication Controllers in emulation mode

e Integrated Communication Adapter (ICA).
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: ( ' 3767 Communication Terminal

The 3767 Communication Terminal contains all functions and controls in
one integrally designed desk-top unit. This terminal is a keyboard and/or
bi-directional printer device for entering data into and retrieving data from
a processor. These functions are done through a 2701 Data Adapter Unit.

VM/SP supports the 3767 Communication Terminal, Models 1 and 2 when it
operates as a 2741 Communication Terminal and is attached to a 3704 or
3705 Communication Controller. It requires special features on either
switched or nonswitched point-to-point lines.

Transmission Control Units

i [ VM/SP supports the following IBM transmission control units:
l Device Unit Type or Model
|
| 2701 Data type
| 2702 Transmission control
| 2703 Transmission control

B I Integrated

i [ Communications No. 4640

: | Attachment (ICA)
| 3704, 3705-1, Communication
| 3705-11, 3725 controllers

2701 Features

e For line control of CPT-TWX (Model 33/35) terminals and the 3101
display terminals, the Telegraph Adapter Type II (No. 7885) is required.

e For 2770, 2780, 3270, 3770 (as a 2770; 3776 also as a 3780), and 3780
terminals, the following are required:

— Synchronous Data Adapter Type II (No. 7698)
— EBCDIC code (No. 9060)
— EBCDIC transparency (No. 8029).

e For 1050 and 2741 terminals, the following are required:
— Terminal Adapter Type I, Model II (No. 4640)
— Selective Speed, 134.5 bps (No. 9581)
— 2741 Break Feature (RPQ No. M53193), and Break Command (RPQ
No. 858492).

e The Expanded Capability feature (No. 3815) is required if there are:
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2702 Features

More than two low-speed adapters (either Type I Model II, or |
Telegraph Type II), or

More than one high-speed adapter (Synchronous Data Adapter Type
1I), or

One high-speed and at least one low-speed adapter attached to the
same 2701 control unit.

The Expansion feature (No. 3855) is required for each line adapter after
the first.

For 1050 and 2741 terminals, the following are required:

Terminal Control Base for Terminal Control (No. 9696)
Terminal Control Type I (No. 4615)

Selective Speed, 134.5 bps (No. 9684;)

Type I Terminal Interrupt (No. 8200)

Data Set Line Adapter (No. 3233) or Line Adapter (No. 4635), 4-wire

Terminal Control Type I (No. 4615). -

For line control of CPT-TWX (Model 33/35) terminals and the 3101
display terminals, the following are required:

Terminal Control Base for Telegraph Terminal Control (No. 9697)
Telegraph Terminal Control Type II (No. 7912)

Pluggable End Characters (return key generates an interrupt) (RPQ \
No. E62920), optional “

Data Set Line Adapter (No. 3233)

Terminal Control Expansion (No. 7935), required only if both of the
terminal bases (Nos. 9697 and 7912) are attached to the same 2702.

The 31 Line Expansion (No. 7955) is supported as needed.
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2703 Features

For 1050 and 2741 terminals, the following are required:

— Start-Stop Base Type I (No. 7505) or Type II (No. 7506)
— Terminal Control Base (No. 4619)

— Terminal Control Type I (No. 4696)

— Line Speed Option, 134.5 bps (No. 4878)

— Type I Terminal Interrupt (No. 8200)

— Data Line Set (No. 3205) and/or Line Set 1B (No. 4687).

For line control of CPT-TWX (Model 33/35) terminals and 3101 display
terminals, the following are required:

— Telegraph Terminal Control Base (No. 7905)

— Telegraph Terminal Control Type II (No. 7912)

— Line Speed Option, 110 bps (No. 4877)

— Data Line Set (No. 3205), and Data Line Set Expander (No. 3206)

— Pluggable End Characters (return key generates an interrupt) (RPQ
No. E66707), optional.

For 2770, 2780, and 3780 Terminals, the following are required:

— Synchronous Base (Nos. 7703, 7704, or 7706)

— Synchronous Terminal Control for EBCDIC (No. 7715)
— Transparency (No. 9100)

— Synchronous Line Set (No. 7710).

The Base Expansion feature (No. 1440) is required if more than one base
type is attached to the same 2703.

Integrated Communications Attachment Features

The Integrated Communications Attachment (ICA) (No. 4640) is available
on the System/370 Models 135, 135-3, and 138. Additional lines (Nos.
4722-4728) are supported.

For 1050, 2741, and 3767 (as a 2741) terminals, the following are
required:

— Terminal Adapter Type I Model IT (Nos. 9721-9728)
— Switched Network Facility (Nos. 9625-9632), optional
—  Write Interrupt (Nos. 9745-9752)

— Read Interrupt (Nos. 9737-9744)

/
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— Unit Exception Suppression (Nos. 9729-9730), optional K

| — For the 3767 only, as a 2741, 200 bps (Nos. 2711-2718) or 300 bps
: (Nos. 9593-9600).

e For 2770, 2780, 3270, 3770 (as a 2770; 3776 also as a 3780), and 3780
terminals, the following are required:

— Synchronous Data Adapter Type II (Nos. 9649-9656)
— Half-Duplex Facility (Nos. 9617-9624)
: — EBCDIC Transparency (Nos. 9673-9680).

‘ e For line control of CPT-TWX (Model 33/35) terminals and 3101 display
! terminals, the following are required:

— Telegraph Adapter Type II (Nos. 9785-9792) S
— Switched Network Facility (Nos. 9625-9632).

3704/3705/3725 Features

| The 3704, 3705, and 3725 Communication Controllers are supported in 2701,
| *2702, and 2703 emulation program mode if controlled by CP.

Note: VM/SP supports the CPT-TWX (Model 33/35) terminals at 110 bps
|  and the 3101 display terminals at any line speed defined in EP or NCP. The
| defined line speed must be supported by internal clocks in 3705 or external S
| clocks in modems used.

VM/SP supports all models of 3704, 3705, and 3725 communication
controllers. The features required on a communication controller do not
depend on VM/SP. Other 3704/3705/3725 features depend on the planned
use of the communication controller and the type of 3704/3705/3725 control
program (emulation) to be run.

VM/SP does not support the following 3704/3705 features: [

| Line Set | Number
: Type

| 2A 4721

| 3A 4731

| 4B 4742

o

|
|
\
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( Other Considerations for Planning Your Configuration

Two-Channel Switch

| The two-channel switch lets a single control unit and its attached devices

[ be accessed by two different channels on the same or different processor.

| At any one point in time, only one of the channels can be transmitting data
[ to or from a processor and one of the attached switched devices.

| If I/O devices controlled by VM/SP for its exclusive use are attached to

| control units with two-channel switches, the processor, or virtual machine
| controlling the other channel interface must vary the CP-owned devices

l offline.

( | In Figure 7, while channel B has the switch, channel A cannot access any
| device on the control unit (either the same one channel B is using or a
| different one).

Channel
A
Switch
\ C |
} ontro _
( F Unit

Channel
B

Figure 7. Two-Channel Switch

See the VM Running Guest Operating Systems book for more information
about using the two-channel switch.

Multisystem Channel Communication Unit

The Multisystem Channel Communication Unit (MCCU) Models 1 and 2 are
I/O devices that interconnect multiple systems by their block multiplexer
channels. They provide a connection between any two selected channels in
a network so messages or data can be exchanged. The 3088 is fully
compatible with existing channel-to-channel adapters (CTCAs) and may be
used to form a loosely coupled multiprocessing system. Model 1 allows up
to four processors and Model 2 allows up to eight processors to be
interconnected (see Figure 8 on page 46).

In configurations using the 3088, you must define the device using the
ADDRESS and DEVTYPE operands of the RDEVICE macro, and the
ADDRESS, CUTYPE, and FEATURE = xxx-DEVICE operands of the
RCTLUNIT macro.
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Figure 8. 3088 Model 2 Configuration
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| Special Hardware for National Languages

[ Some languages have special characters that may require certain terminal
| hardware. If you have a variety of languages available on your system,

| make sure that you have appropriate terminals to display characters in

| these languages. Also, all terminals on your system should be capable of

| displaying the character set of the system national language.

Devices Used Only by an Operating System in a Virtual Machine and Not by VM/SP

Any I/O device that can be attached to the processor can be used by a
virtual machine under VM/SP as long as there are:

e No timing dependencies in the device or the program

e No dynamically modified channel programs except OS Indexed
Sequential Access Method (ISAM) or OS/VS Telecommunications
Access Method (TCAM) Level 5

e No violations of the other restrictions outlined in Appendix B, “VM/SP
Restrictions” on page 459.

Dynamically modified channel programs (except those that have I/O
involving page 0) are permitted if run in a virtual =real machine.

1/O devices that are part of a virtual machine’s configuration require real
device equivalents, except for:

o Unit record devices, which CP can simulate using spooling techniques

e Virtual 2311 Disk Storage Drives, which CP can map onto 2314 or 2319
disks. Up to two full 2311 units can be mapped onto a 2314 or 2319 disk
in this manner.

Service Record File

On 3031, 3032, and 3033 processors, each console station of the 3036 System
Console has a 7443 diskette attached to it. This diskette is usable when the
console station is in Service Record File (SRF) mode. In the usual console
setup, one of the processor’s console stations is an operator’s console, and
the other console station is a service console. It is through the service
console that SRF capability is provided. When one console station serves
as both operator and service console, there is no SRF capability. The SRF
address you specified on the RIOGEN macro when you generated VM/SP
should be the address of the service record file attached to the service
console.
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Multiple Service Record Files

Processor Controller

Compatible Devices

In a 3033 attached processor or multiprocessor system, there are two 3036
consoles. This configuration has four service record file devices (one
console per station).

The 3033 attached processor and multiprocessor systems support more than
one service record file device. For VM/SP systems operating on a 3033AP
or 3033MP, specify more than one SRF device when you generate VM/SP.
Code DEVTYPE = 7443 in the RDEVICE macro and CUTYPE = 7443 in the
RCTLUNIT macro to generate support for the SRF devices. Also, code the
ADDRESS = cuu operand in both macro statements. Identify the SRF
device addresses in the RIOGEN macro as SRF =(cuu,cuu,...). The SRF
addresses you specify in the RIOGEN macro should be the same as the
addresses of the SRF devices attached to the service support consoles.

In 3033 AP or MP systems with I/O configured asymmetrically to one
processor, a channel path must be available from the I/O processor to both
SRF devices. This is needed to access the SRF devices in both 3036
consoles.

If an SRF device specified on the RIOGEN macro is inaccessible during
initialization of the error recording cylinders, an error message is sent to
the operator. Processing continues without frames from that SRF device in
place on the error recording cylinders.

The RIOGEN macro produces an MNOTE warning message if you specify
more than 32 SRF devices.

The 3081 Processor Complex uses a processor unit and a processor
controller to control system operations. The processor controller is a
service processor that defines the I/O configuration to the processor
complex. To do this, the processor controller requires information about
the real system configuration. You define this information to the controller
by running the Input/Output Configuration Program. See “Input/Output
Configuration Program” on page 212 and “Considerations for Coding the
Input/Output Configuration Source File” on page 356 for more information
about the Input/Output Configuration Program.

The following devices function similar to the 2770 Communication System.
The programming and operating manuals cited with each provide details on
required features to operate such devices. These details are not contained
in VM/SP manuals.
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6640 Document Printer

Programming Guide for Communicating with the 6640 Document
Printer, G544-1001

® 6640 Document Printer - Communicating

—  User’s Guide, S544-0507
— Operating Instructions, S544-0506.

Office System 6 Information Processors (6/650, 6/440, 6/430)

e Programming Guide for Communicating with the Office System 6

Information Processors, G544-1003

6/450, 6/440, and 6/430 Information Processors - Communicating

~ User’s Guide, S544-0521
— Operating Instructions, S544-0522.

Mag Card Typewriters (Mag Card II, 6240 Mag Card)

® Programming Guide for Communicating with the Mag Card II

Typewriter and the 6240 Mag Card Typewriter, G544-1005

Mag Card II Typewriter - Communicating and 6240 Mag Card
Typewriter - Communicating

— Reference Guide, S544-0549
— Operating Instructions, S544-1005.
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Real Storage Requirements for CP

Figure 9 lists various CP requirements and the amount of real storage
required for each. '

CP Requirement

Real Storage Allocated

Nucleus

Approximately 2603

Internal trace table

Conventionally, 4K of storage is allocated for each
256K of real storage. This storage is set aside at IPL
time. See the “SYSCOR Macro” on page 377 for
details of how to increase the size of the internal
trace table.

Real control blocks

There is a control block for each real device, control
unit, and channel:

128 bytes/real device

80 bytes/real control unit

96 bytes/real channel

40 bytes for each remote 3270 or real
3704/3705/3725

Permanently allocated
free storage (virtual
control blocks and
tables). For
installation control of
free storage, use the
SYSCOR macro. For
the format of this
macro see “SYSCOR
Macro” on page 377.

The default value is a minimum of 12K, plus an
additional 4K for each 64K of real storage above
256K4. This storage is set aside at IPL time. Each
logged-on virtual machine requires a virtual machine
control block (VMBLOK), a segment table
(SEGTABLE), a page table (PAGTABLE), a swap
table (SWPTABLE), and a control block for each
virtual device, control unit, and channel.

The storage required is:

o 784 bytes for the VMBLOK

® 64 bytes/1M of virtual storage for the
SEGTABLE

e 40 bytes/64K of virtual storage for the
PAGTABLE

e 136 bytes/64K of virtual storage for the

SWPTABLE \

72 bytes/virtual device

[ ]
® 40 bytes/virtual control unit
® 48 bytes/virtual channel.

Figure 9. Real Storage Requirements for CP

(0

| Note: Remember, this is only an example. To determine your real storage
| requirements, the following areas may be examined:

3 An additional 40K of real storage is allocated in AP or MP mode.

4 An additional 25% of free storage is allocated in AP or MP mode.
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I/O requirements

TUCV activity

Number of users

SNA requirements

Other information related to your system’s use.

For example, if you have:

1M of real storage
29 real devices

6 real control units
3 real channels

and 12 virtual machines defined, each with:

1 virtual reader

1 virtual printer

1 virtual punch

3 virtual disks

3 virtual channels

1 virtual machine console
3 virtual control units
768K of virtual storage

you would estimate CP real storage requirements as follows:

260K
16K

4K

60K
315.5K

for the CP resident nucleus

for the CP internal trace table (see “SYSCOR

Macro” on page 377)

for the real control blocks, calculated as follows:
104 X 29 = 3016 bytes for the real devices
80 X 6 = 480 bytes for the real control units
96 X 3 = 288 bytes for the real channels

the sum is: 3016 + 480 + 288 = 3784 bytes
(approximately 4K)

for permanently allocated free storage (default value)

real storage required

Chapter 3. Estimating VM/SP Storage Requirements
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Also, as each of the 12 (768K) virtual machines defined logs on, i:\/
approximately 3.0K of real storage is allocated to each from the h
“ permanently allocated free storage. A breakdown of the 3.0K real storage
} (in bytes) is:
|
3 784 - VMBLOK
64 - SEGTABLE
! 320 - PAGTABLE
| 1088 - SWPTABLE
72 - a virtual reader
i 72 - a virtual printer
72 - a virtual punch
216 - three virtual disks
144 - three virtual channels
72 - a virtual machine console -
120 - three virtual control units 0
3024 total bytes for each of the logged-on users defined
See “Specifying a Virtual=Real Machine” on page 185 for an example of
estimating storage requirements and determining the maximum
virtual =real area size.
Reducing the CP Nucleus Size
| You can use the Small CP option to reduce the size of the CP nucleus. This
| option removes specific types of support, such as virtual =real, attached
| processor and/or multiprocessor support, and support for the following:
| Number
| Support of Bytes* | Modules Removed
l
} MVS Guest 7,392 ‘DMKFPS, DMKQVM, DMKVSCs -
| SNA(CCS) 21,111 DMKVCP, DMKVCR, DMKVCT, o
| DMKVCV, DMKVCX, DMKVCQ,
| DMKVCS, DMKVCU
| TTY terminal 461 DMKTTZ
| support
| 3066 1,536 DMKGRH
| Remote 3270 16,941 DMKRGA, DMKRGB, DMKRGE,
| DMKRGC, DMKRGD
| 3340 Alternate Track | 1,762 DMKTRK

Figure 10 (Part 1 of 2). Small CP Option Table

o

5  Removal of module DMKVSC also removes V=R support.
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Number
Support of Bytes* | Modules Removed
3375/3380 5,052 DMKDAD
3704/3705/3725 6,377 DMKRNH
3850 MSS 4,046 DMKSSS, DMKSSU
3800 printers 1,600 DMKTCS, DMKTCT
* Approximate

Figure 10 (Part 2 of 2). Small CP Option Table

Removal of the support listed in the preceding table reduces the CP resident
nucleus by approximately 57,400 bytes. To select the Small CP option, you
need to change SPGEN PROFILE because the default entry is NO for the
Small CP option. See the VM/SP Installation Guide for information about
tailoring SPGEN PROFILE entries.

Note: The SPGEN and VMFLOAD commands, and the CPLOAD and
CPLOADSM loadlists are described in the VM/SP Installation Guide. If
you want a smaller CP nucleus, but require some of the function removed
by using the Small CP option, you can tailor the loadlist to your own
specifications. Edit the CPLOAD loadlist to remove only modules that are
associated with functions that you do not require. (See Figure 10.) The CP
nucleus will be reduced by the amounts shown in the Small CP option
table.

The graphic device support for locally attached terminals is handled by the
module DMKGRF. Removal of local graphics support is not a part of the
Small CP option. If you do not require local graphics support, you may
remove the module DMKGRF and reduce the CP resident nucleus by
approximately 10,300 bytes.
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Removing Modules from the Loadlist

Caution should be exercised before removing any modules from the loadlist.
If you generate a system that includes a device in the I/O configuration,
you cannot remove the modules associated with that device from the
loadlist. If you do remove those modules, unpredictable results may occur.

The following table shows what names are undefined during the VMFLOAD
procedure if certain modules are removed.

| |Module(s) Removed |Name(s) Undefined
‘ |
|
' | DMKGRF DMKGRFIN DMKGRFMT DMKGRFIC
| DMKGRFEN DMKGRF
| DMKTRK DMKTRKIN DMKTRKFP DMKTRKVA
| DMKRNH DMKRNHIC DMKRNHND DMKRNHTR
| DMKRNHIN DMKRNH
| DMKRGA DMKRGB DMKRGADH DMKRGBEN DMKRGBIC
| | DMKRGC DMKRGD DMKRGDOB DMKRGAIN, DMKRGBFM DMKRGC
1 | DMKRGDOI '
; | DMKSSS DMKSSU DMKSSSAS DMKSSSHR DMKSSSMQ DMKSSSVM
! | DMKSSSCA DMKSSSL1 DMKSSSNS DMKSSUCF
i | DMKSSSCV DMKSSSL2 DMKSSSNV DMKSSUI1l
I | DMKSSSDE DMKSSSL3 DMKSSSRL DMKSSUIZ2
| | DMKSSSEN DMKSSSLN DMKSSSVA DMKSSULO
| DMKFPS DMKVSC DMKQVMRT DMKQVMEP DMKVSCVR DMKQVMTS
o DMKQVM DMKQVMCU DMKFPS DMKVSC
| DMKVCP DMKVCR DMKVCPIL DMKVCRWT DMKVCTER DMKVCTCN
| DMKVCT DMKVCV DMKVCTRM DMKVCRNR DMKVCTLO DMKVCTEN
| DMKVCX DMKVCTSV DMKVCXIO DMKVCRRD DMKVCTCH
| DMKVCTDA DMKVCTQS DMKVCRMT DMKVCVER
| DMKDAD DMKDADER
| DMKTTZ DMKTTZLF
| DMKTCS DMKTCT DMKTCSET DMKTCSTR
| DMKTCSCO DMKTCSSP
| DMKGRH DMKGRHIN
| Notes:

1. If you do not use the NAMENCP macro statement, label DMKSNTRN is
undefined during the VMFLOAD procedure.

2. If you do not use the NAME3800 macro statement, label DMKSNTQN is
undefined during the VMFLOAD procedure.

3. If you do not have a V=R defined, label DMKSLC is undefined during
the VMFLOAD procedure.
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| ( | Direct Access Storage Requirements for CP

In the following paragraphs and in “Part II. Defining Your VM/SP System,”
there are many references to “DASD space.” With the support of fixed block
DASD architecture, it is important to understand the fundamentals of
“DASD space” to avoid confusion when dealing with various DASD types.

It is helpful to understand CP’s requirements for DASD space in general. It
is also helpful to understand the differences and similarities between CP’s
view of count-key-data (CKD) DASD and fixed block (FB-512) devices. For
example:

CKD - (2314, 2319, 3330, 2305, 3340, 3350, 3375, and 3380)
{ = FB-512 - (3310 and 3370)

CP’s reference to DASD space is always done in units called DASD pages.
A DASD page is 4096 bytes of contiguous DASD storage. This means that
CP requires that all its DASD space (nucleus, error recording, warm start
data, checkpoint data, directory, saved systems, dump space, paging, and
spooling space) be formatted as 4096 byte records (pages). CP also requires
that you identify what specific pages on DASD are allocated to each type of
CP reference. For example, you must identify pages for the nucleus, for
paging, for the directory, and other areas.

( CP provides the Format/Allocate service program (DMKFMT) to do the
formatting and allocating functions. A DASD volume containing any of the
types of space listed above is called a CP volume and must be processed by
the Format/Allocate service program. Space not used by CP on CP-owned
volumes is available for general use. Typically, although not necessarily,

l this space is used for user minidisks. CP has no format requirements for
| this space, but does require that it be allocated as PERM if it is CP owned.
If not CP owned, the default is TEMP.

{ Count-Key-Data Device Geometry

CP views Count-Key-Data (CKD) devices by their geometric characteristics
(such as number of cylinders). Each cylinder has a fixed page capacity,
meaning that a fixed number of 4K records “fit” on a cylinder. This
number varies for each CKD DASD type. CP references its data by a
cylinder number and a page number on that cylinder. For CP space you
must format and allocate pages in groups of cylinders.

In Chapter 9, “Preparing the CP System Control File (DMKSYS)” on
page 359, you are asked to figure your particular DASD requirements as a
number of records or pages, then convert this number to an equivalent
number of cylinders. This means dividing the page requirement by the
number of pages per cylinder for particular device types. Allocating space

- for minidisks on CP-owned volumes is also done in units of cylinders. Use
of space within this allocation is also done in units of cylinders via the
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MDISK directory control statement. This is convenient because no
conversion is required in this case.

FB-512 Device Geometry

FB-512 devices appear as a linear address space of 512-byte blocks. The
blocks are consecutively numbered from 0 to n, where n is the highest block
number on the volume. CP groups eight consecutive blocks to form a CP
page. CP then views the volume as a collection of pages numbered from 0
to (n-8)/8. For example, blocks 0-7 make up page 0. There is no concept of
cylinder boundaries in this structure.

You must allocate space on FB-512 volumes in units of pages (contrasted to
the unit of cylinder on CKD). When you figure your DASD space
requirements as a number of pages, you can use these numbers directly in
the system generation macros and in the Format/Allocate service program.
No conversion to other units is required.

Although convenient for CP DASD space, this causes an inconvenience
when assigning minidisks because of the difference in the unit of input
between the Format/Allocate service program (pages) and the MDISK
control statement (blocks). When assigning minidisk space, you must know
the extents of your available space in block numbers. Be careful that you '
provide input to Format/Allocate in page numbers and assign minidisks by
block number.

To obtain the corresponding block number, take the allocation results,
which show page numbers, and multiply the page number by 8. For
example, in the sample layout for a 3310 shown below, pages 2000 through
9999 were allocated as PERM space for use as minidisks. The allocation
results would show:

PERM 2000 9999

This corresponds to block numbers 16000 through 79999 by doing the
following:

For the beginning block number:

Multiply 2000 (1st page) X 8 (8 blocks per page) =
16000 (beginning block Number)

For the ending block number:

Multiply 9999 X 8 = 79992, which is the 1st block of
the last page.

Add 79992 + 7 (remaining blocks in last page) =
79999 (last block in last page)

The block numbers must be used on the MDISK statement.
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sLock | i 16000 79999} 126015

Pages 0 and 1 reserved for system use (see the

VM|SP Operator’s Guide for details)

Pages 2-99 for directory (DRCT)

Pages 100-1999 for nucleus and error recording (PERM)
Pages 2000 to 9999 for minidisks (PERM)

Pages 10000 to 15751 for paging and spooling (TEMP)

Here is an example of defining three minidisks within the range of PERM
space:

MDISK 191 FB-512 16000 2000 LABEL
MDISK 19F FB-512 18000 5000 LABEL
MDISK 296 FB-512 23000 7000 LABEL

DASD Space Requirements

Figure 11 shows minimum CP DASD space requirements by DASD type for
the starter systems. The following paragraphs describe in detail how you
determine the DASD space CP requires for the nucleus, error recording,

CP Nucleus
Error Recording®
Warm Start
Checkpoint Start
Directory
Override Space
Saved Systems
Paging Space
Spooling Space

Total System?

Figure 11.

warm start data, checkpoint data, directory, saved systems data, paging,

and spooling space.

3330 3350 3375 3380 FB-512
varies varies varies varies varies
2 2 2 2 114
1 1 1 1 57
1 1 1 1 57
4 2 4 2 228
optional optional optional optional optional
varies varies varies varies varies
18 10 10 11 1000
30 15 15 20 1700
56 cyl 31 cyl 33 cyl 37 cyl 3156 pgs

DASD Space Requirements by DASD Type

6  The default is 2 cylinders but up to 9 cylinders may be specified via the
SYSERR operand of the SYSRES macro.

7 These figures do not include space for the nucleus or saved systems.
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CP Nucleus DASD Requirements

The CP nucleus (without a virtual =real area) requires about 220 pages of
disk space for resident and pageable functions.

To determine the number of cylinders required for the CP nucleus, see the
load map produced during system generation. One DASD page is required
for each page of fixed and pageable nucleus. When you have a system with
a V=R area, you should subtract the total number of pages of the V=R
area from the last module page number to find the size of CP in pages.

For example, if the last module entry in the load map ends at page DC
(hexadecimal), 220 pages of disk space are required for CP nucleus
residence, because hex DC converts to decimal 220. The number of
cylinders required depends on the system residence device used; see the
“Saved System DASD Requirements” section that follows for the number of
pages per cylinder each device can accommodate.

The following table shows the number of cylinders usually required for CP
nucleus residence.

Device Type | Space Required
(No. of Cylinders)

3330 or 3333
3350
3375
3380

DO OO DN W

The amount of space required on FB-512 devices is equal to the number of
pages as computed above. (Subtract the total number of pages of the V=R
area from the last module page number.)

Error Recording DASD Requirements
Error recording space varies from 2 to 9 cylinders and is established by the

SYSERR operand of the SYSRES macro instruction as described in
“SYSRES Macro” on page 365.

Warm Start Data DASD Requirements
Formulas for calculating the warm start space needed are under the

discussion of the SYSWRM operand of the SYSRES macro in “SYSRES
Macro” on page 365.
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Checkpoint Start Data DASD Requirements

The space required for dyndmic checkpointing of the VM/SP spool file
system is discussed under the description of the SYSRES macro in
“SYSRES Macro” on page 365.

Dump Space DASD Requirements

This space is optional. If you want to use the dump area for CP, format the
area and allocate it as DUMP using the Format/Allocate program. The size
should usually be large enough to contain an entire dump of real memory.
If no DUMP space is allocated, spooling space (TEMP) will be used for
dumps.

The following formula may be used to approximate the amount of DASD
dump space needed.

Number of pages (FBA)

number of pages real memory + 5

Number of cylinders (CKD)

number of pages real memory + 5

number of pages/cylinder

The number of pages per cylinder for the various CKD DASD devices is
listed under the heading “Paging and Spooling DASD Requirements” later
in this chapter.

VM/SP Directory DASD Requirements

The VM/SP directory usually requires 2 cylinders so that it can be
rewritten without disturbing the active directory and swapped after a
successful update.

Before you create a VM/SP directory using the Directory program, be sure
you have enough DASD space allocated as directory space (DRCT). Use the
CP Format/Allocate service program to format and allocate space to be used
for the VM/SP directory. The space must be allocated DRCT. To calculate
the total space required, first calculate the total number of records used.

If your directory has any ACIGROUP control statements, use this formula:

(NU+NP)  ((NU+NP) x 4) + (NM x 3) + (NI x 2) + NOS
NR = +

169 170

Otherwise, use this formula:
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(NU+NP) ( (NU+NP+NM) x 2) + NOS
NR = +

169 170

where:

NR = Total number of records used

NU = Number of USER control statements

NP = Number of PROFILE control statements

NM = Number of MDISK control statements (except for temporary disks)
NI = Number of IPL control statements with the PARM option

NOS = Number of other control statements (except INCLUDE statements

Then, use the following table to calculate the number of cylinders (NC)
required.

Device Type | Space Required
(No. of Cylinders)

3330 NC = NR/57
3350 NC = NR/120
3375 NC = NR/9%6
3380 NC = NR/150
FB-512 Space Required = NR

Note: Effective use of the PROFILE and INCLUDE control statements can
reduce the space required for the directory.

You should initially format and allocate enough space for two VM/SP
directories. You can then build a new directory whenever needed, without
overlapping the current one, and without formatting and allocating space
each time a new directory is created. If you wish to reallocate the area in
which the directory resides, you must reallocate the DASD space and then
rerun the directory program. When a VM/SP directory is written to a
count-key-data DASD, space is allocated from the available cylinders on a
cylinder-by-cylinder basis, and a minimum of 2 cylinders is used as DRCT
space.

When a directory is written to an FB-512 DASD, the space allocation
proceeds as follows:

e If there are already two DRCT extents (one in use and the other
available for use) the new directory is written to the available extent.
The available extent is flagged as in use, and the previously in use
extent is flagged as available (the directories are swapped).

e If there is only one DRCT extent (it must be available), an attempt is
made to divide it into two DRCT extents, allowing succeeding
directories to be swapped. This is done as follows:

1. If insufficient space is specified for the current directory, it is not
written to the DASD volume.
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2. If sufficient space exists, the directory program attempts to divide it
into two equally sized DRCT extents (one to hold the current
directory and one to be available for future swapping of directories).

3. If there is not enough space to create two equally sized DRCT
extents, the current directory is built and the remaining space is
reserved as available DRCT space.

If space for two directories is not initially allocated, each time you want to
create a new directory, you must allocate space for the directory before you
create it.

| CP National Language Files DASD Requirements

| This space is optional. If you plan to have more languages than the default
| language available on your VM/SP system, you must allocate DASD space
| for CP message repositories.

[ Each language requires its own repository file for CP messages. The

| feature tape for a language has two versions of this repository: a source

| file and a compiled object file. You must reserve DASD space for the

| compiled object file. Note that the LISTING file created for the complied
[ message repository has a message which notes the total number of storage
| pages. Then, when you code the NAMELANG macro for a particular

| language, use the page number from this LISTING file on the NLSPGCT

| operand.

| For more information about the NAMELANG macro see
| Chapter 10, “Preparing the System Name Table File (DMKSNT)” on
| page 411.

Override File DASD Requirements

This space is optional. If you plan to override the IBM-defined privilege
classes, you must allocate override (OVRD) space on the same volume as
your directory. The OVRD space will contain the internal override file.
Use the CP Format/Allocate service program to format and allocate this
space. Add 1 cylinder for count-key-data devices or 1 page for
fixed-block-address devices to your CP-owned space requirements.

Saved System DASD Requirements

To save page image copies of a virtual machine, space must be reserved on
a CP-owned volume for the saved system. Saved systems require one page
for each page saved, plus the additional information page(s). The
information page is used by CP to save the virtual machine’s register
contents, PSW, and storage keys. The number of extra information pages
required by CP depends on the number of virtual machine pages being
saved. The following table shows the relationship.
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Number of Number of
Virtual Machine Information Pages
Pages Being Saved | Required by CP

1-1948 1
1949 - 3896
3897 - 4096 3

For example, to save a complete 16 M byte virtual machine, the system
programmer must reserve 4099 pages on DASD.

4096 pages to be saved + 3 information pages

When coding the NAMESYS MACRO, the SYSPGCT parameter is set to
the exact number of virtual machine pages being saved. Using the above
example, the SYSPGCT parameter should be set to 4096. The SYSSTRT
parameter indicates the starting location on the DASD where the 4099
pages for the system are being saved.

—— Warning

To ensure that there is no destructive overlapping of the saved system
with another one being defined, the system programmer must be aware
that the information pages were allocated for the named saved system.

Saving a system on a 3704/3705 EP image may require up to four CP
information pages.

Paging and Spooling DASD Requirements

Paging and spooling space requirements are installation dependent.
(Values shown in Figure 11 on page 59 are examples.)

Paging space is allocated at a rate of:

Device Type Pages per Cylinder
2305 or 3340 24
2314 or 2319 32
3330 or 3333 57
3350 (in native mode) 120
3375 96
3380 150

Note: The 2305 is usually used for paging only.
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Paging space depends on the number and size of logged-on virtual
machines, processor storage size, and workload. In general, the following
calculation will-yield adequate paging space.

number of logged-on users X average virtual machine size / 4K

number of pages in process

where:

number of logged on users = the number of users logged on the system

average virtual machine size = the average size of the logged on virtual

4K

number of pages in process

machines

= the number of bytes in one page

the number of 4K pages available in the
processor

Thus, if you have 10 logged-on users with an average virtual machine size
of 500K (125 4K pages) you would need 1250 pages of DASD space for
paging (10 x 125 = 1250). This would take 9 cylinders of a 3380 (1250/150 =
8.3). Spooling data is placed in a 4K buffer with the necessary channel
programs required for each record. Data capacity of spooling cylinders
thus varies with the data and CCWs used.

The examples in Figure 11 on page 59 assumed a maximum of 200 spool
files of 8-9 blocks each. If separate DUMP space is not allocated, spooling
space (TEMP) will be used for dumps.

The primary system operator is warned when the paging/spooling space
becomes 90% full. The VM/SP System Messages and Codes book tells the
operator what to do if this warning occurs.

Facilities exist to dump spool files to tape when the spool space is full or
nearly full. When spool space is again available, the system operator can
restore the dumped spool files to the system for processing.

VSAM and Access Method Services Requirements

VSAM and Access Method Services support in CMS requires both DASD
space and virtual storage. For information on the DASD space needed by
VSAM and Access Method Services, see the VM/SP Installation Guide.

VSAM and Access Method Services support adds approximately 2K to the
size of the CMS nucleus. In addition, this support uses free storage to run
the VSE logical transients, and for buffers and work areas. VSAM issues a
GETVIS macro to request free storage.
If CMS/DOS is entered with the VSAM option

SET DOS ON (VSAM

part of the CMS/DOS virtual storage is set aside for VSAM use.
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A
Estimating DASD Storage Requirements for CMS Minidisks S
The following table can help you allocate enough DASD space for CMS
minidisks.
Approximate
Device Type | 80-byte lists
2314 1300 per cylinder
3310 6.4 per 512-byte block
3330 2300 per cylinder
3340 960 per cylinder
3350 5000 per cylinder
3370 6.4 per 512-byte block
3375 3200 per cylinder
3380 6250 per cylinder
Each physical disk contains file control information as well as your data.
Data requires more file control information if put into many small files
instead of a few large files.
For an average CMS user, the following minidisk space should be sufficient.
Device Type | Space Required
2314 7 cylinders .y
3310 1700 512-byte blocks
3330 4 cylinders
3340 11 cylinders
3350 2 cylinders
3370 1700 512-byte blocks
3375 3 cylinders
3380 2 cylinders
q
AN
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Planning for CMS

What CMS Does

The Conversational Monitor System (CMS) provides conversational
facilities for virtual machine users. CMS operates only in a virtual
machine, and together with CP, provides a time-sharing system suitable for
program development, problem solving, and general time-sharing work.

Storage Requirements

CMS requires virtual storage and auxiliary storage. A minimum of 1 MB of
virtual storage is recommended for a CMS virtual machine. This virtual
storage is distributed as follows:

e CMS buffers, pointers, and control blocks (DMSNUC)
- 36K

e Loader tables
— 8K (for virtual machines with up to 384K of virtual storage)
— 12K (for virtual machines with more than 384K of virtual storage)

o User area ,
— 120K (for application programs or CMS disk-resident commands)

e CMS free storage
- 100K

¢ Transient area
— 8K (CMS disk-resident commands).
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Auxiliary Storage

The CMS auxiliary storage requirements are distributed as follows:

o System residence for CMS (190 minidisk) —
Device 190 Nucleus nnnnn
Type Allocation | Size (CMS)
3330 83 cyl 12 cyl 71 cyl
3340 205 cyl 26 cyl 179 cyl
3350 39 cyl 6 cyl 33 cyl
3375 58 cyl 8 cyl 50 cyl
3380 37 ¢yl 6 cyl 31 cyl
FB-512 34,312 blk 5128 blk 29,184 blk

Notes:

1. The CMS system and the CMS nucleus reside on the 190 minidisk.

2. The 3310, 3330 (Models 1 and 2), and 3340 starter systems are no
longer supported.

o Resident disk space for application programs (CMS commands, user
programs, IBM licensed programs) — the space needed is
program-dependent, and must be assigned by you.

e Work space for application programs (CMS commands, user programs,

IBM licensed programs) — the space needed is program-dependent, and
must be assigned by you.
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Device Support

Figure 12 shows the IBM virtual machine devices supported by CMS.

Virtual Virtual | Symbolic
Device Type Address!| Name Device Use
Default

3210, 3215, 1052, | cuu? CON1 System console

3066, 3270

2314, 2319, 3310, | 190 DSKS8 CMS System disk

3330, 3340, 3350, | 1913 DSK1 (read-only)

3370, 3375, 3380 | cuu DSK2 Primary disk (user files)
cuu DSK3 Minidisk (user files)
192 DSK4 Minidisk (user files)
cuu DSK5 Minidisk (user files)
cuu DSKé6 Minidisk (user files)
cuu DSK7 Minidisk (user files)
19E DSK9 Minidisk (user files)
cuu DSKO Minidisk (user files)
cuu DSKH Minidisk (user files)
cuu DSKI Minidisk (user files)
cuu DSKdJ Minidisk (user files)
cuu DSKK Minidisk (user files)
cuu DSKL Minidisk (user files)
cuu DSKM Minidisk (user files)
cuu DSKN Minidisk (user files)
cuu DSKO Minidisk (user files)
cuu DSKP Minidisk (user files)
cuu DSKQ Minidisk (user files)
cuu DSKR Minidisk (user files)
cuu DSKT Minidisk (user files)
cuu DSKU Minidisk (user files)
cuu DSKV Minidisk (user files)
cuu DSKW Minidisk (user files)
cuu DSKX

Figure 12. Devices Supported by a CMS Virtual Machine

Notes.

IThe device addresses shown are those that are preassembled into the CMS
resident device table. These need only be modified and a new device table
made resident to change the addresses.

2The virtual address of the system console may be any valid multiplexer
address.

8191 is the default user-accessed A-disk unless it is dynamically changed by
an ACCESS at CMS initial program load (IPL).

Under CP, unit record devices and the system console may be simulated and
mapped to addresses and devices other than the real ones. For instance,
CMS expects a 3215, 3210, 1052, or 3270 type of operator’s console, but some
terminals are 2741’s. Regardless of the real device type, the virtual system
console is a 3215. The control program (CP) of VM/SP handles all channel
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Disks

Libraries

program modifications necessary for this simulation. CMS virtual disk
addresses are mapped by CP to different real device addresses.

The read-only CMS system disk (S-disk), usually located at virtual address
190, contains the CMS nucleus functions and disk-resident CMS command
modules. The CMS nucleus is loaded into virtual storage when you issue
the CP IPL command. CMS remains resident until you enter another IPL
command or until you log off. The disk-resident modules are loaded into
virtual storage only when their services are needed.

In addition to the system disk (S-disk) and primary disk (A-disk) (usually
the 191 disk), each CMS user can have up to 24 additional disks. The
read/write A-disk is the primary user disk. Files that you wish to retain for
later use are stored on one of your disks. Information stored on a disk
remains there until you erase it. An exception is the temporary disk; files
written on this disk are lost when you log off. See the VM/SP CMS User’s
Guide for more information about CMS disks and their use.

CMS supports simulated partitioned data sets that contain:

e CMS and OS macro/copy files to be used at compilation or assembly
time (source/macro libraries). The CMS filetype for these files is
MACLIB.

o Object routines to be referred to at load and/or execution time (text
libraries). The CMS filetype for these files is TXTLIB.

e Executable routines that are loaded by OS SVCs that CMS simulates.
The CMS filetype for these files is LOADLIB.

e Executable routines that are fetched by DOS SVCs that CMS simulates.
The CMS filetype for these files is DOSLIB.
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System Macro Libraries

The system macro libraries, located on the CMS system disk, are:

Library Contents
DMSSP MACLIB CMS and DOS macros versioned by VM/SP
CMSLIB MACLIB CMS macros not versioned by VM/SP

OSMACRO MACLIB The selected OS macros from SYS1.MACLIB
that are supported under CMS

OSMACRO1 MACLIB The remaining distributed OS macros from
SYS1.MACLIB

OSVSAM MACLIB A subset of OS/VS VSAM macros that are
supported under CMS

TSOMAC MACLIB The OS macros distributed in SYS1. TSOMAC
DOSMACRO MACLIB Internal macros used by CMS/DOS support

routines

If you have previously created a CMS macro library and called it
DOSMACRO MACLIB, you should rename it so that it does not conflict
with the DOSMACRO MACLIB supplied with the system.

If you plan to assemble VSE programs containing VSE macros in
CMS/DOS, you must first create a CMS macro library that contains all the
VSE macros you need. The VM/SP Installation Guide contains a procedure
for copying an entire macro library. The procedure for copying individual
macros is described in the VM/SP CMS User’s Guide.

If you plan to assemble VSE programs containing VSE/VSAM macros, you
must first create a CMS MACLIB containing the VSE/VSAM macros. The
VSEVSAM EXEC, distributed with VM/SP, can be used in conjunction with
the VSE/VSAM optional source distribution tape to create such a library.
See the VM/SP Installation Guide for additional information on the
VSEVSAM EXEC.

System Text Libraries

The system text libraries, located on the CMS system disk, are:

Library Contents :

CMSLIB TXTLIB The CMS system text library

TSOLIB TXTLIB Selected TSO routines necessary to support
certain features of the language licensed
programs.
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( | Other Libraries

The CMSBAM DOSLIB is dlso located on the CMS system disk. This
library is used to build the CMSBAM discontiguous saved segment used
with CMS/DOS, and the PROPLIB LOADLIB, which supports the
Programmable Operator Facility.

Note that execution-time libraries are available with the licensed program
language processors.

You can generate your own libraries and add, delete, or list entries in them
by the MACLIB and TXTLIB commands. You can also specify which
libraries (system and user) to use for program compilation and execution by
| way of the GLOBAL command. Up to 63 libraries may be specified (subject
v I to system limits, such as command line length). Although CMS library files
{ are similar in function to OS partitioned data sets, OS macros should not be
| used to update them. Figure 13 on page 76 shows what libraries are
| contained on the CMS system disk.
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System Macro Libraries

['DOSMACRoO |||

Other Libraries

I proDLIB ||

|
l
|

Figure 13. CMS System Disk Libraries

76 VM/SP Planning Guide and Reference

System Text Libraries




Planning for Other VM/SP Areas

CMS Command Language

The CMS command language lets you converse with CMS. This command
language lets you use the following:

Language compilers

An assembler

The CMS file management system
Context editing and line editing
Execution control

Debugging programs

Generalized HELP facility.

You can also use the CP commands available to all virtual machines under
VM/SP:directly from CMS. By using these CP commands, you can send
messages to the operator or to other users, change your virtual machine’s
configuration, and use spooling facilities.

To use CMS, you must first gain access to a virtual machine by the CP
LOGON command and then IPL. CMS. Then, you can enter commands or
data from the terminal. Upon completion, each command returns control to
you.

Note: If your system was built with your national language, you may be able
to enter CMS commands in your own national language, rather than
American English.

For information about how to use CMS, see the VM/SP CMS User’s Guide;
for a complete description of all the CMS commands, see the VM/SP CMS
Command Reference.
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Program Language Facilities

HASM
LISP c APL2
0s
$/370 Vs pLA ||| FORTRAN
Assembler Basic v
0S/VS ,',)f/f posivs || ysapL ||| DOSVS
cosoL [I| gt e fl| cOBOL RPG II
L 1

Figure 14, Some Programming Languages Supported by CMS

As Figure 14 shows, at least 13 programming languages can be supported
by CMS. Note the assembler is distributed with VM/SP. The language
compilers that are licensed programs must be ordered separately.

CMS runs the compilers by way of the interface modules. Users should
always recompile their programs and compiler interfaces under the system
they are using to ensure any interface changes are incorporated (that is,
control block changes). CMS commands are provided to use the compilers
within the conversational environment of CMS.
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| ( Limited Support of OS and VSE in CMS

Object programs (TEXT files) produced under CMS or OS can be executed
under CMS if they do not use certain OS functions not simulated by CMS.
Object programs using nonsimulated OS macro functions must be
transferred to an appropriate real or virtual OS machine for execution.

Sequential and partitioned data sets residing on OS disks can be read by OS
programs running under CMS. Also, certain CMS commands can be used
to process data sets on OS disks.

CMS does not support multibuffering for non-DASD devices. There is one
DCB per device, not per file.

CMS simulates the control blocks, supervisor and I/O macros, linkage
editor and fetch routines necessary to compile, test, and run VSE programs
under CMS. The support for the VSE user is comparable to that for the OS
user.

CMS supports VSAM and Access Method Services for VSE and OS users.
See the VM/SP CMS Command Reference for the restrictions on using
VSE/VSAM and Access Method Services in CMS. CMS also supports the
VSE/VSAM macros and their options and a subset of the OS/VSAM macros.

CMS/DOS support of VSAM is based on the VSE/VSAM program product.

Application programmers who usually use CMS to interactively create,
modify, and test programs may require facilities not supported in CMS (for
example, an OS program using ISAM). They can alternately run CMS and
another operating system in the same virtual machine.

A description of the actual processes for reading OS or VSE files is in the
VM|SP CMS User’s Guide. The VM Running Guest Operating Systems
book contains a description of alternating operating systems.

‘L[ DL/l in the CMS/DOS Environment

Batch DL/I application programs can be written and tested in the
CMS/DOS environment. This includes all batch application programs
written in COBOL, PL/I, RPGII, and Assembler languages.

You can run any data base description generation and program
specification block generation. The data base recovery and reorganization
utilities must be run in a VSE virtual machine.

See the VM/SP CMS User’s Guide and the DL/I DOS|VS General
Information book for more information.
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Disk and File Management

Disk Access

CMS can manage up to 26 virtual disks for each user. These disks may be
minidisks or full packs. Moreover, they may be in the following formats:

e CMS
e OSor VSE
e VSAM.

When VM/SP MSS support is installed, and the VM/SP processor is
attached to an Mass Storage System (MSS), any CMS virtual disk can be
located on an MSS 3330V volume.

CMS disks are formatted with the CMS FORMAT command. Files
contained on these disks are in a format unique to CMS, and cannot be
read or written using other operating systems.

OS and DOS disks or minidisks may be used in CMS. OS or VSE programs
running in CMS may read data sets or files on OS or DOS disks, but may
not write or update them. OS and DOS minidisks can be formatted with the
Device Support Facility, or with an appropriate OS/VS or VSE disk
initializatipn program, if the disk is a full pack.

Minidisks used with VSAM must be formatted with the Device Support
Facility. Full disks must be initialized using the appropriate OS/VS, Device
Support Facility, or VSE disk initialization program.

Disks can be accessed so that files can only be read (read-only), or so that
files can be read and written (read/write).

Both CP and CMS can control read/write access. If a disk is designated
read/write by CP, then CMS determines if the access is read or write. If a
disk is designated read-only by CP, then it can only be read by CMS.

To access a disk, you must:

e Identify the disk to CP as part of your virtual machine configuration.
This disk is available if it is defined in your VM/SP directory entry, or
it can be acquired with the CP LINK or DEFINE commands.

o Identify the disk to CMS by assigning it a filemode letter. You do this
using the ACCESS command in CMS.

You may have many virtual disks known to CP in your virtual machine
configuration at one time. CMS lets a maximum of 26 be accessed, with
filemode letters A through Z. The S-disk (usually at virtual address 190) is
the CMS system disk. The A-disk (usually at virtual address 191) is your
primary read/write work disk. Disks may be accessed and released during a
terminal session.
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( ‘ File Sharing

Disk File Format

CP provides for'sharing of disks and minidisks among many users. The
type of access (multiple users read-only or read/write) is controlled by LINK
command operands. Because CMS does not provide any control for
multiple writes (such as ENQ, DEQ), it is not recommended that CMS disks
be used with multiple-write access. Note that password protection is
provided.

All disks that contain CMS files must be formatted before first use. A disk
can be formatted into one of five disk block sizes:

512, 800, 1024, 2048, and 4096 bytes

To format the disk, use the CMS FORMAT command. The CMS FORMAT
command initializes disks in CMS format and writes a label on the disk.

See the VM/SP CMS Command Reference for information on formatting the
disk.

Count-key-data (CKD) devices use an 800-byte format to provide
compatibility with earlier releases. The volume label is written on record 3
of cylinder 0, track 0 for CKD devices, and on block 1 (origin zero) for
FB-512 devices. The volume label contents depends on the formatting block
size as detailed in Figure 15.
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Byte Contents by Contents by
Field Displacement| Disk Block Size | Disk Block Size
Description Length (800 byte) (512, 1K, 2K, 4K byte)
Label identifier 0,4 C‘CMS=’ C‘CMSY
Volid 4,6 user label user label
Version identifier 10,2 X’0000’ X’0000"
Disk block size 12,4 not used, zeros F512’, F1024’,

F2048’, or F‘4096’

Disk origin pointer 16,4 not used, zeros F4’ or F5’
Number of usable cylinders/blocks 20,4 not used, zeros F‘n’
Maximum number of formatted 24,4 not used, zeros Fn’
cylinders/blocks
Disk size in CMS blocks 28,4 not used, zeros F‘n’
Number of CMS blocks in use 32,4 not used, zeros Fn’
FST size in bytes 36,4 not used, zeros Fn’
Number of FSTs per CMS block 40,4 not used, zeros Fn’
Disk FORMAT date 44,6 not used, zeros X’yymmddhhmmss’
Reserved for IBM use 50,2 not used, zeros not used, zeros
Disk offset when reserved 52,4 not used, zeros Fn’
Allocation Map Block 56,4 not used, zeros Fn’
Displacement into HBLK data 60,4 not used, zeros Fn’
of next hole

64,4 not used, zeros Fn’
Displacement into user part
of Allocation map 68,12 not used, zeros not used, zeros
Reserved for IBM use

Figure 15. Volume Label Contents for CMS Formatted Disks

On CKD devices, each 512, 800, 1K, 2K, or 4K-byte block (called CMS block
in the following discussion) represents one physical record of that size on
disk. For FB-512 devices, each CMS block consists of the appropriate
number of contiguous FB-512 (512-byte) blocks, logically concatenated to
form the correct number of data bytes for that CMS block. The 800-byte
disk format is not supported for FB-512 devices.

Files placed on CMS disks can have logical records that are fixed or
variable length. In either case, the CMS file system places these file
records contiguously into fixed length CMS blocks, spanning blocks where
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necessary. As a file grows or contracts, its space is expanded or reduced as
needed.

Files on a CMS disk are identified by means of a file directory. The file
directory is updated when a command is issued that changes the status of
the file on the disk.

For a minidisk formatted in 512, 1024, 2048, or 4096-byte CMS blocks, a
single CMS file can contain up to approximately (2%1-1)-132,000 disk blocks
of data, grouped into as many as 2%-1 logical records, all of which must be
on the same minidisk. The maximum number of data blocks available in a
variable format file on a 512-byte blocksize minidisk is about 15 times less
than 23-1. This number is the maximum number of data blocks that can be
accessed by the CMS file system.

To ensure that the saved copy of the S-STAT or Y-STATS is current, a
validity check is done when a saved system is IPLed. This check is done
only for S-DISKs and Y-DISKs formatted in 512-, 1024-, 2048-, or 4096-byte
CMS blocks. For 800-byte block disks, the saved copy of the S-STAT or
Y-STAT is used. The validity checking consists of comparing the date when
the saved directory was last updated with the date when the current disk
was last updated. If the dates for the S-STAT are different, then the
S-STAT is built in user storage. If the dates for the Y-STAT are different,
then the Y-disk is accessed using the CMS ACCESS command: ACCESS
19E Y/S * * Y2°. This means that even when the S- and Y-disks are
accessed in read/write mode and then RELEASED, the message
DMSINS100W S-STAT and/or Y-STAT NOT AVAILABLE will result.
Figure 16 on page 84 compares the disk devices supported by CMS in the
case of 800-byte CMS blocks.

8  The S-STAT and Y-STAT are blocks of storage that contain the file status
tables associated with the S-disk and Y-disk respectively.

9  The DASD address of the Y-DISK will be whatever was specified when CMS
was generated. For the standard system this will be 19E.
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Identifying Disk Files

Other Restrictions:

per minidisk

Maximum number of files

For other DASDs is - 3400

file

(exceptions - 2314/2319) (3500)
Maximum number of logical records 65,535
per file

Maximum number of data bytes per 12,848,000 bytes

or 16,060 CMS blocks

blocks per minidisk.

Maximum number of 800-byte CMS

65,635

Minidisk allocated | Number of Maximum usable
on device type 800-byte blocks per | minidisk size in Py
cylinder cylinders "

2314/2319 150 203

3330 266 246

3340 model 35 96 348

3340 model 70 96 682

3350 570 115

3375 360 182

3380 540 121

Figure 16. CMS Disk File Statistics for 800-byte CMS Blocks

There are more restrictions for a minidisk formatted in 800-byte physical

blocks. A minidisk cannot contain more than 3500 files if it is allocated on
a 2314/2319, and not more than 3400 files for all the other DASDs supported
by CMS. A single file can contain up to 12,848,000 bytes of data only,
grouped into as many as 65,535 logical records. The number of 800-byte
CMS blocks is limited to 65,535 per minidisk. This results in a maximum
usable minidisk size in terms of eylinders depending on the DASD type.

CMS commands can list the identifications of files on CMS and non-CMS
formatted disks and minidisks. The LISTFILE and FILELIST commands
list the entries in the master file directory for CMS disks. The LISTDS
command lists the entries in the VTOC (Volume Table of Contents) for OS
and DOS disks, or data spaces on VSAM volumes.
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| Tape Support

| The following table lists the IBM magnetic tape drives supported by CMS.

| Virtual Virtual Symbolic

| Device Address! | Name Device

| Type Default Use

| 2401, 2402, 180-187 TAPO-TAP7 | Tape drives
| 2403, 2415, 288-28F TAP8-TAPF

| 2420, 3410,

| 3411, 3420,

| 3430, 3480,

l 8809, 3422

| Note. The device addresses shown are those that are preassembled into the
| CMS resident device table.

For 7-track and 9-track tape subsystems, the tape handling commands
ASSGN, FILEDEF, and TAPE let you specify the modeset of the tape; track
and density. For 7-track subsystems only, you can specify the tape
recording technique (odd or even parity, converter on or off, and translator
on or off).

If you do not specify the modeset for a 7-track tape, CMS issues a modeset
indicating 7 track, 800 BPI (bytes per inch), odd parity, converter on, and
translate off. If the tape is 9 track, the density is assumed to be 1600 BPI
(or whatever BPI the tape drive was last set at) for dual density drives; for
single density drives, the featured density (800, 1600, 6250 BPI) is assumed.
If the tape is 18 track, the density is assumed to be 38K BPIL.

For the 18-track 3480 Tape Subsystem, the FILEDEF command lets you
specify the track and density option, and the TAPE command lets you
specify the track density, and write-mode options. The ASSGN command
does not support the 3480 Magnetic Tape Subsystem.

As an alternative to specifying mode in each command that uses the tape
(for example, FILEDEF), you can issue a CMS TAPE MODESET command.

For example:

tape modeset (181 9track den 6250

TAPE MODESET sets the mode for the tape, which stays in effect until the
command is reissued. You must do this if one of your programs is to use

tapes in other than the default mode. The tape must be at load point for
the MODESET to take effect.

Before using labeled tapes in CMS, see the VM[SP CMS User’s Guide. The
CMS tape label processing features described there let you specify tape files
with IBM standard or nonstandard labels, or to bypass label processing for
nonlabeled tapes.

Note that CMS supports multivolume tape files for OS simulation.
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Unit Record Support

Note: These restrictions only apply when you run CMS. VSE and OS
systems running in virtual machines can continue to read and write tapes
with standard labels, nonstandard labels, or no labels on single and
multireel tape files.

The VM/SP operator must attach tape drives to your CMS virtual machine
before any tape operation can take place.

For information about tape handling in the CMS/DOS environment, see
“Planning for CMS/DOS” on page 164.

The following table lists the IBM unit record devices supported by CMS.

Virtual Virtual | Symbolic

Device Address!| Name Device Use
Type Default

2540, 2501, 00C RDR1 Virtual reader
3505

2540, 3525 00D PCH1 Virtual punch
1403, 1443, 00E PRN1 Line printer
3203, 3211,

3262, 3800,

4245, 3289-4

Note. 'The device addresses shown are those that are preassembled into the
CMS resident device table.

Under VM/SP, these devices are spooled. CMS does not support real or
dedicated unit record devices, nor does it support a virtual 2520 Card

Punch. Figure 12 on page 72 lists the devices supported as virtual devices
by CMS.

86 VM/SP Planning Guide and Reference



Planning for Other VM/SP Areas

| Shared Segments

| The default system definition files place the CMS nucleus in high storage,
| right below 16 MB. An installation may choose, however, to change the
| location of the CMS nucleus.

Many factors influence the location of the shared CMS nucleus. If a user’s
virtual machine size extends beyond the start location of the CMS nucleus,
then the CMS nucleus will exist within the user’s virtual storage. This may
prevent a user with a small virtual machine size from acquiring a large
contiguous GETMAIN area. The CMS nucleus should be generated at an
address high enough to satisfy user storage needs.

When the location of a shared segment such as the CMS nucleus is
discontiguous from a user’s virtual machine, CP includes entries in a user’s
segment tables for all of the segments between the end of the virtual
machine and the start of the shared segment. These segment tables occupy
real storage. An installation with real storage constraints may choose to
locate the CMS nucleus at a lower address than the default.

[ The procedure for changing the location of the CMS nucleus is done during
| the installation process and documented in the VM/SP Installation Guide.
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Planning for Minidisks

| Overview

Defining Minidisks

® A minidisk (virtual disk) is a subdivision of consecutive cylinders on a
Count Key Data DASD storage volume and a subdivision of consecutive
blocks on a FBA device.

¢ A minidisk can be defined for read/write access or read-only access

¢ A minidisk can be defined for use by a virtual machine on a temporary
or permanent basis

¢ Each minidisk has a virtual disk address

e A CMS minidisk is accessed according to a letter (filemode), A through
Z. This letter establishes the order that CMS searches through
minidisks when accessing files.

Minidisks are controlled and managed by CP. If a system runs on both a
virtual and real machine, system minidisks must start at real cylinder or
block zero. For a detailed list of minidisk restrictions, see

Appendix B, “VM/SP Restrictions” on page 459.

The VM/SP directory entry for a virtual machine defines each minidisk by
an MDISK statement. Any minidisk so defined in the directory is a
permanent part of the configured virtual machine. You can access data on
the minidisk whenevéer you log on.

Temporary need for direct access space requires using a pool of reserved
disk space, called T-DISK space. You specify T-DISK space in an MDISK
statement in the directory. The pool size is chosen when you allocate disk
space with the stand-alone Format/Allocate program. Minidisks created
from the T-DISK pool must be initialized at logon time and exist in the
virtual machine for only that session. When the virtual machine logs off or
issues a CP command to release the T-DISK, the space returns to CP.

When you allocate minidisks on VM/SP, care must be taken to reduce the
following:

o Amount of motion forced on the read/write heads
o Degree of physical overlap for the arm.

To find how to reduce these problems read “Preparing the System Name
Table File (DMKSNT)” on page 419.
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Note:
minidisk extents that may overlap or duplicate. This exec also provides

DASD

The DISKMAP EXEC, which IBM provides, checks and flags

space records for unused or used space.

Figure 17 shows how minidisks are defined and used. The disk labeled
OSDOS1 contains many minidisks, some formatted to OS standards and

to be optionally used for normal data storage if included within the limits of a minidisk.

others to VSE standards. OSDOSL1 is a 2314 volume.
Real Virtual Real Virtual
Cylinder Cylinder Cylinder Cylinder
Number Numb. Numb PN
00 00 ) 000 Q
VOL10SDOS1 '0?,' VOL1CPVOL 1 W
DOsLIB
YS1.NUCLEUS
S A p OSDOS! 020 VSE LIBRARIES 19
SYS1.SVCLIB -_ -
\_—/ 030 \-*_——/
— E
5 SYS1.PROCLIB 4 J 3T IN UNASSIGNED A )
50 etc. 00 SYS1.LINKLIB
DOSRES w MFTSUB
99 VSE SYSRES 49
N A SYS1.COBLIB
060 29
SYS1.SYSJOBQE METWRK 067 etc.
SYSCATLG e
119 19 202 CP SPOOLING Area
120 etc. -
202
082
VM/SP User Directory Entry for user ABC ( An OS user) VM/SP User Directory for user XYZ (A VSE user)
USER ABC 123 512K USER XYZ PASSWORD
ACCOUNT 985 ACCOUNT NUMBER BIN14
CONSOLE 009 3215 CONSOLE O01F 3215
MDISK 230 2314 000 050 OSDOS1 W SPOOL C 2540 READER
MDISK 231 2314 100 020 OSDOS1 W SPOOL D 2540 PUNCH
MDISK 232 2314 031 030 CPVOL 1 W SPOOL E 1403
SPOOL 00C 2540 READER A MDISK 130 2314 050 050 OSDOS1W
SPOOL 00D 2540 PUNCHA MDISK 131 2314 001 020 CPVOL1W
SPOOL 00E 1403 A
Note: VM/SP allows cylinders on a 2314 or 2319 normally reserved for aiternate track assignment {cylinders 200 to 202)

Figure 17.

Use and Definition of Minidisks

The following information from Figure 17 describes the directory entry for
userid ABC, an OS user.

Virtual Disk Area Real
Device (Cylinders) | Volume
230 50 0SDOS1
231 20 OSDOS1
232 30 CPVOlL1
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The following information from Figure 17 on page 89 describes the
directory entry for userid XYZ, a VSE user.

Virtual Disk Area Real
Device (Cylinders)+ | Volume
130 50 0SDOS1
131 30 CPVOL1

Note: On a 3330, 3340, 3350, 3375, or 3380 device, an OS/VS or OS minidisk
must start at real cylinder 0 unless VTOC is limited to 1 track. “Minidisk

Restrictions” on page 461 provides more detail.

Allocating Minidisk Space

A minidisk always begins at virtual cylinder or block zero. For CKD, its
minimum size is 1 cylinder. An exception is a 2314 or 2319 disk formatted
by the Device Support Facility service program. In that case, the minimum
number of cylinders is 2 where the second cylinder is the alternate track
cylinder. Except for the 3350 in 3330-1 or 3330-11 compatibility mode or in
native mode, a minidisk must exist on its real counterpart. For example, a
virtual 3340 minidisk must reside on a real 3340. An FB-512 minidisk can
be any number of whole blocks up to the maximum for the volume.

A DASD volume with multiple minidisks has some tracks where the
cylinder addresses in the count fields of records RO and R1 disagree. If an
attempt is made to read this volume by IEHDASDR, you may get messages
IEH813I or IEH869I. To prevent this, initialize the disk with the FORMAT
function of IEHDASDR before using it. This function rewrites RO and R1
on each track so that the count fields agree with each other.

VM/SP controls the boundaries of minidisks. For a DASD address outside
boundaries listed in MDISK directory statements, CP presents a command
reject (seek check) I/O error to the virtual machine.

Note: If the cylinder or block addresses in MDISK statements overlap, data
in them may possibly be compromised with no obvious error.

Operating System Minidisks

Operating System (OS) bases its parameters to allocate space on the Volume
Table of Contents (VTOC) written on each disk. The amount of space
provided for that volume is determined from the format-5 (space accounting)
data set control block (DSCB). Thus, for OS to support minidisks, a VTOC
must be written whose format-5 DSCB reflects the desired minidisk size. OS
treats the remaining disk space on the real disk as permanent dedicated
space and not usable as format-5 DSCBs. The Device Support Facility
service program should be used to format minidisks for use by OS or
Virtual Storage Extended (VSE).
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Virtual Storage Extended Minidisks

Virtual Storage Extended (VSE) allocates space as specified in the EXTENT
job control card. You are responsible to see that EXTENT cards refer to
valid minidisk cylinders. On a 2314 or 2319 volume, the last minidisk
cylinder for the Device Support Facility to initialize is always reserved as
an alternate track cylinder. Therefore, a VSE minidisk on a 2314 or 2319,
must have at least 2 cylinders. For example, if you specify a 10-cylinder
minidisk, the EXTENT card must refer to cylinders 0 through 8 only. This
leaves the last cylinder for alternate track assignment. However, on a 3330,
3333, 3340, or 3350 minidisk, no cylinder is reserved for alternate tracks
within a minidisk. Therefore, a 10-cylinder minidisk must be defined in the
EXTENT card as cylinders 0 through 9.

Mass Storage System Minidisks

Initializing Minidisks

When Mass Storage System (MSS) minidisks are defined on MSS 3330V
volumes, minidisks are virtual 3330-1 disks. The presence of MSS and
3330V system volumes is transparent to a virtual machine accessing
minidisks.

Before data is stored on a minidisk, the minidisk must be formatted to be
compatible with the type of records being stored. As with real disks,
minidisks are formatted by the appropriate service program. (See the table
on page 92.)

Permanent minidisks retain their formatting across sessions; therefore, they
need to be formatted only once. However, CP destroys temporary minidisks
when the owner logs off, or when the user returns the temporary minidisk
to CP (DETACH command). Temporary minidisks must therefore be
formatted for each session they are used.
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For CKD, any program to initialize disks that supports the operating

system’s use of the DASD type may be used to initialize full disks.

To initialize a minidisk, run one of the following service programs in a

virtual machine:

Service Program

Disk Type

Formatting Information

CMS FORMAT CMS (except | Formats specified tracks into
command CMS/VSAM) | 512-, 800-, 1024-, 2048-, or
4096-byte blocks or physical
records
CP Ccp Formats specified tracks into
Format/Allocate 4096-byte blocks.
program (See
Note)
Device Support 0OS, VSE, Writes read-only track
Facility and descriptor records for each
CMS/VSAM | track and sets the remaining
(on CKD portion of each track to binary
devices) zeros. It also writes a format-5

DSCB. The contents of which
reflect minidisk size (the
amount of free space ready to
allocate).

Note: These service programs cause hlgh channel utilization and may

cause delay to other users using the channel.

Labeling Minidisks

| Any volume containing minidisks must have a label. The label must be on
real cylinder 0, track 0, record 3 for CKD devices or on block 1 for FB-512
devices. It identifies the physical volume to VM/SP and must be in the

form:

VOL1XXXXXX
(Also form for labels created by the
Device Support Facility, IEHDASDR, or INTDK)

_OR.—

CMS=XXXXXX
(for disks using an 800-byte format)

_OR_

CMS1=XXXXXX
(for disks using a 512, 1K, 2K, or 4K format)

where xxxxxx is a 6-character volume label.

In addition, all virtual machine minidisks should have a label at the same

respective, virtual locations for CKD or FB-512 devices.
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A physical volume holding only virtual machine minidisks can have the
first of them starting at real cylinder or block 0. CP recognizes the
physical volume if the first minidisk has a valid label.

In Figure 17 on page 89, volume OSDOSI1 has its real cylinder 0 assigned to
a minidisk formatted for use by OS. The volume serial number of that
minidisk is OSDOS]1, the label of the real volume. The minidisk label must
correspond to the physical volume. Changing the label affects the directory
entries of all users who have minidisks on that volume.

Do not assign real cylinder or block 0 to a user as a data area. If you do,
that user has read/write access to the disk and the label can be destroyed.

Also, do not assign user minidisks that begin with real cylinder or block 0
for any physical volumes to contain CP controlled areas (for paging,
spooling, and so on). On these volumes, cylinder 0, track 0, and record 4
contain control data required by CP. The VTOC labels for them are
compatible with OS, but indicate to OS that no space exists on that DASD.
If the space is assigned to a user minidisk, the programs that format OS,
VSE, and CMS/VSAM minidisks write over it. The necessary control
information is destroyed and CP system failures occur.

CP assures that access to a minidisk is limited to the minidisk owner, or to
other virtual machines given access authorization by the owner. Sharing of
minidisks may be initiated by the CP command LINK. A password that
authorizes minidisk sharing must be included as an operand on the MDISK
directory statement that defines the shared disk. The authorized access
may be for read/write or read-only access.

Other virtual machines can link to the minidisk by one of the following:
e LINK control statement in their own VM/SP directory entry
.OR -

e CP LINK command with the proper password issued during a terminal
session.

For example, assume a virtual machine called USERA owns a minidisk at
address 150. The VM/SP directory entry for USERA contains:

MDISK 150 3380 050 010 SYSO03 W READPASS

USERA’s virtual disk is on the volume labeled SYS003 and occupies real
cylinders 050-059. Any other virtual machine that issues the CP LINK

command with the proper password can read the 150 minidisk belonging to
USERA.

If the following LINK statement is in its VM/SP directory entry, USERA’s
150 minidisk can also be read:
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LINK USERA 150 cuu RR

| The virtual device address cuu shows where the 150 minidisk belonging to
f USERA is linked to another virtual machine.

Assume another virtual machine, USERB, with the following statement in
its VM/SP directory entry:

LINK USERA_150 151 RR

USERB can read data from USERA’s 150 virtual disk whenever issuing a
read for data on its own 151.

A link to any minidisk defined in the VM/SP directory is created if both of
the following conditions are met:

1. The minidisk being linked to has a password specified in the MDISK
directory control statement. It must represent the type of link
requested.

2. The type of access requested (R, RR, W, etc.) is feasible at the time of
the link.

Three primary types of sharing may exist for a minidisk. These correspond
to the three passwords that may be entered on the MDISK statement;
Read-only, Write, and Multiple.

Note: See the description of the CP LINK command in the VM/SP CP
Command Reference for more information about linking to minidisks.

Specifying Alternate Tracks and/or Blocks

As a preventive action when minidisks are made, alternate tracks are

assigned as replacements for defective primary tracks. The Device Support

Facility can assign these replacements in the field. Figure 18 on page 95 is
| an example of how primary and alternate track associations are recorded on
| a cylinder volume.
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3330/3350 DASD

3340/3344 DASD

Primary Track

Cylinder
00
Track
18

02 00000012

HA = Home address
RO = Record O
F CCHH = Hexadecimal track address

Figure 18. Primary and/or Alternate Track Association

On the 3330 or 3350 DASD devices, the control unit handles the alternate
track and/or block assignments. The 3830 control unit assigns primary
cylinders as such:

Cylinders Assigned Area

0 to 403 Minidisks on the 3330 Model 1 or 2
404 to 411 Alternate tracks

0 to 807 Minidisks on the 3330 Model 11
808 to 814 Alternate tracks

0 to 554 “Minidisks on the 3350

555 to 559 Alternate tracks

The 3340 DASD uses a hardware logic that lessens the dependence on
alternate track use. The 3340 can bypass the defective portion of a data
track and write the balance of the record in the space remaining. When an
alternate track is required, it can be assigned by the Device Support
Facility. A dedicated 3340 device uses the 3348 Data Module to reserve
cylinders as such:
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Cylinder Assigned Area
0 to 347 Minidisks on the 3340 Model 35
348 Alternate tracks
0 to 695 Minidisks on the 3340 Model 70
696 and 697 Alternate tracks

Note: The cylinder values for the 3340 and 3344 DASD are the same.

Once the Device Support Facility has assigned the alternate track, the disk
may be used for any common purpose. For example, the disk, including the

cylinder with the defective track, could be CP system residence or CMS

minidisks. However, three restrictions apply:

1. A minidisk should not be located where its track 0 and cylinder 0 fall

on a defective track. If it is, the CP IPL command will not function for

that minidisk.

2. Any operating system doing START I/O (SIO) to this disk must be able

to recover common alternate track errors.

Note: bMS qualifies here because it uses DIAGNOSE in place of SIO.

3. Alternate track recovery for overflow record processing is not provided

by VM/SP. If a defective track is encountered during overflow record
processing, the operation results in a fatal I/O error.

Error Recovery Support: When an I/O issued to a defective 3340 or 3344
track generates a track condition check, an alternate track is needed.
Software error recovery procedures provide the means to switch to an

alternate track.

e For CP and DIAGNOSE I/O’s issued from a virtual machine, switching
is automatic and transparent to the issuer of the I/O request.

o For an SIO issued from a virtual machine, the track condition check is
sent to the virtual machine. This iets the operating system in the

virtual machine run its own error recovery procedures.

Alternate tracks are assigned from the high-order cylinders at the end of

the real 3340. Thus, the virtual machine will attempt to seek outside of the

minidisk to recover. The VM/SP CCW translation process allows seeks
outside of the minidisk to an alternate track. However, the particular
alternate track must be assigned to a defective track within that minidisk.
After the alternate track is assigned, any attempts at head switching to an

unowned track in this cylinder are prevented.
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Allocation Conversion: Previously, “alternate track” cylinders of
3340/3344 devices were often used as primary data cylinders. Now these
cylinders must be reserved solely for alternate track use. Therefore,
changing from an old system (before Release 5 Programming Level Change
(PLC) 6) to a current system requires some revisions. You need to revise
space allocation and minidisk layouts on any 3340/3344 disk where primary
data areas are on “alternate track” cylinders.

System Residence Devices: The system residence device containing
“alternate track” cylinders formerly used as the primary data area needs
revising. Files of existing control statements should be examined before
you generate a new system. The allocate function done on the system
residence disk and other CP-owned disks may have to be revised. Following
this revision, review how the SYSRES, NAMESYS, and NAMENCP macros
are specified.

Minidisk Devices: Any 3340/3344 minidisks extending into “alternate track”
cylinders need to be moved. Use the DASD dump restore (DDR) utility to
copy them to another area of the disk or to another disk. In the past, when
a 3340/3344 had a defective track, the cylinder with the bad track was not
usable. The minidisks would be reserved next to that cylinder, but not
including it. In such a case, use any version of the DDR utility to dump all
cylinders of the real disk to tape. Take care when revising alternate track
cylinders (formerly used for primary data area) with the new version of the
DDR utility. Make sure that you specify the cylinder range exactly. For
example, enter:

dump O to 697

rather than specifying ALL. This dumps only tracks that have been
assigned as alternates from the final cylinders. Next, run the Device
Support Facility program to assign alternate tracks to defective ones so
that all cylinders become usable. Then, use the new DDR utility to restore
minidisks from the tape. It may be possible to reorder them into cylinders
previously not usable.

Note: If the location or size of a minidisk is changed, you must revise the
related MDISK entries in the system directory.

After alternate tracks have been assigned, use only the most current
versions of the DDR, DIR, and FMT utilities with 3340/3344 devices.
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2314/2319 DASD

3375/3380 DASD

FB-512 DASD

On 2314 and 2319 devices, CP and CMS (except CMS/VSAM) do not
recognize or support alternate track techniques for their own use. VSE,
08, and CMS/VSAM minidisks, however, do recognize and support
alternate tracks on these types of DASD. The Device Support Facility
program provides the automatic assignment of the last cylinder of any
minidisk as an alternate track cylinder. When you initialize 2314/2319
devices, you can assign all 203 cylinders for virtual machine and system
use.

If a track assigned to a virtual machine minidisk area becomes defective, do
the following:

¢ Run the stand-alone CP Format/Allocate service program if the
minidisk is CP-owned. Flag the whole cylinder containing the defective
track as permanent (PERM). Thus, CP can never allocate that cylinder
for CP paging, spooling, or temporary files. Remember to exclude this
cylinder when you allocate disk space for any virtual machine’s
minidisk in the VM/SP directory.

e Reformat the minidisk including the defective track with the Device
Support Facility program if the minidisk is used by VSE, OS, or
CMS/VSAM. An alternate track is assigned at the end of the minidisk.

e Set up the entire volume containing the defective track as an OS, VSE,
or CMS/VSAM volume. Format it with either the Device Support
Facility or IEHDASDR for OS or CMS/VSAM disks. For DOS disks,
use the VSE Initialize Disk utility program (INTDK). Alternate tracks
are assigned in the standard manner.

Defective tracks encountered on 3375/3380 DASD volumes are handled by
the control unit. It provides automatic hardware recovery for handling
defective tracks. When a defective track is encountered, the hardware
switches to an alternate track. If the end of the alternate track is reached,
the hardware switches back to the first track following the defective track.

When FB-512 disks are made, alternate blocks are flagged and replacements
assigned for defective primary ones. In the field, they are assigned by the
Format Defective Block procedure and used with one of the following:

e Device Support Facility

OR

e LOCATE CCW as described in the hardware manual.
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Given the number of the defective block, hardware replaces it with an
alternate and then sets up the appropriate pointers.

Reference:

The VM|SP CMS User’s Guide, SC19-6210, discusses minidisks as virtual
direct access storage.

The VM|SP CP Command Reference, SC19-6211, describes the format and
usage of CP commands available to the general user.

The VM[SP CMS Command Reference, SC19-6209, describes the format and
use of CMS commands.
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Planning for IPCS

What IPCS Does

The Interactive Problem Control System (IPCS) is an integral part of
VM/SP. It provides VM/SP installations with an interactive, online facility
for reporting and diagnosing software failures and for managing problem
information and status. IPCS uses dump information from CP ABEND,
CMS, GCS, PVM, RSCS, and any others created by the CP command
VMDUMP, Standalone, or DIAGNOSE X’94’. By using VMDUMP, the
operator makes available to IPCS a dump of user-detected software
problems. Figure 19 shows IPCS’s approach to handling software problems.

Storage Dump Data

N

User-Written Routines

|
>
|

IPS Data
Files

‘Figure 19. IPCS Handlin

Machine Requirements

<,

IPCS '-—b Dump Listing
|
L_’ 1BM Support Center
| or APAR Data

CcMS

cp

VM/SP IPCS operates on any IBM system that meets the minimum
requirements for VM/SP Release 5. It also runs in a CMS virtual machine
with at least 768K of virtual storage and uses any terminal supported by CP

as a logon device.

If the output device is a display terminal, the output of DUMPSCAN is
written in blocks of twenty-two 80-character lines. The two 80-character
lines at the bottom of the display are used as a user input area of 136
characters and a screen status display area of 24 characters. Therefore, for
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a proper display, the user’s terminal must be capable of accepting this
format.

Programming Requirements

VM/SP IPCS is used with the VMDUMP facility and CP dumps. It also
operates under the CMS component of VM/SP Release 5.

Conversion Considerations

CONVIPCS EXEC

The format of various internal files and data areas as well as internal
interfaces for reading and writing dumps, creating problem reports, and
more, have been changed for the VM/SP IPCS. Therefore, IPCS cannot
view dumps or update symptom summary status for dumps taken by the
IPCS supplied with the VM/370 system (Component 5749-DMM), and vice
versa.

If your installation is using the VM/370 system IPCS, or the VM/IPCS
Extension, and plans to upgrade to VM/SP IPCS, the system IPCS symptom
summary file and PRBnnnnn dumps can be converted to the format
required by VM/SP IPCS by using the CONVERT command. Any existing
system IPCS problem report files need not be converted for use with the
PRB, PROB, or APAR commands of the VM/SP IPCS. The format of the
problem report files varies from the VM/370 IPCS to the VM/SP IPCS, but
the data is accurate.

If your installation has existing PVM Release 2 or RSCS Release 3 IPCSE,
these help files must also be converted to the proper format for IPCS usage.
The CONVIPCS EXEC will aid you in this conversion.

For details on these conversion utilities, see the VM Diagnosis Guide.

IPCS can diagnose dumps from systems either with or without the
Enhanced Subsystem support.

Storage Requirements

External Storage

The disk storage needed by VM/SP IPCS can be divided into two parts. The
current IPCS map, problem report files, and the symptom summary files are
contained in the first part. The first part varies in size only slightly as the
number of problem reports and symptom summaries vary. For example, for

CP dumps, the following amount of data can be stored in 4 cylinders on a
3330:

e  75% (3 cylinders) = 100 problem reports plus symptom summary
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o 25% (1 cylinder ) = CPIPCS MAP.

The second part of disk storage contains the dumps and supplemental data
(for example, console files, trace output). The size of the dump depends
mainly on the size of the system being dumped, and the operand of the CP
SET DUMP command, either ALL or CP. Figure 20 shows approximate
space usage by device type for the fixed area and for one dump.

FILES 3330 cyl. | 2319 cyl. | 3340 cyl. | 3350 cyl.
Fixed Area
IPCS CPNUC MAP 4 8 10 2

100 problem reports
and symptom summary

One Dump

768K CP 1.5 3 4 1
768K ALL 2.5 5 7 1.5
1024K CP 3 6 8 1.5
1024K ALL 6 11 16 3

Figure 20. Approximate Space Usage for Fixed Area and One Dump by
Device Type

Count-Key-Data (CKD) DASD Space: The amount of DASD space on the
CMS file system required for a processed virtual machine dump can be
calculated from the following formula:

S/4 + 5 + R

P

where:

C = number of cylinders required. If there is a remainder, C must be
rounded up.

S = virtual machine storage size in K-bytes.

R = number of pages required for appended load map. R is the number of
4096-byte records occupied by the output of the MAP command of
IPCS.

P = number of pages per cylinder.
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( For:

| Device Type Pages per Cylinder
l

| 2305 or 3340 24

| 2314 or 2319 32

| 3330 or 3333 57

| 3350 (in native mode) 120

| 3375 96

| 3380 150

Note: The 2305 is usually used for paging only.

Figure 21 shows the number of cylinders needed to contain a dump from
various sizes of virtual machines. The figure assumes the entire virtual
ta storage is included in the dump, and a 5-page load map is appended. In the
'( table, K equals 1024 and M equals 1024K (1,048,576).

Virtual Machine | 2314/2319 | 3330/3333 | 2305/3340 | 3350 3375 3380
Storage Size cyls.req. |cyls.req. |cyls.req. | cyls.req.|cyls.req.| cyls.req.

64K 1 1 2 1 1 1

128K 2 1 2 1 1 1

256K 3 2 4 1 1 1

512K 5 3 6 2 2 1

768K 7 4 9 2 3 2

' 1M 9 5 12 3 3 2

2M 17 10 22 5 6 4

4M 33 19 44 9 11 7

8sM 65 37 86 18 22 14

12M 97 55 129 26 33 21

16M - - - - - -

Figure 21. Cylinders Required to Contain a Dump Depending on Virtual Storage Size
FB-512 DASD Space: The amount of FB-512 type DASD space on the

{ CMS file system required for a processed virtual machine dump can be
calculated from the following formula:

P = S/4+5+R
where:

number of FB-512 DASD pages required. If there is a remainder, C
must be rounded up.

P

]

S = virtual machine storage size in K-bytes.

R = number of pages required for the appended load map. R is the number

of 4096-byte records occupied by the output of the MAP command of
IPCS.

.
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Planning for GCS

What GCS Is

The Group Control System (GCS) is another component of VM/SP. It
consists of a named, shared segment in storage that you can IPL and run in
a virtual machine. GCS provides a different type of execution environment
within that virtual machine than CMS provides. While CMS allows only
one active operation or task at a time, GCS does “multitasking.” The
multitasking services of GCS lets numerous tasks remain active in the
virtual machine at one time.

GCS also is a virtual machine supervisor. It bands many virtual machines

together in a group and supervises their operations. See Figure 22 on
page 105.
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<ImMmSOOMX

Shared VTAM

GCS Common Storage

(GCS Supervisor and Shared Free Storage)

GCS
Private

GCS
Private

GCS
Private

GCS
Private

cpP

Figure 22. A Virtual Machine Group and Supported Applications. This
diagram shows only conceptual relationships among the applications
and saved segments in storage. Actual storage layout may be
different for each installation. See Figure 32 on page 141 for the
actual layout.
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| What Applications GCS Supports

VTAM (Virtual Telecommunications Access Method)

The specific version of VTAM designed for GCS is ACF/VTAM Version 3
(for VM/SP). ACF/VTAM controls data flow between SNA network
devices and programs running in other group machines. Part of
ACF/VTAM provides a shared VTAM interface that other program
products like RSCS, NCCF, and NetView pass information through. (See
Figure 22 on page 105.) RSCS uses this shared VTAM interface to
communicate with SNA devices; NCCF and NetView perform network

management functions through it. For more information, see
ACF|VTAM General Information (for VM).

VSCS (VTAM SNA Console Support)

This is a VTAM component that lets SNA-connected terminals function
as virtual machine consoles. VSCS succeeds the earlier VM/VCNA
product, and makes a guest System Control Program (SCP), like VSE or
VS1, unnecessary. For more information, see ACF/VTAM General
Information (for VM).

SSP (Systems Support Program)

With GCS, parts of SSP are VTAM subtasks. SSP performs utility
functions for the SNA network’s communication control unit. Actually,
SSP aids the Network Control Program (NCP), which governs the
communication control unit. That control unit, in turn, manages

network lines and routing of data. For more information, see
ACF|VTAM Network Program Products Planning.

RSCS (Remote Spooling Communications Subsystem) Networking
Version 2

RSCS Version 2, designed as a GCS application, runs in a group virtual
machine and relies on ACF/VTAM to help transfer information via the
SNA network. RSCS also can run in a group by itself, spooling files and
transmitting messages through non-SNA links. For more information,
see RSCS Networking Version 2 General Information.

NetView

NetView is an enhanced network management program. It is an optional
but recommended VTAM application that facilitates the operation and
control of a SNA network. It permits your network operator to control
any portion of the network regardless of its physical location. NetView
includes the function of the following network management products
that are also supported by GCS, plus enhancements in the areas of
function, usability, installability, and operability:

e NCCF
e NPDA (Network Problem Determination Application), and
| o NLDM (Network Logical Data Manager).

| For more information, see ACF/VTAM Network Program Products
| Planning.

Figure 23. Applications GCS Supports
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| How GCS Relates to CMS

GCS, like CMS, is a VM/SP component in Release 5. Although these two
components share a few similarities, they have very different functions.

For instance, while CMS allows one active operation at a time, GCS has a
multitasking capability (See “Multitasking” on page 116.) that lets complex
applications have many active tasks at one time.

GCS and CMS do provide some of the same macros and commands to
control applications. GCS supports more than seventy OS macros. Over 50
of them have CMS counterparts (though some of the supported parameters
differ), while the remaining macros are unique to GCS. CMS supports its
OS macros at the 0S/360 Release 21.7 level, while GCS supports its OS
macros at an MVS/SP 1.3.1 level. See the VM/SP Group Control System
Command and Macro Reference for a complete list of GCS macros.

| Likewise, some GCS commands resemble ones that exist in CMS. The
| following nine commands share the same or slightly modified formats in
[ both environments:

[ ACCESS GLOBAL QUERY
| DLBL ‘HX RELEASE
| FILEDEF OSRUN SET

| See VM|SP Group Control System Command and Macro Reference for the
| actual command formats.

| In addition, the VSAM interface supported by GCS is the same as the one
| used by CMS, with VSAM disks in VSE/VSAM format. In fact, the VSAM
| macros GCS uses reside in a CMS macro library named OSVSAM MACLIB.

I Also, GCS has many of the same REXX capabilities as CMS. The section
| entitled “Issuing Commands to GCS” on page 113 lists the exceptions.

Beyond these similarities and differences, GCS and CMS have another
relationship: GCS relies on CMS for its interactive capabilities. For
example, you have to complete the GCS build and installation process using
CMS. See the VM/SP Installation Guide for an explanation of the process.
Even after you have created GCS, you still need CMS for:

Editing, assembling, and link-editing GCS programs,
Initializing disks and creating catalogs (utility functions),
Creating VTAM’s network definition files,

Creating REXX files of filetype GCS (VM/SP System Product
Interpreter files),

Building VSAM saved segments, and

e Examining and printing dumped storage information.
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| The Virtual Machine Group

I

Building the Group

VM/SP or VM/SP HPO Release 5 with GCS installed contains a virtual
machine group operating environment. A “group” is one or more virtual
machines that have IPLed the same GCS shared segment. Members of a
group share:

e Common storage space,
e A common supervisor, and
e The ability to “talk” to each other.

GCS governs the group’s machines. It’s a base that holds the group
together and a supervisor that provides a variety of services for each
member machine. The type of services available depends upon the
“authorization” of individual group members. Unauthorized members run
only in problem state and are prevented from using certain GCS services.
Authorized members can run in supervisor state and use more GCS
services.

Figure 22 on page 105 shows the structure of a virtual machine group. The
virtual machine group, with built-in supervisor, supports a VM/SP
operating environment for programs, like VTAM, that once needed guest
operating systems.

When you define and install GCS, you provide information that builds, or
configures, your group. This information goes into a group configuration
file that resides in GCS private storage. Some of your input to that file
includes:

A name for the supervisor (actually, your GCS system name),

Userids of machines authorized to run in supervisor state,

Addresses of disks you need to access,

A maximum group size,

The userid of one virtual machine, called a recovery machine, to “clean
up” group resources when other machines leave the group, and

o Names of other shared segments (like VTAM and others).

After you have built a configuration file and installed your GCS segment,
the GCS supervisor admits machines that IPL the shared segment, by name,
into the group. On a single VM/SP or VM/SP HPO system you can build
multiple GCS segments and multiple virtual machine groups.
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Joining a Virtual Machine Group

Once you have installed GCS and defined it as a named, saved system,
userids that have proper links can IPL it and share a group copy of the
GCS shared segment. Those userids then share access to GCS supervisor
code and common storage.

To join a virtual machine group, you log on and IPL the GCS shared
segment.10

Common storage is a read/write area with two parts:

e Common free storage
Contains free storage space for applications to use.

e Shared GCS code
Contains the group’s shared copy of GCS supervisor code, along with
control blocks and data that all members of the group share.

Communicating between Machines in a Group

Machines in a group communicate with each other through:

e JUCV (Inter-User Communications Vehicle)

IUCV handles communication between virtual machines within a
single VM system or between a virtual machine and a CP service.
See the VM System Facilities for Programming book for more
information on IUCV. In addition, it handles communications
between routines (“task-users”) within virtual machines. See
“Communicating through IUCV” on page 127 for details.

o APPC/VM (Advanced Program-to-Program Communication/VM)

is a means of communication between two virtual machines.
APPC/VM is mappable to the SNA LU 6.2 APPC interface and is
based on VM/SP IUCV functions. With the Transparent Services
Access Facility (TSAF) virtual machine component, APPC/VM
provides communication services within a single system and
throughout a group of virtual machines on different systems the
same way that IUCV provides them within a system. See
“Communicating through IUCV” on page 127.

10 To leave the group, you simply IPL another system or cause a reset. See
“What Makes a Machine Reset ?” on page 133 for an explanation of “resets.”
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AN
e CP Signal System Service "
~ Each machine receives a unique “signal ID” when it joins a group.
When one machine wants to exchange information with a second
group member, it:
1. Records this information in common storage, and
2. Notifies the second machine’s signal ID of the information
waiting in common storage.
Note: If you have many groups, and machines in one group want to
communicate with machines in another, they must use IUCV instead of the
CP Signal System Service. Although the CP Signal System Service
provides unique signal IDs within a group, it reuses the same IDs across
different groups. ’
£
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Authorization

Controlling Access to the GCS Supervisor

There are three-levels of authorization in the GCS environment. With each
increasing level of authorization, you receive a greater amount of access to
the GCS system. (The first level has the least amount of access. The third
level has the most, because it requires authorization at the previous two
levels.) You authorize who gets access to each level.

At level: Userids have access to:
1 The GCS supervisor and common storage
2 Supervisor State (and privileged GCS functions)
3 Certain restricted CP commands

The GCS supervisor is part of the GCS shared segment. Having access to
the supervisor results from being able to IPL the segment. So if you
prevent certain userids from IPLing your GCS system, you cut off their
access to the supervisor.

To issue an IPL command and successfully access the GCS supervisor, a
userid needs a link to your GCS system disk. You can establish this
required link to your GCS system with:

¢ A LINK directory statement, or
e A CP LINK command (issued by the userid’s virtual machine operator).

Only the userids you provide with LINKs will be able to IPL GCS.

Controlling Access to Supervisor State

Once a userid has access to the GCS supervisor, it will operate in problem
state unless you authorize it to run in supervisor state. You provide access
to supervisor state by:

e Authorizing the userid at build time

When defining the virtual machine group (see the VM/SP Installation
Guide) you provide a list of userids that will have access to supervisor
state and authorized GCS functions. The virtual machine associated
with an authorized userid is called an “authorized machine.” And any
applications that run under these authorized userids are considered
“authorized” too.

e Authorizing entry points
You can select a certain entry point, a location in a shared segment, to
run in supervisor state. (GCS’s AUTHNAME macro lets authorized

programs identify these authorized entry points.) A problem state
program can pass control to that entry point, which will run in
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supervisor state. The program later will regain control in problem
state.

Figure 24 describes how problem state and supervisor state differ:

Problem State Supervisor State

Both authorized and Only authorized userids
unauthorized userids can can run applications in
run applications in this this state.

state.

Userids in this state Userids in this state can
cannot use privileged GCS | use privileged GCS
functions or instructions. functions or instructions.

Userids can use only Userids can use storage of
storage having a storage any key.
protection key of 14.

Figure 24. Problem State Versus Supervisor State

Controlling Access to CP Commands

After IPLing GCS, many CP commands (like SPOOL, LINK, and
MESSAGE) will work without disrupting or affecting your system’s ability
to function. But some CP commands will harm your GCS code, and others
have limited usefulness.

The ADSTOP command and some forms of TRACE overlay instructions in a
virtual machine. If you set an ADSTOP or begin a TRACE at an address
within the GCS common area, it can change the instruction at that address
and affect the entire group. Because the PER command does the same job
without changing storage, you should substitute it in place of ADSTOP and
TRACE. Likewise, the CP commands BEGIN, DISPLAY, DUMP, STORE,
and VMDUMP permit you to view or alter common storage. Only certain
users who are responsible for maintaining and debugging your system
should be able to enter them.

With VM/SP or VM/SP HPO Release 5, you can make potentially harmful
CP commands unavailable to your GCS userids. You must either alter the
lists of commands in two existing privilege classes (A through H) or else
define two new privilege classes. Depending upon how you restructure
these privilege classes, you may have to change the “cl” parameter specified
on each GCS userid’s USER control statement in your directory.

Whether you choose to define new classes or alter existing ones, make sure
you end up with two privilege classes that contain the following:

1. CP debugging commands for authorized use only
This privilege class should include all current Class G commands,

except ADSTOP and TRACE. Assign it only to authorized userids
responsible for maintenance and debugging.
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| 2. General-use CP commands for unauthorized userids

This privilege class should include all current Class G commands,
except ADSTOP, TRACE, BEGIN, DISPLAY, DUMP, PER, STORE, and
VMDUMP. Assign it to unauthorized userids that don’t need
debugging commands.

Note: With this class assignment, unauthorized GCS users cannot use
the VMDUMP command. However, in case of an error, their virtual
machines need a way to dump storage. Instead of VMDUMP, they can
use the GDUMP command to dump storage and specify where it will go.
See the VM/SP Group Control System Command and Macro Reference
for the GDUMP command format.

| Console and Command Support

| Communicating through the Console

| Any VM/SP or VM/SP HPO supported terminal can be a GCS console
| (ASCII and 3270 devices included). GCS virtual machine operators use
| their consoles to communicate with:

[ e The GCS supervisor (via GCS commands)

| e Applications running in the machine (via application commands defined
l with the LOADCMD command in the VM/SP Group Control System
| Command and Macro Reference.

[ If the GCS supervisor or GCS applications want to communicate with a

| GCS virtual machine operator, they send messages to that operator’s

| console using the WTO (Write To Operator) and WTOR (Write To Operator
| with Reply) macros:

| WTO Writes a message to the console
| WTOR  Writes a message and adds a reply ID so the GCS virtual
| machine operator can respond. Unlike CMS, GCS lets programs

| keep running even though you might owe them many replies.

| See the WTO and WTOR descriptions in the VM/SP Group Control System
| Command and Macro Reference.

| Issuing Commands to GCS
| You can issue commands three ways:
| e Directly from the console, or

| e From a program, using the CMDSI macro, or
| e From a command file (EXEC).
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A command file contains a series of GCS commands and resides on a disk.
You invoke it with a console command or with GCS’s CMDSI macro or
from another command file. PROFILE GCS (if you have one) is a particular
type of command file that will execute automatically when you IPL your
GCS system.

Besides GCS commands, a GCS command file can contain REXX statements
and functions. The VM/SP System Product Interpreter processes these
REXX statements and, in fact, the entire GCS command file. Therefore,
most REXX capabilities you’re familiar with in CMS also apply with GCS.
The differences with GCS are:

¢ REXX programs (EXECS) have a filetype of “GCS.”

e Each task has its own program stack. With GCS, the program stack’s
primary use is for communication between EXECs. EXECs belonging to
the same program share data on the program stack. EXECs belonging
to different programs cannot. Moreover, because GCS console
management routines bypass the program stack, you cannot stack
commands there for execution.

¢ GCS has no external event queue (also called “terminal input buffer”).
If you issue PULL, and a task’s program stack is empty, you receive a
message at the console (via WTOR) asking for the necessary input.

o ADDRESS GCS replaces ADDRESS CMS. (REXX'’s default is
ADDRESS GCS.) It acts the same as ADDRESS CMS, providing full
command resolution, including execution of command files and implied
CP commands.

The ADDRESS COMMAND environment acts much as it does on CMS:
it executes host commands, but not command files or implied CP
commands.

® You can cancel command files using HX. The commands TS, TE, and
HI, which worked with REXX in CMS, have no support on GCS.

You can invoke REXX programs from assembier language programs
with the CMDSI macro. FILEBLK, a parameter on CMDSI, contains
the address of the file block. FILEBLK is useful for executing
in-storage command files, executing command files with filetypes other
than GCS, and establishing an initial subcommand environment.

¢ Non-REXX programs can share variables with REXX programs via the
EXECCOMM macro. GCS’s EXECCOMM macro has the same
capabilities as CMS’s EXECCOMM service.

e GCS supports external function calls if they’re written in REXX. It
does not support external function libraries, like RXSYSFN, RXLOCFN,
AND RXUSERFN.
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GCS supports subcommand environments (ADDRESS nnnn) set up
using LOADCMD. However, there is no facility like the “non-SVC fast
path” for issuing subcommands.

Note: EXECs cannot have the same names as the GCS “immediate
commands” ETRACE, ITRACE, HX, QUERY, REPLY, and GDUMP.
Immediate commands always execute first; therefore, an EXEC of the same
name would never execute. For more REXX information, see “REXX in the
GCS Environment” in the VM|SP System Product Interpreter Reference.

Processing GCS Commands

GCS processes commands much the same way as CMS does. Some
commands get:

Processed immediately

If you enter commands with the CMDSI macro or any one of these six
“immediate” commands:

ETRACE
QUERY

ITRACE HX
REPLY GDUMP

they do not get stacked, and GCS processes them right away, even if
you enter them while another command is being executed.

Stacked and wait their turn (regular procedure)

All commands you define with LOADCMD and all nonimmediate
commands you enter get processed serially. See the VM/SP Group
Control System Command and Macro Reference for the LOADCMD
command format. As soon as the current command finishes executing,
GCS processes the next command on the stack. The first command
entered is the first command executed.

Commands That GCS Supports: GCS supports commands that let you
define, start, terminate, and control an application. Five commands are
unique to GCS; nine others are existing or modified CMS commands:

Unique GCS Commands GCS/CMS Commands
ETRACE ACCESS
ITRACE DLBL
LOADCMD FILEDEF
REPLY GLOBAL
GDUMP HX
OSRUN
QUERY
RELEASE
SET

In addition, you can define your own “application” commands with the
LOADCMD command. See the VM/SP Group Control System Command

and Macro Reference for the LOADCMD command format. For a detailed
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Multitasking

explanation of each GCS-supported command, see the VM/SP Group
Control System Command and Macro Reference.

GCS provides multitasking services for multiple active tasks, as opposed to
CMS which supports only one active task at a time.

e What is a task?

A task is a single piece of work to be done, and, for the most part, an
independent routine. A program running in a GCS machine can spawn
a series of tasks, each with a specific job to do. Together, these tasks
contribute to the program, letting it accomplish its overall assignment.

e What is multitasking?

A program can have tasks that belong to it, and those tasks can have
numerous subtasks. With GCS, a single program can have many tasks
active at one time, even though the CPU can process only one task at a
time. Multitasking is the act of managing system resources for all
those tasks as they line up to run.

Adding and Discarding Tasks

A GCS program starts with one initial task. And that initial task can add
on additional subtasks using the ATTACH macro. Those subtasks, in turn,
can add more subtasks of their own. What results is a task hierarchy like
that shown in Figure 25 on page 117. All those tasks belong to one GCS
application program. They vie with each other for an opportunity to
execute in that application’s virtual machine.

Tasks use the following two macros for adding and discarding subtasks:
ATTACH To add on a subtask
DETACH To get rid of a subtask.

See ATTACH and DETACH in the VM/SP Group Control System Command
and Macro Reference for more information.
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Dispatching Tasks

Initial
Task
A
Subtask Subtask Subtask
B C D
Subtask Subtask Subtask Subtask
E F G H
Figure 25. Diagram of a Task’s Family Tree. Parent task A adds subtasks B, C, and D. Subtask B
becomes the parent of subtasks E and F. Subtask C has no offspring. Subtask D becomes the
parent of subtasks G and H.

To help GCS set up a task hierarchy, each task has a 2-byte task ID and a
1-byte dispatching priority number. Tasks that want to execute first
identify themselves with the task ID. And then, GCS sets the order of
dispatching according to the 1-byte dispatching priority number.

Tasks themselves determine dispatching priority numbers. Parent tasks
assign priority numbers to newly created subtasks. Subtasks’ priorities can
be the same, higher, or lower than their parents’. To change an existing
priority assignment, tasks must invoke the CHAP macro. CHAP works
only for:

® A task that wants to change its own priority
e A parent task that wants to change the priority of one of its attached

subtasks.

For more information, see the VM/SP Group Control System Command and
Macro Reference CHAP entry.

Tasks with the largest dispatching priority numbers have the highest
priority. Usually, dispatching follows the simple rule:

e High priority before low.
But exceptions do occur:

o When tasks have equal priority, the task dispatcher will keep timing
information about the running task. If the running task exceeds the
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time limits the task dispatcher will switch to a ready task of equal L ,
priority. e

o When the highest priority task cannot run, GCS dispatches the
next-highest, runable task.

Otherwise, when a task does get dispatched, it maintains control:

While disabled for interrupts, or

Until a higher priority task becomes ready to run, or
Until it terminates, or

Until it issues a WAIT.

I
® & o o

Terminating Tasks

Task termination has two facets:

1. What makes tasks terminate:

NORMALLY:
A task ends normally for one reason:

e It finishes its work and returns control to the GCS supervisor. The
supervisor or an exit routine (specified with the GCS TASKEXIT

macro) cleans up any resources the task was using. g

ABNORMALLY:
A task terminates abnormally (abends) because:

e It requests an abnormal termination with the GCS ABEND macro.!
e A parent task above it tetrminates. (When a parent task terminates,
its immediate subtasks and all their attached subtasks terminate

too.)

e Its parent task orders it terminated with a DETACH macro.

e The virtual machine operator cancels the entire application
program.

o The GCS supervisor cannot provide a requested service.

The supervisor or an exit routine (specified with the TASKEXIT or
ESTAE macro) cleans up any resources the abended task was using.

2. What happens because tasks terminate:

a. Tasks call exit routines.

11 When a task specifies ABEND with the DUMP option, it receives a dump of \\
its virtual machine.
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Coordinating Dependent Tasks

Programs running in authorized machines can set up termination
routines with the TASKEXIT macro. These routines reside in
shared storage so that they can serve any machine in the group.
When any task terminates, normally or abnormally, the GCS
supervisor calls these exit routines.

Not all terminations are final. GCS has procedures that permit
tasks to appeal abnormal terminations. Tasks can set up exit
routines that are local to their own virtual machine with the
ESTAE macro. These routines will clean up resources and decide
whether to uphold the abnormal termination. ESTAE lets an exit
routine, which you have written:

Perform some pretermination processing

Diagnose the cause of the abend

Continue normal processing at some retry point or,
Continue termination.

During the exit, an abended task can ask the GCS supervisor to let
it recover control and continue executing. GCS will invoke this
ESTAE exit for any abend, unless certain circumstances prevail.
See the “ESTAE” entry in the VM/SP Group Control System
Command and Macro Reference for more information.

GCS cleans up resources when tasks terminate:

Closing any files the task opened

Releasing any storage the task used

Releasing any locks the task held

Severing all IUCV paths the task established

Canceling any timer intervals the task set

Canceling resources the task requested via ENQ

Closing General 1/O devices the task opened and unlocking any

locked pages of storage

Canceling any replies from the operator that the task requested

via the WTOR macro

® Subtracting the task’s modules from running totals in storage
(program load count and use count)

o Un-defining any commands you defined with LOADCMD (only if

you terminated the task with an HX command).

Often, tasks depend on each other to get work done. For instance, one task
might have to stop running until a second task provides additional
information or service. When that “event” occurs, and the first task
resumes again, the two tasks have synchronized.

“Events” are important reference points for coordinating or synchronizing
tasks. Tasks plan their actions around events by using Event Control
Blocks (ECBs). An ECB is a word of storage that represents some event.

The two task management macros that use ECBs are:
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| e WAIT - Suspends the task until some event occurs, and
| e POST - Notifies the task that some event has completed.

For example, when a task has to wait for an ECB, it is suspended until a
POST macro is issued for that same ECB. A task can wait for a whole list
of ECBs. When any one of them gets posted, the task resumes. See
Figure 26.

Parent
Task A
begins
v
Task A
attaches
Task B
v
v
Task B
) begins
Task A |
issues '
WAIT
for ECB Task B
[ ends
!

l 2000000000000
| » System .

* issues POST e
| * on ECB .

I——> WAIT: POST: 4——-‘

Task A is waiting Tell Task A that

for event event occurred
AR ECB IR

(Represents an event)
Event: Task B completes

1
Task A,
notified of
event,
resumes

A

v

| Figure 26. How Tasks Can Use WAIT and POST Macros
| WAIT and POST work only among tasks in the same virtual machine. For

| more information on these macros, see the VM/SP Group Control System
| Command and Macro Reference.
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| Coordinating Shared Resources

| Sometimes tasks have to synchronize their use of a resource. A resource is
| something (perhaps a facility or service) that applications in a particular

| virtual machine need to use. Its assigned resource name has significance

| only within that virtual machine, and then only to the applications

| programmed to use it. When many tasks have to share such a resource,

| they coordinate their time using:

| e ENQ - Enqueues a request for control of a resource
[ o DEQ - Releases previously requested resource.

With an ENQ request, a task provides a resource name, identifying the
resource it wants to use, and specifies whether it can share that resource.
If a task cannot share the resource, it enqueues in exclusive mode,
requesting exclusive use of that resource. If it can share, it enqueues in
shared mode. Sometimes tasks have to wait so they each can take separate
turns using a particular resource. In other cases, many tasks share one
resource at the same time.

If a task has enqueued a resource in exclusive mode, any other task that
issues ENQ on that same resource must wait until the first task finishes.
After the first task issues DEQ, the second can take its turn. In addition, if
one or more tasks are already enqueued in shared mode, a new task cannot
gain control in exclusive mode. It will be forced to wait until the others
finish with the resource in shared mode.

| ENQ and DEQ apply only to tasks running in the same virtual machine.
| For more information on ENQ and DEQ, see the VM/SP Group Control
| System Command and Macro Reference.

| OS Management Services

| The OS management services (storage management, program management,
| and timer management) described in this section are GCS services that
| resemble (but do not duplicate) MVS functions.

| Storage Management

Each GCS machine in a virtual machine group has two storage areas:
private and common. Private storage is local to an individual machine and
not shared with other group members. This means that a program running
in a neighboring machine can’t use or change another’s private storage
area. Common storage, however, is shared in a read/write fashion with all
other machines in the group. Any program can use or look at
nonfetch-protected information in common storage. But only authorized
programs can obtain or otherwise modify storage space there.
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GCS uses storage keys to prevent unauthorized storage allocation. Any
program that wants to obtain storage must have a PSW key!? that matches
the storage key of the address range in question. Unauthorized programs,
for example, have PSW keys of 14. Therefore, they cannot obtain GCS
common storage which has a storage key of 0 (zero).

Obtaining Storage: A program or task that runs in a GCS virtual
machine can obtain or release storage space as the need arises. It does this
using GCS’s GETMAIN and FREEMAIN macros. With GETMAIN, the
task requests a certain-sized block of storage. GCS allocates the space and
passes the block’s address along to the task. Later, when the task no
longer needs that space, it issues the FREEMAIN macro and tells what
block it wants freed.

When a task requests a certain size of storage with GETMAIN, it also can
request other storage characteristics by specifying a subpool. A subpool is
a number between 0 and 255. This number characterizes storage as:

e Private or common,
e Fetch-protected or nonfetch-protected, and

o Task-related (automatically released when the task ends) or persistent
(retained after the task ends).

Assigning Storage Keys: When allocating storage, the GCS supervisor
assigns the address range a storage key that matches the requesting task’s
PSW key. There are sixteen possible storage keys for different types of
code. A storage area’s key depends upon what type of code it contains:

Key Type of Code

0 Saved segments and reentrant code (including GCS common
storage and other shared code)

1-13 Authorized (privileged) applications

14 Unauthorized (nonprivileged) applications
(also the starting key for authorized applications)

15 VSAM and BAM shared segments

Switching Keys: A program can obtain storage only in the key of the
PSW that it is running in. Authorized and unauthorized GCS programs
both start out with the same PSW Key 14. Thus, unauthorized programs
can secure only fetch-protected storage in Key 14. Authorized programs, on
the other hand, can allocate storage in any key, including both
fetch-protected and nonfetch-protected common storage.

12 Bits 8 through 11 in the PSW.
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An authorized program, running in supervisor state, can obtain storage in a
new key by changing its PSW key. This involves:

1. Specifying a new PSW key with the SPKA instruction, and
2. Allocating storage in the new key with the GETMAIN macro.

Program Management

Programs running on GCS can load and execute modules of code that were
assembled and link-edited under CMS. Some of these modules reside on a
disk in a load library. Others reside in saved segments that get linked
automatically when you IPL your GCS segment.

When a GCS program requests a module, the GCS supervisor first tries to
find one that was previously loaded in that program’s virtual machine. If
no usable copy is available, the supervisor tries to locate the module in one
of your system’s saved segments. (In either case, the supervisor will use a
copy where it locates one.) Failing to find it in a saved segment,!3 the
supervisor searches the load libraries specified by GCS’s GLOBAL
LOADLIB command. If the supervisor finds the module there, it loads a
copy into the program’s private storage area. See Figure 27 on page 124.

13 Each saved segment has a directory that was created with the CONTENTS
macro. The GCS supervisor searches these directories when looking for a
particular module.
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Figure 27. Obtaining Modules Requested by a GCS Program. Program X,
on the left, loads a copy of a module from a disk load library.
Program Y, on the right, shares a reentrant module in a saved
segment, using it where it exists without actually copying it.

£
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To load a module, a program can issue any of the following macros in

Figure 28:
Macro | Action 1 Action 2 Action on Return
LINK Finds and loads Passes control to | After the LINKed
a module (if it the loaded module runs, control

was not already
in storage)
containing a
specified entry
point.

module at the
specified entry
point.

returns to the program
that issued LINK. And
if no other program is
using that copy of the
module, GCS deletes it
from storage.

was not already
in storage)
containing a
specified entry
point.

module at a
specified entry
point.

LOAD | Locates and Returns the LOAD returns control
loads a module address of an to the program that
(if it was not entry point, issued it. The
already in associated with supervisor keeps track
storage). the loaded of the module’s
module, to the whereabouts until the
program that program issues
issued LOAD. DELETE.
XCTL | Finds and loads Passes control to | After the XCTLed
a module (Gf it the loaded module runs, control

does not return to the
program that issued
XCTL, but to the
program before that.

Figure 28. Loading Functions

Macros associated with these loading functions include:

BLDL

CALL

DELETE

Creates a directory entry list that contains information about
modules you expect to invoke. (It includes their names, what
load libraries they reside in, their disk addresses, and other

facts).

Passes control to an entry point in the same or different
control section (csect).

Releases a module from its caller’s control (and removes it
from storage if no other programs want to use it).

IDENTIFY Defines an entry point within a load module.

RETURN

SAVE

SYNCH

Returns control to the calling program.

Saves the contents of registers belonging to a program that is
calling another program.

Passes control to a program, in the same or different state, at a
specified entry point.
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Timer Management

For more detailed descriptions of each macro, see the VM/SP Group Control

System Command and Macro Reference.
Here are examples of how you might use the loading macros:
LOAD

Program 1 LOADs module A.
Program 1 gives control to module A with LINK or SYNCH.
Module A executes.

Program 1 regains control when module A finishes.
Program 1 DELETEs module A.

Ot o

LINK and XCTL

1. Program 2 LINKs to module B.

2. Module B executes and XCTLs to module C.

3. Module C executes.

4. Program 2 regains control when module C finishes.

Programs or tasks that run under GCS sometimes need the services of a
timer. A task, for example, may want to set a timer for a certain interval
and, when that interval is up, transfer control to an exit routine. Another
task might want to set a timer for a certain interval and then stop
executing until that interval expires.

GCS has three macros that let tasks define and manage time limits:
STIMER Lets you set a time interval by specifying:

a time length For the next 10 seconds, do this ...

a time-of-day At 09:30, do this ...

TIME Asks the GCS supervisor to provide the current time-of-day and
date. In effect, it asks the system, What time is it right now?

TTIMER Cancels any remaining interval (and exit routine) that was set
with the STIMER macro.

For more information and a detailed explanation of each macro, see the
STIMER, TTIMER, and TIME entries in the VM/SP Group Control System
Command and Macro Reference.
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The native GCS services described in this section make use of unique GCS
functions. Authorization provides the basis for service. Some functions
serve unauthorized programs running in problem state machines; other
functions serve only authorized programs running in supervisor state
machines.

Calling Authorized Programs

An unauthorized GCS program in problem state can transfer control to an
authorized program in supervisor state. When called, the authorized
program executes, beginning at an identified entry point in shared storage.
Upon finishing, it returns control to the unauthorized program.

This transfer of control involves two macros:

AUTHNAME The authorized program has to provide an authorized entry
point, identified with the AUTHNAME macro.

AUTHCALL. The unauthorized program calls and passes control to the
authorized one by issuing the AUTHCALL macro.

Figure 29 describes the AUTHCALL macro in more detail.

AUTHCALL does AUTHCALL does not
Cause an authorized Cause a task switch to
program to start executing | occur. (The same task is
at an entry point still running.)

identified with
AUTHNAME. The entry
point always receives
control in supervisor state

and Key 0.

Return control to the Let an unauthorized
calling program in its program execute its own
original state and key, code in supervisor state or
when the authorized Key 0.

program finishes.

Figure 29. The AUTHCALL Macro

Communicating through IUCV

GCS supports communication within a virtual machine, or between any two
virtual machines, at a routine-to-routine level. Task-users (routines
running within a task) communicate through IUCV with:

e Other task-users in the same machine,

e Tagk-users in other virtual machines on the same system, or
e CP.
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TN
GCS also supports communication between virtual machines within a group \\ v
of VM systems, or cluster. Each of these VM systems must have the
Transparent Services Access Facility (TSAF) virtual machine component
installed and running. For more information on installing TSAF see the
VM/SP Installation Guide. For more information on running TSAF see the
VM|SP Transparent Services Access Facility Reference. Task-users
(routines running within a task) communicate through APPC/VM with
resource task-users in:

e Same machine, or
e Other virtual machines in the same or different systems.

The target of an APPC/VM connection must be established as a resource.
See the VM|SP Transparent Services Access Facility Reference for details.

Task-users rely on two macros for IUCV and APPC/VM communications:
IUCVINI Initializes or terminates a task-user’s IUCV environment

IUCVCOM  Sets up, carries out, and terminates communications between
two IUCV users.

See the VM/SP Group Control System Command and Macro Reference for a
complete description of these macros.

To allow ITUCV and APPC/VM communication at the task-user level, GCS
provides:

RN

1. A “nonprivileged” IUCV interface for both authorized and
unauthorized task-users. This nonprivileged interface provides the
following support:

Functions Functions
provided: not provided:

ACCEPT DCLBFR (Declare Buffer)
CONNECT RTRVBFR (Retrieve Buffer)
PURGE (IUCV only) DESCRIBE (Describe)
QUERY SETMASK (Set Mask)
QUIESCE (IUCV only) SETCMASK (Set Control Mask)
RECEIVE TESTCMPL (Test Completion)
REJECT (IUCV only) TESTMSG (Test Message)
REPLY (JUCYV only)

RESUME (IUCYV only)

SEND

SEVER
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Performing 1/O

Note: The SEND function is used to issue all of the APPC/VM “SEND”
functions:

SENDCNEF,
SENDCNFD,
SENDDATA,
SENDERR, or
SENDREQ.

2. A “privileged” interface only for authorized task-users that specify
PRIV =YES with the IUCVINI SET function. With the privileged
interface, a task-user:

o Cannot issue IUCVINI REP to change its general exit
e Cannot issue IUCVCOM REP to change a path-specific exit

® Must use the IUCVCOM functions CONNECT, ACCEPT, and
SEVER to establish or terminate IUCV and APPC/VM paths.

e Can issue the following functions directly (without going through
the IUCVCOM macro):

IUCV PURGE IUCV REJECT
IUCV QUERY IUCV REPLY

IUCV QUIESCE IUCV RESUME
IUCV RECEIVE IUCV SEND
APPCVM QUERY APPCVM RECEIVE

APPCVM SENDCNF APPCVM SENDCNFD
APPCVM SENDDATA  APPCVM SENDERR
APPCVM SENDREQ

When a GCS program needs an I/O operation performed, it uses a function
called General I/O. The related macro, GENIO, provides six different
functions that an unauthorized application can use to execute virtual
channel programs on any real or virtual I/O device except DASD:

o Open Device (OPEN)

This function identifies a task as owner of a particular I/O device.
OPEN also requires the task to specify an exit. Whenever the task
receives an I/O interrupt from the device, this specified exit gets
control.

o Close Device (CLOSE)

This function ends a task’s ownership of a specified device. Once
closed, the device stops passing I/O interrupts to the specified exit.
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e Modify (MODIFY)

This function requests that an active channel program be modified. An
application first must modify the virtual channel program and then
issue MODIFY.

e Obtain Device Characteristics (CHAR)

This parameter returns information about an I/O device’s type, class,
model, and features.

e Start I/O (START)

This function starts a virtual channel program on an open device. (The
device may be either virtual or real.)

e Halt I/O (HALT)
This halts an operation on a given device, terminating any active I/O.

The GENIO macro also provides a function for authorized programs that
want to exegute real channel programs on real devices:

e Start real I/O (STARTR)

This starts a real channel program on an open real device. (The device
must be real.)

Executing Real Channel 1I/O Programs: Authorized GCS programs can
use real channel programs to move data between main storage and real I/O
devices (except DASDs). Real channel programs execute directly on the
real channel, without CP first translating them. Before you can execute
real channel programs, you need an authorized userid and a special entry in
your VM/SP directory. You make this entry by specifying the DIAG98
parameter on the OPTION directory control statement.

To execute real I/O, authorized programs use GENIO’s STARTR (start real)
function. For the most part, STARTR works much like the ordinary
START function for virtual I/O. However, with STARTR:

o CP does not translate the channel program before starting it.
e GCS issues a DIAGNOSE code X’98’ instead of an SIOF instruction.

For more detailed information on GENIO and its parameters, see the
VM/SP Group Control System Command and Macro Reference.
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Securing Pages of Storage

Manipulating Locks

An authorized program intending to perform real I/O using STARTR must
first build a channel program!¢ in real storage. In the process of building a
real channel program, the program must lock pages of virtual storage into
real storage. Later, it needs a way to unlock those pages.

The two macros that do this are:
PGLOCK Locks given pages of virtual storage into real storage
PGULOCK Unlocks pages that were fixed via the PGLOCK macro.

See the VM/SP Group Control System Command and Macro Reference for
more information on PGLOCK and PGULOCK.

Locks are controls that help authorized programs share resources. They
serve as warning signs that a particular resource is in use. There are two
kinds of locks:

Local Helps synchronize the use of resources within a virtual machine

Common Helps synchronize common storage among many virtual
machines.

The GCS supervisor uses the LOCKWD macro to manipulate these locks
and thereby regulate access to local resources or common storage. The
LOCKWD macro has parameters that:

e Identify a lock as local or common
e Test the common lock (to see whether it’s on or off)
e Specify whether the lock is to be acquired or released.

When a program or task wants to use a resource within its own virtual
machine, it uses the LOCKWD macro to acquire the local lock for that
machine. That action prevents all other tasks in the virtual machine from
running until the lock is released.

When a task wants exclusive use of common storage, it can acquire the
common lock for its virtual machine. First, a task has to acquire the local
lock before it tries to acquire the common lock. Next, the program should
use the LOCKWD macro to test the common lock’s availability. If another
virtual machine already has acquired it, the lock will be on. Until that
machine releases the lock, no other machine will be able to acquire it. In
the meantime, if a program tries to acquire the common lock when it’s
already on, the GCS supervisor will suspend the requesting program until
the lock gets turned off. As soon as it’s off, LOCKWD informs the waiting

14 For information about building channel programs, see the chapter titled
Input/Output Operations in the System/370 Principles of Operation.
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machine that the common lock is available. This serializes (or

synchronizes) group use of common storage. NS

See the VM/SP Group Control System Command and Macro Reference for a
detailed explanation of the LOCKWD macro.

| Validating Requests for Storage Access

An authorized program can validate another program’s request for storage
access. The authorized program uses the VALIDATE macro to check input
(a parameter list, for example) from the other program. VALIDATE
compares the other program’s PSW key with the storage key of the storage
area to be accessed. If those two keys match, the authorized program will
honor the storage access request,® for both read and write access. If the
keys are different and the storage is nonfetch protected, the authorized
program will allow read access only.

See the VALIDATE entry in the VM/SP Group Control System Command
and Macro Reference.

| Scheduling Exits in Other Tasks

An authorized program can schedule an exit for any task in any group
machine. With the SCHEDEX macro, the program can preempt a specific
task and arrange for a designated exit routine to assume control. Instead of
the task getting dispatched (providing that it is not disabled), the exit

routine gets control in supervisor state and with a PSW key of 0 (zero). ,'

After scheduling the exit, the authorized program continues executing.
And after the exit routine finishes, GCS lets the interrupted task continue
executing. See SCHEDEX in the VM/SP Group Control System Command
and Macro Reference.

| Establishing Exits for Group Members

Authorized programs can establish exits for the entire virtual machine
group. These exit routines must reside in storage that all machines in the
group can share.

e Machine exits

Authorized programs can use the MACHEXIT macro to set up exit
routines that will get control when any machine terminates or leaves
the group. These routines will execute in the group’s recovery machine.

Note: The recovery machine must be the first one to join your group.
It has responsibility for cleaning up system resources when other
machines using them reset. (See “What Makes a Machine Reset ?” on

15 The authorized program’s key does not need to match that of either the /{
unauthorized program or storage. As an authorized program, it can switch
itself to Key 0 and transfer data across the different key boundaries.

132 VM/SP Planning Guide and Reference

\/A./V \\ v



Planning for Other VM/SP Areas

| page 133.) This clean-up involves executing all currently existing exit
| routines set up with the MACHEXIT macro.

I If the recovery machine itself gets reset, the machines remaining in the
| virtual machine group will issue a CP SYSTEM RESET, which causes
| the entire group to reset.

| o Task exit routines
Authorized programs define task exit routines for programs in the same

(

l virtual machine group. Whenever a task in one of the group’s virtual
| machines terminates, a specified exit routine gains control. An
(
I

authorized program uses the TASKEXIT macro to identify the address
where that exit routine begins.

| e “Exits” to authorized entry points

| Defining an entry point does not define an “exit,” in the true sense of

| the word. However, when an authorized program identifies an entry

| point with the AUTHNAME macro (see “Calling Authorized Programs”
| on page 127), it resembles the act of identifying an exit routine’s

| address. For details on transferring control to authorized entry points,
| see the AUTHNAME and AUTHCALL entries in the VM/SP Group

| Control System Command and Macro Reference.

|  What Makes a Machine Reset ?

Logging off

IPLing another system (or re-IPLing GCS)
A machine check (under certain conditions)
Issuing certain CP commands:

| SYSTEM RESET

| SYSTEM CLEAR

| DEFINE STORAGE

| DEFINE CHANNELS
| SET ECMODE OFF

l SET ECMODE ON

| Data Management Services

I GCS applications can process CMS files, VSAM files, and CP spool files.

| With GCS’s data management services, applications can perform input,

| output, or update operations on a file, depending on whether it’s a CMS,

[ VSAM, or CP spool file. There are two types of data management services:

| 1. One type (resembling, but not duplicating, MVS/BSAM and
| MVS/QSAM services) that allows processing of CMS disk files and CP
| spool files

t 2. Another type (resembling, but not duplicating, MVS/VSAM services)
| that allows processing of VSAM files.
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| Processing CMS Files {
. N

| A GCS program processes CMS files using BSAM or QSAM macros. For

| GCS, these macros have unique constraints. In particular, GCS’s data

| management service supports only the “extended file system” format.

! GCS’s QSAM/BSAM data management service supports the following
| command:

| FILEDEF Defines CMS files and CP spool files.

[ GCS data management supports the following set of macros, at the MVS/SP
| 1.3.1 level:

| CHECK Wait for and test completion of a read or write operation
| (BSAM). o

| CLOSE Logically disconnect a file (BSAM and QSAM).
| DCB Construct a data control block (BSAM and QSAM).

| DCBD Provide symbolic reference to data control blocks (BSAM and
( QSAM).

| GET Obtain next logical record (QSAM).

| NOTE Determine relative position (BSAM).

| OPEN Logically connect a file (BSAM and QSAM).

| POINT Point to the relative position of a specific block (BSAM).

| PUT Write next logical record (QSAM).

| READ Read a block (BSAM). ‘
| SYNADAF Perform SYNAD analysis function (BSAM and QSAM). i\‘*' ’
| SYNADRLS Release SYNADAF buffer and save areas (BSAM and QSAM).

| WRITE Write a block (BSAM).

| Unlike CMS’s data management service, it does not let you use:

| e OS formatted files,

| & 800-byte block size disk format, or

| ® 2314 series disks.

| Nor does it allow:

| e File mode 4 (treated instead like file mode 1),
| e Spanned records,

o
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o Console or tape I/O, or
e Utility functions (like formatting disks, loading files from tape, editing
files, and others).

However, GCS’s data management does follow the same rules as CMS’s
when two or more virtual machines want to share the same disk.
Read/write privileges go to only one virtual machine at a time, while
multiple disk and minidisk users must share in read-only mode. For
detailed information about disk sharing, see the VM/SP CMS User’s Guide.

Sometimes two or more tasks within the same machine need to share a
single file. They can do this under two conditions:

1. If they concurrently open and use multiple Data Control Blocks (DCBs)
that refer to the same, shared file .

When many DCBs refer to a single file, the type of processing (input,
output, or update) decides what programming procedures you should
use. Figure 30 shows you the different types of processing and the
requirements that go along with each.

Type of processing: | Programming required:

INPUT Each task should issue READ and GET
requests as if no file sharing were taking
place. GCS keeps track of the read
pointers.

OUTPUT This sort of sharing is not supported for
multiple DCBs. Unpredictable results will
occur if you attempt it.

UPDATING (in Each task should issue ENQ before the
BSAM) READ macro. This helps serialize the
processing of each block of records.
Macros issued to complete the update are
WRITE, CHECK, and DEQ, in that order.
For more information on these macros, see
the VM/SP Group Control System
Command and Macro Reference.

UPDATING (in When updating a file, a task must avoid
QSAM) altering blocks containing records that
other tasks are updating. GCS has no
way of knowing whether different tasks
are processing discrete blocks.

Figure 30. Opening Multiple DCBs

Note: When you share a file with multiple DCBs, be sure you issue the
FILEDEF command only once for each ddname. If you need to issue
FILEDEF for the same ddname and same file later in the program, make
sure you specify the NOCHANGE option. See the VM/SP Group
Control System Command and Macro Reference for the FILEDEF
command format.

2. If they concurrently open and use only one shared DCB.

Chapter 4. Planning for Other VM/SP Areas 135



Planning for Other VM/SP Areas

| Processing CP Spool Files

| Processing VSAM Files

When tasks share a single DCB, GCS permits all three types of
processing (inputting, outputting, and updating). However, tasks have
to use the ENQ and DEQ macros to coordinate their activities. (See
“Coordinating Shared Resources” on page 121.) Because only one of
them can have controk at a time, the tasks must issue the ENQ macro
first (to take turns at getting control) and end with the DEQ macro (to
release control).

BSAM and QSAM functions allow GCS programs to process virtual reader,
printer, and punch files. Existing CP facilities, like CP Directory, DEFINE,
DETACH, SPOOL, TAG, and so on, define and manipulate the various unit
record devices.

Note: GCS programs cannot write to virtual readers, nor can they read
from virtual printers and punches.

GCS programs use VSAM macros supported at the MVS/VSAM Release 3.8

level, the same level as CMS. In fact, you’ll find them in a CMS macro

library named OSVSAM MACLIB. When you request a service with one of

these macros, it gets mapped to VSE/VSAM format and executed using

VSE/VSAM code.

GCS’s VSAM data management service supports the following command: s
DLBL Identifies VSAM files for I/O.

GCS data management supports the following macros:

ACB Generate an access method control block at assembly time.
CHECK Suspénd processing and wait for a request to complete.
CLOSE Disconnect a program and data.

ENDREQ Terminate a request.

ERASE Delete a record.

EXLST Generate an exit list.

GENCB Generate an access method control block, exit list, or request
parameter list at execution time.

GET Retrieve a record.

MODCB Modify an access method control block, exit list, or request o
parameter list dynamically. A
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OPEN Connect a program and data.

POINT Point VSAM to a specific record to be accessed.

PUT Store a record.

RPL Generate a request parameter list.

SHOWCB Display fields of a control block or list.

TESTCB Test values in a control block or list.

Note: The control blocks generated by the OS ACB, RPL, and EXLST
macros are converted from OS format to VSE format the first time that
these control blocks are used by GCS. Because of this, the TESTCB,
SHOWCB, and MODCB macros, rather than the OS mapping macros from
the OSVSAM macro library, should be used to get or modify data in these
control blocks.

Here’s some other VSAM information you should keep in mind:

e VSAM data management services support the CHECK macro and RPL’s
“ASY” option, but no asynchronous activity is performed.

o GCS does not support utility functions. You have to perform disk
initialization, catalog definition, and file definition (AMS functions)
under CMS.

e VSE/VSAM governs the sharing of VSAM data within a GCS virtual
machine. The way you define a VSAM file and the way you use it (for
input or output) determines how VSE/VSAM handles shared data. See
the VSE/VSAM Programmer’s Reference for more information.

e When a task terminates, GCS attempts to close all open ACBs that the
task opened.

Planning for GCS involves the following:

o Being familiar with the current procedures that tell how to plan for and
install shared segments

o Knowing the requirements of all products you plan to run on GCS
e Making entries in your VM/SP directory
o Reserving enough pages in storage to hold your GCS shared segment

® Preparing entries for your system name table (parameters for a
NAMESYS macro in DMKSNT)

e Rebuilding CP to accommodate modifications

e Defining your GCS configuration file with the GROUP EXEC.
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| Overview of GCS Storage Layout
VMSIZE

Common Free
Read/Write
Storage

Common
VMCBs L “Storage

Area

Common
Data Areas

GCS Supervisor
Code

Remainder
of
Private
Free Storage
Private
Free
Storage

Storage
Needed by
Applications

| Private
Storage

GCS Private
Storage
and
Data Areas

Virtual Machine

l Figure 31. GCS Storage Layout

GCS is divided into two pieces, private storage and common storage.
Private free storage should be contiguous to make the virtual machine more
efficient. Private storage is unique to each virtual machine that it is in,
but common storage is shared by all users in the group.
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Private Storage

Private storage is divided in'to two parts:

e GCS private storage

e Private free storage.

GCS private storage contains data areas and control blocks. These data
areas and control blocks include system pointers, work areas, and the
system configuration module. GCS private Storage begins at page 0 of the

virtual machine.

Private free storage is storage that is available for GETMAINs and is where
application programs are loaded.
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| Common Storage f’

A

[ Common storage is divided into many parts:
| e GCS supervisor code

| e Common data areas

| e VMCBs

| e Common free storage.

| GCS supervisor code is the part of common storage that contains all
| executable modules required to IPL GCS.

| Common data areas contains supervisor data that is shared between virtual
| machines.

| VMCBs, Virtual Machine Control Blocks, there is one for each virtual
| machine in the virtual machine group.

| Common free storage is storage that is used for GETMAINSs, some of this
I storage is taken for the trace table to be created.

[ Common storage is a shared read/write area of the virtual machine. It is

[ ideally located at the end of the virtual machine. By locating common

| storage at the end of the virtual machine you will avoid private storage

| fragmentation and will make the most efficient use of the virtual machine.

| Planning GCS Storage Layout

| In addition to calculating how much storage you need (See “Calculating
| Storage Requirements” on page 142), you also have to decide where to
| locate common storage in relation to private storage.

Common storage must begin at the same address for each group machine,
an address determined by the largest application storage area needed in the
group. Figure 32 on page 141 shows how the end of the larger application
area in Virtual Machine No. 2 (and the private free storage that extends to
a multiple of 4K) determines where private storage ends and common
storage begins.
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VMSIZE

VMSIZE

Common Free

Common Free

Read/Write Common Read/Write
Storage Storage Storage
and Area and
GCS Supervisor GCS Supervisor
Code Code
Private
Private Free Storage
Free Storage
! Storage Storage
Needed by the Needed by the
Application Private Application
Storage
| i GCS Private GCS Private
Storage Storage
: and and
\ o Data Areas L Data Areas

x'0’

Virtual Machine #1 Virtual Machine #2

| Figure 32. Ideal Locations of Common and Private Storage in Two Virtual Machine Group Members
[ By locating common storage above the largest application storage area, just
inside the virtual machine’s highest address (VMSIZE), you avoid

| fragmenting private storage.

ik,

| Note: GCS common storage must be located within the VMSIZE of both

| the VTAM machine and the recovery machine. That way, both machines

I will be the same size. And, in case of an abend during a real I/O operation,
I the recovery machine (with DIAG98 in its directory entry) will be able to

} unlock any pages of storage locked by VTAM.

[ GCS common storage may exist outside the VMSIZE of other machines in
| the group.

A—

Chapter 4. Planning for Other VM/SP Areas 141




Planning for Other VM/SP Areas

| Calculating Storage Requirements

The planning process involves calculating your GCS system’s storage
requirements. Later, you will use your findings to fill out parameters on
the NAMESYS macro in your system name table (DMKSNT), and to fill in
fields in the GROUP EXEC.

| Here are guidelines to consider when reserving storage space for each of
| your GCS virtual machines:

| Reserve space for private storage:
| 1. How much for GCS private storage?

| Six pages of GCS private storage should be enough to hold your

| group configuration file along with certain control blocks and

| work areas that only the GCS supervisor has read/write access to.
| Figure 72 on page 479 shows 6 pages (0-5 on the SYSPGNM

| parameter) that have been saved for this purpose.

| Let’s say you have a configuration file with five authorized userids
| and two shared segments. Such a file, together with the

[ supervisor’s control blocks and work areas, would fit within the

| 6-page (24K) estimate.

| Note: The space needed by the configuration file is your only

l variable here. (Most configuration files will take up less than 1K

[ of storage.) However, if you have an exceptionally large

| configuration file, with long lists of authorized userids and shared
| segments, you may need more than 6 pages of GCS private storage.

| If you need more pages, you must make sure the entry point
| CSIBUFND in the module CSIBUF stays within the pages that are
| saved.

| 2. How much private storage space for applications?

| Each machine will have a different-sized application space because
| different applications have different requirements.

You have to reserve application private storage space in 4K
increments. However, most application sizes may not be even
multiples of 4K. If the largest application code is not a multiple of
4K, you must round up to the next multiple of 4K and use this as
your private storage size. Therefore, remaining space, between
application code’s end and the last 4K boundary is extra private
free storage.
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GCS private storage 24576

(6 pages of 4K each) bytes
+

Largest contiguous block of storage needed

(determined by largest application run) bytes
+

Amount needed to round up to 4K bytes

Total

(Lowest possible beginning point for

Common storage) bytes

Some considerations when planning private storage include:

e Largest contiguous block of storage needed for application code

o Total amount of storage needed

e Location of GCS

e Location of other shared segments and DCSSs

e Size of the configuration module.

Reserve space for common storage:

Your common storage must be large enough to hold GCS supervisor

code, common free storage space, a trace table, and control blocks

required for each group member. Specifically, here’s what to consider:

1. How much space does the GCS supervisor code take up?
Approximately 252K. This amount should remain constant.
Doublecheck it, in your load map, after you have built your GCS

system.

2. How much common free storage do each of your GCS applications
require?

Some GCS applications will need common free storage space.
ACF/VTAM, for example, requires large amounts of common free
storage space for control blocks and buffers. (For the exact
amounts, see each application’s associated planning manual.)

3. How many virtual machines will you have in your virtual machine
group?

Each group member takes up one 24-byte control block (VMCB) in

common storage. So, the more members you have, the more blocks
you will have in common storage.
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4. What size trace table do you need?

Because the trace table also takes up space in common storage,
you have to decide how much “history” you need in your storage
dumps. The more applications you run and more activity you
require of the GCS supervisor, the larger you need to make your
trace table. The default size is 16K. :

Use the following formula to calculate your common storage size:

Common free storage

(Total needed by all group applications) bytes
+

Size of the supervisor 252K

(approximately 252K) bytes
+

Control blocks (VMCBs)
(One 24-byte block for each group member) bytes
+

Size of the trace table
(Default is 16K) bytes

Total
bytes

Creating an Entry in the System Name Table

Once you have calculated your storage requirements, you can create a GCS
entry in your system name table. If you are familiar with the process for
building shared segments, you know you must edit the system name table
(DMKSNT), define a new NAMESYS entry, and then assemble the revised
system name table. Appendix C, “Worksheet to Aid in Coding the
NAMESYS Macro” on page 479 shows a sample 16 NAMESYS entry for
GCS.

For an example of how DMKSNT can be changed, see the VM/SP
Installation Guide.

16 This DMKSNT entry is only an illustrative example. Your starter system Qs
contains a working sample.
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* GCS SPACE IS ALLOCATED ON 'VMSGCS (A 3350 DASD) AS FOLLOWS:
* CYL 01, PAGE 001 TO CYL 01, PAGE 120 (120 PAGES)
* CYL 02, PAGE 001 TO CYL 02, PAGE 120 (120 PAGES)
* CYL 03, PAGE 001 TO CYL 03, PAGE 023 (023 PAGES)
* TOTAL PAGES = 263 (INCLUDES 1 EXTRA PAGE FOR CP'S USE)
Khkkkkhkhkkhhhhhhkkhkhhhhhhhhhhhkkhkkkkhhhhhhkhhkhhhkkkkhdkhhkkhk k&
GCS NAMESYS SYSNAME=GCS,

SYSVOL=VMSGCS,

SYSSTRT=(01,001),

SYSPGNM=(0-5,1024~-1279),

SYSPGCT=262,

SYSHRSG=(64-79),

SYSSIZE=256K,

VSYSADR=595,

SYSCYL=085,

VSYSRES=VMSGCS,

VMGROUP=YES

EJECT

DDA DA XK K XXX

| Figure 33. Sample DMKSNT Entry for GCS.

| The NAMESYS macro has many parameters. These parameters are all

| important but GCS is especially sensitive to the following parameters:
| SYSPGNM, SYSPGCT, SYSHRSG, and VMGROUP.

| The following list describes each parameter on the NAMESYS macro:
| Parameter Explanation
| SYSNAME The name you give to your GCS system.

| SYSVOL The volume serial of the DASD you choose to receive the GCS
| shared segment. This must be a CP-owned volume.

| SYSSTRT The starting cylinder and page address on SYSVOL where GCS
| will be saved. ’

| SYSPGNM The page numbers to be saved. In this example, 6 pages (0-5)
| are saved for GCS private storage, while 256 pages (1024-1279)
| are saved for common storage. Page 1024 identifies where

| common storage is located, when multiplied as follows:

| x'400' Page number "1024" (in hexadecimal)
| A X x'1000' Size of 1 page (4096 bytes) in hexadecimal

| x'400000' Address where common storage begins
| SYSPGCT The total number of pages you want saved for GCS. This

| example shows 262 (equal to the number of pages specified on
| SYSPGNM).
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SYSHRSG A list of numbers identifying the shared segments that GCS
common storage resides on. You may specify the segment
numbers singly or in groups. For example, if you want to share
segment numbers 0, 2, 4, and 64 through 79, use the format:
SYSHRSG = (0,2,4,64-79),. You obtain these shared segment
numbers by dividing the first page number of common storage
(“1024” from SYSPGNM) by 16 (the number of pages per
segment). In this case:

1024

16

That gives you the first segment number 64. It will hold 16
pages (1024-1039). The next 16 pages (1040-1055) will go on
segment 65, and so on. Each shared segment is 64K long (4K x
16 pages).

SYSSIZE The minimum amount of storage GCS requires to run.

VSYSADR The virtual address of the system disk. (You will have to give
each userid a link to this disk before it can IPL your GCS
segment.)

SYSCYL  The cylinder address of the minidisk where GCS will be saved.

VSYSRES The volume serial of the DASD where GCS will reside.

VMGROUP A signal that this system has a virtual machine group
associated with it, and any userid that wants to IPL it must be

linked to the disk specified on VSYSADR. Specifying “YES”
automatically implies that PROTECT = OFF.

Preparing to Build Other Shared Segments

The process for setting up a shared segment for use with GCS involves
making decisions similar to those you make when setting up and defining
other shared segments or saved systems.

For a user-defined shared segment to be usable in GCS the various entry
points it contains must be defined in a directory. This directory contains
the name of each entry point in the saved segment mapped to its address.
Use the CONTENTS macro instruction to create such a directory. See the
VM|SP Group Control System Macro Reference for more information on the
CONTENTS macro. To build a shared segment for GCS, you must:

1. Create a NAMESYS entry for the segment in the system name table
DMKSNT. (See “Creating an Entry in the System Name Table” on
page 144 and “Preparing the System Name Table File (DMKSNT)” on
page 419.)
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2. Create a directory for the segment with the CONTENTS macro. (See
the VM/SP Group Control System Macro Reference for a description of
the CONTENTS macro.) This directory will reside in its own module
and will contain the name and entry point of every routine in the
segment.

3. Load this directory module, followed by all the other modules you want
in the segment, at the desired location in storage. Use the CMS LOAD
command with the ORIGIN option.

4. Set the segment’s storage key using the SETKEY command.

5. Issue the CP SAVESYS command to actually save the segment you
have built.

See Chapter 10, “Preparing the System Name Table File (DMKSNT)” on
page 411 for more detailed information on shared segments.

There is another type of shared segment known as a Discontiguous
shared segment, these segments cannot be located within the virtual
machine. These segments must remain outside (or “discontiguous” from)
the boundaries of your GCS virtual machines. If you want to build a
discontiguous shared segment, simply follow the procedures described in
Chapter 10, “Preparing the System Name Table File (DMKSNT)” on

page 411 and the VM/SP Installation Guide . Unlike the procedure for
building other GCS segments described in “Preparing to Build Other Shared
Segments” on page 146, you do not create a directory module using the
CONTENTS macro.

Figure 34 on page 148 shows space reserved for discontiguous CMSBAM
and CMSVSAM shared segments beyond the address where common storage
ends.
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CMSBAM Shared Segment
(Contains VSE Simulation
Routines Used by VSAM)

\ Discontiguous
Shared Segments

i m . CMSVSAM Shared Segment

VTAM Shared Segment

VMSIZE

Shared Segments
r Within
the VMSIZE

GCS Common Storage

/

[ Figure 34. Sample Layout of Shared Segments

Both GCS and CMS share the same CMSBAM and CMSVSAM segments.
However, GCS does not require the CMSDOS and CMSAMS segments for
VSAM. See the VM/SP Installation Guide for information on how to build
VSAM. ¢

| Rebuilding CP

Once you have edited and assembled the system name table (DMKSNT), you
have to rebuild CP to put your modifications into effect. For instructions
on rebuilding CP, see the VM/SP Installation Guide. After rebuilding CP,
you have to IPL CP and re-IPL. CMS before you can go on to define your
GCS group environment.

| Making VSAM Available to GCS

If you want your GCS applications to use VSAM data sets, you must install
the VSE/VSAM product. You add VSAM to your system configuration as
another shared segment. Its installation follows the same steps described in
the VM/SP Installation Guide. Once installed, both your CMS and GCS
applications can access VSAM data sets.
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| Authorizing Access to Supervisor State

I
|
l
|
|
|
|

You can control access to supervisor state by revising your list of
authorized userids with the GROUP EXEC. Invoke the GROUP EXEC, and
go to the screen marked “Authorized VM Userids.” Follow the directions
there for adding, changing, or deleting entries. By doing that, you can
provide or deny userids access to supervisor state and authorized GCS
functions. After making changes with the GROUP EXEC, generate an
updated GCS nucleus. ‘

Authorizing Access to GCS

After you have installed your GCS segment, you can still control who has
access to it. On one level, you decide which userids can IPL the GCS
system: either you provide them with a link to the GCS 595 system disk, or
you remove that link. Specifying a LINK statement in each userid’s VM/SP
directory entry helps automate the process. In addition, specifying
ECMODE on the directory entry’s OPTION statement eliminates the need
for manually setting ECMODE ON before IPLing a GCS segment.

Authorizing Commands for Virtual Machines

If you add or delete authorized userids with the GROUP EXEC, you will
probably need to change their privilege classes too. For example, to
protect GCS code, you have to limit what CP commands unauthorized
userids have access to. On the other hand, you might want certain
authorized userids to have access to all available CP commands. By
changing the privilege class specified on userids’ USER control statements
in the VM/SP directory, you affect which CP commands they can use.

You should restructure your system’s privilege classes so that two like
these are available:

1. A privilege class for authorized userids
This class should be for GCS userids that need to use the CP
debugging commands BEGIN, DISPLAY, DUMP, PER, STORE,
and VMDUMP. It should give access to all current Class G
commands except ADSTOP and TRACE.

2. A privilege class for unauthorized userids
This class should be for GCS userids that do not need to use
debugging commands. It should give access to all current Class
G commands except ADSTOP, BEGIN, DISPLAY, DUMP, PER,
STORE, TRACE, and VMDUMP.
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| Authorizing Machines for Real 1/0

l You choose whether your GCS machines will use real channel programs to

| drive real, attached I/O devices. The recovery machine, for instance, should
| be authorized to use real I/O. To authorize a virtual machine for real I/O,

l you have to change your VM/SP directory and specify the parameter

| DIAG98 on the OPTION control statement. (See Chapter 7, “Creating

[ Your VM/SP Directory” on page 245 for more information).

| Using VMSAVE

| Another parameter you may want to specify on the OPTION directory

| control statement is VMSAVE. This parameter saves a virtual machine’s

| storage if that machine or the entire system terminates for any reason other
| than logging off.

| If you use VTAM with GCS, you may want to dump a copy of your GCS

| machines storage contents in the case of a CP ABEND. VMSAVE can

| help. If you have the required DASD space available for each virtual

| machine you want to save, then it will save all or just selected pages of

| each virtual machine in that space. To access the information copied and
| saved, you must IPL the DASD location by name. In addition, you can

| print the information with either the DUMP or VMDUMP command. If

l you dump the information via VMDUMP, you can analyze it with IPCS

| (under CMS).

| If you do not specify VMSAVE in your OPTION directory control
| statement, you can activate it instead by issuing a CP SET VMSAVE
| command.

| Using AUTOLOG Functions

| To make use of the CP AUTOLOG function for GCS, you need to make a
| . VM/SP directory entry for each userid you want logged on automatically.

| The directory entry should look like this:

| IPL GCS PARM AUTOLOG
| where system name is the name given to your GCS system.

| Note: “PARM AUTOLOG” will not work properly if you try to issue it
| from an IPL instruction on your console’s command line. Use PARM
| AUTOLOG only in directory entries.

| If one userid has this entry in its directory, a second userid, having a

| privilege class of A or B, can log on the first one automatically with the CP
[ \ AUTOLOG command. (See the VM/SP Operator’s Guide for more

| information about AUTOLOG.)
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| Using A PROFILE GCS File

| You can identify load libraries and initialize GCS applications
| automatically in the PROFILE GCS. When you IPL your GCS system:

1. Saved segments (specified in your GCS configuration file) are linked to
your virtual machine.

2. Disks are accessed.

3. Disks are searched for a file of name and type PROFILE GCS, and if
there is one, it executes.l?

By setting up enough PROFILESs, you can automate logging and
initialization procedures for most of your virtual machine group. Because
the recovery machine must be the first to IPL GCS, you could give it a
PROFILE that would automatically log on all other group members that
have IPL GCS PARM AUTOLOG specified in their VM/SP directory
entries. Be sure to assign the recovery machine a privilege class of either
A or B so that it has authorization to issue the CP AUTOLOG command.

| By defining an “AUTOLOG1” userid in your VM/SP directory, you can
| have it automatically log on the recovery machine as well. See the VM/SP
| Operator’s Guide for more details.

| If you set up a PROFILE GCS, you cannot prevent it from 