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Preface

This publication provides the IBM system hardware and software support
personnel with the information needed to analyze problems that may occur
on the IBM Virtual Machine/System Product (VM/SP).

How This Manual is Organized

This manual is one of two volumes:

e Volume 1. VM/SP Control Program (CP)
e Volume 2. VM/SP Conversational Monitor System (CMS).

Each volume contains logic description for the designated components of
VM/SP. Each of these volumes is divided into four sections: Introduction,
Method of Operation and Program Organization, Directory, and Diagnostic
Aids.

The introduction describes VM/SP, program states, how to use processor
resources, functional information, performance guidelines to follow, and CP
interruption handling.

The method of operation and program organization sections contain the
functions and relationships of the program routines in VM/SP. They
indicate the program operation and organization in a general way to serve
as a guide in understanding VM/SP. They are not meant to be a detailed
analysis of VM/SP programming and cannot be used as such.

The directory contains a table of the CP modules and their entry points.

The diagnostic aids sections contain additional information useful for
determining the cause of a problem.

Appendix A contains a description of VM/370 Extended Control-Program
Support (ECPS: VM/370) that is used with VM/SP.

Appendix B describes VM/SP support for the IBM 3850 Mass Storage
System (MSS).

Appendix C discusses MVS/System Extensions and MVS/System Product
support.

LY20-0892-4 © Copyright IBM Corp. 1980, 1986 Preface 11l
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How To Use This Manual

e Isolate the component of VM/SP in which the problem occurred.

e Use the list of restrictions in VM/SP System Messages and Codes to be
certain that the operation that was being performed was valid.

e Use the directories and use the VM/SP Data Areas and Control Block
Logic Volume 1 (CP) to help you to isolate the problem.

e Use the method of operation and program organization sections, if
necessary, to understand the operation that was being performed.

1V System Logic and Problem Determination (CP) LY20-0892-4 © Copyright IBM Corp. 1980, 1986
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‘ Part 1: CP Introduction

This part contains the following information:

VM/SP

Program States

Using Processor Resources
Functional Information
Performance Guidelines

CP Interruption Handling.
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Chapter 1. VM/SP

The VM/SP Control Program manages the resources of a single computer in
such a manner that multiple computing systems appear to exist. Each
virtual computing system, or virtual machine, is the functional equivalent
of a single processor IBM System/370 system complex.

A virtual machine is configured by recording appropriate information in the
f VM/SP directory. The virtual machine configuration includes counterparts
of the components of a real IBM System/370:

A virtual operator’s console
Virtual storage

A virtual processor

Virtual input/output (I/O) devices.

CP makes these components appear real to whichever operating system is
controlling the work flow of the virtual machine.

The virtual machines operate concurrently via multiprogramming
techniques. CP overlaps the idle time of one virtual machine with
execution of another.

Each virtual machine is managed at two levels. The work to be done by the
virtual machine is scheduled and controlled by some System/360 or
System/370 operating system. The concurrent execution of multiple virtual
machines is managed by the Control Program.

VM/SP performs some functions differently when running in attached
processor mode or multiprocessor mode. For a description of the additional
processing performed when in attached processor mode, see “The Attached
Processor and Multiprocessor Environments” on page 226.

Introduction to the VM/SP Control Program

A virtual machine is created for a user when he logs on VM/SP, on the
basis of information stored in his VM/SP directory entry. The entry for
each user identification includes a list of the virtual I/O devices associated
with the particular virtual machine.

Additional information about the virtual machine is kept in the VM/SP

directory entry. Included are the VM/SP command privilege class,
- accounting data, normal and maximum virtual storage sizes, dispatching

L.Y20-0892-4 © Copyright IBM Corp. 1980, 1986 Chapter 1. VM/SP 3
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priority, and optional virtual machine characteristics such as extended
control mode.

The Control Program supervises the execution of virtual machines by:

o Permitting only problem state execution except in its own routines
o Receiving control after all real computing system interrupts.

CP intercepts each privileged instruction and simulates it if the current
program status word of the issuing virtual machine indicates a virtual
supervisor state; if the virtual machine is executing in virtual problem
state, the attempt to execute the privileged instruction is reflected to the
virtual machine as a program interrupt. All virtual machine interrupts
(including those caused by attempting privileged instructions) are first
handled by CP, and are reflected to the virtual machine if an analogous
interrupt would have occurred on a real machine.

Virtual Machine Time Management

The real processor simulates multiple virtual processors. Virtual machines
that are executing in a conversational manner are given access to the real
processor more frequently than those that are not; these conversational
machines are assigned the smaller of two possible time slices. CP
determines execution characteristics of a virtual machine at the end of each
time slice on the basis of the recent frequency of its console requests or
terminal interrupts. The virtual machine is queued for subsequent
processor utilization according to whether it is a conversational or
nonconversational user of system resources.

A virtual machine can gain control of the processor only if it is not waiting
for some activity or resource. The virtual machine itself may enter a
virtual wait state after an I/O operation has begun. The virtual machine
cannot gain control of the real processor if it is waiting for a page of
storage, if it is waiting for an I/O operation to be translated and started, or
if it is waiting for a CP command to finish execution.

A virtual machine can be assigned a priority of execution. Priority is a
parameter affecting the execution of a particular virtual machine as
compared with other virtual machines that have the same general execution
characteristics. Priority is a parameter in the virtual machine’s VM/SP
directory entry. The system operator can reset the value with the privilege
class A SET command.

Virtual Machine Storage Management

The normal and maximum storage sizes of a virtual machine are defined as
part of the virtual machine configuration in the VM/SP directory. You may -
redefine virtual storage size to any value that is a multiple of 4K and not
greater than the maximum defined value. VM/SP implements this storage

as virtual storage. The storage may appear as paged or unpaged to the
virtual machine, depending upon whether or not the extended control mode
option was specified for that virtual machine. This option is required if

4 System Logic and Problem Determination (CP) LY20-0892-4 © Copyright IBM Corp. 1980, 1986
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operating systems that control virtual storage, such as OS/VS1, VM/SP, or
VM/370, are run in the virtual machine.

Storage in the virtual machine is logically divided into 4096-byte areas
called pages. A complete set of segment and page tables is used to describe
the storage of each virtual machine. These tables are updated by CP and
reflect the allocation of virtual storage pages to blocks of real storage.
These page and segment tables allow virtual storage addressing in a
System/370 machine. Storage in the real machine is logically and
physically divided into 4096-byte areas called page frames.

Only referenced virtual storage pages are kept in real storage, thus
optimizing real storage utilization. Further, a page can be brought into any
available page frame; the necessary relocation is done during program
execution by a combination of CP page management and dynamic address
translation on the System/370. The active pages from all logged on virtual
machines and from the pageable routines of CP compete for available page
frames. When the number of page frames available for allocation falls
below a threshold value, CP determines which virtual storage pages
currently allocated to real storage are relatively inactive and initiates
suitable page-out operations for them.

Inactive pages are kept on a direct access storage device (DASD). If an
inactive page has been changed at some time during virtual machine
execution, CP assigns it to a paging device, selecting the fastest such device
with available space. If the page has not changed, it remains allocated in
its original direct access location and is paged into real storage from there
the next time the virtual machine references that page. A virtual machine
program can use the DIAGNOSE instruction to tell CP that the information
from specific pages of virtual storage is no longer needed; CP then releases
the areas of the paging devices which were assigned to hold the specified
pages.

Paging is done on demand by CP. This means that a page of virtual storage
is not read (paged) from the paging device to a real storage block until it is
actually needed for virtual machine execution. CP makes no attempt to
anticipate what pages might be required by a virtual machine. While a
paging operation is performed for one virtual machine, another virtual
machine can be executing. Any paging operation initiated by CP is
transparent to the virtual machine.

If the virtual machine is executing in extended control mode with translate
on, then two additional sets of segment and page tables are kept. The
virtual machine operating system is responsible for mapping the virtual
storage created by it to the storage of the virtual machine. CP uses this set
of tables in conjunction with the page and segment tables created for the
virtual machine at logon time to build shadow page tables for the virtual
machine. These shadow tables map the virtual storage created by the
virtual machine operating system to the storage of the real computing
system. The tables created by the virtual machine operating system may
describe any page and segment size permissible in the IBM System/370.

L.Y20-0892-4 © Copyright IBM Corp. 1980, 1986 Chapter 1. VM/SP 5
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Storage and Processor Utilization

The system operator may assign the reserved page frames option to a single
virtual machine. This option, specified by the SET RESERVE command,
assigns a specific amount of storage of the real machine to the virtual
machine. CP will dynamically build up a set of reserved real storage page
frames for this virtual machine during its execution until the maximum
number reserved is reached. Since the pages of other virtual machines
are not allocated from this reserved set, the effect is that most of the active
pages of the selected virtual machine remain in real storage.

During CP system generation, the installation may specify an option called
virtual =real. With this option, the virtual machine’s storage is allocated
directly from real storage at the time the virtual machine logs on (if it has
the VIRT =REAL option in its directory). All pages except page zero are
allocated to the corresponding real storage locations. In order to control
the real computing system, real page zero must be controlled by CP.
Consequently, the real storage size must be large enough to accommodate
the CP nucleus, the entire virtual =real virtual machine, and the remaining
pageable storage requirements of CP and the other virtual machines.

The virtual =real option improves performance in the selected virtual
machine since it removes the need for CP paging operations for the selected
virtual machine. The virtual =real option is necessary whenever programs
that contain self-modifying channel programs (excepting those of OS ISAM
and OS/VS TCAM Level 5) are to execute under control of CP. For
additional information on the virtual =real option, see VM/SP CP for
System Programming.

Virtual Storage Preservation

Virtual storage preservation support is designed to preserve the contents of
designated virtual machines if the system operator forces such a machine
off the system, if CP abnormally terminates it, or if CP itself abnormally
terminates.

At VM/SP system generation time, the user can specify which virtual
machines are to be saved. The contents of these virtual machines are
written out and saved in DASD space that must be previously allocated
during system generation; the sequence in which virtual machines are
saved can also be established. If a sequence for saving systems is not
defined, then the systems are saved in the order in which virtual storage
preservation was invoked for each. After the user logs on to the system
again, the saved DASD area is restored by issuing the Initial Program Load
(IPL) command, specifying the name of the defined DASD area. System
generation parameters also allow another designated user to IPL the named
SAVESYS area.

Either the VMSAVE directory option or the SET VMSAVE command may
be used for saving the contents of a specific virtual machine. The
VMSAVE facility can be nullified by SET VMSAVE OFF, SYSTEM
CLEAR, DEFINE STORAGE, or normal LOGOFF,

6 System Logic and Problem Determination (CP) L.Y20-0892-4 © Copyright IBM Corp. 1980, 1986
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The V=R area (if active) of the real machine is preserved if the system is
performing a warm start. The V=R area is cleared if the system terminates
to a hard wait state or if a different V=R user logs on.

You can specify multiple VMSAVE target areas (areas in which the virtual
machine is to be saved) for a single user; you do this by including in the
DMKSNT module more than one NAMESYS macro with the same

USERID = operand. Different target areas are required if a user wishes to
IPL a VMSAVE system and have the VMSAVE option enabled at the same
time. Once the VMSAVE is enabled, the IPL command cannot refer to the
area until a recovery operation has taken place. Similarly, if a VMSAVE
area currently contains a saved system, it can be released only by the user
who caused the system to be stored there. Until the user releases that area,
no other user can use it as a VMSAVE target area.

For more information on the VMSAVE facility, refer to VM/SP CP for
System Programming.

Virtual Machine I/0 Management

To decrease the size of the directory, commonly used control statements can
be contained in a directory profile. The profile is defined by a PROFILE
control statement, and each user entry may reference this profile via an
INCLUDE control statement. The advantage gained is that these
commonly used statements are defined only once (in the profile), instead of
several times (in each user’s entry).

A real disk device can be shared among multiple virtual machines. Virtual
device sharing is specified in the VM/SP directory entry or by a user
command. If specified by the user, an appropriate password must be
supplied before gaining access to the virtual device. A particular virtual
machine may be assigned read-only or read/write access to a shared disk
device. CP checks each virtual machine I/O operation against the
parameters in the virtual machine configuration to ensure device integrity.

Virtual Reserve/Release support can be used to further enhance device
integrity for data on shared minidisks. Reserve/Release operation codes are
simulated on a virtual basis for minidisks, including full-extent minidisks.
For details on Reserve/Release support, refer to the topic “Reserve/Release”
on page 122, located under “Scheduling I/O Requests” on page 118.

The virtual machine operating system is responsible for the operation of all
virtual devices associated with it. These virtual devices may be defined in
the VM/SP directory entry of the virtual machine, or they may be attached
to (or detached from) the virtual machine’s configuration, dynamically, for
the duration of the terminal session. Virtual devices may be dedicated, as
when mapped to a fully equivalent real device; shared, as when mapped to a
minidisk or when specified as a shared virtual device; or spooled by CP to
intermediate direct access storage.

In a real machine running under control of operating system (OS), I/O

operations are normally initiated when a problem program requests OS to
issue a START I/O instruction to a specific device. Device error recovery is

Chapter 1. VM/SP 7
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handled by the operating system. In a virtual machine, OS can perform
these same functions, but the device address specified and the storage
locations referenced will both be virtual. It is the responsibility of CP to
translate the virtual specifications to real.

In attached processor or multiprocessor environments virtual I/O can be
initiated by either processor; in attached processor systems all real I/O
requests must be executed by the main processor, and all I/O interrupts
must be received on the main processor (the processor with I/O capability).
Any I/O requests by the attached processor (the processor without I/O
capability) are transferred to the main processor. In a VM/SP
multiprocessor system, real I/O can be handled by both processors as both
processors have I/O capability.

In addition, the interrupts caused by the I/O operation (including channel
errors) are reflected to the virtual machine for its interpretation and
processing. If I/O errors occur, CP records them but does not initiate error
recovery operations. The virtual machine operating system must handle
error recovery, but does not record the error (if SVC 76 is used).

I/O operations initiated by CP for its own purposes (paging and spooling),
are performed directly and are not subject to translation.

See Appendix B, “VM/SP MSS Support” on page 409 of this volume for an
explanation of additional processing when the virtual I/O request results in
a real I/O request to a Mass Storage System (MSS) 3330V volume.

In most cases, the I/O devices and control units on a channel are shared
among many virtual machines as minidisks and dedicated devices, and
shared with CP system functions such as paging and spooling. Because of
this sharing, CP has to schedule all the I/O requests to achieve a balance
between virtual machines. In addition, CP must reflect the results of the
subsequent I/O interruption to the appropriate storage areas of each virtual
machine.

By specifying a dedicated channel (or channels) for a virtual machine via
the Class B ATTACH CHANNEL command, the CP channel scheduling
function is bypassed for that virtual machine. A virtual machine assigned a
dedicated channel has that channel and all of its devices for its own
exclusive use. CP translates the virtual storage locations specified in
channel commands to real locations and performs any necessary paging
operations, but does not perform any device address translations. The
virtual device addresses on the dedicated channel must match the real
device addresses; thus, a minidisk cannot be used.

8 System Logic and Problem Determination (CP) LY20-0892-4 © Copyright IBM Corp. 1980, 1986
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Spooling Functions

A virtual unit record device which is mapped directly to a real unit record
device is said to be dedicated. The real device is then controlled completely
by the virtual machine’s operating system.

CP facilities allow multiple virtual machines to share unit record devices.
Since virtual machines controlled by CMS ordinarily have modest
requirements for unit record I/O devices, such device sharing is
advantageous, and it is the standard mode of system operation.

Spooling operations cease if the direct access storage space assigned to
spooling is exhausted, and the virtual unit record devices appear in a
not-ready status. The spooling operator may make additional spooling
space available by using the class D SPTAPE command to dump output
spool files to tape. He can also use the SPTAPE command to retrieve those
files from the tape for output processing when spooling space requirements
are not critical. See the description of the SPTAPE command in the
VM|SP CP Command Reference for further information. In an extreme
situation, the system operator may make additional spooling space available
by purging existing spool files or by assigning additional direct access
storage space to the spooling function.

Specific files can be transferred from the spooled card punch or printer of a
virtual machine to the card reader of the same or another virtual machine.
Files transferred between virtual unit record devices by the spooling
routines are not physically punched or printed. With this method, files can
be made available to multiple virtual machines, or to different operating
systems executing at different times in the same virtual machine.

CP spooling includes many desirable options for the virtual machine user
and the real machine operator. These options include printing multiple
copies of a single spool file, and defining spooling forms, classes, and
destinations for the scheduling of real output. Each output spool file has,
associated with it, a 136-byte area known as the spool file tag. The
information contained in this area and its syntax are determined by the
originator and receiver of the file. For example, both the Remote Spooling
Communications Subsystem and the Remote Spooling Communications
Subsystem Networking program product expect to find destination
identification in the file tag, whenever an output spool file is submitted to
them for transmission to a remote location. Tag data is set, changed, and
queried using the CP TAG command.

It is possible to spool terminal input and output. All data sent to the
terminal, except for fullscreen output, can be spooled. Spooling is
particularly desirable when a virtual machine is run with its console
disconnected. Console spooling is usually started via the command

SPOOL CONSOLE START

An exception to this is when a system operator logs on using a graphics
device. In this instance, console spooling is automatically started and
continues in effect even if the system operator should disconnect from the

LY20-0892-4 © Copyright IBM Corp. 1980, 1986 Chapter 1. VM/SP 9
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graphics device and log on to a nongraphic device. In order to stop
automatic console spooling, the system operator must issue the command:

SPOOL CONSOLE STOP

If the system should suffer an abnormal termination, there are three
degrees of recovery for the system spool files:

e Warm start (WARM)
e Checkpoint start (CKPT)
e Force start (FORCE).

Warm start is automatically invoked if SET DUMP AUTO is in effect.
Otherwise, the choice of recovery method is selected when the following
message 1s issued:

START ((WARM | CKPT | FORCE | COLD)(DRAIN)) | SHUTDOWN):

Note that a cold (COLD) start does not recover any spool files.

After a system failure, the warm start procedure copies spool file,
accounting, and system log message data to the warm start area on an
auxiliary DASD. When the system is reloaded, this information is retrieved
and the spool file chains and other system data are restored to their
original status. If the warm start procedure cannot be implemented because
certain required areas of storage are invalid, the operator is notified to take
other recovery procedures.

Any new or revised status of spool file blocks, spooling devices, and spool
hold queue blocks is dynamically copied to checkpoint area on an auxiliary
DASD as they occur. When a checkpoint (CKPT) start is requested, this is
the information that is used to recreate the spool file chains. It differs from
warm start data in that only spool file data is restored; accounting and
system log message data is not recovered. Also, the order of spool files on
any particular restored chain is not the original sequence but a random
one.

A force start is required when checkpoint start encounters I/O errors while
reading files or invalid data. The procedure is the same as for checkpoint
start except that unreadable or invalid files are bypassed.

10 System Logic and Problem Determination (CP) LY20-0892-4 © Copyright IBM Corp. 1980, 1986
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CP Commands

CP Messages

The CP commands allow you to control the virtual machine from the
terminal, much as an operator controls a real machine. Each CP command
is defined by a COMMD macro entry in module DMKCFC. Entries for
logged-on users are placed beyond label COMNBEG1. Module DMKCMD
also contains COMMD macro entries for subcommands. The COMMD
macro has parameters defining command or subcommand name, class, type,
entry point label, and the label of valid subcommands in DMKCMD.

Virtual machine execution can be stopped at any time by use of the
terminal’s attention key (for 3066 and 3270 terminals, the ENTER key is
used); it can be restarted by entering the appropriate CP command.
External, attention, and device ready interrupts can be simulated on the
virtual machine. Virtual storage and virtual machine registers can be
inspected and modified, as can status words such as the program status
word (PSW) and the channel status word (CSW). Extensive trace facilities
are provided for the virtual machine, as well as a single-instruction mode.
Commands are available to invoke the spooling and disk sharing functions
of CP.

CP commands are classified by privilege classes. The VM/SP directory
entry for each user assigns one or more privilege classes. The IBM-supplied
classes are primary system operator (class A), system resource operator
(class B), system programmer (class C), spooling operator (class D), system
analyst (class E), service representative (class F), and general user (class
G). Commands in the system analyst class may be used to inspect real
storage locations, but may not be used to make modifications to real
storage. Commands in the operator class provide real resource control
capabilities. System operator commands include all commands related to
virtual machine performance options, such as assigning a set of reserved
page frames to a selected virtual machine. For descriptions of all the CP
commands, see the VM/SP CP Command Reference.

You can extend the eight IBM-defined classes to up to 32 classes by adding
an optional Class Control statement to the Directory. See the VM/SP CP
for System Programming and the VM|SP Planning Guide and Reference for
more information.

CP dynamically builds some of its messages in modules; these messages are
then issued directly from the modules. However, CP issues many of its
messages from a repository file.

CP dynamically creates a table for each language that a user sets. These
tables determine the page of the message repository that contains the text
associated with a particular message. Each table contains the range of
message-ids on each page of the repository and the corresponding virtual
address for that page.

The LANGBLOK contains the message table for a particular language.
One LANGBLOK exists for each language, and these are chained together.

LY20-0892-4 © Copyright IBM Corp. 1980, 1986 Chapter 1. VM/SP 11
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A user’s VMBLOK points to the LANGBLOK for the language set for the
user’s virtual machine session. Changing a language means changing the
pointer to the LANGBLOK in the user’s VMBLOK (the VMLANG field).

During system initialization, CP creates the LANGBLOK for the
installation default language’s message repository. This repository is part
of the CP nucleus, so virtual storage has already been allocated from the
SYSTEM VMBLOK for the pages of the repository. The installation
default language is always the first LANGBLOK in the LANGBLOK chain.

To handle an additional message repository for another language, CP
creates a new VMBLOK through the virtual buffer manager. This
VMBLOK has the userid LANGUAGE; it allows CP to access enough
virtual storage for the message repository pages.

Unlike the repository in the nucleus, message repositories defined in the
System Name Table (DMKSNT) must have virtual storage specifically
allocated. When building the LANGBLOK for a message repository defined
in the System Name Table (DMKSNT), CP allocates a virtual page from the
LANGUAGE VMBLOK for each page of the message repository on DASD.
CP then saves the virtual addresses in the LANGBLOK and initializes the
swap table entry for each virtual page using the DASD address indicated in
DMEKSNT.

When a message is to be issued for a user, DMKERM finds the appropriate
LANGBLOK; it then uses the table in LANGBLOK to get the virtual
address of the repository page containing the message text. For the
installation default language, CP uses information in the SYSTEM
VMBLOK’s page and swap tables to bring messages into real storage. For
other supported languages, CP uses information in the LANGUAGE
VMBLOK’s page and swap tables to bring messages into real storage.

The CP Message Repository

The message compiler, the GENMSG command, generates a pageable text
file from a message repository source file. The message repository text file
consists of a:

e Single general information page
e Variable number of data pages.

Information Page: The first page of a repository contains general
information about the repository. This information page is made up of an
identifier, a header, and table entries. CP uses the information on this page
to build various control blocks.

Figure 1 on page 13 shows the layout of the information page.

12 System Logic and Problem Determination (CP) L.Y20-0892-4 © Copyright IBM Corp. 1980, 1986
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MSGREP identifier | not used

Information used to build the
LANGBLOK control block =

Information used to build the
LANGNTRY extensions to the LANGBLOK

Figure 1. Information Page for a Message Repository

Identifier

The compiler sets the first six bytes of the information page to
“MSGREP.” This identifies the file as a message repository. The next
two bytes are unused.

Header

This information is used to build the control block for a language,
LANGBLOK. The compiler initializes this portion of the repository as
follows:

Label Value
LANGNEXT 0
LANGPAGE # of data pages in the file (which

corresponds to the # of table entries on the
information page).

LANGFLAG x'80"' for a DBCS repository
x'00' otherwise

LANGLOCK 0

LANGLANG 5 character langid, left justified, padded
with blanks

LANGVMBK 0

all reserved fields 0

CP initializes or modifies LANGNEXT, LANGFLAG, LANGLOCK, and
LANGVMBK as appropriate when it builds the LANGBLOK control
block for this repository.
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Table entries

These are used to build LANGNTRY extension on the LANGBLOK.
The compiler generates one table entry for each data page in the
repository; CP then builds one LANGNTRY extension to the
LANGBLOK for each table entry on this page.

The compiler initializes each table entry as follows:

Label

Value

LANGLOW  message-id of the lowest number stored on the data page

LANGHIGH message-id of the highest number stored on the data

page

LANGADDR 0

CP initializes LANGADDR when it builds the LANGNTRY extension.

Data Pages: All pages following the repository page are data pages. Data
pages contain CP error messages and responses. DMKERM references
these data pages in order to display CP messages. Each data page consists
of a header, message entries, and index entries. (Refer to Figure 2.)

10
18
20

F8

f

Header for message repository
data page

Message Entries =

Index entries (1 per message entry)

Figure 2. Data Page for a Message Repository

Header

The header on repository data pages is mapped by REPHEAD DSECT in
module DMKERM

Label

REPREP

Value

string identifying the page as part of the message
repository.

REPLANG string indicating the language. This should be 5 bytes,

with the language left justified and padded with blanks.
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REPAPPL string indicating this is a CP repository. The compiler
sets this to DMK for a CP message repository.

REPSUB substitution character that was specified in the message
repository source file.

REPHDRLN number of digits to display in the error message. (It is
specified in the repository source file; however, CP
ignores this value and always displays a 3 digit message
number.)

REPCNT number of message entries contained on this data page.

REPINXPT  displacement from the start of the 4K page to the index
portion of the data page.

REPTXTPT  displacement from the start of the 4K page to the text of
the first message on this data page.

REPDBCS indicates whether the repository is DBCS (x'80') or not
(x'00"').

Message entries

Message entries are grouped together and follow immediately after the
header. Message entries are variable in length; they consist of:

— An action character (1 byte)

— A length field, which indicates the length of the message text (1
byte)

— Message text.

Index entries

Index entries on repository data pages are grouped together and follow
the message entries. There is one index entry for each message entry
on the data page. Index entries are mapped by the MSGINDEX DSECT
in module DMKERM. They consist of:

— A message identifier
— Message number (2 bytes)
— Format number (1 byte)
— Line number (1 byte).

For example, X'00050201"' is message 5, format 2, line 1.

— The displacement from the start of the 4K page to the message entry
on the data page.

LY20-0892-4 © Copyright IBM Corp. 1980, 1986 Chapter 1. VM/SP 15
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Many CP modules call DMKERM to display error messages. Module
DMKERM builds the message-id from the input parameters and gets the
address of the LANGBLOK that identifies the message repository used for
the virtual machine. (The VMBLOK contains this LANGBLOK address.)

DMKERM then:

e Scans the LANGNTRY extensions to determine which data page of the
message repository has the message to be displayed

o Pages in the repository data page containing the message

® Does a binary search on the index to find the index entry for the

message to be displayed

® Gets the displacement to the message from the index entry

e (alculates the address of the message

e Sets up the message to be displayed.

Note: The message repository object file maintains 4K page boundaries:

® Message texts do not cross page boundaries.
o All lines of a multiple line message are on the same 4K page.
o All formats for a given message do not have to be on the same 4K

page.

16 System Logic and Problem Determination (CP)
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Chapter 2. Program States

When instructions in the Control Program are being executed, the real
computer is in the supervisor state; at all other times, when running virtual
machines, the real computer is in the problem state. Therefore, privileged
instructions cannot be executed by the virtual machine. Programs running
on a virtual machine can issue privileged instructions; but such an
instruction either:

e (Causes an interruption that is handled by the Control Program or,

e Is intercepted and handled by the processor, if the virtual machine
assist feature or VM/370 Extended Control-Program Support is enabled
and supports that instruction.

CP examines the operating status of the virtual machine PSW. If the
virtual machine indicates that it is functioning in supervisor mode, the
privileged instruction is simulated according to its type. If the virtual
machine is in problem mode, the privileged interrupt is reflected to the
virtual machine.

Only the Control Program may operate in the supervisor state on the real
machine. All programs other than CP operate in the problem state on the
real machine. All user interrupts, including those caused by attempted
privileged operations, are handled by either the control program or the
processor (if the virtual machine assist feature or VM/370 Extended
Control-Program Support is available). Only those interrupts that the user
program would expect from a real machine are reflected to it. A problem
program will execute on the virtual machine in a manner identical to its
execution on a real System/370 processor, as long as it does not violate the
CP restrictions. See VM/SP System Messages and Codes for a list of the
restrictions.
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Chapter 3. Using Processor Resources

Queue 1
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CP allocates the processor resource to virtual machines according to their
operating characteristics, priority, and the system resources available.

Virtual machines are dynamically categorized at the end of each time slice
as interactive or noninteractive, depending upon the frequency of
operations to or from either the virtual system console or a terminal
controlled by the virtual machine.

Virtual machines are dispatched from one of three queues:

e Queuel (Q1)
® Queue 2 (Q2)
e Queue 3 (Q3).

In order to be dispatched from one of these queues, a virtual machine must
be considered executable (that is, not waiting for some activity or for some
other system resource). Virtual machines are not considered dispatchable if
the virtual machine:

Enters a virtual wait state after an I/O operation has begun

Is waiting for a page frame of real storage

Is waiting for an I/O operation to be translated by CP and started
Is waiting for CP to simulate its privileged instructions

Is waiting for a CP console function to be performed.

Virtual machines in Q1 are considered conversational or interactive users,
and enter this queue when an interrupt from a terminal is reflected to the
virtual machine. The Q1 virtual machines are ordered in the dispatch list
by their deadline priorities. A deadline priority is a value calculated by the
fair share scheduler every time a user is dropped from a queue (queue drop
time). This value is based on paging activity, processor usage, the load on
the system, and user priority. Deadline priority is used to determine when
the virtual machine receives its next time slice. A particular virtual
machine’s deadline priority for Q1 will be better (earlier) than its
corresponding priority for Q2.

Virtual machines are dropped from Q1 when they complete their time slice

of processor usage, and are placed in an eligible list. Virtual
machines entering CP command mode are also dropped from Q1.

Chapter 3. Using Processor Resources 19
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Virtual machines in Q2 are considered noninteractive. Virtual machines
are selected to enter Q2 from the eligible list. The ordering of virtual
machines on the eligible list and the dispatch list is determined on the basis
of each virtual machine’s deadline priority.

There are two lists of virtual machines in Q2:

e Eligible list
e Dispatch list.

- Both lists are sorted by deadline priority. A particular deadline priority

depends on many factors:

The time of day the virtual machine last dropped from the dispatch list
The virtual machine’s user priority

The current load and number of virtual machines on the system

The current resource utilization of the virtual machine.

A virtual machine enters Q2 only if its working set size is not greater than
the number of real page frames available for allocation at the time. The
working set of a virtual machine is calculated and saved each time a user is
dropped from Q2. The working set size is a function of the number of
virtual pages referred to by the virtual machine during its stay in Q2, and
the number of its virtual pages that are resident in real storage at the time
it is dropped from the queue.

If the calculated working set of the highest priority virtual machine in the
eligible list is greater than the number of page frames available for
allocation, CP continues to search the eligible list, in deadline priority
order, for a virtual machine whose working set size does not exceed the
number of available page frames.

When a virtual machine completes its time slice of processor usage, it is
dropped from Q2 and placed in the eligible list according to its deadline
priority. When a virtual machine in Q2 enters CP command mode, it is
removed from Q2.

In CP, interactive virtual machines (those in Q1), if any, are normally
considered for dispatching before noninteractive virtual machines (Q2).
This means that CMS users entering commands that do not involve disk or
tape I/O operations should get fast responses from the VM/SP system even
with a large number of active virtual machines. All virtual machines (Q1
and Q2) on the dispatch list are ordered by their deadline priority. There
can be many instances where some virtual machines in Q2 are considered
for dispatching before virtual machines in Q1 because of their user priority,
current resource utilization level, or for other reasons.
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Queue 3
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Q3 is an extension of Q2 scheduling. It helps to distinguish between
noninteractive virtual machines and those that are frequently switching
back and forth between Q2 and Q1. Virtual machines that have cycled
through at least eight consecutive Q2 processor time slices without a Q1
interaction are labeled Q3. Q3 virtual machines are kept in the same lists
{or queues) as Q2 virtual machines and for most purposes are treated
identically. The differences between Q2 and Q3 virtual machines are
reflected in their deadline priority calculations and the amounts of such
processor time they are allowed in queue. Q3 virtual machines are allowed
eight consecutive Q2 processor time slices before they are dropped from
queue. Because of the eight-fold increase in processor time allowed each
time in queue, the scaled bias is multiplied by eight before adding to the
current time-of-day to form the deadline priority. Q3 virtual machines
should receive eight times as much processor time each time in queue as Q2
virtual machines, but only 1/8th as often.

To reiterate the Q1/Q2 statement that is also true for Q2/Q3: Operating
constantly in any queue, a virtual machine should receive the same amount
of processor resources over an extended period of elapsed time. This does
not necessarily mean that a virtual machine will perform the same when
operating in Q3 mode as when operating in standard Q2 mode. An amount
of overhead (roughly proportional to the small number of resident pages) is
used for each virtual machine when it drops from queue. When operating
in Q3 mode, a virtual machine may perform much better than in normal Q2
mode because it is undergoing fewer queue drops.

CMS BLIP Facility: The CMS BLIP facility causes CMS to perform a
write operation to the terminal after every 2 seconds of virtual processor
use. This feature effectively cancels Q3 use for normal, connected CMS
virtual machines, regardless of what types of programs they are running.
The CMS BLIP facility can be turned off with the CMS SET BLIP OFF
command or it can be disabled with the CP SET TIMER OFF command.

SET QDROP Option: If the SET QDROP userid command is issued for a
virtual machine, queue drop processing occurs, and the virtual machine’s
pages are not scanned or placed on the FLUSHLIST.

The USERS operand of the QDROP command provides for the temporary
propagation of the QDROP OFF status to any virtual machine
communicating via VMCF or IUCV to a (server) virtual machine. The
QDROP status for the served virtual machine remains in effect only while
messages are outstanding between it and the server machine.
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Chapter 4. Functional Information

The functional diagrams that follow describe the program logic associated
with various control program functions. Not all CP functions are
described. These functional diagrams are meant to describe the CP
functions about which you may want more detailed information if you are
debugging, modifying, or updating CP.

Figure 3 on page 24 and Figure 4 on page 25 describe the CP initialization
process.

Figure 5 on page 26 and Figure 6 on page 27 describe the real and virtual
I/O control blocks used by CP in its I/O control.

Figure 7 on page 28, Figure 8 on page 29, and Figure 9 on page 30 show
how CP handles SVC, external, and program interrupts.

The CP paging function is described in Figure 10 on page 31.

The CP spooling function (both virtual and real) is described in Figure 11
on page 32 and Figure 12 on page 33.

Figure 13 on page 34 shows how virtual tracing is performed.

Figure 14 on page 35 and Figure 15 on page 36 describe CP PER command
processing and CP PER interrupt processing.

Figure 16 on page 37 shows the steps involved in translating a virtual
address to a real address and gives an example of address translation.

Figure 17 on page 38 shows how SNA Consoles Communication Services
(SNA CCS) communicates with the VTAM SNA Console Support
(VM/VSCS) and with the rest of VM/SP.

Figure 18 on page 39 shows the structure of SNA Console Communication
Services (SNA CCS) control blocks.

Figure 19 on page 40 shows the structure of SNA DIAL control blocks.
The functional information contained in these diagrams is intended for

system programmers and IBM National Service Division program support
representatives.
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Input

IPL PSW

CPID not “CPCP* and not
"warm’’ (usually CPIO is zeros)

CPID = "cold"”

Process

|| gme

Load DMKCKP into location X'1000' +
DMKSLC

DMKCKP
Load DMKSAV

DMKSAV
Read in nucleus up to DMKSAV

DMKCPI

Call DMKSTA to intialize main storage

Call DMKAPI to start prefixing (AP/MP
only)

Call DMKMNITIC to mount I/O devices
DMKMNT calls DMKALO to process
CP-owned devices

Call DMKSEGCP to set up CP’s segment,
page, core, and swap tables

Build a LANGBLOK for the CP message

Output

|

repository that is in the nucleus
(installation default language)

Call DMKOPERC to locate the operator’s
console and to initialize the operator’s
VMBLOK

Call DMKTODIN to initialize the TOD
clock

Call DMKCPJNT to continue initializa-
tion

DMKCPJ

Call DMKWRMST to handle warm,
ckpt, force, and cold starts

Call DMKJDUMP to locate DASD
dump space

Call DMKOPELO to log on the operator

Call DMKOPEAC to AUTOSTART
monitor and AUTOLOG the AUTO-
LOGH1 virtual machine

DMKCPI

Go to dispatcher and wait for work

4 gL QO

CPID = ""cold"”

RDEVBLOKS marked if online

SEGTABLE, PAGTABLE,
SWPTABLE, CORTABLE

LANGBLOK set up for the
installation default language

Operator’s console address in
VMBLOK

TOD clock set

System warm start or ckpt data
rest

DASD dump space allocated

CPID = "CPCP"

NI jo £310doag — s[elLId)R\ PIsSUadI]

NEI JO S[eLIBIRY PordIsoy



9861 ‘0861 'd10) NI IYSLILdo) © $-3680-03A'T

uorjeuwrIoyuy [euonoun ‘§ Iodey)

<14

11818 WIBA OTJeWOINY pUe umopinyg waiskg °§ aandiyg

Input

Shutdown or
Shut down REIPL [raddr]

System abend

CPID = ""CPCP'’ for shutdown
or following dump to
printer or tape

CPID = ""warm’’ for shutdown
REIPL or following dump
to DASD

Process

L |

DMKCPS
Halt the system
Go to DMKDMPRS

DMKDMP
Dump storage to the dump device

DMKDMPRS
Load DMKCKP

DMKCKP

Read in DMKCKD, DMKCKF,
DKMCKH, CMKCKM, and
DMKCKN

Call DMKCKDEYV to drain 1/O inter-
rupts, and issue a HIO to each de-
vice

Call DMKCKFIL to checkpoint the
warm system

Call DMKCKM to save virtual mach-
ines enabled for VMSAVE

If CPID = ““CPCP"”, then load a wait state
PSW (code 008)
If CPID = "warm'’ then:
DMKCKP
_Load DMKSAV

DMKSAV
Processing continues as indicated
for DMKSAYV and DMKCPI (see
"Initialization on a cold machine,”
page 18) except that CPID =
"'wrm”’

Output

1!

G040

CPID = ""CPCP"’ for shutdown
CPID = "warm’’ for shutdown
REIPL [raddr]

CPID = ""CPCP”" after dump to
printer or tape and CPID =
""'warm'’ after dump to DASD

Log message, accounting data,
SFBLOKS, allocation
RECBLOKS, and SHQBLOKS
saved on warm start area of
SYSRES

Virtual machines saved

CPID = “SHUT"

CPID = "wrm”
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The real machine configuration is represented by
a set of related control blocks. These biocks are:
e in the VM/SP nucleus
® built from macros during system generation
e located at system IPL and initialized then for
operation.
There is one control block per channel, per control
unit, and per device.
The characteristics of VM/SP real 1/0 control are:
e Block multiplexing (BMPX) with RPS (Rotational Position
Sensing) is used.
e Multi-path scheduling is not used.
@ All I/0 operations are handled by VM/SP
scheduling and interrupt handling.

DMKRIOCT — real channel table1

XXXX — negative value (FFFF)
indicates that no channel exists
— positive value is an index
to the RCHBLOK

RCHBLOK — real channel block?

Relationship of Real 1/0 Control Blocks

DMKRIOCT (part of DMKRIO)
P ]
RCHBLOKs RCUBLOKs RDEVBLOKs
o
o]
e a3 = oA ]
a2 /
/
/
/

RCUBLOK — real control unit block?

RDEVBLOK — real device block®

Control Unit identification
Scheduling Control

Channel identification
Scheduling Control

Device identification.
Scheduling Control
Terminal Control
Spooling Control
Dedicated Control

xxXxX. | xxxx | xxxx [ xxx% |{ control Unit xxxx | xxxx [ xxxx. [ xxxx ?‘2"“ Error Recovery
- naex
XXXX! | XXXX: XXXX: |{ Index Table XXXX: XXXX | XXXX [{ Taple Allocation Control

| XXXX l if negative (FFFF), no
device exists
if positive, that value is
an index to RDEVBLOK

| XXXX! l if nega'tlve.(FFFF), no control
unit exists

if positive, that value is an
index to the RCUBLOK

1Fcrr a complete description of CP control blocks, see /BM Virtual Machine/System Product: Data Areas and
Control Blocks, Order No. LY20-0891.

Part of the RDEVBLOK pertains to functions that are
device independent, that part of the RDEVBLOK is used
in the same way for all devices. However, some of the
fields in the RDEVBLOK have multiple uses, depending
on the device type and function.
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The virtual machine configuration is represented by a set
of related control blocks. These blocks are:
e built by CP at LOGON from data in directory

o modified by user commands (for example, DETACH, LINK, DEFINE)

There is one control block per channel, per control unit, and per
device.

The characteristics of VM/SP virtual 1/O control are:

o BMPX (block multiplexing) is supported
RPS (rotational position sensing) is supported
the virtual machine operating system performs scheduling
VM/SP uses virtual 1/0 control blocks to
simulate real hardware interface
virtual unit record devices use VM/SP Spooling
virtual console is simulated on terminal
minidisks simulate DASD
dedicated devices are supported

VMCHTBL — virtual channel index table

VCHBLOK — virtual channel block®

Channel identification'
status

XXXX | XXXX | XXXX | XXXX
XXXX | XXXX | XXXX:| XXXX

| XXXX I if negative (FFFF), no control
unit exists

if positive, the value is an index
to the VCUBLOK

Relationship of Virtual 1/O Control Blocks

VMCHTBL (part of VMBLOK)

T ]

VCHBLOKs VCUBLOKs VDEVBLOKs
- o o "
L i = A
LN
kS

A\ f

VCUBLOK ~ virtual control unit block®

Control unit identification
status )
VDEVBLOK — virtual device block®

Device identification
Status pending

XXXX | XXXX [ XXXX | XXXX | ) pevice Positioning

XXXX Index Terminal control

i
XXXX Table Spooling control

if negative (FFFF), no device

exists

if positive, the value is an index
to the VDEVBLOK

RDEVBLOK Pointer

Part of the VDEVBLOK contains device independent
information and is used identically in all VDEVBLOKs.
However, some fields of the VDEVBLOKs have multiple
uses, depending on the device type.

1For a detailed description of the CP control blocks, see /BM Virtual Machine
/System Product Data Areas and Control Blocks, Order No. LY20-0891.
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SVC Interrupt
Process

Input!

[er1 ||

FOR SVC 76

GR2 |

svc VMESTAT
oLD
PSW VMBLOK

GR 15

D

[ A(CALLED ROUTINE)

e If DMKSVD determines that the SVC 76
parameters are valid, it calls DMKVER to build the
error record. If the parameters are not valid or if
DMKVER cannot build the error record, DMKSVD
reflects the SVC back to the virtual machine. If the
error record is recorded, DMKVER gives control to
the dispatcher with the user’s running status set to
return to the next sequential instruction following
the SVC 76.

A new save area is acquired
and passed on. The caller’s addressability
register (R 12), the save area address (R 13),
and the return address (SVCOPSW) are
saved in the new save area.

J'—j—

‘If PROBLEM MODE

e And ADSTOP SVC, simulate ‘ADSTOP’ to
virtual machine

e And an SVC 76, verify the parameters and
call DMKVER to build the error record.

o And virtual machine is in extended
mode and/or Page O is not in storage,-
reflect interrupt to virtual machine

e Otherwise, fetch Page 0, move CP PSW
to virtual SVCOPSW, and move SVCNPSW
to the CP PSW

o If supervisor mode, run user-LPSW

If SVC 0 (Impossible condition or fatal error),
dump the machine

If SVC 8 (Link Request),
pass control from one module to another

If SVC 12 (Return Request),
return control to calling module

If SVC 16, release Save Area

If SVC 20, get next save area for
calling module

If SVC 24, switch processing to
main processor

_::>
==

Output.
VMBLOK User Page PSA
VMPSW RUNPSW
SVC OLD PSW
SVC NEW PSW

=0

Caller’s return

GR 13 address and

‘base register
C: SAVE AREA OF
MODULE CALLED

SAVE AREA OF
CALLING MODULE

(D)

-0

e Control is returned to module issuing
SVC 16, rather than to calling module
as in SVC 12.

@ Return is to module issuing SVC 20.

Return is on other processor to

module issuing SVC 24,
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External Interrupt

Input

ety

Process

PSA (Prefix Storage Area)

> If TOD clock comparator interrupt

I X‘80"

INTEX + 1

o unchain from TOD clock comparator
e queue the related TRQBLOK
o place on dispatch queue
o set new clock comparator request
If CPU timer interrupt
e flag running user to be dropped from queue

If a Timer interrupt
o if supervisor mode, ignore Timer interrupt

o otherwise, save machine status

I EXOPSW |

If interrupt from the Console Interrupt Button (External)
® Set the disconnect flag in VMBLOK

Halt any outstanding 1/0

VMBLOK

RDEVBLOK (for
operator)

VMTERM

==

.
o Clear any outstanding console requests
o If the running user was not interrupted,

resume where left off by LPSW of External old PSW
Otherwise

External interrupt from control panel is used to disconnect
the system operator’s terminal. The system operator may
reconnect at any other terminal via the LOGON command.

GO TO
DISPATCHER

Output
GO TO VMBLOK
DISPATCHER VMGPRS
VMFPRS
“GO TO
DISPATCHER VMPSW
GO TO VMOSTAT
DISPATCHER
Q VMBLOK
—T—l VMOSTAT
> X‘10'
, VMTERM
RETURN
X“00°
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Input

Program Interrupt
Process

Output

Program Old PSW

> Determine machine mode and cause of interrupt

[ ]

PSA

INTPR

If in supervisor mode, go to DMKDMPDK
to take CP dump

If invalid operation, go to DMKPRGRF routine

> If recognizable privileged instruction,

VMBLOK

VMPSW

simulate it

If privileged instruction is not recognized,
issue SVC 0 and dump CP

If paging exception, call DMKPTRAN to
bring page with requested address

e into real storage.

If program interrupt occurs in virtual
problem mode, reflect the

e This is the entry point
to reflect SVC interrupts
(when DMKSVC could not
reflect it) and to reflect
privileged instructions that
cannot be simulated by
DMKPRVLG

e Invalid operation code
isin GR 0. The VMINST

field of the VMBLOK contains
the image of the privileged
instruction that caused the
interrupt

interrupt back to the virtual
machine

— R L |
‘ M Virtual Storage
GO TO VMBLOK 9
DMKPRGRF VMPSW
VMINST
SWPTABLE
DUMP
e mEA
VMBLOK User’s Page O
VMPSW
VMINST

GO TO
DISPATCHER
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input

o,

Request For
Real Storage Process

GR 2 REQUEST GPR1

Translate address

r J F/irtual Address] —
CORTABLE SWPTABLE
YES

Is requested page already in storage?
NO

CORFLAG SWPFLAG
Determine page selection.

SEGTABLE P ABLE

I——) Is page available from lists? ERYES
| |

PAGCORE FLUSHLIST

real page Release pages
address Allocate DASD space

—__—> FREELIST E

Output

PAGING

Schedule page 1/0

Mark page free

PAGING
DEVICE

Lock — if requested
Form address
Return to requestor

RETURN

e Bits defined for CORFLAG 6 Bits defined for SWPFLAG
CORIOLCK EQU X80’ Page locked for 1/0 SWPTRANS EQU X‘80’ Page in transit
CORCFLCK EQU X‘40' Page locked by console function | SWPRECMP EQU X‘40' Page permanently assigned
CORFLUSH EQU X'20° Page is in flush list SWPALLOC EQU X‘20' Page enqueued for allocation
CORFREE EQU X‘10’ Page is in free list SWPSHR EQU X110’ Page shared
CORSHARE EQU X‘08’ Page is shared SWPREF1 EQU X‘08’ 1st half page referenced
CORRSV EQU X‘04' Page is reserved SWPCHG1 EQU X‘04’ 1st half page changed
CORDISA EQU X‘'01’ Page disabled — not available SWPREF2 EQU X‘02' 2nd half page referenced

SWPCHG2 EQU X‘01° 2nd half page changed

DEVICE

GR 2 Real Address
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S10 From Virtual

Machine

Input:
GR2
[ Virtual CAW |
CCWs
Data

Process

Output

Virtual Storage

VDEVBLOK

VDEVSPL

VDEVCSW

DMKVSP

If spool file not open,

create VSPLCTL
get virtual buffer
save data in VSPLCTL

If Printer, Punch, or Console

get a work buffer

get virtual CCW

move logical record (CCW and data) from
spool buffer to work buffer

move data to user’s data area

post ‘interrupt’ pending and return to virtual machine -»DMKDSPCH

If a Card Reader

get a work buffer
get virtual CCW
move logical record (CCW and data) from
spool buffer to work buffer
move data to virtual data area
post ‘interrupt’ pending and return to virtual machine.

— Q)
—

DMKDSPCH

' Virtual console spooling is the same as printer spooling except that:
® A skip to channel ong CCW is inserted every 60 lines of output
@ The operator’s virtual console spool buffer is written for every 16 lines of output
® The Virtual spool buffer is written to the allocated spool device when the first CCW is
placed in the Virtual buffer. The buffer is kept in a pseudo closed state so that checkpoint
saves the buffer in the event of a system failure.

Real Storage

VSPLCTL | Free
Storage

WORK Area
f| BUFFER

Y

Dynamic
Paging
N Storage

User’s virtual machine
page containing the Data Area

SPOOL BUFFER

SPLINK

Read CCW

TiC

Data

Read CCW

TIC

Data

/
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Input

Interrupt From
Spool Device |

Punch/Printer

RDEVBLOK

RDEVSPL

SFBLOK

SFBUSER
SFBCLAS
SFBCOPY

/
SFBLOK

Get virtual buffer and read DASD page

Reconstruct CCWs in data page —:>
Create IOBLOK and chain CCWs ro IOBLOK

Schedule 1/O operation

When there is an interrupt from the
unit record device, get next DASD
page from chain

Process Output
Print
Find nonbusy unit record device Punch/Printer
; ; RDEVBLOK
Find SFBLOK for that device type 1OBLOK
Create RSPLCTL block and chain it to RDEVBLOK RDEVSTAT
RDEVTYC
Remove SFBLOK from chain and chain it to RSPLCTL
RDEVSPL

SPOOL BUFFER

If end of file

READER

10BLOK

10BCSW

DMKDSPCH

SPLINK
cews | Tic
Data’ ::>
ccws | Tic OR
Data

READER

Real Storage

SPOOL BUFFER

DASD Auxiliary Storage
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Entered From DMKCFM

Input After ‘TRACE’ Command  Process Output
Entered
DMKTRA VMBLOK
Pick up operands and options and check for validity e
__T ACE XXX
R If "OFF’ specified, turn off flags -DMKCFM VMTREXT
If ‘END’ specified, call
VMBLOK > DMKTRCPB to restore any instructions —$ VMTRCTL
VMTROTL altered by TRACE, turn off flags, and
return TREXT block to free storage ‘DMFCFM TREXT equal
VMTREXT Otherwise,
Issue ‘TRACE STARTED' message e TREXCTL1
Get trace control block and set VMBLOK .
pointer to it, if a trace control block does ‘DMKCFM TREXCTL2
not exist. Set trace flags. Call DMKTRCIT to TREXTERM
Entry via SVC 8] ?nmah_zg branch or full instruction tracing, TREXPRNT
if specified. TREXRUNF
Put trace prefix and type in output line
Convert binary addresses to hexadecimal (DMKCVT)
Get mnemonic for OP code, if applicable (DMKNEM)
Write trace line to output device
If ATTN was pressed or if halt after trace line was specified VMBLOK
enter console function mode and exit DMKCFMBK VMADSTOP
) RETURN TO
Entered from DMKCFM after Otherwise CALLER
‘ADSTOP’ command entered ADSTBLOK
DMKCFDAD
ADSTINAD
If “OFF’ specified, restore instruction and free work buffer “DMKCFM
Otherwise,
Get work buffer Virtual Storage
[ADsToP ADDREsSS | D Set VMBLOK pointer e —
Save instruction and its virtual address 0AB3 |
Replace instruction with SVC B3 *DMKCFM
Comments

‘If this turns off the last flag, then the TREXT block
is returned to free storage. If branch and instruction
tracing are both turned off, DMKTRCPB is called

to put back any instructions altered by TRACE.

e‘VMTRCTL and TREXCTL1 are identical.

Q Entry via SVC 8 as follows

External Interrupt
1/0O Interrupt

Program Interrupt
Privileged Instructions
1/0 Operations
Virtual and Real CSWs

Entry Point

DMKTRCEX
DMKTRCIO
DMKTRCPG
DMKTRCPV
DMKTRDSI
DMKTRCSW

From

DMKDSP
DMKDSP
DMKPRG
DMKPRV
DMKVIOEX
DMKVIOIN

SVC, branch or full
instruction trace

Restore user instructions
altered by tracing

Initialize instruction tracing

Entry Point  From
DMKTRCSV DMKPSA

DMKTRCPB DMKTRA
DMKTRCIT DMKTRA
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INPUT

Entered from
DMKCFM
after ‘PER’

command entered

PROCESS

OUTPUT

VMBLOK

VMTRCTL

VMPERCTL

__t\
—V

When the
virtual
machine is
dispatched

DMKPEI

If no PERBLOK exists, create one,
Pick up operands and options and check for
validity.
If events or options specified, then
1. Create a PEXBLOK for event
specified and save the options specified. (
2. Call DMKPELSD to apply the options
specified.
a. Call DMKPELCH to merge the
PEXBLOKS wherever possible.
b. Call DMKPELCR to compute the
PER control registers.

If SAVE was specified, then

1. Call DMKPENSYV to create a PESBLOK (e

and copy the current PEXBLOK chain,
a. Call DMKPELCH to merge the
PEXBLOKS wherever possible,

If GET was specified, then
1. Call DMKPENGT to replace the current
traceset with a copy of the named saved
traceset.
a. Call DMKPELCH to merge the
PEXBLOKS wherever possible,
b. Call DMKPELCR to compute the
PER control registers.
If END was specified, then
1. Call DMKPEND to release the trace
elements or tracesets indicated.
a. Call DMKPELCR to compute the
PER control registers,

If TABLE was specified, then
1. Call DMKPETAB to display the branch
traceback table.

)

)

—

"DMKDSP

If a current traceset exists, then DMKDSP loads
control registers 9, 10, and 11 from PERBLOK
when the virtual machine is dispatched.

VMBLOK

VMTRCTL

PERBLOK

CURRENT PEXBLOK Chain

VMPERCTL

PERCHAIN

> PEXNEXT

|-

PEXNEXT

PERSAVED

]

PESBLOK

——

PESNEXT

Saved PEXBLOK Chain

PESCHAIN

| PEXNEXT

—>

PEXNEXT

PESNAME

|

PESBLOK

PESNEXT

Saved PEXBLOK Chain

PESCHAIN

—1 PEXNEXT

1

PEXNEXT

PESNAME

Comments

0 Each trace element is represented by a PEXBLOK.

e The PEXBLOK s for each saved traceset are chained from a PESBLOK.
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PROCESS

OUTPUT

DMKPRG

If this is a PER interrupt, then
1. Save the PER event information

a. in the PERBLOK if CP PER is active

INPUT
DMKPRG entered via PSW swap as a
result of a program interrupt.
VMBLOK
VMTRCTL >
VMPERCTL DMKPRYV is entered via a GOTO
from DMKPRG to simulate privileged
instructions. DMKTMR is entered
via a GOTO from DMKPRV.
PERBLOK
When the virtual machine
PERADDR is dispatched.
PERCDE l

b. in the ECBLOK if user PER is active
2. Set PER pending flag (VMPERND)

DMKPRV, DMKTMR

If the instruction simulated by DMKPRV or DMKTMR alters
storage or a register and PER is active, then DMKPRV or
DMKTMR will simulate a PER event by loading the PER
event information into

1. the PERBLOK if CP PER is active

2. the ECBLOK if user PER is active

DMKDSP

If a PER interrupt is pending due to CP PER, then call
DMKPERIL and then turn off the PER pending flag.

If a PER interrupt is pending due to a user PER, then
reflect the PER interrupt to the user’s virtual machine.

Entry via SVC 08
from dispatcher.
DMKPERIL
Scan the PEXBLOK s in the current traceset to determine
if the PER interrupt satisfies the conditions in any of the
PEXBLOKs. If it does, then call DMKPETAL to display
the instruction.

[

A The instruction display.
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Virtual Address

] Segment I Page I Displacemenq

0

LOCATE THE
SEGMENT TABLE

Segment Table Registér (CR 1)

78 16

Segment Table
Origin

USE AS
E INDEX TO SEGMENT
TABLE ENTRY

25 26

Segment Table

Len | 0 | Page Table OriginT

LOCATE PAGE

TABLE
0 3478 30 31
USE AS INDEX
TO PAGE TABLE
ENTRY
Page Table

Block

Number Displacement

Example
Translate Virtual Address 0008D424 to Real Address
Virtual Address
00 08 l D l 424—|
Segment
Table Reg.
012460 Segment Table
F0014440
’ (X;

r/ \_‘//_” 014440 Page Table
‘ L ~L \
T T !
L]
l 0120
| ——
l -~ ~L
I

n Locate the appropriate Segment Table /
entry — The eighth entry in

the Segment Table at location 012460. /
This entry points to the Page Table. /

Locate the appropriate Page Table entry — /
The 13th entry in the Page Table at — —/
location 014440. This entry contains
the real block number.

= Real
m 424 | address
Block  Displacement
/ Number

/

The block number in the Page — — — y)
Table entry and the displacement in
the Virtual Address combine to provide the Real Address

Real Address
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Figure 17. SNA CCS Interfaces
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