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Summary of Changes

Summary of Changes

for SC19-6226-7

As Updated August 1987
for VM/SP HPO Release 5.0

MIXED CASE MESSAGES

Changed: Programming Support

Many messages previously issued in all upper case letters are now issued in
upper and lower case. The option of translating these messages back to
upper case is available.

SELECTION OF PAGES ON A SYSTEM-WIDE “LEAST RECENTLY
USED” BASIS

Changed: Programming Support

These changes will improve performance in several ways:

Improving the memory management of large working sets, shared pages,
and the <16 Mb area. The free list becomes the major source for page
replenishment. The flush list will be de-emphasized. Core table scan
becomes the primary method for free list replenishment—the disposable
page collector is eliminated.

e Streamlining the QDROP and QADD processes. When a virtual
machine drops from a queue, its pages will no longer be logically
swapped and trimmed.

e Making Expanded Storage (called Paging Storage in this manual) more
attractive as a swapping device.

e Preserving interactive response times in CMS intensive environments.

e Simplifying tuning.

SPOOL FILE LIMIT RELIEF

Changed: Programming Support
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The former limit of 9900 spool files on a system has been removed. With
this change, there may exist up to 9900 spool files for each user. (Actually,
the system-wide maximum is determined by the size of the checkpoint area.
At present, this theoretical maximum would be over 100,000 for most
systems.)

Spool files will now have a user-unique spool ID as well as a system-wide
ID. Reader spool file blocks (SFBLOKSs) will now be kept in the virtual
storage of a special userid, SYSSPOOL. Printer and punch SFBLOKs will
remain in FREE storage.

In conjunction with these enhancements, the checkpoint/forced start
process has been improved to reconstruct the spool files more rapidly.

SCHEDULER ENHANCEMENT
Changed: Programming Support

With this enhancement, virtual machines are moved from the eligible list to
the run list only if processor time is available. This will help eliminate
storage over-commitment and reduce response times.

‘NOQ2’ OPTION ON THE ‘SET QDROP OFF’ COMMAND
New: Programming Support

Specify the SET QDROP OFF NOQ2 command for service virtual machines
(like GCS/VSCS) that use system resources in small, frequent bursts. This
command will keep that virtual machine in Q1, improving performance for
the users of that service.

EXPANDED STORAGE (PAGING STORAGE) ENHANCEMENTS
New: Programming Support

A new macro, SYSXSTOR, is added. This macro controls the allocation of
Paging Storage. You may continue to use SYSPAG to allocate Paging
Storage, but SYSXSTOR offers these advantages:

o It is easier to use than SYSPAG.

e For the 3090 Model 400, it allows you to generate Paging Storage
greater than 64 increments.

AUTOMATIC REORDERING OF SYSPAG AREAS
New: Programming Support

A new parameter is added to the SYSPAG macro,
ORDER=SYSTEM/USER. If ORDER=SYSTEM (the default) is coded,
HPO will automatically order the devices allocated on the SYSPAG macro
s0 as to create the most efficient use of the channels and control units.
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This will decrease the I/O contention by evenly distributing the I/O activity
over the available I/O paths.

ERROR RECORDING ENHANCEMENTS
New: Programming Support

For a 3090 Processor, the channel check handler and machine check
handler will now provide more information in the error records.
Specifically, these records will now tell you whether or not the hardware
error actually affected system performance.

“NOVF” PARAMETER ON THE “OPTION” DIRECTORY ENTRY
New: Programming Support

Specifying the NOVF parameter on a user’s OPTION directory entry will
deny that user access to the Vector Facility.

TRANSPARENT SERVICES ACCESS FACILITY (TSAF)
New: Programming Support

Transparent Services Access Facility is a facility that lets users connect to
and communicate with local or remote virtual machines within a group of
systems. The Transparent Services Access Facility consists of the TSAF
virtual machine component, APPC/VM, and two CP system services.
APPC/VM is a modified subset of TUCV. With the TSAF virtual machine, it
provides services within a single system and throughout a group of systems,
unlike IUCV, which provides services only within a single system. The
TSAF virtual machine component handles communication between systems
by letting APPC/VM paths span more than one system.

NATIONAL LANGUAGES SUPPORT

New: Programming Support

VM/SP HPO now supports national languages. Updates have been made to
modules and data areas providing this support, specifically, those handling
CP messages.

ALTERNATE NUCLEUS SUPPORT

New: Programming Support

Alternate Nucleus support makes it easier to create and IPL backup copies
of the CP nucleus when the primary nucleus is damaged or unavailable.

PRINTER SUPPORT ENHANCEMENTS

Changed: Programming Support
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The printer support enhancements include the addition of a SPOOL System
Service facility that provides support for a printer subsystem. The
DESTination option allows you to select a specific printer or punch to
process your print, punch, or console file. Two new DIAGNOSE codes
allow a user to specify additional information about a print file. The CMS
PRINT command has been enhanced to support an OVersize option and a
special carriage control character to allow a longer data line.

LOGON/LOGOFF ENHANCEMENTS

Changed: Programming Support

The LOGON/LOGOFF enhancements improve system availability to users
and resolve the problem of conflicting messages during LOGOFF
processing.

DIAGNOSE CODE X‘D4’

New: Programming Support

A new diagnose code, DIAGNOSE code X‘D4’ provides support for an
alternate user ID.

ERROR LOGGING SYSTEM SERVICE

Changed: Programming Support

The Error Logging System Service, a new CP system service, allows a
virtual machine to receive a copy of all records currently written to the CP
Error Recording Area.

SPOOL FILE COMPRESSION SUPPORT ENHANCEMENT

Changed: Programming Support

An enhancement to SPOOL File Compression Support improves the
reliability of transmitting spooled data between systems.

ASCII ENHANCEMENTS

Changed: Programming Support

Various enhancements have been made to the support of ASCII devices.
DOCUMENTATION CHANGES

Minor editorial and technical changes have been made throughout this
publication.
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Summary of Changes

for SC19-6226-6

As Updated January, 1986
for VM/SP HPO Release 4.2

SECURITY ENHANCEMENT
New: Programming Support

The Resource Access Control Facility (RACF) is now called to authorize the
STCP and LINK commands. If the user is not authorized to issue the STCP
command, an error message is generated. Otherwise, the command is
completed and processing continues as normal. If an unauthorized user tries
to link to a disk using the LINK command, RACF denies access, the request
fails, and an error message is issued. If your installation does not have the
RACF feature, normal authorization checking is done.

AUTO-DEACTIVATION OF RESTRICTED PASSWORDS AND
DIRECTORY ENHANCEMENTS

New: Programming Support

Adds support to enhance system integrity by minimizing the exposure of
unauthorized system access through the use of restricted passwords. The
directory enhancements remove the restriction on the number of USER
entries that can be defined in the directory. Also, directory PROFILE
support provides a means by which installations can optimize the number of
commonly repeated control statements in USER entries in the source
directory.

ACCESS VERIFICATION ROUTINES
New: Programming Support

While VM/SP HPO provides many security functions, added support for
access verification routines provides a standard interface to the RACF/VM
Support PRPQ or user-written routines that can provide a higher level of
security. Although the access verification routines support does not by
itself provide security functions, it allows you to install software that does.

For example, to increase security of minidisk accesses, logon passwords,
and movement of spool files, you can install access verification routines
with the Resource Access Control Facility (RACF) (Program Number
5740-XXH) and RACF/VM Support PRPQ (Program Number 5767-002).

VECTOR FACILITY

New: Hardware Support

Support is provided for the Vector Facility in System/370 mode configured
to a 3090 Processor. The Vector Facility is a synchronous vector/scalar

instruction processor that can manipulate values (usually floating-point) at
a high speed. Compiled engineer and scientific FORTRAN applications can
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use the array processing capability of the Vector Facility. VM/HPO o~
supports multiple virtual machines’ use of this facility. ‘ -

PAGE MIGRATION
Changed: Programming support

Page migration is changed to select pages (rather than segments) for
migration on a reference basis instead of by time-stamp (age basis). Also,
pages are migrated down the demand page hierarchy, instead of being
migrated directly to the pre-allocated migration area. This improves the
time required to retrieve those pages that become active in the near future.

3380 DIRECT ACCESS STORAGE DEVICE MODELS AE4/BE4
New: Hardware support

VM/SP HPO now supports the 3380 DASD Models AE4/BE4. The 3380
Models AE4/BE4 are count-key-data (CKD) devices that attach to high
speed channels only, via the 3880 Control Unit. The 3880 can attach up to
16 physical spindles (32 logical devices) of 3380 Models AE4 and BE4
directly to data streaming channels. The AE4 models attach to the system
and may be the first device on a string. Strings of different 3380 device
models may be intermixed at the control unit level.

MISCELLANEOUS
Changed: Documentation , M.

Various editorial and technical changes have been made throughout the
book.

Summary of Changes

for SC19-6226-5 ST
As Updated October, 1985 \

for VM/SP HPO Release 4.0

Note: Release 4.0 does not support the 3090 processor. The 3090 processor is
supported by Release 3 Modification 6. For information on Release 3
Modification 6, order the System Programmer’s Guide using the order
number ST00-1618.

3880 MODELS 13 AND 23
New: Hardware support

VM/SP HPO now supports the 3880 Storage Subsystem Models 13 and 23.
This support is available after HPO Release 4.0 general availability via a

program update tape. P

s
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The 3880 Models 13 and 23 are high performance cached DASD subsystems
designed especially for non-paging applications (application data that
resides on a DASD that is not defined as paging, swapping, spooling, or
dump area). This support is provided to improve performance for MVS or
CMS guest virtual machines running with 3880 DASDs. The performance
improvement is accomplished principally by maximizing the number of read
accesses that can be satisfied by accessing the cache copy.

This support includes:

e Operator commands to enable or disable the caching function so that
the cache may be taken off-line while support personnel work on it.

e Recognition of 3880 Model 13 and 23 hardware errors
e Monitoring of records that depict cache use from both storage directors

e Dedicated guest virtual machine control of the cache

GROUP CONTROL SYSTEM (GCS) MESSAGES

New: Programming Support

GCS is a new.component of VM/SP HPO for Release 4. The messages it
generates are contained in this publication. GCS is a virtual machine
supervisor. Like CMS, it depends on CP for reliability and availability.
Unlike CMS, GCS provides a multitasking environment.

USER CLASS RESTRUCTURE

New: Programming Support

The User Class Restructure allows an installation to specify up to 32
privilege classes for CP commands.

SHARED/NONSHARED RESTRICTION

New: Programming support

With the addition of this support, any attempt to construct a virtual device
configuration that would mix SHARED and NONSHARED device types on
the same virtual control unit is rejected.

CP FRET TRAP

New: Programming Support

The CP FRET Trap can aid in solving problems caused by improper use of
CP free storage and by storage overlay.
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DMKFRE/DMKFRT SPLIT
New: Programming support

Module DMKFRE has been split into DMKFRE and DMKFRT. DMKFRE
handles all requests for free storage and calls to DMKFRET to release free
storage. If the call to DMKFRET cannot be handled by the microcoded CP
Assist FRET function, the DMKFRTT entry in DMKFRT handles the
request.

VMDUMP ENHANCEMENTS
New: Programming support

DIAGNOSE Code X‘94’ is available to allow a virtual machine to request -
dumping of its virtual storage. Moreover, the three address range
restrictions have been removed from the VMDUMP command.

CONTROL PROGRAM INITIALIZATION ENHANCEMENTS
New: Programming support

CP initialization procedures have been improved. Restructured code and
better documentation make CP easier to service and maintain, and help
solve addressability problems. During system initialization, five messages
(DMKCPJ9511, DMKCPJ5361, DMKCPJ954E, DMKCPJ913I, and
DMEKCPJ962I) are displayed before the following message:

hh:mm:ss START (WARM|CKPT|FORCE|COLD) (DRAIN))|(SHUTDOWN)
This gives the operator a chance to shutdown the system without loss of
data if a vital DASD is not mounted or is malfunctioning.
STAND-ALONE DUMP

New: Programming Support

The Stand-Alone Dump facility enhances VM/SP HPO serviceability. It
provides support personnel with the capability to dump up to sixteen

megabytes of real storage. This facility is required to dump real storage
when VM/SP HPO cannot create a CP abend dump.

CPTRAP ENHANCEMENTS

New: Programming Support

CPTRAP is a major service aid used in problem determination. f \
Enhancements to the CPTRAP command provide two additional functions s

(GROUPID and WRAP) and one additional record type (X‘3D’). The
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CPTRAP reduction routine can now review trap data more easily since it
can display and print formatted output of the data in the CPTRAP file.
INPUT/OUTPUT CONFIGURATION PROGRAM (I0CP)

New: Programming Support

Changes in the IOCP code are reflected in this manual.

CMS COMMAND MIGRATION

New: Programming support

CMS commands and modules can now migrate to the CMS nucleus.

PROGRAMMABLE OPERATOR (PROP) ENHANCEMENTS

New: Programming support

PROP now provides distributed data processing in an SNA network. It does

this through an interface (PMX) with the Network Communications

Control Facility (NCCF). The VM/SP HPO Release 4 programmable

operator does the following:

o Allows an NCCF operator to be identified to the programmable operator
so that any messages intended for the logical operator may be routed to

that NCCF operator.

e Allows an NCCF operator to issue programmable operator commands
and receive responses.

o Provides the LGLOPR command for assigning, releasing, and replacing
the logical operator during operation.

RELOCATABLE LOADER SUPPORT

New: Programming support

A CMS user can load, as nucleus extensions, CMS load modules that
contain address constants requiring relocation.

3480 MAGNETIC TAPE SUBSYSTEM SUPPORT

New: Programming support

The 3480 is a buffered magnetic subsystem consisting of one control unit

which can address up to eight drives, or two control units which can each
address up to sixteen drives.
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TAPE SUPPORT
New: Programming support

CMS tape volume switching: Logic has been added to OS simulation to
detect the tape end-of-volume condition as well as to determine whether
another tape volume is required.

OS multivolume simulation and improved OS standard label: Tape
processing by CMS OS simulation is now more compatible with tape
processing by an OS system.

VMFPLC2 tape utility and TAPE command: These have been enhanced
to support the 3480 tape subsystem. They must be invoked as nucleus
extensions.

XEDIT ENHANCEMENTS
New: Programming support

Double-byte character set (DBCS): Support for a double-byte character
set has been added. This is used for languages which have too many
symbols to be completely coded in a one-byte character set. KANJI, which
is used in Japan, is one of these languages.

Editing members of a macro library: The MACLIST EXEC has been
added to display a list of information about the members contained in the
specified macro library (similar to the FILELIST and RDRLIST commands).
A user can edit a member from the list and execute CMS commands from
the list. In addition, a ‘MEMBER’ option has been added to the XEDIT
command so a user can directly edit a CMS macro library member.

Structured input (SI) macro: The SI macro makes it easier to insert

lines into a formatted file. SI may be invoked from the command line,
prefix area, or via a PF key.

EXECIO COMMAND

New: Programming support

Two options, VAR and STEM, have been added to the EXECIO command to
allow EXEC 2 or REXX variables to be set directly, without having to use
the stack.

LOADING OF EXECS IN STORAGE

New: Programming support

This support allows users to load into storage the EXECs they want to

remain storage resident. The EXECs specified are loaded and prepared for_
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execution. These EXECs remain in storage, ready for execution, until the
user purges them.

REXX ENHANCEMENTS

New: Programming support

REXX provides a new OPTIONS keyword which allows users to specify that
double-byte character strings are to be manipulated.

DMKPTR CONDITION CODE CHECKING

New: Programming support

CP message 174E has been extended to reflect changes and additions in
VM/SP HPO Release 4 code. This new code allows the system to correctly
handle return codes from module DMKPTR which indicate I/O paging
errors.

MIXED-CASE MESSAGES

New: Programming support

In addition to the messages issued by GCS, many CMS messages appear in
mixed case. Variables in mixed-case messages are indicated by italics.

Messages generated in the following CMS command environments are
mixed case: XEDIT, FILELIST, RGRLIST, MACLIST, SENDFILE, and
NOTE.

In addition, messages generated from the following commands are
mixed-case: EXECDROP, EXECIO, EXECLOAD, EXECMAP, EXECSTAT,
EXECUTE, EXPAND, PEEK, RECEIVE, and TELL.

MISCELLANEOUS

Changed: Message Variables

Several message variables have been changed, added, or deleted.

Changed: Documentation

Various technical and editorial changes have been made throughout the
publication.
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Preface

This publication is a reference manual for all users. It contains the
messages and codes produced by the IBM Virtual Machine/System Product
(VM/SP) High Performance Option (HPO).

This publication contains three sections: “Introduction,” “System Codes,”
and “System Messages.”

The “Introduction” contains:

® The format of messages VM/SP High Performance Option generates
e Syntax conventions which appear in this document

e CP problem determination procedures

The “System Codes” are divided into and listed under the following
categories:

e Return Codes

o CP wait state cons

e Loader wait state codes

e RSCS wait state codes

e Standalone dump facility wait state codes
o Normal waits

e CP abend codes

e CMS abend codes

e GCS abend codes

e TSAF abend codes

The “System Messages” section of this publication is divided as follows:

e Control Program (CP) Messages - DMK prefixes

Preface XV



AN
e Conversational Monitor System (CMS) Messages - DMS prefixes \&/
e Conversational Monitor System (CMS) Edit Messages
e Debug Messages
® Group Control System (GCS) Messages - CSI prefixes
e Interactive Problem Control System (IPCS) Messages - DMM prefixes
e Transparent Services Access Facility (TSAF) Messages - ATS prefixes
.
“ J
/(“‘\,
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Introduction

This section of the VM/SP HPO System Messages and Codes document
describes:

Message display

Message format

Syntax conventions

CP problem determination procedures.

Message Display

| Displaying Messages at the Terminal

When you log on to VM/SP HPO at your terminal, the default setting for
the display of messages is TEXT. This means that only the text portion of
the message appears when the message is displayed. The message identifier
is not displayed.

This book is organized by message numbers within component codes. To
find the explanation, system action and user response associated with each
message, issue the CP command:

SET EMSG ON

You can also send a special message to a virtual machine programmed to
accept and process the message. Use the command SMSG to do so. (See
the VM/SP HPO CP Command Reference for more information on that
command.)

Displaying Messages in Other Languages

All messages are documented in this book in American English; however,
most messages are displayed at your terminal in the language set for your
virtual machine. If your virtual machine is set to another language (either
by the SET LANGUAGE command or the OPTION LANG directory
statement), you will receive most VM/SP HPO messages in that language.
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VM/SP HPO Message Format

Messages comprise a message identifier and message text. The identifier
(for example, DMKCQGO20E) uniquely identifies the message. The text is a
short phrase or sentence describing a condition that has occurred or
requesting a response from the user.

The message identifier consists of four fields: prefix, module code, message
number, and severity code (also called type code). The format of the
message identifier is:

xxxmmmnnns

where:

xxx is the prefix. Message prefixes and the programs generating the
messages are as follows:

e CP (the Control Program) generates messages with a DMK
prefix.

e CMS (the Conversational Monitor System) generates messages
with a DMS prefix.

o GCS (the Group Control System) generates messages with a CSI
prefix.

e IPCS (the Interactive Problem Control System) generates
messages with a DMM prefix.

| e TSAF (the Transparent Services Access Facility) generates
| : messages with an ATS prefix.

mmm is the module code, three letters that indicate which module
generated the message. This field is usually an abbreviation of the
name of the module in which the error occurred.

nnn is the message number, three digits that are associated with the
condition that caused the message to be generated.

s is the severity code, a letter that indicates what kind of condition

caused the message. The routine producing the message determines
what code letter appears. See Figure 1 on page 3.
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TNL SN31-1570 (21 Apr 1988) to SC19-6226-7

Prefix Code | Meaning
Cp R Response
Commands A Immediate physical action
(DMK) I Information
D Decision
w Warning or System Wait
E Error
CMS R Response
Commands I Information
(DMS) w Warning
E Error
S Severe error
T Terminating error
GCS R Response
Commands I Information
(CSI) E Error
S Severe error
T Terminating error
IPCS R Response
Commands I Information
(DMM) E Error
S Severe error
TSAF I Information
Commands W Warning
(ATS) E Error
S Severe error
T Terminating error
Service A Immediate physical action
Routines D Immediate decision
E Eventual action
I Information
w System wait
Figure 1. Types and Meanings of Severity Codes

VM/SP System Product Editor

Error messages for the System Product Editor are located in the CMS
section of this publication. All VM/SP System Product Editor messages are
within the 500 range (DMSxxx500E through DMSxxx599S).

Messages With 4nxx Identifiers

All messages issued from the CMSBAM discontiguous shared segment, as
well as many of the messages issued from the CMSVSAM and CMSAMS
discontiguous shared segment, are identified by a 4nxx prefix. The text of
these messages is in VSE format rather than the standard CMS format.
Explanations for these messages are not in this manual. The appropriate
message manual to be used for reference, to 4nxx prefix messages, is
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TNL SN31-1570 (21 Apr 1988) to SC19-6226-7
[ T S e T e ]

determined by the associated access method. Messages relating to
Sequential Access Method (SAM) are described in VSE/Advanced
Functions Messages. Messages relating to Virtual Storage Access Method
(VSAM) are described in VSE/VSAM Messages and Codes.

Unnumbered Responses

All normal, unnumbered responses indicating the successful completion of a
command (such as the ready message, R;) are included in the VM/SP CMS
Command Reference and the VM/SP HPO CP Command Reference.

Unnumbered responses can also be the result of executing system
generation macro instructions or service programs. These responses,
referred to as MNOTES, are documented in logic listings only.

Syntax Conventions

The syntax used in the messages and commands in this publication is as
follows:

1. Message variables indicated by italics are replaced at execution time
with the information they describe.

2. All single (‘...") or double (“...”) quotation marks in the message text in
this manual will be displayed when the message appears on your screen.

3. Anything within braces {...|...} indicates alternate text and/or
information selected at execution time.

4. Anything within brackets [...] may be optionally left out, depending on
the condition arising.

See Figure 2 for a partial list of variables used in this publication.

Variable Meaning

a... Alphabetic or numeric information

addr Address for both real and virtual
devices

bbechh Bin, cylinder, and head

c Class value

cc Cylinder number

cchhr Cylinder, head, and record

char Character

Figure 2 (Part 1 of 3). Variables Used in This Publication
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Variable Meaning

col Column

cm Command code, in hexadecimal

cmd Command

cpuid Central processing unit identification

csw Channel status word

date System date

devclass Class of IBM device

devname Mnemonic name for an IBM device type

devtype IBM device type

execname Filename of an exec

exectype Filetype of an exec

fileid file name, file type, [file mode]

fm Filemode

fn Filename

ft Filetype

hexloc Hexadecimal location

imag Image name

imagelib 3800 printer image library

libname Library name

Irecl Logical record length

membername Library member name

mode Mode letter, or mode letter and mode
number

mmm Module name code

n... Decimal information

nodeid Node of a user

page Page number

pathid Virtual machine path identification

prefix Prefix subcommand or macro

psw Program status word

raddr Real device address

range Range (of addresses or registers)

rc Return code

rdev Real device address

recfm Record format

rid Resource identifier

routine CMS or GCS routine

Figure 2 (Part 2 of 3).

Variables Used in This Publication
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Variable

Meaning

r

Record number

Rstor

Real storage address

segname

Segment name

sense

Sense bytes

seqno

Sequence number

spoolid

Spool file identification

storarea

Storage area

subl.book

A book of a sublibrary

sve

Supervisor call number

sysname

System name

term-addr

Address of terminal being used

type

IBM device type

userid

User identification

vaddr

Virtual device address

vdev

Virtual device address

vname

Virtual screen name

volid

Volume serial number

vstor

Virtual storage address

wname

Window name

X...

Hexadecimal information

yyyy

Reason code (GCS abend)

Figure 2 (Part 3 of 3). Variables Used in This Publication
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CP Problem Determination

CP error messages are divided into several categories according to the
number (nnn) of the message. See Figure 3 for a complete list of message

numbers and related functions.

Numbers

Related Function

001 through 349

CP commands and console functions

350 through 399

Nucleus loading

400 through 424

Paging

425 through 449

Spooling

450 through 474

Dispatching and service routines

475 through 499

Directory routine

500 through 549

Input/output error recovery

550 through 599

Input/output error recording

600 through 649

Machine check recovery

650 through 699

Reserved for IBM use only

700 through 729

DDR (dump restore) service program

730 through 749

FMT (format) service program

750 through 799 DIR (directory) service program
800 through 849 Reserved for IBM use only
850 through 899 DMM (VMFDUMP) service routine

900 through 999

Checkpoint, warm start, dump
initialization

Figure 3. CP Error Message NumAbers

General users (class G), as well as other users (classes A through D),
receive error messages in the range 001 to 349. Messages ranging from 350
to 699 are for the primary system operator only. Messages ranging from 700
to 999 cover CP service routines and are usually observed only by system
support personnel.

General User Action

You may continue to get error messages between 001 and 349, even though

you are using the CP commands normally. Before contacting your system

representative for program assistance, do the following:

e Save a printed copy of the error message

e Attempt to reproduce the problem, making sure that the full error
message function is in effect by issuing the CP command SET EMSG
ON

e Obtain the virtual machine’s current configuration by issuing the CP
command QUERY VIRTUAL

Introduction 7



e Where appropriate, and depending upon conditions, obtain a virtual /"xx’

storage dump by issuing the CP command DUMP 0-END N\
System Operator Action

System operators (classes A, B, C, and D) who observe problems with CP

commands should do the following:

e Keep the console output sheet identifying the problem

® Attempt to reproduce the problem with full error message by issuing the
CP command SET EMSG ON

e Obtain the real machine’s configuration status by issuing the CP
command QUERY ALL

® Reissue the CP command that has been causing the errors. If the L

problem recurs, cbtain a CP abend dump by one of two methods:
Note: Weigh the advantages and disadvantages of both techniques.

1. Force a dump by pressing the RESTART key (not RESET), or the
equivalent on your console. This technique automatically
suppresses tracing while storage is being dumped. When the system
restarts, use IPCS to process the dump.

CAUTION -~
This will cause a system restart and all users must

log on again. The advantage of using this

technique is that it provides you with a formatted

dump.

If it is too disruptive to log off all users, use the second method.

2. Use the CP command DMCP to obtain the dump. It allows all users
to remain logged on. Such a dump goes directly to the printer and
is not formatted.

If you use the DMCP command, follow this series of actions:

1. Reissue the CP command causing the problem.

2. Enter “alter/display” mode and display these items:

- DP-PSW
— D G - General registers
— D C - Control registers.
3. Use the class A CP command MONITOR STOP CPTRACE to turn

off tracing. Otherwise, the dump will show the dumping activity in 4’( ™
the trace table. %Ly’
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4. Obtain the dump by issuing: DMCP 0-END

5. Turn tracing back on by issuing the CP command MONITOR
START CPTRACE.

Note: If you do not have privilege class A, you can stop tracing by
issuing the class C command STCP to store X‘0000’ at location
X‘400’, and resume tracing by storing X‘FFFF’ at location
X‘400°.

Refer to the VM/SP HPO Library Guide, Glossary, and Master Index,
G(C23-0187, for unfamiliar terms used in this publication.
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Return Codes

A return code of zero is passed to register 15 if no warning messages, error
messages, severe error messages, or terminal error messages are generated
during execution of a command.

If however, during execution of a command, a condition arises that results
in the display of a warning message, error message, severe error message,
or terminal error message, the command passes a nonzero return code in
register 15.

Commands that invoke program products pass a nonzero return code to the
user. However, this return code has been redefined by the program product
or compiler in operation.

Note:

Code

-0001

-0002

-0003

-0004

-0005

The following list does not contain all return codes. Other return
codes are shown in the descriptive text of the issuing message.

Meaning

No CP command with this name was found. (The CP error code of
+1 is converted by CMS to -0001 for commands entered from the
virtual console.)

An attempt was made to execute a CMS command while in CMS
subset mode, which would have caused the module to be loaded in
the user area (LOADMOD error code 32).

No CMS command issued from EXEC was found with this name, or
an invalid function occurred when issuing the SET or QUERY
command from EXEC with IMPCP active.

The LOADMOD failed (for example, there was an error in the
module).

A LOADMOD was attempted in the wrong environment (for
example, the module was generated by the GENMOD command with
the OS option and LOADMOD was attempted with DOS=ON
specified).

The user did not specify all the conditions to execute the command

as intended. Execution of the command continues, but the result
may or may not be as the user intended.

Return Codes 13



Code

8

12

20

24

28

32

36

40

41

88

100

104

256

Meaning L
{ .
. . . . AN
Device errors occurred for which a warning message is issued, or
errors were introduced into the output file.

Errors were found in the input file.

There is an invalid character in the fileid. Valid characters are:
0 through 9, A through Z, $, @, #, and a through z.

The user did not correctly specify the command line.

An error occurred while an attempt was being made to access, or
manipulate, a user’s files; for example, the file was not found.

The user’s file is not in the expected format, or the user’s file does
not contain the expected information, or an attempt was made to
execute a LOADMOD command while in CMS subset mode. This
would cause the module to be loaded in the user area.

An error occurred in the user’s devices. For example, a disk is in
read-only status, and needs to be in write status in order to write
out a file.

A functional error by the user occurred during execution of the

command, or the user failed to supply all the necessary conditions
for executing the command, or an end of file or end of tape was 4
reached (where applicable). S

Insufficient storage was available to execute the command.

A CMS system restriction prevented execution of the command, or
the function requested is an unsupported feature, or the device
requested is an unsupported device.

Input/output device errors. L

A functional error for which the system is responsible occurred
during execution of the command.

An unexpected error for which the system is responsible (Terminal
Error) occurred during execution of the command.

®
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Return Codes Produced by the CP DIRECT Command

Return codes produced by the CP DIRECT command are listed in Figure 4.
xx is the CMS routine return code.

Code

Meaning

Invalid filename or file not found

Error loading the directory

Invalid option from CMS

Directory not swapped, user not class A, B, or C

Directory not swapped, system (old) directory locked

[0 KB I NVUR B

Directory not swapped, directory in use by the system
is not directory updated

1xx

Error in CMS RDBUF routine

2xx

Error in CMS TYPLIN routine

Figure 4. Return Codes Produced by the CP DIRECT Command
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Sample Return Code from a CP Command

16

An example of the CP LINK command invoked while in CMS mode is
shown in Figure 5. Commands or functions of commands passed to CP, in
turn, pass the return code (through CP) to register 15.

ipl cms
VM/SP CMS - mm/dd/yy hh:mm

———————— o — - — o — - -

—————————— - — — T~ —— T t—— o o -

cp link to * vaddrl as vaddr2 r

Figure 5. Example of a CP LINK Command

The user has entered the CP LINK command to userid *. The user’s own
directory will be searched for device vaddrl. vaddr2 is the virtual address
assigned to the device for this virtual machine. Read-only access is
requested. No password is required because the user has linked to one of
his own disks. ‘

The result will be one of the following:

R; a successful execution.
R(nnnnn); indicating an error.

If nnnnn contains a CMS return code, the error occurred in CMS.
Similarly, if nnnnn contains a CP message identifier, the error occurred in
CP.

Return codes can be used by system programmers in the DEBUG
subcommand and also in EXEC procedures.

VM/SP HPO System Messages and Codes
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Return Codes Produced by the CMS DDR Command

The CMS DDR command produces several return codes. These return
codes, along with their meanings are listed in Figure 6. xx is the CMS
routine return code.

Code | Meaning

1 Invalid filename or file not found
2 Error running program

3 Flagged DASD track

4 Permanent tape or DASD I/O error

1xx Error in PRINTIO routine

2xx Error in CONREAD routine

3xx Error in RDBUF routine

4xx Error in TYPLIN routine

20 Error in DECODING routine

Figure 6. Return Codes Produced by the CMS DDR Command

Return Codes Produced by IPCS

There are two return codes produced by IPCS. These return codes are as

follows:
Code | Meaning
4 Incorrectly entered parameter
8 System failure; read/write error or invalid internal
parameter

Figure 7. Return Codes Produced by IPCS

Return Codes
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CP Wait State Codes

001

003

Explanation: The machine check handler has encountered an
unrecoverable failure. This is a probable hardware error issued by module
DMKMCH and DMKMCT.

Note: This wait state is also loaded if a malfunction alert occurred on the
main processor.

Operator Response: Run the System Environment Record Edit and Print
(SEREP) program before restarting the system. To restart, clear storage
and IPL the system, specifying CKPT start. If the problem persists, contact
your system support personnel. Do not use the SEREP program on 4341,
4381, 308x, or 3090 processors, as you will get invalid results.

Explanation: The channel check handler has encountered an
unrecoverable failure. This is a probable hardware error issued by module
DMKCCH.

Operator Response: Run the System Environment Record Edit and Print
(SEREP) program before restarting the system. To restart, clear storage
and IPL the system, specifying CKPT start. If the problem persists, contact
your system support personnel. Do not use the SEREP program on 4341,
4381, 308x, or 3090 processors, as you will get invalid results.

Explanation: A system failure occurred during dump processing or restart
processing. Module DMKDMP issues this message when it detects one of
the following conditions:

1. The system attempts to write the dump to a printer, but no printers
have been defined in DMKRIO.

2. The system attempts to write the dump to a printer, but all printers are
offline.

3. The system is unable to restart itself due to a fatal I/O error condition
on the IPL device.

CP Wait State Codes 19



004

005

4. A fatal I/O error condition occurs on a dump device (either a tape or
printer). :

5. The abend was on a nonlIPL processor, but the system was not genned
for AP/MP.

To determine the specific failing condition, examine the contents of
register 14 at the time of the wait state.

Operator Response: Reload (using IPL) the system. To restart, clear
storage and IPL the system, specifying CKPT start. If the problem persists,
contact your system support personnel.

Explanation: A system failure occurred before a valid warm start was
performed. This code is issued by module DMKDMP.

Operator Response: Reload (using IPL) the system. If the error persists,
clear storage before attempting another IPL. If the problem persists after
the second IPL with cleared storage, a cold start is probably required. Save

the dump produced on the prespecified dump device for your system support
personnel. Refer to the message description for possible causes.

Explanation: One of the following occurred:

o During CP initialization, no operational primary or alternate console
could be located.

e A terminal error occurred while writing to the console.

e A sense operation failed to obtain sense data for a primary or alternate
console.

A hardware error may be the cause of any of the errors listed above.

o The primary and alternate console addresses are defined incorrectly in
DMKRIO during system generation.

This wait state code is issued by DMKCPJ, DMKOPE, and DMKTOD.
Operator Response: Verify that the console addresses are correctly

defined in DMKRIO. Reload the system using IPL. If the problem persists,
contact your system support personnel.
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007

Explanation: This is a normal wait when a system shutdown is completed.
It is issued by module DMKCPJ.

Operator Response: Follow normal operating procedures.

Explanation: A program check, a machine check, a permanent I/O error,
invalid warm start data, an invalid warm start cylinder, or a full warm start
cylinder was encountered by the checkpoint program. The code is issued by
module DMKCKP.

Operator Response: For message DMKCKP901W, run SEREP to
document the machine check, then contact your system support personnel.
Fer message DMKCKP902W, an indication of an unrecoverable I/O error,
move the SYSRES volume if possible and try to checkpoint the system. For
message DMKCKP910W, if more than one SYSRES volume is mounted,
check to see that the correct volume is loaded (using IPL) and try a
checkpoint operation. If the operation fails again, use the following
procedure. This procedure is to be used for all other DMKCKP messages as
well.

1. Dump the first 55,296 (hexadecimal D800) storage locations.
2. Dump the warm start cylinders.
3. Contact program support personnel.

4. To restart, clear storage and initialize the system, specifying CKPT
start.

The following storage locations contain information related to wait state
007 for the non-V=R user.

Hexadecimal

Location Contents

10 Sense data up to 24 bytes

40 Channel status word (8 bytes)

48 Channel address word (4 bytes)

FF8 Length of error message (4 bytes)

FFC Pointer to error message (4 bytes)

1016 Cylinder address of the first nucleus cylinder (2 bytes)
(CKD only)

1018 Cylinder address of the last nucleus cylinder (2 bytes)
(CKD only)

1000 through 6FFF Checkpoint program
7000 through D800 Checkpoint work area
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008

009

If the SYSRES device is FB-512 (RDEVTYPC = CLASFBA), the contents of
the following hexadecimal locations are changed:

1016 Block address (4 bytes) of the first page of the CP nucleus block
number (FB-512)

1022 Block address (4 bytes) of the last page of the CP nucleus

An error message preceding the wait state may or may not be displayed,
depending upon the status of the console. If the error message is not
displayed, hexadecimal location X‘FF8’ through X‘FFB’ contains the
message length, and hexadecimal location X‘FFC’ through X‘FFF’ contains
the message address.

Explanation: Checkpoint and system shutdown are complete, or system
recovery has failed. This code issued by module DMKCKP.

Operator Response: If messages preceded the wait, follow normal
operating procedures prescribed by your installation after shutdown. If
messages did not precede the wait, either:

1. The console printer was unavailable for some reason. Before
initializing a new system, make sure the console printer has been made
operational, or

2. The system is running from the alternate console. Messages
DMKCKP910I, DMKCKP911W, DMKCKP960I, and DMKCKP961W do
not appear on the alternate console. Follow normal operating
procedures prescribed by your installation after shutdown.

Explanation: An error condition occurred that prevents a warm start.
This code is issued by module DMKWRM.

Operator Response: If the message is DMKWRM904W or
DMKWRM921W, immediately retry warm start system initialization. If the
error message recurs, move the VM/SP HPO SYSRES pack to another
location and try a warm start again. If message DMKWRM903W or
DMKWRM912W is encountered, ensure that all system volumes (no
duplicate labels) are correctly mounted, and then attempt a warm start.

If warm start errors persist, force a system dump to the printer by pressing
the system console RESTART key, and save the results for the installation
support personnel.

If the message is DMKWRM920W, restart the system using CKPT start.
Otherwise, use a FORCE or COLD start.
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00A

00B

00C

00D

00E

Explanation: A machine check occurred while DMKSAV was attempting
to save or restore a page-image copy of the nucleus on a SYSRES device.
Probable hardware error. This code is issued by module DMKSAV.

Operator Response: Run the System Environment Record Edit and Print
(SEREP) program before reloading. If the problem persists, contact your
system support personnel. Do not use the SEREP program on 4341, 4381,
308x, or 3090 processors, as you will get invalid results.

Explanation: A machine check error occurred during system initialization.
This is a probable hardware error issued by module DMKCPI.

Operator Response: Run the System Environment Record Edit and Print
(SEREP) program before performing another IPL. If the problem persists,
contact your system support personnel. Do not use the SEREP program on
4341, 4381, 308x, or 3090 processors, as you will get invalid results.

Explanation: An IPL was performed on a system volume that had never
had a nucleus written on it.

Operator Response: Follow normal operating procedure.

Explanation: The generated system is larger than the real machine size, or
else a hardware malfunction has occurred which inhibits the system from
using the necessary storage. This code is issued by modules DMKOPE and
DMKSEG. K

Operator Response: Take a standalone dump and notify the system
programmer.

Explanation:

1. An error condition prevents a CKPT start. This code is issued by
module DMKCKS, DMKCKR, or DMKCKYV.

2. A paging error with SYSSPOOL’s virtual storage has caused an error
while recovering SFBLOKSs from the checkpoint cylinders. This code is
issued by module DMKVSE.

3. More than 9900 spool files exist when you are migrating back to a
pre-Release 5 system.
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00F

Operator Response: ( 7 b
1. If the error occurred during a checkpoint start and message
DMKCKS915E is issued, try CKPT start again. If the error persists,
move the VM/SP HPO SYSRES pack to another DASD and try again.
If message DMKCKS916E is issued, reload (using IPL) the system, using
the FORCE option of the START command. If message DMKCKS903E
or DMKCKS912E is issued, ensure that all system volumes (no
duplicate labels) are correctly mounted, and then attempt a CKPT start.
If message DMKCKS917E is issued, reload (using IPL) the system using
a COLD start.
2. If the error occurred while the system was operating normally and error
message DMKVSF915E is issued, reload (through an IPL) the system
using a FORCE start. If the FORCE start fails, you must perform a
COLD start.
3. If the error occurred while migrating back to a pre-Release 5 system,
either process enough spool files to bring the total number of spool files
below 9900 and begin the migration again, or repeat the CKPT start and
request that the excess spool files be deleted.
Explanation: -
1. Hardware errors are being received on the system paging device(s). \ W
This code is issued by module DMKCKS.
2. Hardware errors are being received on the system paging device(s).
This code is issued by module DMKVSE and module DMKVSG when |
paging errors cause SFBLOKs to be lost and the recovery routine also
causes paging errors,
Operator Response: This wait state is preceded by message 414E: o
PAGING STORAGE ERROR OCCURRED WHILE ATTEMPTING RECOVERY ;\\,
FROM A SYSSPOOL PAGING ERROR
or 415E: »
DMKPAG415E CONTINUOUS PAGING ERRORS FROM DASD xxx
If there are multiple paging devices on the system, disable the device
causing the error condition and reload (using IPL) the system. Alternately,
try moving the paging volume pack to another physical device. This error
condition results if the system paging volume has been formatted
incorrectly. Incorrect formatting would include anything allocated by the
SYSPAG macro as SW, PP, PG, PM, PS, or DU.
/{{“\\
s
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( 010

011

012

( 018

Explanation: A recoverable error occurred during a system nucleus save
operation. This code is issued by module DMKSAYV.

Operator Response: This wait state is preceded by either the message
DMKSAV350W or DMKSAV351W. Correct the problem stated in the
message and present an external interrupt to initiate a retry.

Explanation: An unrecoverable I/O error occurred. This code is issued by
module DMKSAV.

Operator Response: This wait state is normally preceded by message
DMKSAV352W or DMKSAV353W. It can occur while attempting to read or
write the nucleus. Correct the problem and save or restore the nucleus
again.

Explanation: This is a normal wait state on completion of a nucleus load.
This code is issued by module DMKSAV.

Operator Response: Follow normal operating procedure.

Explanation: The machine check handler encountered an unrecoverable
error on the attached processor. This is a probable hardware error issued
by module DMKMCT.

Notes:

1. This wait state is also loaded if a malfunction alert occurred on the
attached processor and CP was in control.

2. This wait state is also issued by DMKAPI during Attached Processor
initialization, because of either a malfunction alert or an unrecoverable
machine check on the attached (being varied on) processor.

Operator Response: Run the System Environment Record Edit and Print
(SEREP) program before restarting the system. If the problem persists,
contact your system support personnel. Do not use the SEREP program on
4341, 4381, 308x, or 3090 processors, as you will get invalid results.

To restart, clear storage and IPL the system, specifying CKPT start.
Note: VM|SP HPO cannot checkpoint and warm-start after a machine check

error on on System[370 Models 165 and 168. The inability to
warm-start is caused by running the 165 or 168 SEREP program.
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014

Explanation: A failing storage frame was encountered during a CP system
save or check point operation. This code is issued by DMKSAV and
DMKCKP.

Operator Response: Run the System Environment Record Edit and Print
(SEREP) program before restarting the system. To restart the system, clear
storage and initialize (using IPL) the VM/SP HPO system, specifying CKPT
start. If the problem persists, contact your system support personnel.

015

Explanation: A SIGP issued to the attached processor during system
initialization by DMKCPI or DMKAPI was unsuccessful. The following
information is made available:

e RO contains the SIGP order code

e RI1 contains the SIGP status information when the SIGP condition code
is1

e R2 contains the processor address that was signalled

Note: The wait state PSW will contain the condition code returned from the
SIGP. The PSW is in the BC format. Refer to the IBM System/370
Principles of Operation for a functional description of the SIGP
instruction.

Operator Response: If hardware errors are present, run the System
Environment Record Edit and Print (SEREP) program before retrying. If
the status information indicates an operator intervention, clear the
condition on the attached processor and reinitialize CP. If the status
indicator of the required microprogram is not loaded, load the
microprogram and reinitialize CP. If the problem persists, contact your
system support personnel. Do not use the SEREP program on 4341, 4381,
308x, or 3090 processors, as you will get invalid results.

016

Explanation: (1) The CP initialization module (DMKCPI) could not
connect the channel set to the main processor, or the IPL device is not
accessible through any available channel set. This is a probable hardware
error issued by DMKCPI. (2) A hardware error occurred on the I/O
processor, or the I/O processor was being varied offline. An attempt to
disconnect, then connect the channel set to the attached processor failed.
This is a probable hardware error issued by DMKCPU.

Operator Response: Run the System Environment Record Edit and Print

(SEREP) program before restarting the system. If the problem persists,
contact your system support personnel.
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017

018

019

01B

To restart, clear storage, and initialize the VM/SP HPO system, specifying
checkpoint start.

Explanation: An I/O error or any other type of program check occurred
while an attempt was being made to read page 2 of the DMKCKP module
from the system residence volume during an IPL or restart.

Operator Response: Correct the I/O error and relPL.

Explanation: The TOD clock is invalid. The clock must be set before an
IPL can be completed. This code is issued by module DMKCPL.

Operator Response: Manually do a clock set; if that fails, call IBM for
hardware assistance.

Explanation: (1) This processor is being terminated, and its new PSWs
have been set up by the processor termination routine to load disabled wait
PSWs with code X‘019’. This processor then took an interruption. (2) The
processor termination routine was entered on this processor while processor
termination was in process for this processor (issued by DMKMCT).

(3) Processor termination was in process for the other processor, but the
other processor continued to run and obtained a system lock. (This code is
issued by DMKCPP and DMKMCT.)

Operator Response: Usually caused by a bad status received during a
SIGP, which initiates processor termination actions. The bad status may
have been caused by hitting the STOP button on one processor in the
configuration. If STOP is to be hit, both processors in the configuration
must be stopped. If neither processor has been manually stopped, there is
probably a hardware error associated with the SIGP function.

Explanation: During IPL, a wrong or inconsistent allocation extent map
was found on the FB-512 system residence volume. Module DMKCPI issues
this message.

Operator Response: Use the IPL FMT program to check the allocation
extent map; (use the END statement only to display current status). In case
of error, correct it and relPL.

Note: If the system residence volume was restored or copied from a
different-sized FB-512 device (for example, from 3370 to 3310), the
problem can occur even when the allocation extent map looks correct.
To fix this, run the IPL FMT allocation function and include END as
the sole entry.
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01C |

Explanation: The device type code generated in the RDEVICE macro of
DMKRIO does not match the actual device type value obtained from the
RDC data during IPL of the SYSRES device.

Operator Response: Correct the DEVTYPE operand in the RDEVICE
macro so that it matches the actual device type. Then rebuild the CP
nucleus and relIPL.

01D

Explanation: A dump was written to an area of DASD that has no
ALOCBLOK associated with it. Module DMKDMP issues this wait state.

Operator Response: Examine the allocation record of the dump volume TN
with the FORMAT/ALLOCATE program. Verify that the areas of the dump
volume that will not be used are labeled as “PERM”. If the allocation is
correct and the problem persists, contact system support personnel.

‘\, ) Y

01F

! I Explanation: This wait state is preceded by message DMKSAV972E. The

1 CP nucleus you are trying to install is too big and cannot fit into its
designated area. As a result, the SYSNUC area of the target disk is not
updated. This problem could happen, for example, when service is added to
the system, causing the nucleus to grow beyond the defined storage area. N

This code is issued by module DMKSAYV.

| Operator Response: Notify the system programmer and indicate the
| number of PAGES or CYLINDERS (from DMKSAV972E) that would be
I required for this nucleus.

027

Explanation: An unrecoverable I/O error occurred or system input is ,
incorrect. This code is issued by module DMKSSP. o

Operator Response: Correct the input/output error or the system input,
and reload (using IPL) the starter system.

028

Explanation: An unrecoverable I/O error has occurred while an attempt
was being made to write the warm start data area. This code is issued by
module DMKOPE.

Operator Response: Clear the first record of warm start data and reIPL
the system to attempt a CKPT (checkpoint), FORCE, or COLD start.
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Loader Wait State Codes

The loader (DMKLDOOE) is a service program that loads a CP, CMS, or
RSCS nucleus, and produces a load map. The loader loads the object
modules (TEXT files) supplied with it, resolves CCW addresses, and resolves
address constants.

( If the loader is terminated, one of the following wait conditions is indicated
in the instruction counter:

Code

X111117°

X‘222222

X‘999999’

X‘AAAAAA

( X‘BBBBBB’
X‘CCCCCC’

X‘FFFFFF’

Meaning

A program check occurred. When loading a nucleus with a
V=R area, the user area must include: loader + nucleus
that is being loaded + the V=R area = total storage
requirement. The area must be larger than this total to use
the loader. (Refer to the VM/SP HPO Installation Guide.)

A unit check occurred while the bootstrap routine was
reading in the loader.

An SVC was issued.

A failing storage frame was entered while loading the CP
nucleus. This is a hardware error. If the problem persists,
contact your system support personnel.

A machine check occurred.
An I/O error occurred on the card reader.

An I/O error occurred for the console (X‘00’ contains the
message UNRECOVERABLE ERROR), or the control card
for changing the default I/O addresses for the printer or
terminal is invalid (X‘00’ contains the message BAD
DEVICE CARD or INVALID DEVICE SPECIFIED).

If the instruction counter contains X‘999999’, indicating an SVC wait state,
examine the interruption code (the third and fourth bytes of the supervisor
old PSW). The interruption codes (shown in hexadecimal below) indicate
the error condition.
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64

65

66

67

68

30

Explanation: An error occurred during conversion of a value from
hexadecimal to binary format. This can be caused by invalid input in one
of the loader statements, or by an error in the loader.

Operator Response: Validate the copy of the loader you are currently
using against the copy on the original distribution tape. If the current copy
is no longer valid, replace it. If the input in the statements is invalid,
correct it. If the problem persists, contact your system support personnel.

Explanation: There is no more free storage available for the loader.

Operator Response: Define a larger storage size for the virtual machine
and re-execute the loader.

Explanation: A duplicate type 1 ESD (external symbol dictionary) entry
has been encountered. The loader cannot resolve this reference. This may
be the result of a duplicate text deck in the input stream, or of having the
same label in two different text decks in the same input stream.

Operator Response: Close the printer to get the load map printed. Look
at the load map to see which text deck and which entry are causing the
problem. If you can correct the problem, do so; otherwise, contact your
system support personnel.

Explanation: The name in the LDT (Loader Terminate) statement is
undefined.

Operator Response: Verify that the name in the LDT statement is correct.

If it is, make sure that it is defined as an entry point in the program to be
loaded.

Explanation: The control section named in the ICS (Include Control
Section) statement was not found by end of file.

Operator Response: Verify that the control section name in the ICS

statement is correct; if it is, make sure that the control section is defined in
the program to be loaded.
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C °

6A

( °

6C

Explanation: The loader attempted to add another entry to the reference
table that would have caused the table to overflow. Since the reference
table supplied by VM/SP HPO is large enough to allow the CP nucleus to
be generated, it must be assumed that the inclusion of local additions to the
CP nucleus have caused the excessive references to be generated.

Operator Response: Increase the size of the reference table by changing
the MAXREF equate field in the source code for the loader program,
reassembling it, and then reexecuting the loader. Once the size of the
reference table has been increased, error code 6A may occur. In that case,
define a larger storage size for the virtual machine. If the problem persists,
contact your system support personnel.

Explanation: The object modules being loaded are about to overlay the
loader.

Operator Response: Define a larger storage size for the virtual machine.
To see which module was about to overlay the loader, close the printer to
get the load map printed. The last line of the load map indicates the last
module that was loaded.

Explanation: The object modules being loaded are about to overlay an
address between 0 and 100 (hexadecimal). This state can result if an SLC
card changed the address at which loading was to start.

Attempting to load an incorrectly-assembled text deck can also cause this
wait state to occur.

Operator Response: Check the SLC card to make sure it does not specify
an address between 0 and 100 (hexadecimal). If you must place data at an
address within that range, do not use the loader to do so. Use a program
containing a Move Character instruction after the loaded system has
started execution. The loaded program is responsible for initializing that
part of storage.

If the wait state results from an attempt to load an incorrectly-assembled

text deck, the load map will indicate thls The last deck i in the load map
will be flagged with an error message.

Explanation: A failing storage frame was encountered while loading the
CP nucleus.

Operator Response: If the problem persists, contact your support
personnel.
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6D

"/( \,
k 7
Explanation: The loader is trying to release storage that is not on a
doubleword boundary. This is an internal loader error.
Operator Response: Reexecute the copy of the loader that is in your
reader. If the problem persists, regenerate the system to be loaded and try
to execute it again. If the problem still persists, the current copy of the
loader itself may be damaged; replace it with the loader on the distribution
tape. If the problem still persists, contact your system support personnel.
“./
\\«, 4
'S
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RSCS Wait State Codes

See the appropriate publications for the Remote Spooling Communications
Subsystem Networking Program Product Version 2 Release 2 (5664-188) wait

state codes.

RSCS Wait State Codes
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Standalone Dump Facility Wait State Codes

Communications from the standalone dump facility to the user are done

through wait state codes in the PSW. If the system enters the wait state

while generating or executing the standalone dump program, you can

display the current PSW to determine if the dump was successful or to
( determine the cause of the error.

One set of wait states is used during generation of a standalone dump
program. Another set of wait states is used during execution of the
standalone dump program. The intervention required results in an enabled
wait state.
The following information may be useful when you detect error conditions:
o The channel status word is at location X‘40’.

( ® The I/O address is at location X‘BA’.
e 32 bytes of sense data are at location X‘2EQ’.
® The starting and ending addresses of the CP trace table are stored in

the PSA at X‘7BO’ and X‘7TB4’, respectively, in addition to the
low-storage locations.

( Standalone Dump Program Generation Wait State Codes

912

Explanation: The standalone dump facility has been successfully placed
on the IPL device.

User Response: None.
991

Explanation: An error occurred while reading from the DASD. Register
15 should contain the DIAGNOSE X‘20’ reason code for the failure.

User Response: Display general register 15, which indicates what the
error condition is. Then, take the appropriate action to correct the problem
( ‘ and retry the standalone dump utility.
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992

993

994

995

997

Explanation: The name of the volume owner in the volume label on
record 3 is not CP370. This indicates that the volume is not CP-formatted.

User Response: CP format at least cylinder 0 and allocate it as permanent
space.

Explanation: The DASD is not a CP-formatted volume with cylinder 0
allocated as permanent space.

User Response: Allocate cylinder 0 as permanent space.

Explanation: The DASD device type specified at the time the standalone
dump configuration deck was generated does not match the DASD device at
the address given as the IPL device.

User Response: Either obtain the DASD device type specified at the time
the standalone dump was configured, or rebuild the standalone dump
configuration deck to match the current DASD device type.

Explanation: The tape device type specified at the time the standalone
dump configuration deck was generated does not match the device at the
address given as the IPL device.

User Response: Either obtain the tape device type specified at the time
the standalone dump was configured, or rebuild the standalone dump
configuration deck to match the current DASD device type.

Explanation: The device class type specified at the time the standalone
dump configuration deck was generated does not match the device class at
the address given as the IPL device.

User Response: Either obtain the proper device of the class specified at
generation time, or rebuild the standalone dump configuration deck to
match the current DASD device type.

Explanation: No device corresponds to the IPL device address specified in
the SAD macro.

User Response: Obtain a device at the address specified at generation
time, or rebuild the standalone dump configuration deck to match the
current DASD device type.
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Explanation: An error occurred while writing the standalone dump
facility onto the IPL device. Register 15 should contain the DIAGNOSE
X‘20’ reason code for the failure.

User Response: Display general register 15, which indicates what the
error condition is. Then take the appropriate action to correct the problem
and retry the standalone dump utility.

Standalone Dump Program Execution Wait State Codes

905

906

909

912

913

Explanation: A program check occurred during standalone dump program
execution.

User Response: This action should be the same as for a PRG001 abend.

Examine the program check old PSW to determine where the problem
occurred.

Explanation: A machine check occurred during standalone dump program
execution.

User Response: A possible hardware problem exists. You can restart the
standalone dump facility.

Explanation: Intervention is required on the dump output device.

User Response: Correct the intervention-required condition. Then the
standalone dump will continue.

Explanation: Successful completion.

User Response: None.

Explanation: An operational dump device is not available.
User Response: Make ready one of the devices specified in the dump
device list, which was created at standalone dump configuration time.

Then, restart the standalone dump facility.

Note: Do NOT relPL the standalone dump facility, as this will cause the
dump to dump itself.
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914

915

916

917

Explanation: An error occurred while reading the predumped pages from
the IPL device.
