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Summary of Changes

Summary of Changes

for LY20-0897-7

as updated August 1987

for VM/SP HPO Release 5.0

SELECTION OF PAGES ON A SYSTEMWIDE “LEAST RECENTLY
USED” BASIS

Ché\nged: Programming Support
These changes will improve performance in several ways:

e Improving the memory management of large working sets, shared pages,
and the <16 Mb area. The free list becomes the major source for page
replenishment. The flush list will be deemphasized. Core table scan
becomes the primary method for free list replenishment—the disposable
page collector is eliminated.

o Streamlining the QDROP and QADD processes. When a virtual
machine drops from queue, its pages will no longer be logically swapped
and trimmed.

e Making Expanded Storage (called Paging Storage in this manual) more
attractive as a swapping device.

® Preserving interactive response times in CMS intensive environments.
e Simplifying tuning.

SPOOL FILE LIMIT ENHANCEMENTS

Changed: Programming Support

The former limit of 9900 spool files on a system has been removed. With
this change, there may exist up to 9900 spool files for each user. (Actually,
the systemwide maximum is determined by the size of the checkpoint area.
At present, this theoretical maximum would be over 100,000 for most
systems. It is reasonable to assume that no system would ever approach
that amount.)

Spool files will now have a user-unique spool ID as well as a systemwide ID.
Reader spool file blocks (SFBLOKSs) will now be kept in the virtual storage
of a special userid, SYSSPOOL. Printer and punch SFBLOKSs will remain
in FREE storage.
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In conjunction with these enhancements, the checkpoint/forced start
process has been improved to reconstruct the spool files more rapidly.

A new module, DMKCKR, has been generated.
SCHEDULER ENHANCEMENT

Changed: Programming Support

With this enhancement, virtual machines are moved from the eligible list to

the run list only if processor time and sufficient main storage are available.
This will help eliminate storage overcommitment and reduce response
times.

NEW ‘NOQ2’ OPTION ON THE ‘SET QDROP OFF’ COMMAND
New: Programming Support

Specify the SET QDROP OFF NOQ2 command for service virtual machines
(like GCS/VSCS) that use system resources in small, frequent bursts. This
command will keep that virtual machine in Q1, improving performance for
the users of that service.

EXPANDED STORAGE (PAGING STORAGE) ENHANCEMENTS

New: Programming Support

A new macro, SYSXSTOR, is added. This macro controls the allocation of
Paging Storage. You may continue to use SYSPAG to allocate Paging
Storage, but SYSXSTOR offers these advantages:

e It is easier to use than SYSPAG

e For the 3090 Model 400, it allows you to generate Paging Storage
greater than 64 increments.

A new module, DMKXST, has been generated.
AUTOMATIC REORDERING OF SYSPAG AREAS
New: Programming Support

A new parameter is added to the SYSPAG macro,
ORDER=SYSTEM/USER. If ORDER=SYSTEM (the default) is coded,
HPO will automatically order the devices allocated on the SYSPAG macro
to decrease I/O contention by evenly distributing the I/O activity over the
available 1/O paths.
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ERROR RECORDING ENHANCEMENTS
New: Programming Support
For a 3090 Processor, the channel check handler and machine check
handler will now provide more information in the error records.
Specifically, these records will now tell you whether or not the hardware
error actually affected system performance.
NEW ‘NOVF’ PARAMETER ON THE ‘OPTION’ DIRECTORY ENTRY

New: Programming Support

Specifying the NOVF parameter on a user’s OPTION control statement in
the directory will deny that user access to the Vector Facility.

4381 PROCESSOR COMPLEX MODELS 11, 12, 13, AND 14
Changed: Hardware Support

The 4381 Processor Complex Models 1, 2, and 3 are replaced and extended
by the Models 11, 12, 13, and 14.

3090 PROCESSOR COMPLEX MODELS 150, 180, AND 400
Changed: Hardware Support

VM/SP HPO now supports the 3090 Processor Complex Models 150, 180, and
400.

LOGICAL DEVICE HOST LIMIT RELIEF

Changed: Programming Support

This support removes the restriction that no more than 8 virtual machines
can create and use logical devices concurrently. Now, any number of
virtual machines can create up to 512 logical devices as long as the number
of logical devices in the system does not exceed 4096.

3480 VOLUME SERIAL ERROR RECORDING

Changed: Programming Support

Users can now keep track of the error frequency for 3480 tapes by
examining the volume serial in 3480 outboard records (OBR) or
miscellaneous data records (MDR).

3422 MAGNETIC TAPE SUBSYSTEM

Changed: Programming Support

VM/SP HPO provides programming support for the 3422 Magnetic Tape
Subsystem.
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TRANSPARENT SERVICES ACCESS FACILITY (TSAF)
New: Programming Support

The transparent services access facility lets users connect to and
communicate with local or remote virtual machines within a group of
systems. This facility consists of the TSAF virtual machine component,
APPC/VM, and two CP system services. APPC/VM is a modified subset of
IUCV. With the TSAF virtual machine, it provides services within a single
system and throughout a group of systems, unlike IUCV, which provides
services only within a single system. The TSAF virtual machine component
handles communication between systems by letting APPC/VM paths span
more than one system. The QUERY CPTRAP command has also been
added.

The following new modules have been generated: DMKCQC, DMKIDR,
DMKIUB, DMKIUN, DMKIUP, DMKIUS, DMKTRX, DMKCRM.

NATIONAL LANGUAGES SUPPORT
New: Programming Support

VM/SP HPO now supports a variety of national languages for use in their
native countries. Updates have been made to modules and data areas
providing this support, specifically, those handling CP messages. The
following new modules have been generated: DMKHVF, DMKMES,
DMKVBM.

ALTERNATE NUCLEUS SUPPORT
New: Programming Support

Alternate nucleus support makes it easier to create and IPL backup copies
of the CP nucleus when the primary nucleus is damaged or unavailable.

PRINTER SUPPORT ENHANCEMENTS
Changed: Programming Support

The printer support enhancements include the addition of a SPOOL system
service facility which provides support for a printer subsystem. The
DESTination option allows you to select a specific printer or punch to
process your print, punch, or console file. Two new DIAGNOSE codes
allow a user to specify additional information about a print file. The CMS
PRINT command has been enhanced to support an OVersize option and a
special carriage control character to allow a longer data line.

LOGON/LOGOFF ENHANCEMENTS
Changed: Programming Support
The LOGON/LOGOFF enhancements improve system availability to users

and resolve the problem of conflicting messages during LOGOFF
processing. A new module, DMKUSQ, has been generated.

System Logic and Problem Determination Guide—CP LY20-0897-7 © Copyright IBM Corp. 1982, 1987

S



Restricted Materials of IBM
Licensed Materials — Property of IBM

ERROR LOGGING SYSTEM SERVICE

Changed: Programming Support

The error logging system service, a new CP system service, allows a virtual
machine to receive a copy of all records currently written to the CP error
recording area.

SPOOL FILE COMPRESSION SUPPORT ENHANCEMENT

Changed: Programming Support

An enhancement to SPOOL File Compression Support improves the
reliability of transmitting spooled data between systems.

ASCII ENHANCEMENTS

Changed: Programming Support

Various enhancements have been made to the support of ASCII devices.
OTHER MODULE SPLITS

New: Programming Support

Modules(s) Being Split Resulting Modules

DMKACR DMKACR and DMKACS

DMKCCW DMKCCW, DMKCCD, DMKCCF, DMKCCO,
DMKCCS, and DMKCCT

DMKCNS DMKCNS and DMKCNT

DMKCPT DMKCPT and DMKCPN

DMKCQH DMKCQH and DMKCPI

DMKCSU DMKCSU and DMKCSW

DMKCSV DMEKCSV, DMKCSX, and DMKCSY

DMKDIA DMKDIA and DMKDIF

DMKGRF DMKGRF, DMKGRD, DMKGRE,
DMKGRF, and DMKGRI

DMKIUA, DMKIUC, DMKIUA, DMKIUC, DMKIUE, DMKIUB,

and DMKIUE DMKIUN, DMKIUP, and DMKIUS

DMKQCN DMKQCN and DMKQCQ

DMKSVC DMKSVC and DMKSVD

DMKTRT and DMKTRU DMKTRT, DMKTRU, and DMKTRX

DMKTTY DMKTTY and DMKTTX

DMKVCP DMKVCP and DMKVCU

DMKVDD DMKVDD and DMKVDF

DOCUMENTATION CHANGES

Minor editorial and technical changes have been made throughout this
publication.
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Summary of Changes
for LY20-0897-6
for VM/SP HPO Release 4.2

AUTO-DEACTIVATION OF RESTRICTED PASSWORDS AND
DIRECTORY ENHANCEMENTS

New: Programming Support

Adds support to enhance system integrity by minimizing the exposure of
unauthorized system access through the use of restricted passwords. The
directory enhancements removes the restriction on the number of USER
entries that can be defined in the directory. Also, directory PROFILE
support provides a means by which installations can optimize the number of
commonly repeated control statements in USER entries in the source
directory.

ACCESS VERIFICATION ROUTINES
New: Programming Support

While VM/SP HPO provides many security functions, added support for
access verification routines provides a standard interface to the RACF/VM
Support PRPQ or user-written routines that can provide a higher level of
security. Although the access verification routines support does not by
itself provide security functions, it allows you to install software that does.

For example, to increase security of minidisk accesses, logon passwords,
and movement of spool files, you can install access verification routines
with the Resource Access Control Facility (RACF) (Program Number
5740-XXH) and RACF/VM Support PRPQ (Program Number 5767-002).

VECTOR FACILITY
New: Hardware Support

Support is provided for the Vector Facility in System/370 mode configured
to a 3090 Processor. The Vector Facility is a synchronous vector/scalar
instruction processor that can manipulate values (usually floating-point) at
a high speed. Compiled engineer and scientific FORTRAN applications can
use the array processing capability of the Vector Facility. VM/HPO
supports multiple virtual machines’ use of this facility.

PAGE MIGRATION
Changed: Programming support

Page migration is changed to select pages (rather than segments) for
migration on a reference basis instead of by time-stamp (age basis). Also,
pages are migrated down the demand page hierarchy, instead of being
migrated directly to the pre-allocated migration area. This improves the
time required to retrieve those pages that become active in the near future.

System Logic and Problem Determination Guide—CP  LY20-0897-7 © Copyright IBM Corp. 1982, 1987

N

~N

\_/

£

!/"
\



Restricted Materials of IBM
Licensed Materials — Property of IBM

Because migration of swap tables is sometimes necessary even when page
migration is not actively moving pages, swap table migration is now
invoked independently of page migration (rather than after page migration).
Swap table migration is further improved by migrating swap tables
regardless of whether all the pages in the segment have been migrated.

DOCUMENTATION CHANGES

Minor technical and editorial changes have been made throughout this
publication.

Summary of Changes
for LY20-0897-5
for VM/SP HPO Release 4

Note: Release 4 does not support 3090 processors. 3090 processors are
supported by Release 3 Modification 6. For information on Release 3
Modification 6, order the manual using the pseudo number shown
above.

GROUP CONTROL SYSTEM (VM/SP HPO GCS)
New: Programming Support

This new component of VM/SP HPO is a virtual machine supervisor that
provides simulated MVS services and supports a multitasking environment.
For more information on the Group Control System (GCS), refer to the
VM|SP Group Control System Guide. A new module, DMKVMG, has been
generated.

STAND-ALONE DUMP

Changed: Programming Support

The Stand-alone Dump facility is an enhancement to VM/SP HPO
Serviceability. It provides the support personnel with capability of
dumping up to 16 megabytes of real storage. It is required to dump real
storage when VM/SP HPO cannot create a CP abend dump. A new module,
DMKSAD, has been generated.

CP FRET TRAP

New: Programming Support

The CP FRET trap can be used as an aid in solving problems caused by
improper use of CP storage and to solve many storage overlay problems.

LY20-0897-7 © Copyright IBM Corp. 1982, 1987 Summary of Changes 1X
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VMDUMP ENHANCEMENTS
Changed: Programming Support

DIAGNOSE Code X’94’ is available to allow a virtual machine to request
dumping of its virtual storage. Also, the three address range restriction has
been removed from the VMDUMP command. A new module, DMKVME,
has been generated.

SHARED/NONSHARED RESTRICTION
New: Programming Support

With the addition of this support, any attempt to construct a virtual device
configuration that would mix SHARED and NONSHARED device types on
the same virtual control unit is rejected.

IUCV Enhancements
Changed: Programming Support

The Inter-User Communications Vehicle (IUCV) has been enhanced to
support data movement from discontiguous buffers on the SEND,
RECEIVE, and REPLY functions. The IUCV macro has been updated to
handle a “BUFLIST =" parameter on the SEND and RECEIVE functions,
and an “ANSLIST =" parameter on the SEND and REPLY functions. New
modules generated are DMKVCQ and DMKVCS.

CPTRAP ENHANCEMENTS

Changed: Programming Support

CPTRAP is a service aid used in problem determination. Enhancements to
the CPTRAP command provide two additional functions, GROUPID and
WRAP, and one additional entry type, X’3D’.

Enhancements to TRAPRED makes reviewing the trap data easier by
providing more selectivity for X’3D’, X’3E’, and X’3F’ entries and by
providing a way to display formatted output of the trapped data. A new
module, DMKTRU, has been generated.

TERMINAL ENHANCEMENTS

New: Programming Support

The DIAL command is now supported for SNA devices. A new module,
DMKRGE, has been generated.
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EXPANSION OF USER CLASSES
Changed: Programming Support

The user class structure has been modified such that the user may now
define up to 32 privilege classes, beyond (or in place of) the seven IBM
defined privilege classes. '

REMOTE SPOOLING COMMUNICATIONS SUBSYSTEM NETWORKING
VERSION 2

Changed: Programming Support

With the release of the Remote Spooling Communications Subsystem
Networking Version 2 program product (5664-188), any reference to RSCS in
this manual applies to RSCS Version 2. Information about RSCS can be
found in the VM/SP Remote Spooling Communications Subsystem Version 2
General Information.

VM/SP HPO 3800 MODEL 3 COMPATIBILITY SUPPORT
New: Hardware Support

Compatibility support allows VM/SP users to access the 3800 Model 3
Printing Subsystem. Existing programs designed to produce 3800 Model 1
printer output may produce output for the 3800 Model 3 printer with little
or no program change. Use of this support provides improved print quality
(240 x 240 pel resolution) and the addition of a 10 lines-per-inch (LPI)
vertical space option. The following new modules have been generated:
DMKRSF (split from DMKRSE), DMKSEQ (split from DMKSEP),
DMKVSX (split from DMKVSP).

3480 MAGNETIC TAPE SUBSYSTEM SUPPORT

New: Hardware Support

The 3480 is a buffered magnetic subsystem consisting of one control unit
which can address up to 8 drives, or two control units which can each
address up to 16 drives.

3370 DIRECT ACCESS STORAGE MODELS A2 AND B2

New: Hardware Support

Support is added for the 3370 Direct Access Storage Models A2 and B2. A
new module, DMKVDB, is generated.

DMKFRE/DMKFRT SPLIT

Changed: Programming Support

The module DMKFRE has been split into two modules, DMKFRE and
DMKFRT. DMKFRE handles all requests for free storage and calls to

DMKFRET to release free storage. DMKFRT handles all requests to return
free storage.

LY20-0897-7 © Copyright IBM Corp. 1982, 1987 _ Summary of Changes X1
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The module DMKCKP has been split into six modules: DMKCKD,
DMKCKF, DMKCKH, DMKCKM, DMKCKN, and DMKCKP.

e DMKCKD is called by DMKCKP and issues HALT I/O instructions to
system generated devices and drains existing I/O interrupts. It also
finds a usable path to a desired device and executes all processor switch

request.

e DMKCKF is called by DMCKP and saves vital system data on the
system’s warm start cylinders.

e DMKCKH is called by many different routines and contains several
utility routines used by the checkpoint program. These routines do
tasks such as checking the validity of the warm start cylinders,
handling record buffers, saving system spool files, and handling I/O

interrupts.

e DMEKCKM is called by many

different routines and saves selected

virtual machines during system shutdown or abend. It also displays
messages for the checkpoint program.

e DMEKCKN is called by DMKCKM and handles I/O requests for the
checkpoint program. It also preprocesses various fields in RDEVBLOKSs
so that they can be used by DMKCKN and DMKCKM.

e DMKCKP is the main driver

for the checkpoint program. It contains

the IPL entry point for system initialization, system shutdown, and
system abend. It also displays error messages and loads disabled wait

state PSWs.

DMKCPI/DMKCPS REORGANIZATION

Changed: Programming Support

The logic of DMKCPI and DMKCPJ has been reorganized to create six new
modules: DMKALO, DMKIDU, DMKMNT, DMKMNT, DMKOPE,

DMKSEG, DMKTOD.

o DMKALO is called by DMKMNT and builds the system ALOCBLOKSs
for CP-owned volumes that are online at IPL.

e DMKIDU is called by DMKCPJ and locates DASD space for and
allocates the CP DUMP if DASD space is found. It also clears TDISK

space at IPL.

e DMEKMNT is called by DMKCPI and checks all devices in DMKRIO

and marks them online if the

System Logic and Problem Determination Guide—CP
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o DMEKOPE is called by DMKCPI to locate the system operator’s console
and to disconnect the operator on a system restart if the operator was
disconnected before the system abend. It is also called by DMKCPJ to
start the auto MONITOR, to autolog users, and to logon the system
operator.

e DMKSEG is called by DMKCPI to initialize CP’s PAGE, SEGMENT,
CORE, and SWAP tables. It is also called by DMKCPJ to page in CP
pageable modules and to write the symbol table (DMKSYM) and
DMKVMI to DASD.

e DMKTOD is called by DMKCPT to initialize the TOD clock.

3880 STORAGE SUBSYSTEM MODEL 21 SUPPORT

New: Hardware Support

VM/SP HPO now supports the 3880 Storage Subsystem Model 21. The 3880

Model 21 is designed as a high-performance paging and swapping

subsystem. It is an enhancement over the 3880 Model 11. In addition, the

3880 Storage Subsystem Model 11 is supported for swapping.

4381 MODEL 3

New: Hardware Support

VM/SP HPQC now supports the 4381 Processor Model 3 (dyadic).
ECPS:VM/370 level 22 specifically supports the 4381 Model 3. It includes:

e Assists for VM/SP HPO free storage and dispatching algorithms and a
CP assist for DIAGNOSE code ‘18’ (Disk 1/O).

e Enhancements to existing assists to support the extended real
addressing facility of VM/SP HPO.

e Enhancements to existing assists to support a multiprocessor system.
OTHER MODULE SPLITS

New: Programming Support

Modules(s) Being Split Resulting Modules
DMKCPU DMKCPM and DMKCPU
DMKCSO DMKCPM and DMKCPU
DMKCQP DMKCPM and DMKCPU
DMKEMA, DMKEMB, DMKEMA, DMKEMB, DMKEMC,
and DMKEMC DMKEMD, and DMKEME
DMKIOS DMKIOQ and DMKIOS
DMKLOG DMKLOG and DMKLOJ
DMKLOH DMKLOH and DMKLOM
DMKSST DMKSST and DMKSSV
DMKTAP DMKTAP and DMKTAQ
DMKVCA DMKVCA and DMKVCB

LY20-0897-7 © Copyright IBM Corp. 1982, 1987 Summary of Changes X111
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Resulting Modules

DMKVDG
DMKVRR
DMKPTS

DMKVDG and DMKVDH
DMKVRR and DMKVRS
DMKPTS and DMKPTT

DOCUMENTATION CHANGES

Minor technical and editorial changes have been made throughout this

publication.

Xlv  System Logic and Problem Determination Guide—CP

LY20-0897-7 © Copyright IBM Corp. 1982, 1987

TN

N/

AN



Restricted Materials of IBM
Licensed Materials — Property of IBM

Preface

Purpose

Audience

Organization

This manual provides information needed to analyze problems that may
occur on the IBM Virtual Machine/System Product: High Performance
Option (VM/SP High Performance Option) when used with VM/System
Product Release 5. The descriptions are general and serve as a guide in
understanding VM/SP High Performance Option. They are not meant to be
a detailed analysis of VM/SP High Performance Option programming and
cannot be used as such.

This manual is intended for persons who are analyzing errors to the
Control Program (CP) component of VM/SP High Performance Option.
Persons performing this task could be:

e IBM support personnel

e Customer systems programmers.

This manual contains a logic description for the designated component. It
is divided into four parts: Introduction, CP Method of Operation and
Program Organization, CP Directories, and CP Diagnostic Aids.

CP Method of Operation and Program Organization contains the
functions and relationships of the program routines in VM/SP High
Performance Option.

CP Directories contains descriptions of all the assemble modules in CP. It
also contains extensive cross-references between modules and labels within
a VM/SP High Performance Option component.

CP Diagnostic Aids contains additional information useful for determining
the cause of a problem.
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Appendix A contains a description of VM/370 Extended Control-Program
Support (ECPS:VM/370).

Appendix B describes support for the IBM 3850 Mass Storage System
(MSS).

Appendix C contains information about MVS/System Extensions and
MVS/System Product Support.

Appendix D descrlbes in detail the access verification routines (DMKRPW,
DMKRPI, and DMKRPD).

Related Information

Information on the Conversational Monitor System (CMS) is contained in
System Logic and Problem Determination Guide Volume 2 (CMS), Order No.
LT00-1604.

Information on the Remote Spooling Communications Subsystem (RSCS), a
VM/370 Release 6 component, is contained in VM/870 System Logic and
Problem Determination Guide, Volume 8 Remote Spooling Communications
Subsystem (RSCS), Order No. SY20-0888.

The control blocks supporting the RSCS Logic are contained in VM/SP
Data Areas and Control Block Logic- Volume 2 (CMS), Order No. LT00-1606.

Logic Information on the Interactive Problem Control System (IPCS), a
VM/370 Release 6 component, is totally contained in VM/SP HPO Service
Routines Program Logic, Order No. 1.Y20-0898.

For information on the Group Control System, see the VM/SP Group
Control System Guide, Order No. SC24-5249.

For information on VM/VTAM, see the ACF/VTAM Version 8 General
Information (for VM/SP), Order No. GC30-3246.

How to Use This Manual

xvi

® Isolate the component of VM/SP High Performance Option in which the
problem occurred.

o Use the list of restrictions in VM/SP HPO Planning Guide and
Reference to be certain that the operation that was being performed was
valid.

o Use the directories and use VM/SP High Performance Option Data
Areas and Control Block Logic — CP to help you to isolate the problem.

e Use the “CP Method of Operation and Program Organization” sections,
if necessary, to understand the operation that was being performed.

System Logic and Problem Determination Guide—CP LY20-0897-7 © Copyright IBM Corp. 1982, 1987

(\ /
/
N



Restricted Materials of IBM
Licensed Materials — Property of IBM

C Device Terminology

For terms in this manual that are unfamiliar to you, refer to IBM
Vocabulary for Data Processing, Telecommunications, and Office Systems,
GC20-1699.

For device terminology that may be specific to VM/SP High Performance
Option, refer to VM/SP HPO Library Guide.
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N



Restricted Materials of IBM
Licensed Materials — Property of IBM

Contents

Introduction 1

The Control Program (CP) 3

Introduction to the Control Program 3
Virtual Machine Time Management 4
Virtual Machine Storage Management 5
Virtual Storage Preservation 7
Virtual Machine I/O Management 8
Spooling Functions 10
Spool File Recovery 11
CP Commands 12
CP Messages/National Language Support 13

Program States 19

Using Processor Resources 21

Queue 1 23
Queue 2 23
Queue 3 24

Functional Information 25

Performance Guidelines 43

Directory Considerations 44

Virtual Machine I/O 45

Paging Considerations 46
Locked Pages Option 48
Reserved Page Frames Option 49
QDROP OFF Option 50
Virtual =Real Option 50

Virtual Machine Performance Options 51
Favored Execution 51
User Priority 53
Virtual=Real 53
Affinity 55
Multiple Shadow Table Support 56
Shadow Table Bypass 57
Single Processor Mode 58
Dynamic SCP Transition to or from Native Mode 59
Virtual Machine Assist Feature 60
Extended Control-Program Support (ECPS) for VM/370
Preferred Machine Assist Feature 63
Dual Address Space Assist 67
MVS Page Fault Assist 67

LY20-0897-7 © Copyright IBM Corp. 1982, 1987

62

Contents

X1X



Restricted Materials of IBM

Licensed Materials — Property of IBM

Inter-User Communications Vehicle 71
ACCEPT Function 72
CONNECT Function 73
DECLARE BUFFER Function 74
DESCRIBE Function 75
PURGE Function 76
QUERY Function 76
QUIESCE Function 77
RECEIVE Function 77
REJECT Function 79
REPLY Function 80
RESUME Function 81
RETRIEVE BUFFER Function 81
SEND Function 82
SET CONTROL MASK Function 83
SET MASK Function 83
SEVER Function 84
TEST COMPLETION Function 85
TEST MESSAGE Function 86
IUCV Restrictions 87
IUCV Trace Table Entries 87
IUCV External Interrupts 88
IUCV Control Blocks and Data Areas
VM/VS Handshaking 92

CP Interrupt Handling 95
Program Interrupt 95
Privileged Instructions 96
Missing Interrupt Handler 97
I/O Interrupts 98
Machine Check Interrupts 98
SVC Interrupts 99
External Interrupts 101
Timer Interrupt 101
External Interrupts 101
Extended Virtual External Interrupts
System Support 102
Free Storage Management 102
Storage Protection 103
Storage Validation 104

Executing the Pageable Control Program

System Support Modules 105
Control Register Usage 105

104

Restrictions and Conventions for Pageable CP Modules 106

Data Area Modules 109

Virtual Timer Maintenance 109
I/0 Management 112

I/O Supervisor 112

Real I/O Control Blocks 112

Virtual I/O Requests 113

I/O Component States 118

I/O Interrupts 119

Virtual I/O Interruptions 120

Monitoring I/O Activity 121

XX System Logic and Problem Determination Guide—CP

LY20-0897-7 © Copyright IBM Corp. 1982, 1987



Restricted Materials of IBM
Licensed Materials — Prope

LY20-0897-7 © Copyright IBM

rty of IBM

Scheduling I/O Requests 121

Virtual Console Simulation 128

Remote 3270 Programming 129

1/O Programs for Bisynchronous Lines and Remote 3270s 131

Data Formats — Remote 3270s 135

Allocation Management 138

Normal Paging Requests 138

Paging Statistics 147

Extended Storage Support 149

DASD and Paging Storage Management 151

Paging I/O 158 :

Preferred System Paging 159

Page I/O Request Queuing Algorithm 160

Page Migration and Swap Table Migration 160

Virtual Storage Paging Error Recovery 162

Virtual Relocation 163

Free Storage Management 168

CP FRET Trap 172

CP Initialization 174

System Shutdown 178

Dumping the System and Automatic Re-IPL. 179

Initialization and Termination 179

System Reconfiguration 181

Real MSSF or Service Call Processing — VARY PROCESSOR 182

Real MSSF or Service Call Processing — SCPINFO and IOCP 182

Scheduling and Executing the Real MSSF or Service Call Request

Processing the MSSF or Service Processor Interrupt 185

Virtual MSSF or Service Call Processing — SCPINFO 186

I/O Reconfiguration 188

Console Functions 191

Dispatching and Scheduling 192

Controlling Multiprogramming 202

CP Spooling 209

Spool Data and File Format 210

Spool Buffer Management 212

Virtual Spooling Manager (DMKVSP) 213

Real Spooling Manager (DMKRSP) 217

Spooling Commands 220

Spool File Error Recovery 225

Recovery from System Failure 226

Recovery Management Support (RMS) 227

System Initialization for RMS 227

Overview of Machine Check Handler 228

System/370 Recovery Features 229

Machine Check Handler Subroutines 230

Overview of Channel Check Handler 235

Channel Control Subroutine 236

Individual Routines 238

Error Recording Interface for Virtual Machines 240

Error Recording and Recovery 241

Error Record Writing 241

DASD Error Recovery, ERP (DMKDAS or DMKDAD for CKD or
DMKDAU for FBA) 243

Corp. 1982, 1987 Contents

184

xx1



Restricted Materials of IBM
Licensed Materials — Property of IBM

Alternate Track Recovery, ERP (DMKTRK) 245
Tape Error Recovery, ERP (DMKTAP and DMKTPE) 250
3270 Remote Support Error Recovery 251
The Attached Processor and Multiprocessor Environments 252
CP Initialization for the Attached Processor or Multiprocessor 252
Processor Addresses 252
PSA Setup 253
Locking 253
Machine Check Handler — Attached Processor and Multiprocessor
Applications 257
I/O Subsystem 263
Shared Segment 264 ‘
Segment Protection Extension 265

CP Method of Operation and Program Organization 267

CP Program Organization 269
Use of the Annotated Flow Diagram 269
CP Interrupt Processing 270
SVC Interrupts — Problem State 270
SVC Interrupts — Supervisor State 271
External and Clock Interrupt Reflection 272
Missing Interrupt Processing 273
Monitor Interrupt Processing 274
Program Interrupt Processing 277
Virtual I/O Operations and Interruption Processes 281
CTC Device Operations between Two Virtual Machines 281
Scheduling I/O for CP and the Virtual Machine 281
Standard DASD I/O Initiated via Diagnose 282
General I/O Operation Initiated via Diagnose 282
Virtual Machine I/O Instruction Simulation and Interrupt
Reflection 283
Virtual Console Simulation 284
Local Graphic I/O and Interrupt Processing 285
Locate and Validate an ISAM Read Sequence 287
Scheduling CP and Virtual Machine I/O Operations and Interrupt
Handling 289
Terminal Console I/O Control, START/STOP, 3210, 3215, and
Others 291 ‘
Console Scheduling 295
3704/3705 Interrupt Handler 296
Handling Remote 3270 with Binary Synchronous Lines 299
Real Storage Allocation and Page Management 301
Physical Swap-Out 305
Reading/Writing a DASD or Paging Storage Page to/from Virtual
Storage 306
Shared Segment Storage Management 310
Temporary Disk Storage Management 310
Paging I/O Scheduler 311
Release Virtual Storage Pages 312
Free Storage Management 313
Virtual Machine Initialization and Termination 315
CP Initialization and Termination Procedures 315
Console Function (CP Command) Processing 335

XXil System Logic and Problem Determination Guide—CP  LY20-0897-7 © Copyright IBM Corp. 1982, 1987

)

O



Restricted Materials of IBM
Licensed Materials — Property of IBM

Dispatching and Scheduling 337

Spooling Virtual Device to Real Device 341

Spooling to the Real Printer/Punch Output Device 345
Spooling to the Real Input Device 346 '
Spool File Deletion 347

Recovery Management Support Operation 348

User Directory Routines 353

Save the 3704/3705 Control Program Image Process 354
Spool File Checkpoint and Recovery 355

Inter-Virtual Machine Communication 356

Inter-User Communications Vehicle 357

Console Communication Services 361

CP Directories 367

CP Module Entry Point Directory 368
CP Module-to-Label Cross-Reference 416
CP Label-to-Module Cross-Reference 511

CP Diagnostic Aids 685
Entry Points for CP Commands 686
Function Codes for DIAGNOSE Instructions 691

Appendix A. Hardware Assist Commands 693
Hardware Assist Commands 693
Assist Status according to ECPS Level 697

Appendix B. VM/SP HPO MSS Support 699
VM/SP HPO MSS Support 699
Log On a User Having a Minidisk on an Unmounted System
Volume 699
Log On a User Having a 3330V Dedicated As a 3330V 700
Process DIAGNOSE Code X’78 701
Generate the Channel Program Prefix for a 3330V 701
Generate the Channel Program Prefix for CMS I/O to a 3330V 702
Process a Staging Adapter Cylinder Fault 702
Process an Attention Interrupt from a 3330V 702

Appendix C. MVS Considerations 703
Low-Address Protection 704

Common Segments 705

Invalidate Page Table Entry (IPTE) Instruction 705
Test Protection (TPROT) Instruction 706

Virtual Machine Extended-Facility Assist 707

Appendix D. Access Verification Routines 709
DMKRPW 709
DMKRPI 710
DMKRPD 711

LY20-0897-7 © Copyright IBM Corp. 1982, 1987 Contents  XXiil



Restricted Materials of IBM
Licensed Materials — Property of IBM

Bibliography 713
Prerequisite Publications 713
Corequisite Publications 713
Supplementary Publications 714
VM/SP High Performance Option Library 715

Index 719

XXiV  System Logic and Problem Determination Guide—CP  LY20-0897-7 © Copyright IBM Corp. 1982, 1987

£ N
L



Restricted Materials of IBM

Licensed Materials — Property of IBM

Figures

o

Information Page for a Message Repository 14

Data Page for a Message Repository 15

Queues and Lists That CP Uses to Select a Virtual Machine to
Run 22

Initialization on a Cold Machine 26

System Shutdown and Automatic Warm Start 27

Real I/O Control Blocks 28

Virtual I/O Control Blocks 29

SVC Interrupt Handling 30

External Interrupt Handling 31

Program Interrupt Handling 32

Paging 33

Virtual Spooling 34

Real Spooling 35

Virtual Tracing 36

CP PER Command Processing 37

CP PER Interrupt Processing 38

Virtual-to-Real Address Translation 39

SNA CCS Interfaces 40

SNA CCS Control Block Structure 41

SNA DIAL Control Block Structure 42

Storage Layout in a Virtual =Real Machine with Extended Storage
Support 54

VMCF Control Block Relationships 69

SMSG Command Processing 71

IUCV Control Block Relationships 91

Overview of Interrupt Handling 96

Executable Modules 107

Mini IOBLOK Queuing 124

Control Block Structure for Alternate Path Request 124
SYSPLIST/ALOCBLOK Generation and Relationship 153
Page Migration Hierarchy 161

Real MSSFCALL Control Block Structure 187

Virtual MSSFCALL Control Block Structure 188

RMS Control Register Assignments 230

Summary of IOB Indicators 245

Modules That Obtain Additional VMBLOK Lock 256
Condition/Action Table for Uncorrectable Errors 260
Hardware Assist Commands 693

Relationship among MVS/System Extensions or MVS/System Product,

'VM/SP HPO, and the System/370 Extended Facility 703

Library — Interrelationship of Publications 716

LY20-0897-7 © Copyright IBM Corp. 1982, 1987 Figures XXV



O



Restricted Materials of IBM
Licensed Materials — Property of IBM

Introduction

This part contains the following information:
e Introduction to the Control Program (CP)
e Program States

e Using Processor Resources

o Functional Information

e Performance Guidelines

e Interrupt Handling.
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The Control Program (CP)

The VM/SP High Performance Option (VM/SP HPO) Control Program
manages the resources of a single computer so that multiple computing
systems appear to exist. Each “virtual” computing system, or virtual
machine, is the functional equivalent of a single processor IBM System/370.

A virtual machine is configured by recording appropriate information in a
directory called the system directory. The virtual machine configuration
includes counterparts of the components of a real IBM System/370:

A virtual operator’s console
Virtual storage

A virtual processor

Virtual I/O devices.

CP makes these components appear real to whichever operating system is
controlling the work flow of the virtual machine.

The virtual machines operate concurrently via multiprogramming
techniques. CP overlaps the idle time of one virtual machine with
execution in another.

Each virtual machine is managed at two levels:

e An operating system manages the work the virtual machine is to do.

e The control program (CP) manages the concurrent execution of multiple
virtual machines.

Some system functions perform differently when running in attached
processor mode or multiprocessor mode. For a description of the additional
processing performed when in attached processor mode, see “Virtual
Machine Storage Management” on page 5.

Introduction to the Control Program

A virtual machine is created for a user when he logs on VM/SP HPO, on
the basis of information stored in his system directory entry. The entry for
each user identification includes a list of the virtual input/output devices
associated with the particular virtual machine.

1Y20-0897-7 © Copyright IBM Corp. 1982, 1987 The Control Program (CP) 3



Restricted Materials of IBM
Licensed Materials — Property of IBM

Additional information about the virtual machine that also is kept in the
directory entry includes:

A list of the virtual I/O devices associated with that virtual machine
The command privilege class

Accounting data

Normal and maximum virtual storage sizes

Dispatching priority

Optional virtual machine characteristics, such as extended

control mode.

The Control Program supervises the execution of virtual machines by (1)
permitting only problem state execution except in its own routines, and (2)
receiving control after all real computing system interrupts. Generally, CP
intercepts each privileged instruction! and simulates it if the current
program status word of the issuing virtual machine indicates a virtual
supervisor state; if the virtual machine is executing in virtual problem
state, the attempt to execute the privileged instruction is reflected to the
virtual machine as a program interrupt. All virtual machine interrupts
(including those caused by attempting privileged instructions) are first
handled by CP, and are reflected to the virtual machine if an analogous
interrupt would have occurred on a real machine.

Virtual Machine Time Management

The real processor simulates multiple virtual processors. Virtual machines
that are executing in a conversational manner are given access to the real
processor more frequently than those that are not; these conversational
machines are assigned the smaller of two possible time slices. CP
determines execution characteristics of a virtual machine at the end of each
time slice on the basis of the recent frequency of its console requests or
terminal interrupts. The virtual machine is queued for subsequent
processor utilization according to whether or not it is a conversational user
of system resources.

A virtual machine can gain control of the processor only if it is not waiting
for some activity or resource. The virtual machine itself may enter a virtual
wait state after an input/output operation has begun. The virtual machine
cannot gain control of the real processor if it is waiting for a page of
storage, if it is waiting for an input/output operation to be translated and
started, or if it is waiting for a CP command to finish execution.

A virtual machine can be assigned a priority of execution. Priority is a
parameter affecting the execution of a particular virtual machine as
compared with other virtual machines that have the same general execution
characteristics. It is a parameter in the virtual machine’s directory entry.
The system operator can reset the value with the privilege class A SET
command.

1 When preferred machine assist is active, the MVS virtual machine runs in the
real supervisor state in the V=R area. Also, when an MVS virtual machine
runs in single processor mode and preferred machine assist in an AP, MP, or
dyadic processor, it runs in the supervisor state.
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Virtual Machine Storage Management

The normal and maximum storage sizes of a virtual machine are defined as
part of the virtual machine configuration in the directory. The user can
redefine virtual storage size to any value that is a multiple of 4K and not
greéﬂ;er than the maximum defined value. VM/SP HPO implements this
storage as virtual storage. The storage may appear as paged or not paged
to the virtual machine, depending upon whether or not the extended control
mode option was specified for that virtual machine. This option is required
if operating systems that control virtual storage, such as OS/VS1, VM/SP
HPO, or VM/370, are run in the virtual machine.

Storage in the virtual machine is logically divided into 4096-byte areas
called pages. Contiguous 64K areas of virtual storage are called segments.
A complete set of segment and page tables is used to describe the storage of
each virtual machine. These tables are updated by CP and reflect the
allocation of virtual storage pages to blocks of real storage. These page
and segment tables allow virtual storage addressing in a System/370
machine. Storage in the real machine is logically and physically divided
into 4096-byte areas called page frames.

If the virtual machine is executing in extended control mode with translate
on, then two additional sets of segment and page tables are kept. The
virtual machine operating system is responsible for mapping the virtual
storage created by it to the storage of the virtual machine. CP uses this set
of tables in conjunction with the page and segment tables created for the
virtual machine at logon time to build shadow page tables for the virtual
machine. These shadow tables map the virtual storage created by the
virtual machine operating system to the storage of the real computing
system. The tables created by the virtual machine operating system may
describe any page and segment size permissible in the IBM System/370.

When there is a shortage of real storage available, CP keeps only
referenced virtual storage pages in real storage. CP can bring pages into
any available page frames. During program execution, a combination of CP
and dynamic address translation on the System/370 relocates a page.
(During relocation, new absolute addresses are assigned to a page so that
the program can execute in the assigned area of real storage.) The active
pages from all logged-on virtual machines and from the pageable routines of
CP compete for available page frames. When the number of page frames
available for allocation falls below a threshold value, CP determines which
virtual storage pages currently allocated to real storage are relatively
inactive, and starts page-out operations for them.

Inactive pages are kept on a direct access storage device (DASD). DASD
space is managed so that only one copy of a given page exists at one time.
CP assigns certain inactive pages to a paging device according to the
following rules:

o If the page was referenced during virtual machine execution, and if
space is available in a TYPE =SW area, the page is assigned to that
area (regardless of whether or not the page was changed during virtual
machine execution).
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e If the page was referenced and changed during virtual machine -
execution, and no space is available in a TYPE=SW area, the page is (/\
assigned a TYPE=PP area.

e If the page was changed during virtual machine execution but not
referenced, it is assigned to a TYPE =PP area.

Note: If a page is read in from TYPE=SW, it is marked as “changed”
because the backup copy in the TYPE=SW area is released once the
page is read in.

(See the heading “DASD and Paging Storage Management” for more
information.)

A virtual machine program can use the DIAGNOSE instruction to tell CP
that the information from specific pages of virtual storage is no longer

needed. CP then releases the DASD areas that were assigned to hold the N
specified pages. )

CP can prepage a number of virtual machine pages that were resident and
referenced at the last queue drop. It prepages when a virtual machine is
added to queue.

When a page fault is resolved for a page in a swap set, all the pages in the
swap set are paged in. While CP is paging for one virtual machine, another
virtual machine can be executing. Any paging operation started by CP is
transparent to the virtual machine.

\\
N/

/\\

Storage and Processor Utilization

The system operator can assign reserved page frames to multiple virtual
machines by using the SET RESERVE command. This command assigns to
a virtual machine a specific amount of storage from the real machine,
enabling the specified number of a virtual machine’s active pages to remain
in real storage. CP will dynamically build up a set of reserved real storage
page frames for a virtual machine during its execution until the maximum
number of reserved frames is reached. The page frames that are reserved : a
are defined by core table scan, so that referenced pages are more likely to S
be held in storage than unreferenced pages. See the VM/SP HPO

Operator’s Guide for more information on the SET RESERVE command.

During CP system generation, the installation may specify an option called
virtual =real. With this option, the virtual machine’s storage is allocated
directly from real storage at the time the virtual machine logs on (if it has
the VIRT =REAL option in its directory). All pages except page zero are
allocated to the corresponding real storage locations. In order to control
the real computing system, real page zero must be controlled by CP.
Consequently, the real storage size must be large enough to accommodate
the CP nucleus, the entire virtual =real virtual machine, and the remaining
pageable storage requirements of CP and the other virtual machines.

The virtual =real option improves performance in the selected virtual ~

machine since it removes the need for CP paging operations for the selected {J
virtual machine. The virtual =real option is necessary whenever programs
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that contain dynamically modified channel programs (except those of OS -

N ISAM and OS/VS TCAM Level 5) are to execute under control of CP. For
( ) additional information on running systems with dynamically modified
i | channel programs, see the VM/SP HPO CP for System Programming.

Virtual Storage Preservation

CP tries to preserve the contents of a virtual machine if the system
operator forces the machine off the system, if the system abnormally
terminates the machine, or if the system itself abnormally terminates.

At system generation time, you can specify which virtual machines are to

be saved. The contents of these virtual machines are written out and saved

in DASD space that must be previously allocated during system generation;

the sequence in which virtual machines are saved can also be established.

If a sequence for saving systems is not defined, then the systems are saved
o in the order in which virtual storage preservation was invoked for each.

( After the user logs on to the system again, the saved DASD area is restored
by issuing the IPL command, specifying the name of the defined DASD
area. System generation parameters also allow another designated user to
IPL the named SAVESYS area.

Either the VMSAVE directory option or the SET VMSAVE command may
be used for saving the contents of a specific virtual machine. The
VMSAVE facility can be nullified by SET VMSAVE OFF, SYSTEM
CLEAR, DEFINE STORAGE, or normal LOGOFF.

N
( The V=R area (if active) of the real machine is preserved if the system is
performing a warm start. The V=R area is cleared if the system terminates
to a hard wait state or if a different V=R user logs on.

You can specify multiple VMSAVE target areas (areas in which the virtual
machine is to be saved) for a single user; you do this by including in the
DMEKSNT module more than one NAMESYS macro with the same
USERID =operand. Different target areas are required if a user wishes to
. IPL a VMSAVE system and have the VMSAVE option enabled at the same
( time. Once the VMSAVE is enabled, the IPL command cannot refer to the
area until a recovery operation has taken place. Similarly, if a VMSAVE
area currently contains a saved system, it can be released only by the user
who caused the system to be stored there. Until the user releases that area,
no other user can use it as a VMSAVE target area.

For more information on the VMSAVE facility, refer to VM/SP HPO
| Planning Guide and Reference and VM/SP HPO CP for System
| Programming.

MVS/SP V=R Virtual Machine Recovery

When the system performs an automatic warm start due tu an abnormal
termination, CP recovers the MVS/SP V=R virtual machine. VM/SP HPO
saves the status of the MVS/SP virtual machine environment after CP

( N software ABENDs. MVS/SP virtual machine recovery restores pending
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interrupts, dedicated I/O devices, I/O control blocks, real storage, and
SPMODE (including AP/MP support if active). All open spool files are
closed and checkpointed as in a normal system shutdown.

The recovered V=R machine will have its original directory
characteristics. For example, if a different storage size was defined after
logon, the original directory storage size will be in effect after recovery.

When recovery is completed, the MVS/SP virtual machine immediately
resumes execution. However, the virtual machine is in a disconnected
state.

CP saves the MVS virtual machine after an ABEND if the following are
true:

Dump to disk was specified using the SET DUMP AUTO command
NOTRANS is set ON in the V=R machine N
The MVS/SP V=R machine is logged on at system ABEND { ‘
Module DMKVRR is present in the system. AN

MYVS/SP virtual machine recovery is not possible if CP is unable to dump,
checkpoint, and re-IPL the system. If the system operator requests a dump
using RESTART, recovery may be only partially successful. TUCV, VMCEF,
and SNA applications are not recovered for the MVS/SP virtual machine
operating system.

IBM recommends that the guest operating system operator’s console be N
separate from the virtual machine operator’s console so that no console { !
output is lost. All devices the guest virtual machine uses except virtual
console and virtual spool devices should be dedicated devices with real
addresses corresponding to virtual addresses. I/O interrupt data is saved
only for dedicated devices.

Virtual Machine I/O Management

A real disk device can be shared among multiple virtual machines. Virtual e
device sharing is specified in the directory entry or by a user command. If (
specified by the user, an appropriate password must be supplied before

gaining access to the virtual device. A particular virtual machine may be

assigned read-only or read/write access to a shared disk device. CP checks

each virtual machine input/output operation against the parameters in the

virtual machine configuration to ensure device integrity.

Virtual Reserve/Release support can be used to further enhance device
integrity for data on shared minidisks. Reserve/Release operation codes are
simulated on a virtual basis for minidisks, including full-extent minidisks.
For details on Reserve/Release support, refer to “Reserve/Release” under
“Scheduling I/O Requests” in this part.

The virtual machine operating system is responsible for the operation of all
virtual devices associated with it. These virtual devices may be defined in -
the directory entry of the virtual machine, or they may be attached to (or ( N
detached from) the virtual machine’s configuration, dynamically, for the "
duration of the terminal session. Virtual devices may be dedicated, as when

8 System Logic and Problem Determination Guide—CP LY20-0897-7 © Copyright IBM Corp. 1982, 1987
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mapped to a fully equivalent real device; shared, as when mapped to a
minidisk or when specified as a shared virtual device; or spooled by CP to
intermediate direct access storage.

There is a limit to the number of virtual devices that can be defined for a
virtual machine. This limit is established by the MAXDEV xxxx option in
the machine’s directory. The maximum limit is obtained from the formula:

Maximum Device Limit = 7FFF/VDEVSIZE + 1

There is, however, one restriction: the device limit for a BC mode virtual
machine cannot be greater than 1536.

If the MAXDEY xxxx option is not specified in a machine’s directory, the
device limit is 410.

Consult VM/SP HPO CP for System Programming for current values of
VDEVSIZE and the maximum and default device limits.

In a real machine running under control of OS, input/output operations are
normally initiated when a problem program requests OS to issue a START
I/O instruction to a specific device. Device error recovery is handled by the
operating system. In a virtual machine, OS can perform these same
functions, but the device address specified and the storage locations
referenced will both be virtual. It is the responsibility of CP to translate
the virtual specifications to real. Using the Diagnose ‘98’ command, a
virtual machine can execute its own real channel programs. See VM/SP
HPO CP for System Programming for more information.

In attached processor or multiprocessor environments, virtual I/O can be
initiated by either processor; in attached processor systems, all real 1/O
requests must be executed by the main processor and all I/O interrupts must
be received on the main processor (the processor with I/O capability). Any
I/O requests by the attached processor (the processor without I/O
capability) are transferred to the main processor. In a multiprocessor
system, real I/O can be handled by both processors as both processors have
I/O capability.

In addition, the interrupts caused by the input/output operation (including
channel errors) are reflected to the virtual machine for its interpretation
and processing. If input/output errors occur, CP records them but does not
initiate error recovery operations. The virtual machine operating system
must handle error recovery, but does not record the error (if SVC 76 is
used).

Input/output operations initiated by CP for its own purposes (paging and
spooling) are performed directly and are not subject to translation.

See Appendix B for an explanation of additional processing when the
virtual I/O request results in a real I/O request to an MSS 3330V volume.

LY20-0897-7 © Copyright IBM Corp. 1982, 1987 The Control Program (CP) 9
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In most cases, the I/O devices and control units on a channel are shared
among many virtual machines as minidisks and dedicated devices, and
shared with CP system functions such as paging and spooling. Because of
this sharing, CP has to schedule all the I/O requests to achieve a balance
between virtual machines. In addition, CP must reflect the results of the
subsequent I/O interruption to the appropriate storage areas of each virtual

machine.

By specifying a dedicated channel (or channels) for a virtual machine via
the Class B ATTACH CHANNEL command, the CP channel scheduling
function is bypassed for that virtual machine. A virtual machine assigned a
dedicated channel has that channel and all of its devices for its own
exclusive use. CP translates the virtual storage locations specified in
channel commands to real locations and performs any necessary paging
operations, but does not perform any device address translations. The
virtual device addresses on the dedicated channel must match the real
device addresses; thus, a minidisk cannot be used.

Spooling Functions

A virtual unit record device that is mapped directly to a real unit record
device is said to be dedicated. The real device is then controlled completely
by the virtual machine’s operating system.

CP facilities allow multiple virtual machines to share unit record devices.
Since virtual machines controlled by CMS ordinarily have modest
requirements for unit record input/output devices, such device sharing is
advantageous, and it is the standard mode of system operation.

Spooling operations cease if the direct access storage space assigned to
spooling is exhausted, and the virtual unit record devices appear in a
not-ready status. The spooling operator may make additional spooling
space available by using the class D SPTAPE command to dump output
spool files to tape. He can also use the SPTAPE command to retrieve those
files from the tape for output processing when spooling space requirements
are not critical. See the description of the SPTAPE command in the
VM/|SP HPO Operator’s Guide for further information. In an extreme
situation, the system operator may make additional spooling space available
by purging existing spool files or by assigning additional direct access
storage space to the spooling function.

Specific files can be transferred from the spooled card punch or printer of a
virtual machine to the card reader of the same or another virtual machine.
Files transferred between virtual unit record devices by the spooling
routines are not physically punched or printed. With this method, files can
be made available to multiple virtual machines, or to different operating
systems executing at different times in the same virtual machine.

CP spooling includes options for the virtual machine user and the real
machine operator. These options include printing multiple copies of a
single spool file, backspacing any number of printer pages, and defining
spooling forms and classes and for the scheduling of real output. Each

10 System Logic and Problem Determination Guide—CP
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output spool file has associated with it a 136-byte area known as the spool
file tag. The information contained in this area and its syntax are
determined by the originator and receiver of the file. Both programs expect
to find the destination identification in the file tag. Tag data is set,
changed, and queried using the CP TAG command.

It is possible to spool terminal input and output. All data sent to the
terminal, whether it be from the virtual machine, the control program, or
the virtual machine operator, can be spooled. Spooling is particularly
desirable when a virtual machine is run with its console disconnected.
Console spooling is usually started via the command

SPOOL CONSOLE START

An exception to this is when a system operator logs on using a graphics
device. In this instance, console spooling is automatically started and
continues in effect even if the system operator should disconnect from the
graphics device and log on to a nongraphic device. In order to stop
automatic console spooling, the system operator must issue the command

SPOOL CONSOLE STOP

Spool File Recovery

Warm Start

LY20-0897-7 © Copyright IBM Corp. 1982, 1987

If the system should suffer an abnormal termination, there are three
degrees of recovery for the system spool files: warm start (WARM),
checkpoint start (CKPT), and force start (FORCE). Warm start is
automatically invoked if SET DUMP AUTO is in effect. Otherwise, the
choice of recovery method is selected when the following message is issued:

Start ((WARM|CKPT|FORCE |COLD) (DRAIN)) | (SHUTDOWN) :

Note that a cold (COLD) start does not recover any spool files.

After a system failure, the warm start procedure copies the following data
to the warm start area on an auxiliary DASD:

Print spool files

Punch spool files

Open reader spool files

Reader hash table (plus extension pages)
SYSSPOOL’s virtual storage
Accounting data

System message data.

When the system is reloaded, this information is retrieved and restored to
its original status. If the warm start procedure cannot be implemented,
because certain required areas of storage are invalid, the operator is
notified to take other recovery procedures.

The Control Program (CP) 11



Checkpoint Start

Force Start

CP Commands

Restricted Materials of IBM
Licensed Materials — Property of IBM

Any new or revised status of spool file blocks, spooling devices, and spool
hold queue blocks is dynamically copied to checkpoint area on an auxiliary
DASD as it occurs. When a checkpoint (CKPT) start is requested, the
information is used to re-create the users’ spool file chains. It differs from
warm start data in that only spool file data is restored—accounting and
system messages information is not recovered. Also, the order of spool files
on any particular restored chain is not the original sequence but a random
one.

A force start is required when checkpoint start encounters I/O errors while
reading files, or invalid data. The procedure is the same as for checkpoint
start except that unreadable or invalid files are erased. They cannot be
recovered.

The CP commands allow you to control the virtual machine from the
terminal, much as an operator controls a real machine. Each CP command
is defined by a COMMD macro entry in module DMKCFC. Entries for
logged-on users are placed beyond label COMNBEG1. Module DMKCMD
also contains COMMD macro entries for subcommands. The COMMD
macro has parameters defining command or subcommand name, class, type,
entry point label, and the label of valid subcommands in DMKCMD.

Virtual machine execution can be stopped at any time by use of the
terminal’s attention key (for 3066 and 3270 terminals, the ENTER key is
used); it can be restarted by entering the appropriate CP command.
External, attention, and device r<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>