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Preface

This book is intended to help you diagnose Data Facility Hierarchical Storage
Manager (DFHSM) problems. It provides overview information as to how DFHSM
works and contains some internal product information that is provided as additional
guidance for diagnosis. The information in this book must not be used for
programming purposes.

Note: Any references to HSM in this book pertain to Version 1 Release 3 or earlier

of the Hierarchical Storage Manager.

Trademarks

The following terms are trademarks of IBM and are used in this publication.

MVS/DFP
MVS/ESA
MVS/XA
MVS/SP.

Major Divisions of This Book

This publication contains two sections and an index. A summary of the information
in each section follows:

e Chapter 1, “Introduction” on page 1 describes how DFHSM gets control, the

physical organization of DFHSM, the internal functions, the functional
organization, the operating environment, error handling, and specialized
algorithms.

Chapter 2, “Functional Descriptions” on page 13 provides overview
information as to how DFHSM works.

Corequisite Books

® Data Facility Hierarchical Storage Manager Version 2 Release 5.0 Diagnosis

Reference Volume 2, LY35-0102, which describes the DFHSM design and the
logic of the DFHSM routines. This book contains restricted materials of IBM.

Data Facility Hierarchical Storage Manager Version 2 Release 5.0 Diagnosis
Reference Volume 3, LY35-0103, which describes the DFHSM design and the
logic of DFHSM routines. This book contains restricted materials of IBM.

Data Facility Hierarchical Storage Manager Version 2 Release 5.0 Diagnosis
Reference Volume 4, 1LY35-0104, which describes the DFHSM organization and
data areas. This book contains restricted materials of IBM.

MVS[ESA Library Guide for System Product Version 3, GC28-1563, which
contains a complete listing of the MVS/SP Version 3 publications and their
counterparts for the prior version.
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Prerequisite Books

You should understand general programming techniques, System/370, and the Data
Facility Hierarchical Storage Manager before reading this publication. If you need
information about DFHSM, read:

Data Facility Hierarchical Storage Manager Version 2 Release 5.0 General
Information, GH35-0092, which describes DFHSM.

Data Facility Hierarchical Storage Manager Version 2 Release 5.0 System
Programmer’s Command Reference, SH35-0083, which describes the space
manager, operator, and system programmer commands. It also gives examples
of how to use the commands.

Data Facility Hierarchical Storage Manager Version 2 Release 5.0 Installation
and Customization Guide, SH35-0084, which describes how to set up and install
DFHSM. It contains information about the DFHSM data sets, procedures, and
parameter library members, the user exits, the installation verification procedure,
and the Version 2 Release 2.0 starter set. It also explains migration and
coexistence considerations when you change from HSM Release 3 to DFHSM
Version 2 Release 1.0 or when you change from DFHSM Version 2 Release 4.0
to DFHSM Version 2 Release 5.0.

Data Facility Hierarchical Storage Manager Version 2 Release 5.0 System
Programmer’s Guide, SH35-0085, which describes the functions of DFHSM, the
data compaction option, tape considerations, security and protection, using JES3
with DFHSM, and DFHSM procedures.

Data Facility Hierarchical Storage Manager Version 2 Release 5.0 User’s Guide,
SH35-0093, which describes the DFHSM user tasks, and how to use the
DFHSM user commands.

Related Books

The following publications may be helpful to you:

Data Facility Hierarchical Storage Manager Version 2 Release 5.0 Messages,
SH35-0094, which describes the messages issued by DFHSM.

Data Facility Hierarchical Storage Manager Version 2 Release 5.0 Diagnosis
Guide, LY35-0098, which describes how to diagnose failures in DFHSM.

Programming Systems General Information, GC29-2228, which describes how to
submit an Authorized Program Analysis Report (APAR).

MVS[ESA System Programming Library System Management Facilities (SMF),
GC28-1819, which describes how to use System Management Facilities.

MVS|ESA Basics of Problem Determination, GC28-1839, and MVS/ESA
Diagnosis System Reference, LY28-1011, which provides information for use in
debugging user or system programs.

MVS/[ESA Diagnosis Data Areas Volume 1, LY28-1043, which provides
information on MVS data areas.

MVS|ESA Diagnosis Data Areas Volume 2, LY28-1044, which provides
information on MVS data areas.

MVS|ESA Diagnosis Data Areas Volume 3, LY28-1045, which provides
information on MVS data areas.
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MVS|ESA Diagnosis Data Areas Volume 4, 1.Y28-1046, which provides
information on MVS data areas.

MVS/|ESA Diagnosis Data Areas Volume 5, LY28-1047, which provides
information on MVS data areas.

MVS|ESA Diagnosis Special Analysis Techniques, 1.Y28-1840, which provides
additional information on debugging programs.

MVS/[ESA Diagnosis Using Dumps and Traces, LY28-1843, which provides
additional information on debugging programs.

MVS[ESA JCL User’s Guide, GC28-1830, which describes how to use dynamic
allocation and other job management services.

MVS|DFP Version 3 Release 2 Managing VSAM Data Sets, SC26-4568, which
describes the codes in messages about VSAM errors.

MVS/DFP Version 3 Release 2 Managing Non-VSAM Data Sets, SC26-4557,
which provides information on data set password protection.

MVS|DFP Version 3 Release 2 General Information, GC26-4552, which provides
an overview of MVS/DFP functions.

MVS/DFP Version 3 Release 2 Diagnosis Guide, LY27-9570, which provides
information on diagnosing MVS/DFP errors.

MVS|DFP Version 3 Release 2 Diagnosis Reference, LY27-9571, which provides
information on diagnosing MVS/DFP errors.

Resource Access Control Facility (RACF) General Information Manual,
GC28-0722, which describes how to use RACF.

TSO/E Version 2 Programming Guide, SC28-1874, and TSO/E Version 2
Programming Services, SC28-1875, which describe how to write TSO command
processors.

MVS|DFP Version 3 Release 2 System Programming Reference, SC26-4567,
provides information on return codes and reason codes.

MVS[DFP Version 3 Release 2 Macro Instructions for VSAM Data Sets,
SC26-4569, provides information on VSAM return codes.

MVS/DFP Version 3 Release 2 Macro Instructions for Non-VSAM Data Sets,
SC26-4558, provides data management macro instructions for QSAM, BSAM,
BDAM, BPAM, and ISAM. This publication also provides information on
return codes.

MVS|DFP Version 3 Release 2 Utilities, SC26-4559, describes the utility
programs available for program, device, and data management.

MVS/DFP Version 3 Release 2 Access Method Services for the Integrated
Catalog Facility, SC26-4562, provides information on return codes.

MVS|DFP Version 3 Release 2 Access Method Services for VSAM Catalogs,
SC26-4570, provides information on return codes.
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SML Books

MVS/ESA Storage Management Library Storage Management Reader’s Guide,
GC26-4654

MVS[ESA Storage Management Library Focus on Storage Management,
SC26-4655

MVS/ESA Storage Management Library Leading an Effective Storage
Administration Group, SC26-4658

MVS[ESA Storage Management Library Migration Planning Guide, SC26-4659
MVS|ESA Storage Management Library Managing Storage Pools, SC26-4656

MVS/|ESA Storage Management Library Managing Data Sets and Objects,
SC26-4657

MVS|ESA Storage Management Library Storage Management Documentation
Samples, GV26-1022

DFDSS Books

Data Facility Data Set Services General Information, GC26-4123, introduces you
to DFDSS and helps in evaluating its use. It is primarily directed to data
processing management.

Data Facility Data Set Services User’s Guide, SC26-4388, gives guidance on how
to use DFDSS.

Data Facility Data Set Services Reference, SC26-4389, describes DFDSS
command syntax.

Data Facility Data Set Services Messages, SC26-4390, lists DFDSS messages.

Data Facility Data Set Services Diagnosis Guide, LY27-9538, tells how to
diagnose errors you may encounter while using DFDSS.

Data Facility Data Set Services/Interactive Management Facility: Installation
Planning Guide, SC26-4129, tells what to consider when planning for and
installing DFDSS/ISMF.
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Summary of Changes

DFHSM Release 2 Version 5.0

This edition of the DFHSM Diagnosis Reference has been restructured into four
volumes. This book includes information associated with the following functional
characteristics:

e DFDSS data mover

'~ — Expanded SDSP support
— Reblock support for partitioned data sets
— Multi-volume data set support (SMS-managed only)
— PDSE support

o Aggregate BACKUP and RECOVERY commands

¢ Improved Data Recording Capability (IDRC)

¢ FREEVOL enhancements

¢ Expanded AUDIT capabilities

¢ Expanded FIXCDS capabilities.

Certain modules in this book are designated as “object code only,” and are not
described in detail.

Change bars are incorporated throughout the book to indicate where modifications

are made.

DFHSM Version 2 Release 4.0

This edition includes technical modifications to the information. Change bars are

incorporated throughout the book to indicate where the technical modifications are

made.

Enhancements made within this release are:
* Recognition and Preservation of SMS Class Names
e Management of Data Sets Based on Management Class Specifications
¢ Conversion of Data Sets to SMS-managed Data Sets
¢ Expiration of Backup Versions

e Recognition and Support of System Reblockable Sequential Data Sets.

This edition also includes miscellaneous editorial modifications.

LY35-0101-0 © Copyright IBM Corp. 1989
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DFHSM Version 2 Release 3.0

This edition includes information associated with the following performance
enhancements:

¢ Message table for the RECALL/RECOVERY Functions

¢ Message table for the MIGRATION Functions

¢ Message table for the BACKUP Functions

¢ The use of GTF (Generalized Trace Facility) with DFHSM.

This edition also includes miscellaneous editorial modifications.
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Chapter 1. introduction

The Data Facility Hierarchical Storage Manager (DFHSM) is a collection of
modules that manages data sets and space on a hierarchy of storage devices. It
enables the installation to keep space available on fast-access storage devices for
active data sets, and to move less active data sets to lower-cost-per-byte devices. In
addition, DFHSM assists in creating and controlling backup versions of data sets
that can be used for recovery.

DFHSM provides space management and availability management functions that
automate space and data management.
Space management functions of DFHSM:

e Deletion of temporary data sets

* Release of over-allocated space

¢ Deletion of eligible, expired data sets

¢ Extent reduction

e Migration of data sets

¢ Recall of data sets.

Availability management functions of DFHSM:

¢ Automatic physical full-volume dump invoking Data Facility Data Set Services
program

e Automatic incremental backup
¢ Automatic backup of DFHSM control data sets
¢ Command dump and backup
e Command full volume restore and data set recovery
— Managing data sets from inventory information
— Volume restore and system-managed recovery of individual data sets
¢ Expiration of backup versions
e Command aggregate BACKUP and RECOVERY.

These functions occur automatically or can be started by commands. The automatic
processing is triggered by several parameters that are specified by the installation.

The primary elements of DFHSM are contained in a continuously running main
control task that can be started under MVS. DFHSM performs its functions in
response to determinations made automatically by DFHSM (with reference to
installation-specified criteria) or in response to requests for service from outside the
DFHSM work space.

Those DFHSM modules that are not part of the main DFHSM task only
communicate requests to DFHSM from user tasks. These user tasks can be
associated with TSO and batch environments, and the service requested can be either
system-initiated or user-initiated. Most requests for DFHSM service, regardless of
the source, are encoded into request blocks called management work elements

LY35-0101-0 © Copyright IBM Corp. 1989 1
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(MWESs). The MWEs are then queued and processed by the main DFHSM task and
its subtasks. The automatic volume space management and backup functions do not
have MWEs built, but are determined using in-storage control blocks called mounted
volume tables (MVTs). DFHSM is started from a system operator’s console with a
START command. The main DFHSM control task, ARCCTL, is initially given
control to do initialization. In addition to initializing and ending, ARCCTL
functions primarily as a dispatcher. [t receives requests for service from the operator
and from other tasks (users or jobs), dispatches them to the appropriate subtasks,
and monitors the subtasks for abnormal ends.

There are four categories of external sources of DFHSM work requests:

¢ Operator-initiated requests, from the system operator's console

¢ Requests initiated by the DFHSM startup procedure, from the SYSI.PARMLIB
data set

e TSO-initiated requests, from user terminals or batch job processing

¢ System-initiated requests, resulting from JES3 setup or from allocation, scratch,
rename, or open processing.

Figure | on page 3 shows control and data flow through DFHSM.
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Figure 1. Control and Data Flow Through DFHSM

Operator-Initiated Requests
Operator-initiated DFHSM requests consist of commands to start, stop, and modify
DFHSM. The START command can optionally include startup options that
ARCCTL uses to override default options specified in the DFHSM startup
procedure. The STOP command has a DUMP parameter that causes a dump of the
DFHSM address space when DFHSM stops processing. The MODIFY command,
however, is always specified with options, which consist of a complete DFHSM
operator command. The ARCCTL task obtains operator commands directly from
the system command input buffer, builds an MWE to contain the command, and
dispatches the command processor subtask to process the MWE.

Requests Initiated by the Startup Procedure
Among the steps performed by ARCCTL as a result of a START command is the
automatic processing of a series of DFHSM-authorized commands, which are
contained in the SYSI.PARMLIB data set member ARCCMDxx. These startup
commands are treated as if they had originated from the operator’s console. Thus,
each command from ARCCMDuxx results in an MWE. However, ARCCTL calls
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the appropriate command processor directly during startup rather than dispatching
the command processor subtask.

TSO User-Initiated Requests
Unlike the operator commands, the TSO user commands are initiated from tasks
that cannot communicate directly with the DFHSM work space. These user requests
use the DFHSM supervisor call (SVC109, extended router code 24) as an
intermediate step to get their DFHSM requests serviced.

TSO user commands are initially processed by TSO command processors. The
command processors are DFHSM modules, but they are among the few modules
that do not process in the DFHSM address space. The command processors encode
their requests into MWEs that are then passed to DFHSM by the DFHSM SVC.
The SVC creates a modified copy of each MWE in the system common service area
(CSA), which can be accessed by any work space. (The queue of MWEs in the CSA
is maintained between DFHSM startups as long as the CSA is maintained.) The
SVC then posts ARCCTL to signal that work to do exists, and ARCCTL dispatches
the appropriate subtask to process a copy of each MWE queued in the CSA.

System-Initiated Requests
System-initiated requests are handled in a manner similar to TSO user requests. In
general, a system function determines that it requires work to be done by DFHSM
before it can proceed with its processing. The system function then builds an MWE
and sends it to DFHSM through the DFHSM SVC. As with TSO user commands.
the MWE is copied to the CSA, where ARCCTL accesses it and dispatches the
appropriate subtask to perform the requested function.

During JES3 setup processing, DFHSM checks each data set the JES3
converter/interpreter requested to determine if the referenced data set is migrated. If
it is, and the data set is to be recalled as non-SMS, DFHSM modifies the volume list
information to enable JES3 to know all volumes to which DFHSM might
automatically recall that data set. If the data set is to be recalled as SMS, DFHSM
returns the information from the Storage class, Management class, and the
characteristics of the data set so that the storage group(s) can be determined for the
data set. A migrated data set is not recalled at this time but is recalled later when
the job begins to run. Requests for data sets that are not migrated are not changed
by DFHSM.

Allocation processing checks the results of locate requests to see if the referenced
data set is migrated. If the data set did migrate, an MWE is built to request that the
data set be recalled.

Delete and scratch processing first determines if the data set is migrated. If the data
set has been migrated, an MWE is built requesting that the data set be deleted from
the migration volume without being recalled. (For delete processing, the catalog
entry is also deleted.)

For rename processing, if it is determined that the data set is migrated, an MWE is
built to request that the data set be recalled.

Open processing also is triggered by a DSCB-not-found condition. When it
determines that this condition is a result of the data set having migrated, it builds an
MWE to have the referenced data set recalled. Open processing will occur only for
non-SMS-managed data sets.
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DFHSM Physical Organization

Nearly all DFHSM modules are link-edited together as load module ARCCTL,
which resides in SYSI.LINKLIB. The following modules are exceptions:

* Modules that handle TSO user commands

¢ DFHSM SVC (IGX00024)

¢ Modules that produce reports from the DFHSM log data sets
¢ Module ARCBVR23

¢ Modules that comprise the aggregate backup and recovery secondary address
space

e DFHSM panels (ISMF or space maintenance)

¢ Modules that work with JES3 setup or with allocation, scratch, rename, and
open processing.

Modules that handle TSO user commands reside in SYSI.CMDLIB. Each
command processor module, together with associated service routines, is link-edited
as a separate load module. These modules communicate with the main body of
DFHSM through DFHSM SVC.

The DFHSM SVC (IGX00024) resides in SYSI.LPALIB. The only service routine
associated with the SVC, ARCATTNW, also resides separately in SYSI.LPALIB.

The DFHSM modules ARCPRLOG and ARCPEDIT produce reports from
DFHSM log data sets. Each of those modules, together with its associated service
routines, is link-edited as a separate load module in SYS1.LINKLIB. Because these
programs deal only with DFHSM log data sets, they have no need to communicate
with the main body of DFHSM code.

DFHSM Panels are interactive storage management programs that allow you list
information about your data sets through a series of panels and allow you to execute
DFHSM commands against those data sets. DFHSM panels reside in:

¢ ISMF

— SYS1.DFQLLIB (modules)
— SYSI1.DFQPLIB (panels)
~ SYS1.DFQMLIB (messages).

¢ Space Maintenance

— SYSI1.DFQPLIB (panels)
— SYS1.DFQMLIB (messages)
— SYS1.DFQTLIB (table).

Modules that work in conjunction with JES3 setup or with allocation, scratch,
rename, and open processing reside in SYSI.LPALIB. IGG026DU is link-edited
with the catalog SVC load module IGC0002F, IGG029DU is link-edited with the
scratch SVC load module IGC00021, and IGG030DU is link-edited with the rename
SVC load module IGC00030. Modules IGGDASU2 and IGGDARU?2 are
link-edited in load module IGGDADSM. DFHSM module IFGOEXO0A is
link-edited as a separate load module in SYSI.LPALIB, and is called by the
open/EOV module IFG0194C. If DFP 3.1.0 is not installed in the system, the
VSAM OPEN exit module, IDATMSTP is link-edited into the module IDATMSTP.
If DFP 3.1.0 is installed in the system, DFHSM does not replace IDATMSTP
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because the DFP version of the module performs the same functions as the DFHSM
version. All service routines associated with the system function modules reside in
SYSI1.LPALIB except ARCFAIL, which resides in SYSI.LINKLIB.

DFHSM Iinternal Functions
DFHSM modules that are not part of the main ARCCTL load module in DFHSM

work space generally do not perform DFHSM (unctions. Their purpose is to build
requests for functions to be performed by the main DFHSM system task and its
subtasks in the DFHSM work space. (Note that, in this context, producing reports
from the DFHSM log data set is not considered to be a DFHSM internal function.)
The major internal functions performed by DFHSM are:

* Migration

¢ Recall

¢ Deletion

e Backup

e Aggregate Backup and Recovery

* Recovery

¢ Full Volume Dump

¢ Full Volume Restore

¢ Deletion of Expired Data Sets

¢ Command processing.
The command processing function often leads to the performance of one of the other
functions. Also, the logging and journaling activity connected with the internal
functions can be thought of as one of the main DFHSM functions.
Migration: Migration is the moving of data sets

¢ From level 0 volumes to level 1 or level 2 volumes

* From level 1 to level | volumes

* From level 1 to level 2 volumes

* From level 2 volumes to other level 2 volumes.
Migration can occur automatically when triggered by conditions specified by the

installation, or it can occur as a result of an operator or user command.

Recall: Recall is the process of bringing migrated data sets back to primary or
non-managed volumes. Data sets are recalled from both level 1 and level 2 volumes,
and recall can either be automatic or by an authorized or user command. A
migrated data set is recalled automatically when a batch job or a TSO user
references the data set.

Deletion: Deletion is the process of scratching data sets that have migrated under
DFHSM control. The data set is deleted without being recalled to a primary or
non-managed volume. The deletion function can occur automatically when a system
scratch request is issued, or it can occur as a result of an authorized or user
command.
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Backup: Backup is the process of making copies of data sets and storing them on
backup volumes. If something happens to the primary copy of a data set, a backup
version can be recovered for it. Backup can occur automatically when triggered by
conditions specified by the installation, or it can occur as a result of an authorized or
user command.

Aggregate BACKUP and RECOVERY: Aggregate BACKUP and RECOVERY is
the process of defining a group of data sets, referred to as an aggregate, and backing
up the aggregate as an entity. The backup copies are written to tape. The aggregate
can then be recovered as an entity at either a local or remote data processing center,
by using the DFHSM aggregate recovery function.

Recovery: Recovery is the process of bringing backup versions of data sets back to
a level 0 volume. The backup version can replace the original primary copy when
the latter has been damaged or lost, or the recovered backup version can be renamed
so it exists together with the current version when access to both versions of the data
is needed. Recovery must be initiated by an operator or user command.

Full Volume Dump and Restore: DFHSM availability management has been
extended to allow full, physical volume dump to tape and restore processing.
DFHSM accomplishes the dump or restore by calling the Data Facility Data Set
Services (DFDSS) licensed program. The dump and restore facility is an extension
of the availability management functions of DFHSM. Therefore, DFHSM
availability management applies to incremental backup, or dump, or both. DIFHSM
volume recovery is performed from either a set of DFHSM backup versions, or from
a DFDSS dump copy, or from a combination of both. DFHSM data set recovery is
from a DFHSM backup version, or a DFDSS dump copy.

The dump operation can be automatic or by command and can have its own
independent cycle, automatic start window, and run at a multi-tasking level. The
restore operation is by command only and allows for full volume or physical data set
restore. Automatic dump operations can be performed on either primary or
migration level 1 volumes. Command dump operations can be performed on any
DASD volume.

DFHSM can make up to five concurrent dump copies, each being directed to a
separate dump class. Each set of copies is known as a generation. DFHSM can
maintain up to 100 generations of dumps for each volume. Optionally, DFHSM can
also maintain a list of data sets that resided on each volume at the time it was
dumped. The contents of this list can be displayed to allow locating a particular
data set in a group of the dump volumes.

The tape volumes used to receive the dump output are a new category of
DFHSM-owned volumes called dump volumes. The dump volumes can be grouped
in user-defined dump classes. The individual dump classes have the following
attributes defined:

* Volumes are allowed to be removed from the computer center and remain in the
DFHSM inventory

* Individual physical data set restores from volumes in the classes can be allowed
or disallowed

* DFDSS is allowed to specify whether to turn off the change bits {or data sets
that are dumped.
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You can instruct DFHSM to reuse dump volumes automatically by supplying a
retention period or by issuing an explicit command.

The dump and restore functions make possible a performance improvement for
recovering a full volume. By performing a full-volume restore of a DFDSS-dumped
DASD volume and applying incremental backup for those data sets that have been
backed up since the dump was taken, you can recover faster than by using the
DFHSM volume recovery function, which must search for the most recent backup
version of each individual data set on the volume.

Deletion of Expired Data Sets: During space management of level 0 volumes and
during cleanup activities of migration volumes, DFHSM can delete data sets that
have reached their expiration dates. Such data sets are deleted even though they
may not have reached the inactive age requirement for migration, deletion, or
retirement. Data sets with an expiration date of zero are not deleted. The storage
administrator can control whether or not DFHSM deletes the expired data sets.

Command Processing: Command processing involves the analysis of commands
sent to DFHSM, and the resulting processing of the requested function. The
commands fall into four categories:

¢ Commands that establish or modify DFHSM internal parameters controlling
system operation and the processing of internal functions

e Commands that extract information from DFHSM parameter tables and control
data sets in a read-only fashion for reporting purposes

¢ Commands that explicitly request processing of one of the primary DFHSM
internal functions

e Commands that repair or rebuild DFHSM control data sets to aid in error
recovery.

Log and Journal Processing: Log and journal processing involves the recording of
DFHSM functions that are run. The log reflects all the service requests received, the
startup and completion of internal functions, startup and shutdown of the DFHSM
system task, the occurrence of major errors, DFHSM statistics, messages issued by
DFHSM, and optionally, a trace of all changes made to the DFHSM control data
sets. The DFHSM journal data set reflects only changes made to DFHSM control
data sets.

DFHSM Functional Organization

DFHSM is a system task that runs in its own address space. For further reliability,
the processing is divided into units that are assigned to subtasks. Most of the
processing is done in the problem state, without assuming the capabilities of system
code. The effect of this is to reduce the possibility of overall system damage due to
a DFHSM malfunction, and to reduce the probability of a global DFHSM failure
due to an error in processing a particular request. The separate address space with
subtasking is probably the most significant design feature of DFHSM. In addition,
the code was designed in modular fashion, with specific functions being assigned to
specific modules, to give an overall hierarchical approach to specifying the flow of
control.

The main control task, ARCCTL, is an essential part of DFHSM. When it receives

control at DFHSM startup, ARCCTL sets up the initial operating environment.
This includes setting up for access to data sets and communication with the
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operator. The basic control blocks and tables are initialized, startup commands are
processed, DFHSM SVC is started, (to indicate that DFHSM is active), and the
DFHSM subtasks are attached. These subtasks control processing of the main
internal functions.

After DFHSM initialization, ARCCTL dispatches work to the appropriate subtasks
when service requests are sent to DFHSM. The existence of work to do is signaled
by the posting of one of the event control blocks (ECBs) that ARCCTL waits on.
The work requests themselves have been placed by the requestor in the CSA queue.
If the request originated through DFHSM SVC, ARCCTL copies the MWE from
the CSA area and puts it on the appropriate queue. Similarly, if the request has
come through the operator’s console, ARCCTL routes it to the proper queue.

After placing the work request in the appropriate queue, ARCCTL posts an ECB
that the subtask is waiting on. After dispatching subtasks, ARCCTL monitors them
in order to handle any abnormal ends that might occur. ARCCTL also controls
DFHSM shutdown by requesting shutdown of its subtasks and waiting for subtask
activity already in progress to complete.

Migration Subtask

The subtask that processes the migration function is ARCMCTL. ARCMCTL
processes MWESs from the migration MWE queue for command-initiated migration
requests, and it also determines when automatic space management should be
triggered. ARCMCTL also controls the process of calculating the free space on
primary and migration volumes. ARCMCTL attaches the ARCMDSN subtask to
process data set migration requests, and attaches ARCMGEN to handle both
automatic and command space management requests for volumes.

Recall and Deletion Subtask

Backup Subtask

The subtask that processes both the recall and deletion of migrated data sets
functions is ARCRCTL. ARCRCTL processes MWEs from the recall MWE queue
for recall and deletion requests. Multiple ARCRSTR subtasks can be attached by
ARCRCTL to handle these requests.

The subtask that processes the backup functions is ARCBACK. ARCBACK
processes MWEs from the backup MWE queue for command-initiated backup
requests, and it also determines when automatic backup should be triggered.
ARCBACK attaches the ARCBDSN subtask to process data set backup requests,
and attaches ARCBGEN to handle both automatic and command volume backup.
Multiple ARCBVOL subtasks can be attached by ARCBGEN to handle volume
backup requests.

Recovery Subtask

The subtask that processes both the recovery functions is ARCGCTL. ARCGCTL
processes MWESs {rom the backup MWE queue for data set and volume recover, and
data set and volume restore. ARCGCTL attaches ARCGDSN to perform data set
recover or restore requests, and attaches ARCGVOL to perform volume recover
requests, and attaches ARCGRVOL to perform volume restore requests.
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Dump Subtask
The subtask that processes the dump functions is ARCDCTL. ARCDCTL attaches
ARCDGEN to perform both automatic and command volume dumps.

Aggregate BACKUP and RECOVERY Subtask
ARCACTL performs the aggregate backup and recovery processing function.
ARCACTL selects MWEs for processing from the ABACKUP and ARECOVER
queues. Up to 15 subtasks are attached, depending on the maximum number of
secondary address spaces allowed.

Control Data Set Subtask
ARCCOPEN opens the control data sets during DFHSM startup, and closes the
control data sets during DFHSM shutdown.

Activity Log Subtask

ARCALOG allocates, opens, closes, and writes all output to the activity log.

Problem Determination Aid Subtask
ARCPDO maintains the in-storage trace table and opens and closes the Problem
Determination Aid (PDA) trace data sets.

Command Subtask
The subtask that processes DFHSM commands is ARCCP. The MWEs on the
operator MWE queue contain the text of operator commands in their entirety, and
ARCCP routes the MWE to the proper command processor in the DFHSM work
space.

DFHSM user commands do not necessarily reach the ARCCP subtask.
HMIGRATE, HRECALL., HDELETE, HBACKDS, and HRECOVER are encoded
into internal function requests for migration, recall, deletion, backup, and recovery,
respectively. HQUERY, HALTERDS, HBDELETE, and HSENDCMD are
translated from user command format to DFHSM operator command format. They
are then processed by ARCCP as operator commands.

The HLIST command also reaches ARCCP, but it is treated uniquely. An MWE
from HLIST does not involve a command to process, but instead requests that a
control data set record image be returned by DFHSM. ARCCP obtains the
requested record and returns it in the completed MWE.

Logging and Journaling Subtask
The subtask that processes logging and journaling is ARCILOG. At DFHSM
startup time, ARCILOG sets up the log and journal data sets for processing.
Modules within DFHSM work space then call ARCILOG to write log and journal
records. Log swapping is also performed when ARCILOG is posted to signal a
request for this function.
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JES3 Setup Interface

The DFHSM processing of JES3 setup takes place in module IGG026DU in the
user’s address space and in ARCCP. If a data set is migrated, IGG026DU builds an
MWE that is sent to DFHSM by the DFHSM SVC. ARCCP returns in DFHSM’s
address space a volume list for a data set which is to be recalled as non-SMS, or the
storage class name, management class name, and the characteristics of the data set
to be used in determining the storage group to which the SMS-managed data set is
to be recalled. If a data set is not migrated, for a non-SMS data set, IGG026DU
builds an MWE that is sent to DFHSM by the DFHSM SVC, and ARCCP marks a
DFHSM record so the data set will not be migrated until after the job is expected to
run.

No processing is performed for SMS-managed data sets which have not been
migrated.

DFHSM Operating Environment

DFHSM runs on the MVS operating system with JES2 or JES3. (DFHSM
maintains RACF and password protection for non-SMS data sets). The publication
Data Facilitv Hierarchical Storage Manager Version 2 Release 5.0 General
Information has estimates for the amount of storage required by DFHSM.

DFHSM Data Sets

DFHSM uses the following data sets:
¢ Computing system catalog
e Migration control data set
¢ Backup control data set
¢ Offline control data set
* Journal data set
¢ Log data sets
¢ Small-data-set-packing data sets.

For information about what the data sets are and how they are used, see Data
Facility Hierarchical Storage Manager Version 2 Release 5.0 Installation and
Customization Guide. “Data Areas and Cross Reference” in Data Facility
Hierarchical Storage Manager Version 2 Release 5.0 Diagnosis Reference Volume 4
contains information about the formats of records in all but the system catalog.

Error Handling

The main DFHSM control task, by being uninvolved in the actual data movement
and other processing. is isolated from the problems that might occur in the handling
of the DFHSM internal functions. Thus, it is able to maintain the operation of the
DFHSM as a whole even when abnormal ends occur in its subtasks. If an
unrecoverable error occurs in the main DFHSM task; however, DFHSM will end.

Subtasks are attached with the ESTAI exit modules provided to intercept and
process abnormal ends. The MWE that was in process at the time of the subtask

Chapter 1. Introduction 11
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abnormal end is purged, and the subtask is reestablished to allow it to begin new
work. Each subtask has a recovery control block associated with it that indicates
the progress of the subtask at the time of the abnormal end. This aids the ESTAI
exit module in its cleanup of task activity.

Those modules that are directly involved with data set 1/O activity are also
ESTAE-protected. The ESTAE exit module processes errors resulting from I/O
errors, and makes retry determinations before returning control to the exit address
within the module that issued the I/O request.

The aggregate backup and recovery processing is performed in a secondary address
space controlled by a new DFHSM primary address space subtask. The secondary
address space is protected from most abnormal endings by an ESTAE routine;
unrecoverable abnormal endings will cause the secondary address space to end. The
aggregate backup and recovery subtask in the primary address space is protected by
an ESTAI routine.

Specialized Algorithms

As data sets of variable size are allocated, scratched, moved, and extended on a
volume, the free space on the volume generally becomes scattered in small pieces.

DFHSM fragmentation index can be used as a qualitative measure of the scattering
of free space on a volume. The value of the index ranges from 0 to 1; the closer to
1, the more likely it is that the free space on the volume is excessively scattered. The
fragmentation index is stored in DFHSM as a binary integer from 0 to 1000 which
represents the number of tenths percent. For example, if fragmentation is 50
percent, the fragmentation index is 500. The approximate index value is calculated
as follows:

1. All Format 5 DSCBs for the volume are checked to determine the number of
free tracks, F, in each extent.

S

For each extent, F is multiplied by the natural logarithm of F, and these
products are added together for all extents described in all the Format 5 DSCBs,
forming the sum S.

3. The natural logarithm for the total number, T, of free tracks on the volume is
computed as value L.

4. The values of T, L, and S are used in the following formula to arrive at a value
D that represents an approximate measure of the amount of extent scattering:

D= (TxL)-S)T

5. Using this formula, the approximate value of D for the worst possible scattering
(where all the free space is in separate one-track extents) is equal to L minus 1.

6. The final DFHSM fragmentation index for a volume is the ratio of the actual
measure of fragmentation to the worst possible case:

Fragmentation index = (T x L) - S)/(T x (L - 1))

12 Data Facility Hierarchical Storage Manager: Diagnosis Reference Volume 1
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Chapter 2. Functional Descriptions

This chapter describes the main functions of DFHSM. DFHSM performs various
tasks, such as Backup, Migration and Restore, through the controlled interaction of
a number of discrete, uniquely named modules. Different tasks are often performed
by different groups of modules. There are however. a number of DFHSM functions
(the Recover and Restore Processing areas are a good example) in which some of the
same modules are involved in different systemic operations.

The descriptions that follow include the input, sequence of processing steps, and the
output for each DFHSM module. Though some modules are involved in a number
of functions, we have tried to group them according to the main functions in which
they take part. Each functional area is preceded by a pictorial overview that
specifies the flow of control among its modules. We have also described the modules
separately, since each of them contains a number of subroutines, or labels, that
perform small steps within the broader context of that module’s operation.

LY35-0101-0 © Copyright IBM Corp. 1989 13
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DFHSM Task Control Overview

DFHSM
Control

Task
ARCCTL 0.0

1

Process the DFHSM Maintain Prob. Create and Capture Problem
DFHSM Startup Initialization Determination Initialize Determination
Parameters Routine Data Sets ABRCB Data

ARCSCPRM 0.1 ARCINIT 0.2 ARCPDO 0.3 ARCCABRC 0.4 ARCPDA 0.5

] ]

il

Control Space Control the Control the Control Oump| {Control Maintain Problem

Management Recall Task Backup Function Recovery and Determination
Task Restore Funct Data Sets

ARCMCTL 1.0] |ARCRCTL 9.0{ |ARCBACK 10.0| |ARCOCTL 15.0( [ARCGCTL 17.0 ARCPDO 0.3

Capture Problem
Determination Data

ARCPDA 0.5

Figure 2. Visual Table of Contents for DFHSM Task Control Overview
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Diagram 0.0: ARCCTL - DFHSM Control Task

Input

Processing

Invocation Parameters

Management Communication Vector Table (MCVT)
VSAM Catalog

SYS1.PARMLIB (Startup Command Stream)
VSAM Control Blocks

Migration Control Data Set (MCDS)

Backup Control Data Set (BCDS)

Space Usage Table (SUT)

Queue Control Table (QCT)

Management Work Elements (MWEs)

Command Input Buffer (CIB)

Multiple-host Processor Control Record (MHCR)
Dummy TSO Control Blocks.

Trace the entry to this moedule: Call ARCPDA to create a trace entry for the
entrance of this module.

Module Label
ARCCTL ARCCTL
ARCPDA ARCPDA

Determine and set up the initial DFHSM processing environment: ARCCTL
checks whether DFHSM is an operator-started task. If it is not, message
ARCO0009I is sent to the operator and startup fails. ARCCTL sets up an
ESTAE exit to handle control task abnormal ends, and then tests to determine if
any other version of DFHSM is already active. If another version is active,
message ARCO006I is sent to the operator and this start request is ignored. If
no other version is active, the JFCBPASS bit is set on to avoid security checking
of non-VSAM data sets. Storage is obtained for the TOTD data area used by
ARCTOPEN to keep track of open tape data sets. The storage is obtained in
ARCCTL’s automatic storage to prevent losing this data if ARCTOPEN
abnormally ends or is detached.

ARCCTL calls ARCSCPRM to read the startup parameters {rom the DFHSM
start procedure. If there is an error detected in the startup parameters, message
ARCO0010I is issued.

TSO control blocks are set up so that DFHSM can employ TSO service
routines.

IDENTIFY macros are issued to create all the needed subtask entry points to be
accessed by ARCCTL.

ARCINIT is called to perform most of the remaining DFHSM initialization
steps. ARCCTL checks the Return Code upon return from ARCINIT to
determine if an error occurred during initialization that would cause DFHSM
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initialization to end. If a non-zero Return Code is detected, control passes to the
DFHSM shutdown processing.

Module Label

ARCCTL ARCCTL
ARCTMP

ARCINIT ARCINIT

ARCESTAI ARCESTAI
ARCSCPRM ARCSCPRM
ARCWTO ARCWTO

. Call ARCCABRC to GETMAIN the Aggregate Backup and Recovery Control

Block: ARCCTL will call ARCCABRC to create and initialize the Aggregate
Backup and Recovery Control block. ARCCABRC will set required defaults
before returning control to ARCCTL.

Module Label

ARCCTL ARCCTL
ARCCABRC ARCCABRC

. Identify and attach the control subtasks. The final steps before entering the

normal ARCCTL activity scan include attaching each control subtask. The
subtasks handle operator command, migration, recall, dump, backup,
recovery/restore activity, and aggregate backup and recovery activity. After the
subtasks are attached, the “DFHSM initialization complete” indicator is set, and
the Problem Determination Aid task (ARCPDO) is posted to begin the internal
trace function.

The following steps are performed whenever the corresponding request is found
after ARCCTL has been posted, signaling work to do.

Module Label
ARCCTL ARCCTL
ARCALOG ARCALOG
ARCBACK ARCBACK
ARCCP ARCCP
ARCMCTL ARCMCTL
ARCRCTL ARCRCTL
ARCDCTL ARCDCTL
ARCGCTL ARCGCTL
ARCACTL ARCACTL

S. Process DFHSM shutdown: When a DFHSM shutdown has been requested or
an unrecoverable error has occurred (including those encountered during
DFHSM initialization), each control subtask is posted to shut down if it is still
active. ARCSVCIF invokes the DFHSM SVC to set DFHSM inactive. Then,
each subtask is detached after it has shut down. The MWEPURGE routine is
given control and the queue in the common service area storage is scanned. All
WAIT requests are purged except batch WAIT requests, which are left on the
queue. If in a multiple processing unit environment, ARCZREAD reads the
MHCR from the MCDS. Accumulated control data set space usage statistics
from the SUT are combined with data obtained by the SHOWCB macro and
added to the MHCR. ARCZUPDT then rewrites the updated MHCR.
ARCLOCK enqueues the MCDS while the MHCR is being accessed.
ARCWTO reports errors that occur while accessing the MCDS. Storage
obtained from subpool 241(CSA) for pool definition elements and for volume
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lists is freed. Before shutting down the log subtask. any accumulated daily

statistics are logged and final updates are made to the DFHSM statistics and

control records. ARCCOPEN is POSTed to close each control data set
individually. A WAIT macro is issued on the ending ECB of ARCCOPEN for
completion of the close function. Once all the control data sets have been
closed, the ARCCOPEN task is DETACHed. DFHSM processing is then

ended.
Module Label
ARCCTL ARCCTL
MWEPURGE
FREEUP
ARCISTAT ARCUSTAT
ARCUCTL
ARCILOG ARCWLOG
ARCLOCK ARCLOCK
ARCUNLK
ARCSVCIF ARCSVCIF
ARCWTO ARCWTO
ARCWTU3
ARCZREAD ARCZREAD
ARCZUPDT ARCZUPDT
ARCCOPEN ARCCOPEN

. Process any task abnormal end: When a control subtask abnormally ends,
ARCCTL receives control from ARCESTAI. If the abnormally ending task is

ARCPDO, it is neither detached nor reattached, otherwise, the abnormally
ending subtask is detached and then reattached for continued processing.

Moeodule Label
ARCCTL ARCCTL
ARCALOG ARCALOG
ARCBACK ARCBACK
ARCCP ARCCP
ARCILOG ARCILOG
ARCMCTL ARCMCTL
ARCRCTL ARCRCTL
ARCDCTL ARCDCTL
ARCGCTL ARCGCTL
ARCACTL ARCACTL

7. Load DFDSS and user exits if required:

e If MCVTDSLD is set to 1, issue the DELETE macro to attempt to remove
any existing copies of DFDSS, then issue the LOAD macro to load module
ADRDSSU (DFDSS). If an error occurred loading the module, call
ARCWTO to write message ARCO0015I to the operator after converting the
ABEND code and reason code to a printable format. A DFDSS load
failure will also cause DFHSM to be selected as the primary data mover.

¢ Any user exits that require it will be loaded or reloaded. If the load of a
user exit fails, message ARCOQ004I is issued to the operator with ABEND
code 806 and the user exit is turned off.
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Module Label

ARCCTL ARCCTL
LOAD_DFDSS
CHKEXITS

ARCWTO ARCWTU

. Process work elements sent from user tasks via the DFHSM SVC: User requests

are passed from the user work tasks to ARCCTL in the system common service
area queue. When work to do is found in the common service area, ARCLOCK
enqueues exclusively on the MWE general queue and enqueues exclusively on
the DFHSM queue control table. The queue control table contains the pointer
to the head of the common service area MWE queue, which is then scanned for
work elements. ARCCTL copies each valid MWE from the common service
area and calls ARCENQ to chain them to the general DFHSM queue of
requests, and the request is logged. ARCCTL checks whether the address space
of a NOWAIT MWE has exceeded the number of MWEs allowed. If it has,
ARCCTL deletes the common service area copy of the NOWAIT MWE and
decreases the running total of common service area storage used, which is kept
in the queue control table. ARCERP is called to request a SNAP dump if the
MWE is not valid. The QCT resource is dequeued and the general DFHSM
queue dequeued when processing has completed on the user requests. The daily
statistics record is updated to reflect the above activity.

Module Label
ARCCTL ARCCTL
ARCENQ ARCENQ
ARCERP ARCERP
ARCLOCK ARCLOCK
ARCUNLK
ARCILOG ARCWLOG

. Process work elements from the DFHSM general queue: When work to do exists

on the general DFHSM queue, ARCLOCK enqueues exclusively on the MWE
general queue, and then scans the work requests. ARCDEQ is called to remove
an invalid MWE from the DFHSM general queue. MWEs are tested for proper
type of request and the requestor’s authority to make that request. MWEs that
fail the test are removed from the general queue by ARCDEQ. If the work
requests are from the user, ARCSVCIF and the DFHSM SVC return control to
the user. For a valid MWE, authorization to issue the command is checked if
the command requires authorization. For a command that requires
authorization, if the MWE does not indicate that an authorized user issued the
request, the issuer’s user record from the MCDS is checked for authorization.
For authorization failures, the command is rejected. For MWE:s to be
processed, ARCDEQ dequeues each request from the general queue.
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Output

10.

The appropriate routine is called to place the request on a functional queue and
post the queue processor indicating work-to-do. ARCUNLK then dequeues the
general DFHSM queue.

Module Label
ARCCTL ARCCTL
ARCENQ ARCDEQ
ARCERP ARCERP
ARCLOCK ARCLOCK
ARCUNLK
ARCPBQ ARCPBQ
ARCPMQ ARCPMQ
ARCPMWE ARCPMWE
ARCPRQ ARCPRQ

ARCSVCIF ARCSVCIF

Modify QCT to reflect DFHSM Status: Modify the QCT to reflect the current
status of JES3 prevent migration MWEs, the number of non-wait MWEs to be
retained in CSA, and the CSA space usage limits for non-wait MWEs.

Module Label

ARCCTL ARCCTL

Management Communication Vector Table (MCVT)
TSO Control Blocks

Queued Management Work Elements (MWEs)
Space Usage Table (SUT)

Migration Control Data Set (MCDS)

Backup Control Data Set (BCDS)

Queue Control Table (QCT)

Pool Descriptor Element (PDE)

Volume List of Primary Volumes in a JES3 System (VLST)
Daily Statistics Record (DSR)

Installation Exit Table (EXT).
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Diagram 0.1: ARCSCPRM - Process the DFHSM Start Up Parameters

Input
o Start Up Parameter List Pointer (PARMPTR).

Processing
1. Trace the entry to this module: Call ARCPDA to create a trace entry for the
entrance of this module.

Module Label

ARCSCPRM ARCSCPRM
ARCPDA ARCPDA

2. Scan DFHSM startup parameter list for valid keywords and parameters:
ARCSCPRM scans the DFHSM startup parameters for valid keywords and
parameters. Once a keyword and its associated parameter are validated,
appropriate management communication vector table (MCVT) fields are
updated based on that data. If ARCSCPRM detects invalid keywords or
parameters, ARCWTO is called to issue message ARCO0106I to the operator
console to display a list of all keywords or parameters in error. Upon
completion of processing, a Return Code is set based on the results of the scan
and control is returned to ARCCTL. ARCCTL interrogates this Return Code
and fails DFHSM startup if the Return Code is not zero.

Module Label

ARCSCPRM ARCSCPRM
ARCWTO ARCWTO

Output
¢ Return Code:

— 16 - DFHSM Keyword or Parameter Error.
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Diagram 0.2: ARCINIT - DFHSM Initialization Routine

Input
¢ None.
Processing
| ARCINIT performs most of the DFHSM one-time initialization functions.
| Output

! ¢ Return Codes.
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Diagram 0.3: ARCPDO - Maintain Problem Determination Data Sets

Input

Processing
1

Job File Control Block (JFCB)
Communications Vector Table (CVT)

Management Communication Vector Table (MCVT)
Recovery Control Block (RCB)
Trace Control Table (TRCT).

Initialize ARCPDO task: Control is passed to ARCPDO at DFHSM startup.
Storage for the trace control table (TRCT) is gotten and initialized. ARCPDO
waits to be posted. When ARCPDO is posted ARCPDO will do one of the
following actions in this order:

¢ Terminate if ARCPDO task termination is requested

¢ Repeat the wait if the MCVT indicates that DFHSM initialization is not yet
complete

¢ Repeat the wait if the MCVT indicates that ‘PDA(NONE)’ was specified on
the SETSYS command

¢ Exit the “wait forever” loop and continue ARCPDO initialization below if
none of the above is true.

Storage is gotten for the trace wrap buffer. Under MVS/XA, this request is for
storage above the 16 meg line.

Call ARCZEST to establish an ESTAE environment. For ABEND:s involving
I/O functions, retries are performed to locations within ARCPDO immediately
following the I/O instruction causing the ABEND. For ABENDs not involving
I/O functions, there is no retry attempted and the ARCPDO task will terminate.

ARCPDO reads the job file control blocks (JFCBs) for both the ARCPDOY
and ARCPDOX problem determination data sets and saves the data set names
specified on their respective DD statements. The alternate problem
determination data set (ARCPDOY) is then deallocated with a call to
ARCFREE. If either JFCB encountered a read failure or indicated a dummy
DD was specified on the DFHSM startup JCL, call ARCWTUS3 to issue
message ARC0036I to the operator and permanently disable all subsequent
DASD output operations.

If trace data sets are to be switched at DFHSM startup, the alternate and active
problem determination data sets are renamed (see step 3), call ARCFREE to
free the alternate problem determination data set. Open the active data set
(ARCPDOX). If the open fails for the active data set, call ARCWTUS3 to issue
message ARC0036I to the operator and temporarily inhibit all subsequent
DASD output operations.
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Initialization is complete at this point and control transfers to the main
processing loop at step 2.

Module Label

ARCPDO ARCPDO
PSWITCH
RENAME
STOPIO
SWITCH
OPNFAIL
ARCFREE ARCFREE
ARCWTO  ARCWTU3
ARCZEST ARCZEST

2. Main Process Loop: Once ARCPDO is initialized, ARCPDO enters its main
processing loop until shutdown is requested, which consists of the following
steps:

e Wait for posting of the work-to-do ECB (CRTQECB)
e Switch problem determination data sets if requested (see step 3)

¢ Process all of the trace buffers on the problem determination output queue
(see step 4)

¢ When DFHSM shutdown is requested,
— Close the problem determination output data set if it is open
— Call ARCZEST to cancel the ESTAE environment
— Return to the caller.
Module Label

ARCPDO ARCPDO
MODE24
PSWITCH
MODE3I
WRBUF
ARCFREE ARCFREE
ARCWTO  ARCWTU3
ARCZEST. ARCZEST

3. Switch problem determination data sets: Close the active problem determination
data set. The RENAME macro is used to rename the active data set to the
temporary name of ‘uid. HSMPDO#. TEMP.HSMPDO.TEMP’ where ‘uid’ is the
high level qualifier of the data set name allocated by the ARCPDOX DD
statement and ‘# is the DFHSM HOSTID specified in this host. If the rename
fails, the active data set keeps its original name. If the rename is successful, the
alternate data set is renamed to the name of the active data set. If the alternate
data set rename is successful, the old active data set is renamed from the
temporary name to the name the alternate data set had. Call ARCWTUS3 to
issue message ARCG037I to the operator on a successful rename. If the rename
is not successful, call ARCWTUS3 to issue message ARC0032I to the operator.
If the renaming was successful, call ARCFREE to deallocate the active problem
determination data set and call ARCALSHR to reallocate the active problem
determination data set with disposition of SHR. Open the new active data set.
If the open fails for the new active data set, call ARCWTUS3 to issue message
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ARCO0036I to the operator and temporarily inhibit all subsequent DASD output

operations.

Module Label

ARCPDO ARCPDO
CLOSFAIL
MODE24
MODE31
OPNFAIL2
PSWITCH
RENAME
STOPIO
SWITCH

ARCALOLD ARCALSHR

ARCFREE ARCFREE

ARCWTO ARCWTU3

4. Process the problem determination trace queue: ARCPDO processes and removes
entries from the problem determination queue by the following method:

* From the queue tail, fill in the backward chain pointer in each buffer while
following the forward chain all the way to the queue head.

e For each buffer on the problem determination queue, write the 4K trace
data block to DASD and remove the buffer from the queue. The buffer is
then returned to a pool of free buffers (or FREEMAINed if the pool
already contains the maximum limit of free buffers). If an I/O error occurs,
issue a SYNADAF macro and a WTO macro to indicate an I/O error that

occurred.

If either an I/O error or an abnormal end occurs while writing to

the problem determination data set, call ARCWTU3 to issue message
ARCO0034I to the operator and switch the problem determination data sets

(see step 3). If the switch is successful, another attempt is made to write the
trace data block. If an error occurs trying to write to the switched data set,
call ARCWTUS3 to issue message ARC0036I to the operator and
temporarily inhibit all subsequent DASD output operations.

Module Label
ARCPDO ARCPDO
COPYBUFF
COPYFREE
IOABEND
MODE24
MSGO034
MODE3I
PDOSYNAD
PSWITCH
STOPIO
WRBUF

Output

Trace Control Table (TRCT)
e Trace Wrap Table

* Messages

Problem Determination Data Sets.
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Diagram 0.4: ARCCABRC - Create and Initialize ABRCB

Input
¢ None.
Processing
ARCCABRC initializes the aggregate backup and recovery control block (ABRCB).
Output

e Initialized ABRCB.

Chapter 2. Functional Descriptions 25



Licensed Materials - Property of IBM

, Diagram 0.5: ARCPDA - Capture Problem Determination Data

Input

Processing

Communications Vector Table (CVT)
Management Communication Vector Table (MCVT)
Trace Control Table (TRCT)

Input Parameters.

Entry and initialization ARCPDA is called to capture problem determination
data. If the in-storage trace wrap table does not exist or if the PDA function
has been disabled, return to caller (go to step 5).

Get a free dynamic work area from the pool. If none is available, GETMAIN
one and add it to the pool. If there are no free areas and the pool is full, return
to caller (go to step 5).

Initialize the dynamic work area obtained and process the callers problem
determination data for placement into the work area.

Module Label

ARCPDA ARCPDA
CVTBITS
EXITMOD
PARMLOOP
QUITPARM
TSI

. Create a timestamp trace entry After the input parameters have been processed,

the trace table is checked to see if it is time to add a formatted timestamp entry
in the trace table. Each trace entry contains only enough of the binary TOD
clock to distinguish time differences between trace entries. This portion of the
TOD clock is insufficient to pinpoint the real time the trace entry was created.
Every four minutes, a TIME macro is issued to get a formatted date/time value.
The additional ‘TIME’ trace entry is then created and appended to the front of
the trace entry that was just created (before the entry is recorded in the
in-storage wrap table).

Module Label

ARCPDA ARCPDA
TIMEDONE

. Record the problem determination data After the trace entry has been

constructed, it is moved to the next available position of the in-storage trace
wrap table. If the ‘next available position’ was past the end of the trace table,
the pointer is reset to the beginning of the trace table before the trace entry is
stored, thus overlaying previous entries. Compare and Swap instructions are
used in manipulating the trace table pointers to avoid data loss due to
asynchronous task updates. If the entry just created filled the last position of a
block within the trace table, that block is copied and queued for output (see step
4). At this point, processing is complete. (go to step 5).
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Output

Module Label
ARCPDA ARCPDA
CSl1
POST

. Output data quening: The POST procedure copies completed blocks of trace

data, puts these blocks on the output queue, and posts ARCPDO to process the
queue. If the output queue is too big (over 50 blocks), DASD output is
inhibited, or if the ARCPDO task has abnormally ended, the trace data block
will not be queued and will eventually be lost when the in-storage trace table
wraps around.

The buffers used to hold the copied data and add to the queue are kept in a
pool of free buffers. If there are no buffers in the pool, a GETMAIN is issued
for one.(The maximum number of buffers allowed in the free pool is controlled
by a default in the MCVT). Under MVS/XA, the buffers are obtained above the
16 meg line. After the data is copied into the buffer, it is placed on the tail of
the output queue. Compare and Swap instructions are used to update the queue
tail pointer to avoid queuing problems due to asynchronous updates by multiple
tasks.

After the buffer is queued, a POST is issued to the ARCPDO task.
Module Label

ARCPDA ARCPDA
POST
CS2
CS3
CS4

. Clean up and module exit If a dynamic storage area was obtained, its lock is

released and it remains in the free pool for use by a subsequent execution of
ARCPDA.

The caller’s registers are loaded. Control is then returned to the calling module
in the same addressing mode (24 or 31 bit) that existed at entry to ARCPDA.

Module Label

ARCPDA ARCPDA
EXITMOD

e Trace Wrap Table
¢ OQutput Data Queue.
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Space Management Processing

Control Space
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Figure 3. Visual Table of Contents for Space Management Processing
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Diagram 1.0: ARCMCTL - Control Space Management

Input

Processing

L]

—

Management Communication Vector Table (MCVT)
Mounted Volume Table (MVT)
Management Work Elements (MWEs).

Trace the entry to this module: Call ARCPDA to create a trace entry for the
entrance of this module.

Modaule Label

ARCMCTL ARCMCTL
ARCPDA ARCPDA

Initialize to handle available work when posted. Enter wait: ARCMCTL is
attached by ARCCTL to control migration. ARCMCTL is attached with an
ESTAI exit. ARCCTL will restart ARCMCTL unless DFHSM is shutting
down.

The migration control recovery control block is initialized by calling ARCIRCB.
Recovery control blocks for the daily space management and data set migration
subtasks are created and initialized by calling ARCCRCB.

In a multiple processing unit environment on the primary processing unit, the
multiple processing unit control record (MHCR) is read. The MHCR is
updated at the beginning and end of space check and when daily space
management is begun. ARCZREAD, ARCZWRIT, and ARCZUPDT are
called to do the reads and writes. For a non-primary processing unit, the
MHCR is read into a work area and maintained only as a local in-core data
area. For a single processing unit environment, the MHCR is maintained only
as an in-core data area.

ARCMCTL calls ARCLSPAC to check the space for all migration level 1
volumes that have the space check indicator on, and all primary volumes that
are subject to automatic recall or are in a user pool. ARCMSMYV is called to
copy the free-space information from the migration level | free space record
(MC1) to the MVTs. In a JES3 environment, ARCVCUPD is called to update
the in-core VAC record. In a multiple processing unit environment, ARCMCTL
calls ARCCUMCI to update the MCI record.

If the level 2 control record has not already been in storage, ARCZREAD reads
it into a permanent location and its address is saved in the MCVT. The system
timer is set to control space management.

An event control block (ECB) list, posted when there is work for ARCMCTL to
do, is prepared.

The ARCMGEN and ARCMDSN TCB pointers in the migration global control
block are zeroed; and ARCMCTL self-POSTs each subtask-has-ended ECB, to
cause immediate dispatching from the WAIT and the attaching of each subtask
(step 5 on page 31).
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After ARCMCTL comes out of the wait state, it checks each ECB in the list. If
ARCMCTL has been posted, it performs one of the functions described in the

following steps.

Module Label
ARCMCTL ARCMCTL
CHKVOLS
MHCRINIT
NOSPCK
READMHCR
WRITMHCR
STIMER
ARCCRCB ARCCRCB
ARCIRCB
ARCCUMCI ARCCUMCI
ARCESTAI ARCESTAI
ARCLSPAC ARCLSPAC
ARCMSMV ARCMSMV
ARCVCUPD ARCVCUPD
ARCZREAD ARCZREAD
ARCZUPDT ARCZUPDT
ARCZWRIT ARCZWRIT

3. If debug, print message: ARCMCTL calls ARCWTL to issue message
ARC09011 to command log, if debug messages are requested.

Medule Label

ARCMCTL ARCMCTL
DEBUG
WRT901

ARCWTO ARCWTL

4, If requested, print the migration activity log: If a print of the migration activity
log has been requested, call ARCGMALIN to obtain storage for the activity log
work element (ALWE). If GETMALIN is successful, call ARCPAQ to place the
ALWE on the ALWE queue and post ARCALOG to open and close the activity
log. If GETMAIN was not successful, call ARCWTO to issue message
ARCO110I to the operator to indicate that the migration activity log could not
be closed and reopened.

Module Label
ARCMCTL ARCMCTL
CLOSELOG
ARCGMAIN ARCGMAIN
ARCPAQ ARCPAQ
ARCWTO ARCWTO
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5. Handle subtask startup and end: If a subtask (ARCMGEN, ARCMDSN) has
ended (unless DFHSM shutdown is in progress), it is detached if it was attached,
and then attached. ‘

When a subtask is attached, the address of its TCB is stored in the migration
global control block.

Module Label
ARCMCTL ARCMCTL
STRTMGEN
STRTMDSN
ARCMGEN ARCMGEN
ARCMDSN ARCMDSN

6. If shutdown, handle end: If a shutdown is in progress, end processing is done. If
the subtasks have not completed, ARCMCTL posts the appropriate ECB to let
them know it is time to quit. ARCMCTL waits for each subtask to complete.
When the subtask has ended, ARCMCTL will detach the subtask.

Module Label
ARCMCTL ARCMCTL
STOPMCTL

7. Prepare for work request: A particular function is requested by setting a flag in
the MCVT. The individual functions are detailed in the following steps.

Module Label
ARCMCTL ARCMCTL
MECB

8. Process a change in the daily space management planned start time: A change to
the daily space management planned start time might require a change in the
current setting of the space management timer. The timer is reset, or daily space
management is started (restarted) immediately, as required. If the timer is not
functioning, issue message ARCO0013I to the operator. If no timer error, the
next space check interrupt is determined and updated in the MHCR.

Module Label

ARCMCTL
TIMECHG
MGWINDOW
GMIGTEST
STIMER
MHCRUPDI
READMHCR
MHCRUPDT
WRITMHCR
BUMPDATE
CHKTIME
ARCUCTL

ARCMCTL

ARCISTAT

ARCWTO

ARCZREAD
ARCZWRIT
ARCZUPDT

ARCWTL

ARCZREAD
ARCZWRIT
ARCZUPDT
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Process a check restart request: A SETSYS NOEMERGENCY, a RELEASE
MIGRATION, or a RELEASE AUTOMIGRATION command has been
entered. Daily space management is restarted if all appropriate conditions are
met. If restart, do the same as for step 13. If it is not restarted because the
current time is not within the daily space management start window, message
ARCO0556I is issued to the log and the operator by calling ARCWTL.

Module Label

ARCMCTL ARCMCTL
CHKRSTRT
MGWINDOW

ARCWTO ARCWTL

Process QUERY SPACE: ARCLSPAC is called to space check the specified
volumes.

If in a multiple-host environment, ARCCUMCI is called to update the MC1
record for each MVT entry that indicates the need.

Medule Label

ARCMCTL ARCMCTL
CHKVOLS

ARCCUMCI ARCCUMCI

ARCLSPAC ARCLSPAC

Initiate queued migration requests: If the data set or volume requests are on the
migration queue, and DFHSM is not in emergency mode the appropriate
processor (ARCMGEN. ARCMDSN) is posted.

Module Label

ARCMCTL ARCMCTL
PROCMWES

ARCMGEN ARCMGEN

ARCMDSN ARCMDSN

Perform hourly space check and interval migration: The space check is requested
by the expiration of the space management timer. If daily space management is
currently running on this host, either the timer is reset for two hours later or if
the daily space management time has changed, it is rescheduled. Otherwise, for
a primary or single-host processor:

e If there is an MVT chain of non-SMS-managed volumes, call ARCLSPAC
to check each such volume

o If SMS is installed:

— If an MVT chain of SMS-managed volumes has not yet been
established:

— call ARCSMSVM to determine the SMS-managed volumes to
handle

— if ARCSMSVM returns an error, leave the chain pointer zero; and
if interval migration has been requested on this host, call
ARCSMS570 to issue an error message

— If the pointer to the MVT chain of SMS volumes exists (non-null), call
ARCLSPAC to check each SMS-managed volume.
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If needed and allowed, ARCMGEN is posted to do interval migration.
ARCWTOR is called to issue message ARCO0505D to the operator to request
permission, if required. For a primary processing unit in a multiple processing
unit environment, the MHCR is updated: ARCZREAD, ARCZUPDT and
ARCZWRIT are called to do the reads and writes. ARCMSMYV is called to
copy the free-space information from the MCI record to the MVT records. Ina
JES3 environment, ARCVCUPD is called to update the in-core JES3 volume
activity count record (VAC).

For a non-primary processing unit in an environment with multiple processing
units daily space management or space check is running on a primary host, the
space check is rescheduled unless a maximum delay has been reached.
ARCZREAD is called to read the MHCR, so that the primary host activity may
be determined. If the space check is to be performed and if the primary host is
active (determined by the existence of, and the values in, the MHCR), the space
check is done by calling ARCLSPAR to copy the information from the MCDS
volume records (MCVs). In this case, if interval migration is needed and
allowed, ARCMGEN is posted. ARCWTOR is called to request operator
permission, il required with message ARC0505D.

If the primary host is not active, the space check is performed as if this were a
primary host. In this case, ARCWTL is called to write performance message
ARCO0405I.

At the end of space check, the system timer is set for the next space management
function.

Module Label
ARCMCTL
LSPACEV
BUMPDATE
CHKVOLS
CHECK_SMS_VOLS
CHKWINDOW
GMIGTEST
MHCRUPDI
READMHCR
MHCRUPDT
WRITMHCR
MHCRINIT
MHCRSTLS
NOSPCK
NPRISPCK
STIMER
SINTRUPT
ASKOP
TIMESET
PERFMSG

ARCMCTL

ARCLSPAC

ARCMGEN
ARCMSMV
ARCCUMCI
ARCSMSVM

ARCLSPAC
ARCLSPAR
ARCMGEN
ARCMSMV
ARCCUMCI
ARCSMSVM
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ARCSMS570
ARCVCUPD
ARCWTO

ARCZREAD
ARCZUPDT
ARCZWRIT

ARCSMS570
ARCVCUPD
ARCWTOR
ARCWTL
ARCZREAD
ARCZUPDT
ARCZWRIT
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Start daily space management: Daily space management is requested by the

following:

¢ Space management timer expires. A local flag is set to indicate daily space

management.

® The daily space management planned start time is changed.

¢ A request is made that results in a restart check. If daily space management
is already running, ARCMCTL sets the system timer for the next space
management function, and WAITs for more work. Otherwise, if this<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>