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Preface

What this book is about

This book helps you to debug problems in CICS application programs or in the CICS
system.

Who this book is for
This book is for:

IBM Service personnel
CICS application programmers
CICS system programmers.

What you need to know to understand this book

This book assumes a good knowledge of CICS. You should be familiar with the books
that tell you how to install and use a CICS system. For particular problems, you may
need information from other books. The names of these books are quoted when
required.

How to use this book

This book is designed as a reference book, so you should look at the appropriate chapter
for your problem. “Chapter 1.1. Techniques of problem determination” on page 3,
“Chapter 1.2. Problem determination flowcharts” on page 11, “Chapter 2.1. Trace” on
page 45, “Chapter 2.3. Formatted dump” on page 131, and “Chapter 2.4. Control
block linkages” on page 141 are useful for many problems.

Notes on terminology

CICS is used throughout this book to mean CICS/MVS. The term VIAM refers to
ACF/VTAM and to the Record interface of ACF/TCAM. The term TCAM refers to
both TCAM and the DCB interface of ACF/TCAM.
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Book structure

Part 1. Approach to Problem Determination on page 1

Describes the first steps in problem determination.
Part 2. Aids to Problem Determination on page 43

Describes the most useful tools and methods for problem determination.
Part 3. Review of CICS Operation on page 233

Gives a high-level explanation of how CICS works if you need to go deeper into a
problem.

Part 4. Interfaces on page 327
Describes the interfaces between CICS and associated licensed programs.
Appendixes on page 363
The appendixes contain:
Information you need to send to IBM if you wish to submit an APAR
Tips on avoiding errors

A list of abbreviations used in this bobk.

Index on page 395
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Chapter 1.1. Techniques of problem determination

CICS is an interactive online terminal system catering for many simultaneous users. As a
result, determining the cause of a problem may require techniques that are different from
those you would use for finding the cause of a problem in a compiler, for instance, where
a problem may be reproduced by attempting the compilation again.

With CICS, in contrast to a compiler, several users may be sharing the same area of
storage so that one user may accidentally overwrite another user’s data. Or there may be
an unexpected interaction when two users access the same data base file. To reproduce
these types of problems, which may also be time-dependent, requires the use of special
techniques.

These techniques, requiring a logical approach, are introduced in this chapter under the
following headings:

e  Preliminary checks
¢ CICS service aids
e Service aids for other components

¢ Miscellaneous techniques.

Preliminary checks

You should always look at the console output when an error occurs. Before considering
dumps, traces, and other problem determination aids, it is important to eliminate, or at
least to recognize, possible external causes of the failure. The following check list may be
useful:

1. Has the system run successfully before? If not, then some sort of setup problem
should be suspected. Are you sure that no error messages have been ignored or
overlooked during system generation or initialization?

2. Have any changes (fixes, PTFs, user modifications, table changes, hardware) been
made since the last successful run? If so, does removal of the fixes allow successful
execution? Have all affected modules been reassembled and/or link-edited or was
there any problem when applying the fix or PTF?

3. Are the same parameters being used to start the system (JCL, CICS SIT, console
overrides, VTAM CONFIG/LIST, NCP load module, 3600 application) as when the

system last ran successfully?

Chapter 1.1. Techniques of problem determination 3



4. Have there been any CICS application changes since the last successful run?

5. Is the problem a solid failure? Can it be re-created? Does it always show the same
symptoms? Is the problem related to a certain application, CICS task, or application
request, for example, SEND or RECEIVE? Is it a time-dependent problem relating
to processing unit load or network activity?

6. Is the whole network affected?

Note: If CICS is started by an OS/VS procedure, there is no SYSOUT Listing of the
JCL or the error messages.

Even if the answers to the questions above do not suggest the cause of the problem, it
should still be remembered that even a small telecommunications network is a very
complex system in which all components depend on each other. If one component fails
and presents incorrect information to ihe other components, they may fail more severely.
Sometimes the failure may be considerably delayed so that error indicators may be lost
before the error is detected, or the error may have side effects which obscure its original
nature.

The most important aspect of problem determination is to find the beginning of a failure.

The beginning of a failure is not normally when the first unexplained failure occurs but
may be much earlier. A trace table from a successful run may be invaluable for spotting
unexpected changes from the normal.

If you are reasonably certain that you have a CICS problem, or that you need to examine
a CICS manifestation of a problem from another component, then the problem
determination flowcharts in “Chapter 1.2. Problem determination flowcharts” on

page 11 are designed to help you to start logically.

CICS service aids

Trace table

Auxiliary trace

4  CICS/MVS 2.1

CICS maintains an internal trace table to record activity in the system. An entry is made
in the trace table each time a CICS management program is entered. Entries may also be
made by user application programs. The trace table is described in “Chapter 2.1. Trace”

on page 45.

The trace table mentioned above uses a table in main storage that wraps around
whenever it is full, overwriting old entries. To avoid losing entries in this way, auxiliary
trace may be used. Auxiliary trace puts entries into a buffer and, when the buffer is full,
writes it to a data set. The data set may later be printed using the trace utility program,
DFHTUP, as described in the Operations Guide.
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XRF trace

If you are using XRF, there is an additional trace of the XRF processes which always
takes place. For details of the trace entries, see “Chapter 2.2. XRF trace.”

Formatted dump

Under certain conditions a formatted dump of the CICS address space may be produced.
(To save time and paper, programs and areas of unallocated storage are not printed.) The
dump is intended primarily for the system programmer, rather than the application
programmer, and is described in “Chapter 2.3. Formatted dump” on page 131. You can
also specify an unformatted dump, a SNAP dump, or an SDUMP dump.

Program check and abend trace table

Included in a formatted dump (and in a system dump) is a program check and abend
trace table which contains information relating to the last six program checks and abends;
the table is in the form of a wraparound table and its layout is described in “Chapter 2.3,
Formatted dump” on page 131.

Transaction dump

At any time, a transaction can request that a transaction dump be taken and then
continue execution. A transaction dump is also taken if a transaction terminates
abnormally. A transaction dump contains only those areas directly related to the
transaction itself and is intended primarily for use by the application programmer in
debugging his application program.

Short symptom string

A short symptom string is written at the head of every formatted dump and transaction
dump. The short symptom string gives the abend code, the name of the CICS
component, the name of the module being executed when the dump is taken, and the
module identification from LIFO storage. This information is used as the initial search
argument in the Software Support Facility. For a description of the short symptom
string, see “Chapter 2.3. Formatted dump” on page 131.

| CSMT, CSTL, and CXRF transient data destinations

During execution, the terminal (or node) abnormal condition program, DFHTACP (or
DFHZNAC), and the abnormal condition program, DFHACP, write terminal error and
transaction abend messages, respectively, to the transient data destination CSMT. In
addition DFHTACP (or DFHZNAC) writes terminal I/O error messages to the transient
data destination CSTL. During or after every execution of CICS, the user should print
the contents of these transient data destinations. If they are extrapartition destinations,
this can be achieved by assigning the data set to a printer (UNIT =) or to a SYSOUT
data set, or by assigning it to a disk or tape and using a utility program. If they are
intrapartition destinations then either DFH$STDWT or a user-written transaction must be
used to retrieve the messages and send them to a terminal — either on operator request
or by means of a trigger level.
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Statistics

The CXRF transient data destination is used by an alternate system for terminal control
messages, because the CSMT and CSTL destinations may not be available to it.

During execution, the CICS system keeps a record of many statistics which may be useful
for determining the cause of performance problems in particular. The statistics include
the frequencies of use of transactions, programs, files, the numbers and types of
transaction abends, storage violations, and transaction restarts. Statistics can be obtained
on request (at destination CSSL or a user-specified destination) or automatically at
user-defined intervals (at destinations CSSM and CSSN). Statistics are also printed when
CICS shuts down. See the CICS-Supplied Transactions manual, or the Operations Guide
for further information.

Command interpreter

The command interpreter assists the user in writing syntactically correct CICS commands,
and shows the results of execution of a command entered on a display. (For details of
how to use the command interpreter, see the Application Programmer’s Reference.)

Execution (command-level) Diagnostic Facility (EDF)

The execution (command-level) diagnostic facility (EDF) is designed to help an
application programmer test and debug command-level application programs. EDF can
also help system programmers and IBM Customer Engineers to determine if a particular
program failure is due to an application program error or a control program error. (For
details of how to use EDF, see the Application Programmer’s Reference.)

Note: The PCT entry for CEDF has the default value of TRACE =NO. If trace entries
are required, the PCT entry should be changed to TRACE = YES. The trace entries for
the transaction being executed under EDF are not affected.

CSFE transaction

The transaction CSFE is designed to help the IBM field engineer to diagnose terminal
problems and software problems. The terminal test function is applicable to all terminals
supported by CICS, except the IBM 2780 Data Transmission Terminal, the IBM 3600
Finance Communication System, the IBM 3614 Consumer Transaction Facility, the IBM
3735 Programmable Buffered Terminal, output-only printers (for example, the IBM 3270
Information Display System printers), and terminals communicating with the IBM 7770
Audio Response Unit. The terminal function allows all valid characters for a terminal to
be printed at the terminal.

In addition, you can use CSFE to activate any of the following kinds of trace: FE,
system, user; and to activate two special purpose trace facilities: the system spooling
interface trace (SPOOLFE) and the DFHZCP activate scan trace.
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Storage freeze

When the DEBUG operand is specified, the storage used by a transaction can be held
until the end of the transaction, or a regular check can be made of the free area queue
element (FAQE) chains and transaction storage chains.

Full details of the CSFE transaction can be found in the CICS-Supplied Transactions
manual.

Certain classes of CICS storage which are normally freed during the processing of a
transaction can, optionally, be kept intact and freed only at the end of the transaction.
Thus, in the event of an abend, the dump contains a record of the storage that would
otherwise have been lost (including the storage used by CICS service modules). The
classes of storage that can be frozen in this way are those in subpool 2 (teleprocessing
subpool, except for line storage), and subpool 4 (task subpool).

The storage freeze function is invoked by the CSFE transaction; see the CICS-Supplied
Transactions manual for information on how to use CSFE.

This function uses storage freeze bits in the program control table (PCT) and in the
TCA. The storage freeze bit in the PCT is initially turned off, but can be turned on or
off by the CSFE transaction.

During transaction initialization, DFHKCP sets the TCA storage freeze bit to be the
same as the PCT bit. Prior to handling a FREEMAIN request, DFHSCP tests the TCA
bit and, if the bit is on, bypasses the FREEMAIN request. During transaction
termination, DFHKCP turns the TCA'’s storage freeze bit off to ensure that frozen
storage gets freed correctly.

Storage violation trap

Segments of unused storage in a CICS system are chained together in free area queue
element (FAQE) chains. If the CSFE transaction is invoked with the operands
DEBUG,FAQE = 0N, then each time the trace program is entered, a scan is made of
these chains to check that they have not been corrupted.

You can also use the storage violation trap in the trace program to check the addresses
and storage accounting areas on transaction storage chains. Do this by invoking the
CSFE transaction with the operands DEBUG, TASKSTG=ON.

When a storage violation is detected by the trap, a formatted dump is produced, and the
trap turned off. :

For further details, see “Using the storage violation trap” on page 267.

Temporary storage browse

For all application programs, the temporary storage browse (CEBR) transaction is useful.
If you are using VS COBOL 11, you can also look at the diagnostics. More details on
this are given in “VS COBOL II application programs” on page 180, and the Application
Programmer’s Reference.
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PTF number

The PTF number is imbedded in a module, near the beginning of the module, so you can
easily see it in a dump.

Service aids for other components

MVS/XA
MVS/XA service aids and debugging procedures are described in Diagnostic Techniques,
and in System Programming Library: Service Aids.
The Generalized Trace Facility (GTF) is likely to be the most useful service aid.
VTAM

VTAM service aids are described in the VTAM OS/VS2 MVS Debugging Guide.

The most useful VTAM service aids are the 1/O and Buffer traces.

Extesrnal security manager

CICS provides an interface to an external security manager, which can be the Resource
Access Control Facility (RACF) licensed program.

Messages produced by RACF are described in the MV S/ XA Message Library: System
Messages manual.

Database 2

For Database 2 problem determination information, see the Database 2 Diagnosis Guide,
and the Database 2 Messages and Codes manual.
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Miscellaneous techniques

CEDA transaction

The CEDA transaction enables the interactive definition and dynamic addition of
transactions, profiles, programs, map sets, partition sets, terminals, connections, and
sessions while CICS is executing. For a description of the CEDA transaction, sce the
Resource Definition (Online) manual.

CEMT transaction

I, as a result of a problem, a program or table defined in the processing program table
(PPT) needs to be reassembled, it is not necessary to terminate CICS in order to test the
new version of the program. After link-editing the new version into the appropriate
library, use the master terminal command, CEMT SET PROGRAM(id) NEWCOPY.

Future requests to load or link to the specified program will then cause the new version
to be obtained. If the program is resident, it will become nonresident when you do the
NEWCOPY.

The CEMT transaction has other options that are useful for debugging. You can
examine or change the system parameters for tasks, transactions, programs, data sets,
queues, terminals, traces and dumps. You can also perform snap dumps using this
transaction.

Chapter 1.1. Techniques of problem determination
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Chapter 1.2. Problem determination flowcharts

Abends

The flowcharts in this chapter are intended primarily to help the newcomer to CICS
problems; the intention is to help you start in the right direction and to approach each
problem logically. (Experienced personnel may not need to use these charts — the
decisions will probably be performed automatically anyway.) For more information on
examining the contents of a control block, see the chapter on failure analysis structure
tables in the Messages and Codes manual.

Errors can be classified in the following categories:
Abends
Waits
Loops

Incorrect output.

Abends are the commonest and most easily recognizable errors. You are informed of an
abend by a message at a terminal, at the console, or in the CSMT destination. A dump
can optionally be produced. The key to fixing an abend problem is to look at a
description of the abend in the Messages and Codes manual. If this is not enough, you
can look at a dump, or use the execution diagnostic facility (EDF) to solve the error.

Some abends are caused by a program check. A program check is detected by the
hardware, for example, trying to write over protected storage. Other abends are detected
by the software, for example, trying to write on a file which has not been defined.

Note: The abend code AICA is a CICS-detected loop (see “Loops” on page 12).

Chapter 1.2. Problem determination flowcharts 11
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Waits

A wait is recognized by the operator’s observations. Symptoms of a wait are: terminal(s)
locked, slow response time, or a transaction active for a long time or suspended. If a wait
is suspected, you can use the CEMT transaction to check if there is a task associated with
the terminal. If there is no task, the problem is incorrect output. If there is a task, you
can use CEMT to abnormally terminate the task. You should look at the trace table to
see what happened to the task with the same number.

When CICS is in a wait state, the task dispatcher could be searching for work to do. Use

the Generalised Trace Facility (GTF) trace to see if there is any activity in the CICS

address space. You should at least see activity in DFHKCP.

A loop produces an AICA abend code if detected by CICS, or else the system appears to
be tied up. You can use CEMT to find the status of tasks, and abnormally terminate the
task that is looping. You can look at the trace table to find what happened, or, if this is
not enough, insert your own trace commands in the suspect portion of the application
program.

It is useful to see if the address spaces with lower priority are also tied up. If so, thisis a
good indication of a loop.

Incorrect output

Incorrect output can be no output, or garbled output. The cause is usually an error in an
application program, or a mistake in setting up your system, such as having an incorrect
map. You should insert trace commands, or use the execution diagnostic facility (EDF)
to step through the program.

12 CICS/MVS 2.1 Problem Determination Guide



Has
CICS abended?
(See note A
following these
figures)

Has
a transaction
abended?

Yes

Is
CICS in
WAIT state, stalled
or giving slow
response?

Yes

Is looping
suspected?

Is output
incorrect?

Go to Figure 2

Go to Figure 7

Go to Figure 10

Go to Figure 11

Go to Figure 12

Has a Yes See the

CICS ge
been issued?

manual

> Messages and Codes

See your IBM program
support representative

Figure 1. A CICS problem is suspected
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CICS has abended

Follow the normal

Is it a gy[;:;i“mg procedure for solving
an operating system
user (CICS) or abend abend. Refer to

an operating system
abend? (See
Note 1)

"Service Aids for
Other Components”
in Chapter 1.1 for
relevant manuals.

User
bend
aben Notes:
Find the message 1. If it was a user (CICS) abend,
number, or the abend then a message (other than
code message DFH0606) will have
been issued by CICS. See also
‘ note B following these figures.
2. If a formatted dump has been
produced, the PSW and registers
Read the message at the time of the abend are
description in the printed at the start of the
Messages and Codes dump. The save areas in
manual DFHSRP's static storage are
(See Note 4) described in Chapter 3.3,
"Abnormal Condition Handling."”
‘ 3. Note K following these
figures describes how to use
Find the PSW and the LIFO stack entries to determine

registers, either in the module-invocation history.

formatted dump or in the

save areas in DFHSRP's : 4. If you are using IMS/VS and the
static storage message is not in the
(See Note 2) ‘ Messages and Codes
manual, see the
* IMS/VS Messages and Codes

Reference Manual

Is
message
number DFHO501,
DFHO0601, DFH0602

or
DFH0603?

Determine which
module detected
the abend

Yes

For DFHOBS; to Figure 3 Investigate the module

For DFH0601 which issued the abend
go to Figure 4 and the calling

For DFH0602, sequence to it.
go to Figure 5 (See Note 3)

For DFH0603,
go to Figure 6

Figure 2. CICS has abended
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CICS has abended
with message
DFH0501

PAMECPSW at PAM +
X'148’' contains
-] either a program
check PSW or a
simulated PSW.

'

Refer to Chapter 2.2

for information on
storage violation

dumps and Chapter 3.2
for general information
on storage management.
(See also Note C
following these figures.)

Figure 3. CICS has abended with message DFHO0501
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CICS has abended
with message
DFHO0601

A system task (KCP,
TCP or a journaling
task) has program
checked. Recovery is
not possibie for
these tasks.

Y

Find the PSW and
registers at the
time of the program
check, either in
DFHSRP or in the
formatted dump.

Does
CSACDTA
address a TCA?

CSACDTA should

always address a TCA.

Possibly there is an
error in DFHKCP, or
CSACDTA has been
overwritten. Refer
to Chapters 2.3 and
3.2 for hints on
storage violations.

There is probably an
error in DFHJCP or in
the journal control
table.

TCP’s TCA?
(TCAKCTTA =
C'TCP')

There is probably an
error in DFHTCP, in
DFHZCP, or in the
terminal control
table.

Is it
KCP’'s TCA?
(TCAKCTTA =
C'KCP’)

There is probably an
error in DFHKCP, or
one of the DCA, QEA,
ICE or AID chains has
been corrupted.

It should not have
been a DFH0601
abend.

There is probably

an error in DFHSRP.

Figure 4. CICS has abended with message DFH0601
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CICS has abended
with message
'DFH0602

Note:
There has been another 1. Refer to the sections on
ot sheck d e m DFHSRP and DFHPCP in
check. (See Note 1.) See also Note C Chapter 3.3 for 2
> 5 > description of this
Because this is probably | following situation
a recursive situation, these figures. :

CICS cannot continue.

v

The second program
check may have
occurred in a CICS
module (while
abending the task)
or in a user-written
recovery routine

or program.

The recovery routine

or program should have
cleared the abend code
in TCAPCAC before
continuing.

Program
check in
recovery routine
or program?

Program
check in
CICS module?

Ingciegoggg;%?;a;“ Program chepks cannot
further manifestation bg to(ljera’ged in an

of the original problem. abend exit routine

It may be easier to or program.

investigate the first

program check.

'

Find the PSW and
registers corresponding
to the original program
check in the formatted
dump or in DFHSRP's
second save area.
Proceed as for ASRA
abend - Figure 8.

Figure 5. CICS has abended with message DFH0602
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CICS has abended
with message
DFHO0603
(See Note 1)

This abend is issued
only when a program
check has occurred,
and SRT=NO

was specified.

v

Find the PSW and
registers either in
the formatted dump
or in the save area
in DFHSRP’s static
storage.

(See Note 2)

Y

Determine the program
in which the program
check occurred and
the offset within

that program, either
from the program
index of the formatted
dump or from the

operating system dump.

'

Is it
a CICS
program?

Yes

Obtain a source
listing of the program
and determine the
cause of the program
check.

(See Note 3)

Notes:

1.

This abend is most unusual.

It should only occur when a
particularly difficult

error is being debugged.

You would use SRT=NO only
in that case.

. The save areas in DFHSRFP's

static storage are
described in Chapter 3.3.

If a user error is

suspected, consider using
the execution diagnostic
facility (EDF) as

described in the
Application

Programmer’s Reference
Manual (Command Level)
see also Appendix B
"Common User Errors.”

Find the offset in a
source listing of the
program and determine
the immediate cause
of the program check.
From the comments
determine what the
program was trying

to do.

Figure 6. CICS has abended with message DFHO0603
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A transaction
has abended.

Read the abend
description in the
Messages and Codes

manual
See also Note D

following these figures.

Was trace
in use?

Obtain the transaction
dump by printing the
dump data set using
the CICS dump utility
program, DFHDUP.

Y

Is the
ABEND code

Determine in which
module the abend was
issued. See Note B
following these figures.

Rerun the transaction
with trace active.

Use the trace table to
determine the failing
request and where it
was issued. Then use
the program index of
the transaction dump
to determine in which
program the request
was issued. See also
Note K following
these figures.

ASRA or AICA?

For ASRA,
go to Figure 8
For AICA,
go to Figure 9

Figure 7. A transaction has abended

Check that no previous
error return codes
have been ignored.
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A transaction has
abended ASRA.

Determine in which
program the program
check occurred. The
PSW is in TCAPCPSW.
(See note 1.)

Y

Isita
command-leve!

Command level

or a macro-level
program?

Macro level

the program'’s

COBOL, PL/I

source language?
(See note 2).

Assembler
language

Registers 14 through 11
are stored at TCACCRS.

v

Registers 14 through 11
are stored at offset
XX'C’ in save area
addressed by TCAPCHS.

T

|

If necessary, rerun
the transaction with
a PCT specifying
FDUMP = ASRA to
obtain a formatted

dump.

Determine the cause of
the program check and
correct it, if possible.
(See note 3.)

Figure 8. A transaction has abended ASRA (program check)
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Notes:

1. If the PSW does not address
a location in the user's
program, then it will be
necessary to use the program
index of the transaction
dump.

2. The program’s source language
can be determined from bits 1,
2, and 3 in the PPTTLR byte of
the PPT:
Bit 2 on = PL/I
Bit 3 on = COBOL
Bits 1, 2,
and 3 all off = Assembler

3. Note K following these figures
describes how to use LIFO stack
entries to determine module
invocation history.

4. Command-level programs
start with 'DFHYxxxx’
at the load point in
the dump.



A transaction has
abended AICA.

Does
the transaction
abend AICA every
time it runs?

Check the runaway time
interval in the SIT
(ICVR operand of
DFHSIT).

Is it
large enough?
(See Note 2.)

Find the PSW
in TCAATAC or
TCAPCPSW.

Y

Is there one?

Yes

Check for special
conditions when the
transaction fails
(data, record length,
disk space, other
transactions . . .).

Increase the ICVR
value in the SIT or
via CEMT SET
RUNAWAY.

Find register 14 of
last user request in
trace table before the
dump request (X'F4’),
belonging to the same
transaction.

Notes:

1. For further information

concerning runaway task
abend processing see the
section on the task
management program in the

Diagnosis Reference
Manual

. The value required for

ICVR will depend on
many factars. A large
value may be required
when running on a small
processor, when running
under VM/370, and so on.

|

Y

Registers 14 through 11

(TCA + X'A0’).

Find a correction.

are saved at TCACCRS |__4,

Using the registers,
the PSW, program
listings, and trace
entries, try to close
the loop and find the
reason for it.

No

Figure 9. A transaction has abended AICA (runaway)

Turn off runaway time
interval (ICVR = 0)
and use GTF to trace
the loop.
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Wait, stall, or
slow response

Y

Is
CICS
dispatchable?

Is CICS
waiting in
operating system
routine?

Is the
entire system
affected?

Yes

Is just
one line or
terminal
affected?

Able to
put the line or
terminal in
service?

Yes

Take actions 1,2, and 3] — — — — —

Debug as normal
operating system
problem. If wait

in GETMAIN, OSCOR
may be too small.

Is
message
DFH0506
displayed on the
console?

Is
max. tasks
indicated
(CSA + X'49’
= X'02')?

Is
TCP's the
only TCA on the
active chain?

Are there
any tasks
on the suspend
chain?

Yes

Yes

Yes

Refer to Note G
following these figures.

There are no user
tasks in the system.

1. Review console logs to
find unusual events and
messages. Use CEMT
commands (see
CICS-Supplied
Transactions)
to enquire status of
lines, terminals,
transactions, and so on.

2. Make sure trace is

active and has enough
entries to show
problem. Consider
auxiliary trace for
flexibility.

3. Obtain a dump by

CEMT SNAP, by CEMT
SHUTDOWN, or by

the operating system
DUMP command.

Refer to Note E
following these figures.

Refer to Note F
following these figures.

Refer to Note G
following these figures.

Refer to Note H
following these figures.

To
1 Part 2
» of this
N figure

Figure 10 (Part 1 of 2). CICS is in a wait state, has stalled, or is giving slow response
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From
Part 1
of this
figure

Able to sign on?

Is the

You should have TCAs
now. If not look for
abends, loops, or

a message.

Able
to start
transaction?

Yes

Use CEMT to check that
SOS, max. task, max.
active task, and max.
task in class are large
enough. Check
transaction Id valid

and correct PCT used.

Is the
program control
table (PCT)
oK?

Yes

No

sign-on table
(SNT) OK?

Either CICS is not

receiving data from
the terminal or the
data is incorrect.

Figure 10 (Part 2 of 2).

\

The SNT or PCT has
been overlaid. Treat

as storage problem.

Use trace table.

CICS is in a wait state, bas stalled, or is giving slow response
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A loop is
suspected (See

Note J following
these figures.)

Issue CEMT INQ TASK
ACT to determine

the number of the
active task.

Y

Any
output for

No

Display the PSW and
registers and obtain
p»-| an operating system

this command?

Issue same command
several times.

Is same
task number
always active?

Obtain a CICS dump
by CEMT SNAP
or cancel CICS.

Purge this task by

dump.

Is
runaway

No task time interval

CEMT SET TASK
FORCEPURGE. v

Analyze the trace table.

Can at
least one entire
loop be seen
in table?

Make trace table
larger or use
auxiliary trace.

v

Determine the reason
for the loop and
correct if possible.

Figure 11. A loop is suspected
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zero (ICVR = 0)?

Restart CICS and
make ICVR equal to
ICV to get an AICA
ABEND dump.

Go to Figure 9



Output is incorrect

Data
wrong on
terminal?

Yes

No

Was
ita
message to the
operator?

Yes

Was it
data sent to
a TD destination
(CSMT,
CSTL, ...)?

Yes

Was it
trace or dump
data?

Yes

Please complete a
Reader's Comment Form
from the back of this
manual, describing

your problem.

Figure 12. Output is incorrect

Was
it a CICS
transaction (CEMT,
CSFE, ...)?

Yes

Probably a CICS error.
Look at the CICS
program which issued
the message.

Was
BMS used
to format it?

Use

Messages and Codes
to determine which
program issued the

message.

Look at the program
which sent the data
to the TD destination.

Look at the trace

or dump programs,
DFHTRP and DFHTUP
or DFHDCP and
DFHDUP.

- Run transaction with

Probably a user error.

storage freeze on, and
use DFHDC to obtain
dump. If necessary,
add a trap to BMS.
(See Note 1.)

Probably a user error.
Use DFHDC to obtain
a transaction dump.
(See Note 1.)

Note:

1.

If a user error is

suspected, consider using
the execution diagnostic
facility (EDF) as

described in the
Application

Programmer’s Reference
Manuai (Command Levetl).
see also Appendix B
“Common User Errors.”
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Note A

There are two levels of abnormal termination in CICS. The first level abnormally
terminates a single transaction, dumps that transaction and its associated storage areas to
the CICS dump file, and logs error messages to the master terminal and to the terminal
attached to that transaction. The second level is more serious in that CICS itself
terminates abnormally. A message is sent to the system console, and a dump goes to the
appropriate dump data set. The CICS dump file should always be printed in order to
have all available information for diagnosing the cause of the abend. Optionally, a
formatted dump is provided to indicate the reason for the system abend.

An example of an abend that terminates CICS is associated with the message DFH1310.
This message is produced when CICS is attempting to compress a temporary storage data
set and an error occurs. For guidance in debugging this problem, see the chapter on
failure analysis structure tables in the Messages and Codes manual.

Note B

CICS messages are documented in Messages and Codes manual. A standard message

identifier is displayed as the first part of each message text. The message text and

identifier have the following format:

DFHccenn message

where:

DFH = An IBM-assigned identification for CICS modules.

cc = The applicable CICS component code shown in Figure 13 on page 27.

nn = Any unique 2-digit code assigned by CICS to identify the particular message or
group of messages within a given assembled program. Progress messages (for
example, DFH1500 — CICS START-UP IS IN PROGRESS and DFH1500

LOADING CICS NUCLEUS) may be grouped under the same identifier. For all
other messages, unique identifiers are assigned.
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03 - DFHKCP Task management
04 - DFHPCP Program control
05 - DFHSCP Storage control
06 - DFHSRP System recovery
07 - DFHDCP Dump control
08 - DFHTAJP Time adjustment
09 - DFHFCP, File control
DFHVSP,
and DFHVAP
10 - DFHTCP Terminal control
11 - DFHSKP Subtask control
12 - DFHTDP Transient data
13 - DFHTSP Temporary storage
14 - DFHTRP Trace control
15 - DFHSIP System initialization
16 - DFHDUP Dump utility
17 - DFHSTP System termination
18 - DFHSTKC Statistics
20 - DFHACP Abnormal end
21 - DFHZNAC Network error
22 - DFHACP Abnormal end
23 - DFHZCP Terminal control
2% - DFHZNAC Network error
25 - DFHTACP Terminal error
26 - DFHZEMW Error msg writer
28 - DFHRUP Recovery utility
29 - DFHTEOF Tape end-of-file
30 - DFHMTPA Master terminal
31 - Keypoint modules
32 - DFHLFO LIFO storage
33 - DFHFEP Field engineering program
34 - DFHZNAC Network error
35 - DFHSNP Sign-on
36 - DFHXSP Security
37 - Interregion (IRC) modules
38 - DFHGAP Graphics attention
39 - DFHDLI DL/I
40 - DFHMCP Mapping control
41 - DFHTPR BMS page retrieval
42 - DFHZCNR Console read request
63 - DFHCRS Remote scheduler
4G - DFHRTE Transaction routing
45 - DFHJCP Journal control
96 - DFHDBP Dynamic backout
47 - DFHVCP Volume control
48 - DFHAMP Allocation management
49 —- LU6.2 modules
50 - DFHFDP Formatted dump
51 - DFHCSDUP CSD utility
52 - DFHCSDUP CSD utility
53 - DFHPSP System spooling interface
54 - DFHPSP System spooling interface
56 - DFHCMP Monitoring
57 - Emergency restart backout
58 - DFHAKP Activity keypoint
59 - DFHBSS TCT entry builder
60 - DFHTOR Terminal object resolution
61 - DFHFTAP Format tape
62 - DFHTBS Table builder services
70 - DFHECP COBOL HLPI translator
Figure 13. CICS component codes

Chapter 1.2. Problem determination flowcharts
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Note C

DFHO0501

The storage chain has been broken or is invalid.

1.

2.

Find the TCA.

Ensure that the program has not exceeded the size of the TWA (transaction work
area) as specified in the PCT. The literal "LIFOSTOR’ is placed at the end of the
TWA; ensure that it is not overwritten. (See “Debugging problems caused by
overwriting LIFO stack information” on page 272.)

Find the trace table.

The last trace table entry of type X'F1” (storage control) identifies the type of storage.
If it is terminal storage, check the terminal storage from TCTTESC. If it is user
storage, check the storage chained from TCASCCA. The storage accounting area
describes the storage chain. If there was a storage violation, the trace entry X'CA’
follows X'F1’.

If any of the storage chains is broken, determine the source of the data that overlaid
the chain, and correct the program.

A common error is to obtain a map area, file area, or TWA that is too small. When
data is moved into the storage area, the storage chains are overlaid.

For message DFHO0501, if recovery has not been specified, DFHSCR includes
“RECOVERY NOT SPECIFIED” in the message. If recovery is not attempted,
“RECOVERY NOT POSSIBLE” is included. See Abend U501 in the failure
analysis structure tables in the Messages and Codes manual.

Look at PAMECINT in the PAM data area. The second half of PAMECINT is the
interrupt code, and if this = X’011C’, then the upper boundary of the area being
freed overlaps an existing FAQE. In this case, register 1 contains the length of the
area, register 7 the address of the area, and register 14 the address of the FAQE.

DFH0602

‘A program interrupt has been encountered while the system recovery program is running.

1.

2.

3.

Check the storage chains as described in DFH0501 above.
Find the reason for the program check.

If the above steps do not identify the error, it may be a CICS system error.
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Note D

All CICS transaction abend codes are 4-character alphabetic codes:

AXXY

A = Fixed IBM assigned designation.

XX = Component code, for example, BM for basic mapping support
or IC for interval control.

Y = 1l-character alphanumeric code assigned by CICS.

Many of these codes are described in the Messages and Codes manual and need no
further explanation. Other codes are described in the corresponding manual for the
program that was executing with CICS.

Optionally a dump is provided by CICS on one of the dump data sets which can be

formatted and printed with the CICS dump utility (DFHDUP). This dump can assist in

debugging abends which need further investigation.

Note E

The message “DFH0506 — CICS IS UNDER STRESS — SHORT-ON-STORAGE”

appearing on the console indicates that some GETMAINs cannot be satisfied. Any task

that has issued unsuccessful unconditional GETMAINS is on the suspend chain.

Some common reasons for this situation are:

® Not enough storage specified for the address space.

e  User applications not releasing storage.

® Storage chains destroyed, causing lost storage areas — as much as one page of the
task subpool could be lost at one time. Look for previous DFH05xx type messages
for storage violations.

e Storage cushion not specified properly.

¢ Max task (MXT), max active task (AMXT) or max task in class (CMXT) value too
high.

¢ Storage freeze in use.

Sometimes, a map of all CICS storage in use can be helpful. Locate the page allocation
map (PAM) which is addressed by CSAPAMA. From this, the allocated and/or free
storage in various subpools can be mapped out. For individual TCAs, storage freed and
allocated are chained from TCASCFFC and TCASCCA respectively.

Note F
Either the value of max task (MXT operand on the DFHSIT macro) has been set

incorrectly, or tasks are not terminating. Check the active and suspended chains as
described in “Chapter 1.3. Approach to wait problems” on page 33 of this manual.
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Note G

Examine each DCA on the active DCA chain and see if it is dispatchable (DCATCDC).
If some DCAs are dispatchable and no external activity is noticed, it is probable that the
highest priority task (other than the terminal control task) is looping, and the runaway
task value is not being used or is set too high.

When not dispatchable, the tasks are waiting for some events indicated by TCATCEA.
From this and TCAFCAAA and fields in the TCA common section, the type of activity
the task is waiting for can be determined. In general, a task waits when the application
issues a DFHKC TYPE = WAIT macro or waits for an I/O operation.

Refer to “Chapter 1.3, Approach to wait problems” on page 33 for further information.

Note H

A task is put on the suspended chain when it is waiting for some resources to be released
by other tasks. TCATCDC indicates the reason for suspension. DCATCDC also gives
the reason for suspending the task.

Some common reasons for suspending a task are:

DFHSCP Waiting for storage. The amount and type of storage requested are in the
TCA in TCASCNB (number of bytes) and TCASCTR.

DFHKCP Enqueued on some resources. The resource name is in TCATCQA which is
also available from the trace table. CSAQCAA contains the address of the
QCA that addresses queues of resources (QEAs), from which the DCAs
owning them can be found. See Figure 26 on page 148.

DFHTCP Tasks requesting I/O with WAIT specified.

DFHJCP Each journal task itself is suspended when there is no outstanding I/O request
for its journal. Remember there is one journal task for each open journal.

DFHICP A DFHIC request has been issued and the task is waiting for an ICE to
expire. Task will wait until the expiration time has elapsed.

DFHALP There are no sessions free to satisfy an ALLOCATE command. The task is
: suspended until one becomes free.

DFHTSP When there is no auxiliary storage, DFHTSP suspends a task if the request is
not conditional. When some temporary storage space is freed, the task will be
resumed.

A task can be suspended for reasons other than lack of resources:

The mirror program, DFHMIR, suspends itself when it has completed its work.
The EXEC diagnostic facility, DFHEDF, suspends the subject task.

The new connections transaction, CSNC, suspends itself when it has nothing more to

do.
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Refer to “Chapter 1.3. Approach to wait problems” on page 33 and “Chapter 3.5.
CICS in a wait state” on page 297 for further information.

Note J

Loops can produce various effects, such as:

e Reduced (or no) activity on terminals.

¢ Other address spaces do not continue, or at least only slowly.

¢ SYS-lamp on the console is permanently on.

® No messages on system console.

® The same message always appears.

e Data files are filled with identical data.

Note K

LIFO stack entries can be used to discover which LIFO-using modules have been
invoked, and in what sequence. (Many CICS management modules use LIFO stack
entries in which to save registers and to obtain work space; for further information, see
“LIFO storage” on page 269; the main LIFO fields are illustrated in Figure 66 on
page 270 and Figure 67 on page 272.)

‘To determine a module invocation history, proceed thus:

1. Find the current (latest) LIFO stack entry using the pointer in TCALCDSA.

2. If this entry contains X’42’ in byte 0, this is DFHKCP’s initial stack entry and there
are no CICS modules active.

3. If the entry contains other than X’42’ in byte 0, determine the owner of the entry by
referring to offset X’50” of the entry (which contains the identity of the owning
module).

The register save area in general contains the register values corresponding to the last
invocation of another CICS module. (Offset X’0C’ in this stack entry corresponds to
register 14, offset X'10" to register 15, offset X’14’ to register 0, and so on.)

4. To determine the invoker of the current module, use the chain-back field at offset
X'4’. The register save area in this stack gives the register values as they were on
entry to the current module.

5. Continue the process of chaining back through each LIFO stack element until
DFHKCP’s initial LIFO stack entry is found.
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Chapter 1.3. Approach to wait problems

This chapter suggests an approach to dealing with wait problems. (However, see
“Chapter 3.5. CICS in a wait state” on page 297 for details of the task dispatcher
mechanism and the various sources of waits and suspends.)

This chapter refers to various fields in CICS data areas. The name of the data area is
usually the first 3 or 4 characters of the name of the field; for example, DCATCDC is in
the dispatch control area (DCA).

There are two different reasons for the CICS address space to be in a wait state:

1. No CICS tasks are dispatchable so DFHKCP has issued an operating system wait for
an ICV interval (operand on the DFHSIT macro).
2. A wait has been issued somewhere else in CICS or an SVC has been issued.

In case 1, the wait is issued at label KCPWAIT in DFHKCP and it is necessary to
investigate each task to determine what it is waiting for, or why it is suspended. There
may also be some reason why new tasks are not being attached. This could be either: (1)
the short-on-storage indicator is on (CSA + X’48" = B’00000001"); (2) the maximum
number of tasks has been reached (see operands MXT, AMXT and CMXT on the
DFHSIT macro; or (3) terminal input is not being accepted or processed.

In case 2, it is necessary to find out why the operating system is not posting the ECB or
giving control back after the SVC. In such a case, the CICS dispatcher is not getting
control and no tasks will run even if their ECBs are posted. The only operating system
wait issued by CICS during normal running is the one in DFHKCP described above; but
during initialization and termination of CICS, operating system waits are often issued
directly. An operating system wait is issued by the journaling system subtask, but this
does not directly hold up the main CICS task. Operating system requests made during
the normal running of CICS should be asynchronous and should not normally involve
operating system waits and/or take a long time to service. Exceptions are the OPEN
SVC, BDAM READ EXCLUSIVE (in DFHFCP), and the wait in DFHKCP.

CICS task switches cannot take place as a result of a page exception, so page I/O |
therefore holds up the whole of CICS.
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Indications of types of transaction waits

The first indication of the reason for a wait or suspension is given by a dispatch control
indicator (DCI), which is a special byte that is set up in the fields DCATCDC and
TCATCDC whenever a task issues DFHKC TYPE = WAIT or TYPE =SUSPEND.

The possible values (and meanings) for the dispatch control indicator for tasks on the
active and suspended chains are shown in Figure 14 on page 35. The descriptions in this
figure are intended as a first-level overview of the reason for the wait or suspend. Most
waits and suspends issued by CICS are described in “Chapter 3.5. CICS in a wait state”
on page 297 (which also describes how and when the wait is satisfied or when a resume is
issued by an active task).

If the CICS address space has control of the processor, all the CICS tasks except the
active one will be in one of the wait or suspend states shown in Figure 14 on page 35.
The address of the active task is in CSACDTA. If CICS has relinquished control of the
processing unit to another system task as a result of an operating system wait, then (1) all
CICS tasks will be in one of the above states; (2) register 12 in the TCB will normally
carry the address of the task control program’s TCA (a dummy TCA, which never
appears on the active or suspend chain, but which is used by the task dispatcher
mechanism in DFHKCP); and (3) CSACDTA, being the last dispatched task, will be
largely irrelevant.
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TCATCDC Meaning
or DCATCDC
value

X'1o0°" If a task is on the active chain, it issued a
DFHKC TYPE=WAIT,DCI=NON macro.
If a task is on the suspend chain, it issued a
DFHKC TYPE=SUSPEND macro without indicating
(using the DCI operand) the reason for the suspend.
X'11® The task issued DFHKC TYPE=ATTACH macro.
but there was not enough storage for the new
task. The request is retried each
time the dispatcher selects this task to run.
Xr13e The task issued a DFHKC TYPE=WAIT,DCI=TERMINAL macro,
that is, it is waiting for terminal I/0 to complete.
These tasks stay on the suspend chain until resumed
by terminal control on completion of the I/0.
X'14" The task has been attached or resumed, but is
nondispatchable for maximum active task reasons
(see the AMXT operand in the SIT).
This value is set at task attach time, if the task
has no TCLASS. It is also set when a task is
resumed.
XT1l5"* The task has been attached, but not dispatched vet.
It belongs to a class (see CMXT in the SIT and
TCLASS in the CEDA DEFINE TRANSACTION command)
and will not be dispatched until the number of tasks
in the class that are still in the system, and have
been dispatched at least once, falls below the class

limit.
X'1l6" The task issued an EXEC CICS RETRIEVE WAIT command.
Xv17r An anticipatory paging task is waiting for a page
control area (PCA) to become free.
X118’ The task was suspended by storage control (DFHSCP)

because there was not enough storage to satisfy its
GETMAIN request.

X'19¢ The task issued an EXEC CICS DELAY command
(DFHIC TYPE=WAIT).
XT1A' A mirror task has suspended itself to wait for

work. It will be automatically purged after two
seconds 1f no work arrives.

Xtric?* The task was suspended due to lack of temporary
storage.
XT1D" As X"15", but tasks in the X'1D' state do not count
towards the maximum task count (see MXT in the SIT).
Xr20°" The task is dispatchable. It may have issued an
EXEC CICS SUSPEND command (DFHKC TYPE=WAIT,DCI=DISP).
X221’ The task is dispatchable and is to be abended.
Field TCAPCAC in the TCA contains the abend code.
X'40" The task issued DFHKC TYPE=WAIT,DCI=LIST macro.
X'4q17 The anticipatory paging task is waiting for page I-/0
to complete before it can be given control.
X142" The task is in SRB mode.
X'g3r The task is waiting on short term 170, for example, on

DASD I/0. The task counts toward the IOCP count
(see IOCP in the SIT).

X'64" The terminal control task is waiting.

X'80" The task issued a DFHKC TYPE=WAIT,DCI=SINGLE macro,
or a DFHKC TYPE=WAIT,DCI=ECB.

X'88" The task issued a DFHKC TYPE=WAIT,DCI=CICS macro

to wait on an internal event, that is, one that
will be posted by another CICS task.
These ECBs are not included in the MVS wait list.

Figure 14. Meanings of dispatch control indicator (DCI) byte in TCATCDC and DCATCDC
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How to find the reason for each wait or suspend

Make a list of the TCAs and DCAs in the system. See Figure 24 on page 144.

For each task, note the following:

1. The dispatch control indicator at DCATCDC and at TCATCDC. For the meaning
of this byte see Figure 14 on page 35.

If a task is on the active chain and its dispatch control indicator is X’10", X'11,
X112, X'14°, X’'15, X’1D’, or X’88’, or is on the suspended chain, then it is waiting
for action by another CICS task. It may be that a number of tasks are all waiting for
the same action — such as the DEQ of a resource. In this case there will be a key
task (possibly the owner of the resource) which is waiting, probably for a completely
different and unrelated reason, and only this key task need be investigated in detail.

For each waiting task, use Figure 14 on page 35 to determine the meaning of the
dispatch control indicator. If the DCI is X'80" or X’88’, then TCATCEA addresses
the ECB that the task is waiting to be posted. Determine where this is (in what sort
of control block, or in which program) using the control block and program indexes
of a formatted dump. Check that this is compatible with the location where the
request was issued as determined in 2, and use the descriptions in “Chapter 3.5.
CICS in a wait state” on page 297 to find out the purpose of the ECB, and when,
and by whom, it should be posted. If the DCI is X’40", TCATCEA addresses a list
of addresses of ECBs, and the task would be dispatched if any one of them were
posted.

For each task on the suspended chain, use the descriptions in “Suspended tasks” on
page 312 to determine the reason for suspension, and the task which should issue
DFHKC TYPE = RESUME.

2. The register 14 value saved by DFHKCP at TCATCRS (User TCA + X’20"). This is
the address of the next instruction of the task when it is next given control.

Provided that it was not issued by a COBOL or PL/I application program, this is the
address of the code which issued the DFHKC TYPE = WAIT - or SUSPEND. This
address may also be found from the trace table or from the auxiliary trace.

Determine in which program this is by using the program index in the formatted
dump or by scanning an address-space dump.

If the request was issued by a command-level program, the field TCAPCHS in the
system TCA addresses the application save area (register 13) at the time the last
EXEC command was issued. The first 18 words of the addressed area constitute a
standard save area in which register 14 (at offset X’C’) addresses the point in the
program where the request was issued.
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3. The service module indicator at TCASVMID. These two bytes are used by runaway
task control. Their meanings are as follows:

Xr'0001"°
X*0002"
Xr0004"
Xr0008"
Xr00l10"
X10020°
X'0040°
X10080°
X'0100°
X*0200"
X'0400"
Xr0800"
Xr1000°
Xr2000°
X*3000"
X'4000"
X*5000°"
X'6000"
X'8900°

in
in
in
in
in
in
in
in
in
in
in
in
in
in
in
in
in
in
in

journal control program
BMS

DL/1I interface program
terminal control program
data interchange program
COBOL exec program
deferred DL/I abend
system task

runaway task, don't flush
system task, don't flush
storage control program
trace control program or monitoring control program
program control program
dump control program

file control program
transient data program
temporary storage program
interval control program
task control program

4. The task identifier at TCAKCTTA in the system area of the TCA. This may be
required for matching trace entries.

5. The transaction identifier. This is found in the first four bytes of the program control
table entry which is addressed by TCATCPC in the system area of the TCA.

6. The facility address at TCAFCAAA (User TCA + X’8"). The first byte of this field
indicates the type of facility:

Xroor

X'0L"
xroz2r
Xro4"

X108"

Xrlo*

Undefined TCAFCAAA may point to any

resource or no resource,

Terminal TCAFCAAA addresses the TCTTE.
File control TCAFCAAA addresses the FCT.
Interval control TCAFCAAA addresses the ICE.

The CSPG task used by BMS

to purge temporary storage
periodically is an example
of this type of task.

Queue control TCAFCAAA addresses the DCT.

These tasks are normally
initiated by DFHTDP when the
associated queue reaches

the specified length.

Automatic initiation TCAFCAAA addresses the AID.

The lock address, TCALCKAD. If nonzero, the task is waiting for or owns the

resource represented by the ECB whose address is in this slot.
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Chapter 1.4. Special considerations for performance problems

Performance problems in CICS installations (for example, one or more transactions are
unexpectedly slow) can usually be attributed to one or more of the following causes:

1. Poor application design and implementation from a performance point of view.

2. Incorrect use of CICS and its associated components from a performance point of
view.

3. System overload or allocation of insufficient resources.
4. An error in an IBM program.

In general terms, items 1 to 3 are the user’s responsibility and item 4 is IBM’s
responsibility. However, to diagnose a problem, it is usually necessary to make some
measurements to isolate the problem area. It is often found that a performance problem
is caused by a collection of minor problems. Discovery and correction of a single fault is
usually not sufficient to correct the problem.

Measurement and evaluation

Techniques available for evaluating the performance of a CICS system, and for isolating
the general category of a problem are discussed in the Performance Guide.

CICS monitoring facility

The CICS monitoring facility is a powerful tool for tuning and debugging the CICS
system, and application programs. Detailed information is collected at specified
frequencies and can be analyzed later. Measurements include usage statistics, accounting
data, timing data, and problem determination data. For a description of how to interpret
the CICS monitoring facility, see the Performance Guide, and how to activate it, see the
CICS-Supplied Transactions manual, and the Resource Definition (Online) manual or the
Resource Definition (Macro) manual.
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Poor application design and implementation

Some general guidelines on performance considerations to be taken into account when
designing an application are given in the Performance Guide. In some cases it may be
found that performance considerations lead to guidelines which are in opposition to
guidelines generated by other considerations, for example, programmer productivity.

Some examples of faults caused by poor design and implementation are:

o Heavy use of the more costly CICS functions where alternative techniques using less
| expensive functions are adequate. The data presented in the Performance Guide
| should assist in making these trade-off decisions. Examples would be the relative
merits of (1) auxiliary and main temporary storage; and (2) the use of transient data
queues with a trigger level of one against a high trigger level or a time-initiated task
retrieving data from main temporary storage.

¢ Bottlenecks caused by application design or coding — for example, the failure to
release a heavily used resource as soon as the application has finished using that
resource.

* Interleaving of heavily used and lightly used code. This practice can lead to
unnecessarily large working sets that could cause a high paging rate.

| Incorrect use of CICS and associated licensed programs

| During the generation and initialization of CICS and associated licensed programs it is

| necessary to specify a number of parameters that can have a significant impact on the
performance of the CICS system. A description of the major parameters known to have
an impact is given in the Perforrance Guide. A general evaluation of the CICS tables
and generation parameters is probably necessary apart from any specific pointers to
trouble areas obtained during the evaluation process.

System overloading or insufficient allocation of resources

Some general discussion on the subject of loading and performance characteristics is given
in the Performance Guide. Resources can be categorized into two types — those that are
under the control of the user (for example, virtual storage buffer sizes) and those that are
bound by the limitations of the hardware (for example, processing unit speed, real
storage, and number of communication lines). In general, problems due to insufficient
allocation of the first type of resource can easily be diagnosed and corrected. The more
common problems are often diagnosed in CICS statistics output, for example, short on
(virtual) storage, insufficient VT AM receive any RPLs, or too small a VSAM STRNO.
The other type, where the resource is basically fixed, is more difficult to solve.
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It is necessary to estimate the required amounts of the resource and see whether this
estimate agrees with the actual values. If not, then it is essential to understand where the
discrepancy lies. In some cases this may be due to a misunderstanding of how the
application works, or possibly a coding error. When agreement is obtained one can
estimate how much extra resource is needed or how much saving in the use of the
resource is required. The data given in the Performance Guide, together with the
Resource Definition (Macro) manual may be of use in determining whether the problem
can be solved by tuning techniques.

The basic cause of this kind of problem is usually that either too little attention is paid at
the design stage to matching the system’s capacity to the application requirements, or that
applications have been added or the system loading increased without due consideration
of the increase in resources required to accommodate the extra load.

An error in an IBM program

If the problem cannot be identified as being due to one or more of the above causes, then
it might be due to an error in an IBM program.

Appendix A, “Documentation required when submitting an APAR” on page 365
indicates the type of information required for an APAR. For a performance problem, it
is probable that measurement data and a general description of the main application
program structure will be required.

Chapter 1.4. Special considerations for performance problems 41






Part 2. Aids to problem determination
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Chapter 2.1. Trace

The CICS trace facility is a debugging aid for application programmers and IBM field
engineers. It maintains in main storage a trace table consisting of standard CICS entries
and entries defined by the user or licensed programs. The table is filled in a wraparound
manner; when the end is reached, subsequent entries overwrite the entries at the start of
the table. When you print the trace entries, the print transaction is given higher pnonty,
so that the dump is printed before wraparound and overwriting occur.

Tracing can be activated and deactivated by an EXEC CICS TRACE command or a
DFHTR macro instruction in an application program, by the master terminal transaction
CEMT, or, at initialization, by the SIT parameter TRACE.

If you want to trace CICS operation when using the execution diagnostic facility (EDF),
add the option TRACE = YES to the CEDF transaction in the program control table
(PCT). You can see the trace table in a dump. If you use the MVS/XA SDUMP
facility, the dumyp goes to the SYS1.DUMP data set.

The trace table does not have to be written to the CICS dump data set when an SDUMP
is taken. XRF provides a PRINTDUMP exit that formats the trace table, regardless of
the options you specify.

The XRF trace, described in “Chapter 2.2. XRF trace” on page 127, is independent of
the normal trace facility. It is used by the CICS availability manager (CAVM), and
always takes place. It makes about 12 entries every 2 seconds, and wraps around.

As well as being recorded in the trace table, trace entries can be stored in a sequential
data set by the CICS auxiliary trace facility. The auxiliary trace facility is activated either
by the master terminal transaction CEMT, or, at system initialization, by the SIT
parameter AUXTRACE. It is deactivated by the CEMT transaction. Auxiliary trace
entries are recorded only when main storage trace is also active.

The auxiliary trace data set does not wrap around; all entries are preserved so that a
complete history is obtained. The CICS trace utility program (DFHTUP) can be used to
print the contents of the auxiliary trace data set, or selected entries from it.

In addition to the standard CICS system entries, entries produced by the terminal control
program (DFHTCP) for non-VTAM terminals can be recorded in the trace table. These
entries, called field engineering (FE) entries, are normally inhibited but can be activated
by the DFHTR macro instruction or by the CSFE transaction.

A third class of entry is the user entry, which can be defined by the application

programmer with the DFHTR macro instruction or the EXEC CICS ENTER
command.
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| Remote server trace

When you invoke the remote server by typing CEHS on the screen, you can add the
option TRACE to the command. This causes the remote server to write entries to a
trace log, which is kept in temporary storage. Main storage is used for this queue, and
not auxiliary storage, so you should use this facility with care, as it can take up large
amounts of storage.

The trace records are written to a queue whose name is created by concatenating
“CEHS” with the 4-character terminal identifier. You can use the CEBR transaction to
browse this queue. To find out more about the CEHS trace, see the CICS/VS Remote
Server Diagnosis manual.
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Trace table

The CICS trace table, which is built during system initialization, consists of a trace header
and a number of fixed-length entries that can be used to trace the flow of transactions
through the system. The number of trace table entries is specified by the TRACE
parameter in the SIT or as a startup override.

The trace table can be initially disabled by specifying OFF in the TRACE parameter in
the SIT. The master terminal can be used to turn trace, or auxiliary trace, on or off
during CICS execution.

Each entry in the trace table is 32 bytes long and is aligned on a 32-byte boundary. The
table is used cyclically, so that when the last entry is used, the next entry is placed at the
beginning of the table.

The address of the trace header is held in CSATRTBA in the CSA. The trace header,
which is separate from the trace table, contains pointers to the trace table as follows:

Field Contents

Bytes 0-3 Address of last-used entry
Bytes 4-7 Address of first entry in table
Bytes 8-11 Address of last entry in table

For a complete description of the trace table header format, see the DSECT
ZTRHEADR in the Data Areas manual,

When the trace table is printed in a transaction dump, it should be noted that the
last-used entry may be some way after the trace entry for the dump invocation because
other transactions can run while the dump is being output to the dump data set. In a
CICS formatted dump, by contrast, the trace table is printed showing the last-used entry
as the last entry before the formatted dump was invoked, since no transactions can run
during a formatted dump.

The format of an entry in the trace table, together with the names of fields as printed in a
dump and in auxiliary trace output, is shown in Figure 135.

Field Contents

ID Trace identification of entry

Byte O

REQD For system and FE entries, byte 1 and byte 2 (bits 0-3)
Byte 1 usually contain the type of request code relating to
and the CICS management, or the service program involved.
Eyte %,3 For user entries, these bits are unused.

its 0-

Figure 15 (Part 1 of 2). Format of trace table entries
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Field

REQD
Byte 2
bits 6-7

Bytes
3-4

TASK
Bytes
5-7

FIELD A
Bytes
3-11

FIELD B
Bytes
12-15

RESOURCE
Bytes
16-23

REG 14
Bytes
26-27

TIME OF
DAY
Bytes
28-31

Contents
These bits indicate the type of entry as follows:

X'0' Reserved

X'1l' FE entry

X'2' User entry

X*3' LIFO system entry
X'4' System entry

X'5' LIFO response/return
X'6'" Reserved

X'7' Reserved

X'8' Reserved

X'9' Reserved
X'A' Reserved
X'B' Reserved
X'C' Reserved
X*'D' On/off entry
X'E' Reserved
X'F' Reserved

Reserved

Task identification as found in TCAKCTTA (a 3-byte
field in the system part of the TCA).

Data relevant to this entry

Data relevant to this entry

When provided, this is usually the name of a resource
associated with the request being traced. For example,
for program control requests, it is the program name.
See Figure 18 on page 1lll.

For user entries, the resource name can be set by the
EXEC CICS ENTER command (but not by the DFHTR macro
instruction).

If byte 0 contains other than one of the values from
X'F0' through X'FC', these bytes contain the contents
of register 14 at entry to the trace control program.
If byte 0 contains a value from X'F0' through X'FC',
these bytes contain the contents of reg1ster 14

at entry to the CICS management or service program
involved. For an- EXEC CICS command, register 14 contains
the address of the point in the application program
immediately after the last call to CICS. (For a macro
request, from a COBOL or PL/I program, register 14
contains an address in DFHPCP.)

Timestamp, which is the time of day in units of
32 micro-seconds since midnight.

Figure 15 (Part 2 of 2). Format of trace table entries
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The contents of byte 0 and the two data fields (bytes 8 through 15) of user trace entries
are determined by the EXEC CICS ENTER command, or the DFHTR
TYPE =ENTRY macro instruction.

For system trace entries only, if consecutive, identical entries are generated, the first entry
only is entered into the table. In these cases, a special trace control entry with trace
identification X’FD’ (with X’01’ in byte 1) is created, and a count of the number of times
the previous entry is repeated is stored therein.

Trace control entries with trace identification X'FE” or X'FF’ indicate the turning on or
turning off of the trace facility, respectively.

For formatted dumps and transaction dumps, the trace table entry is printed in a different
format, as described in “Chapter 2.3. Formatted dump” on page 131.

The same display format is used when auxiliary trace output is printed. See “Chapter 3.1.
Normal operation” on page 235 for an annotated illustration of the auxiliary trace output
obtained from running a sample transaction.

Trace identification

The application programmer can make entries in the trace table by using the DFHTR
macro instruction or the EXEC CICS ENTER command. A trace identification number
from 0 through 199 (X’00” through X'C7’) and accompanying data may be assigned for
each trace entry. Thus, by defining several unique trace entries, the programmer can trace
the logical path through a particular application or group of application programs.

Each CICS entry contains a trace identification number in the range 192 to 255 (X'C0’
through X'FF’) that is unique to the functional area concerned, together with information
to aid the application programmer in determining where the macro instruction was issued
and what type of request was made. When you look at a trace entry, you should first
look at byte 1, bits 4-7, to determine whether it is a system, user, or FE entry. See
Figure 15 on page 47 for details of byte 1. The name of the CICS program
corresponding to each trace identification is shown in Figure 16 on page 51.

The contents of bytes 0 to 15 of the CICS trace table entries are shown in Figure 17 on
page 53. The contents of any fields characterized as “Reserved” in the descriptions should
be ignored during the analysis of a trace table entry. Figure 18 on page 111 gives the
contents of bytes 16-23 where applicable. Figure 19 on page 112 gives the formats of
DFHZCP trace entry fields Al-11, B1, and B2. Figure 20 on page 117 gives the EXEC
interface command and response codes.

Trace entries are also made in the CICS trace table by DL/I.
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Auxiliary trace

You can use one or two auxiliary trace data sets. If two data sets are defined, you can
alternate between them during CICS execution. Each trace entry, in the format described
above, is placed in an output buffer. When the buffer is full, it is written to an auxiliary
trace data set before being reused. In this way, no trace entries are lost as is the case
when the main storage trace table wraps around. This is one reason why the auxiliary
trace is often more useful than the trace table.

When an auxiliary trace data set is full, the operator is informed by means of the message
DFH1401 and the data set is closed.

The contents of an auxiliary trace data set can be printed using the trace utility program,
DFHTUP. This program formats each trace entry to show the CICS component which
made the entry and the function being performed. The 4-byte time stamp is also printed
in hours, minutes, seconds, and microseconds, and the time difference between
consecutive entries is printed in seconds and microseconds. If the time difference between
consecutive entries exceeds 12800 microseconds, the entry is flagged with an astemk
This is particularly useful when dealing with performance problems.

When using the trace utility program, not all entries need be printed. The entries to be
printed may be selected by task identifier, transaction identifier, terminal identifier, time or
trace identifier.

Full details of auxiliary trace and the use of the trace utility program can be found in the
Operations Guide and the Facilities and Planning Guide.
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Program Trace
Identification
CAVM services X'C4q',X'C5',X'Cé"',
X'C7!*
Storage control XTC8'",X'C9",X"CA"
Dynamic transaction backout X'CB?
Catalog control X'CcCc?
Basic mapping support X'CD',X*CF"*
Recovery control X'CE?®
Task control X'DO"
Volume management X'p2*
LU6 .2 services manager X'D3"
DMS interface X'D4G?*
User exit interface X'D5!
Allocation program X'Dé6*
Data interchange X'Dp7°"
Sync point X'D8*
Function request shipping data X'D9!*
transformation
Statistics X'DAT
Transaction routing data transformation X'DB'
Abnormal condition program X'DC?
Interregion communication X'DD"
Subtask management program X*DE?*
Intersystem program X*DF?"
Message processor XYEOQ!
EXEC interface X'El"
Sigh-on XTE2"
System spooling interface XTE3"
Master terminal X'EG"®
Security program X'ES5!
Terminal control (DFHTCP, DFHTACP) XYE6!
Task~related user exit interface program XYE7?!
Terminal sharing X'E3!
Table management program X"EA"
Allocation management program X'EB"
Definition management program X'EC"'
LIFO overflow program XTYED!
VTAM I/0 trace XYEE"
Terminal object resolution XTYEF"
Task control X'FO!
Storage control X'F1"
Program control XTF2!
Interval control X'F3?'
Dump control X'F4*
File control X'F5"
Transient data control X'F6*
Temporary storage control X'F7°'
CICS-DL/I interface X'F8"
Journal control X'F9?"
Basic mapping support X'FA®
Built-in functions X'FB'
Terminal control (DFHZCP) X'FC"
Trace control X'FD',X'FE',X'FF!

Figure 16. Trace identification
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Controlling the trace

The EXEC CICS TRACE command or the DFHTR macro

The EXEC CICS TRACE command or the trace control macro instruction DFHTR can
be used to activate and deactivate tracing. Tracing of the standard CICS system entries,
FE entries, and user entries are separately controllable. For the standard CICS system
entries the master trace flag can be turned on or off, or the flags for individual system
components can be turned on or off. A standard trace entry is added to the table only if
both the master flag and the appropriate system component flag are on. FE tracing can
be turned on or off by the DFHTR macro instruction, but not by the EXEC CICS
TRACE command. For user entries, tracing can be turned on or off for all tasks, or for
the task issuing the request only.

Full details can be found in the Application Programmer’s Reference, and CICS|VS
Application Programmer’s Reference Manual (Macro Level).

The CEMT transaction

The trace and auxiliary trace facilities can be turned on and off, and the auxiliary trace
data set can be opened, closed, or switched, by means of a CEMT command issued by
the master terminal operator. '

Details of the CEMT command can be found in the CICS-Supplied Transactions manual.

The CSFE transaction

System, user, and FE traces can be turned on or off by the CSFE transaction. CSFE
also controls two special-purpose trace facilities that can result in the creation of
additional trace entries of system type. These are the system spooling interface trace and
the activate scan trace, which are controlled by the SPOOLFE and ZCPTRACE

operands of CSFE, respectively.

The CSFE transaction can be used to turn on or off the debugging (DEBUG) functions
provided by the storage violation trap and the global trap/trace exit, both of which are
entered from the trace program. Details of the storage violation trap are given in
“Chapter 3.2. Storage management” on page 259. The global trap/trace exit is described
in this chapter.

Full details of the CSFE command can be found in the CICS-Supplied Transactions
manual.
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ig)] REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) ' (Bytes 8 through 11) (Bytes 12 through 15)
X'car* Bytes 1-2 Message manager Data area address
DFHWMS X'00037 entry request I (WMSDATAD)
(WMSREQID)

X'0005" return

X'C5" Byte 1
DFHXRCP X'00' Entry
Byte 2
Xf04'
X'01" Exit

X'02"' Resumption
of DFHXRCP

X'03" Suspension
of DFHXRCP

X'06" CIB prefix

X'05" CIB data for
modify command

X'06' CIB data for
modify command
- continuation 1

X'07' CIB data for

modify command
- continuation 2

Figure 17 (Part 1 of 58). Trace table entries

Message manager
return code
(WMSRC)

Reserved

Reserved

Reserved
Reserved

Byte 8

CIB~-VERB

Byte 9

CIB-LEN

Bytes 10-11
CIB-ASID or TJID

CIB data bytes 0-3

CIB data bytes 8-11

CIB data bytes
16-19

Bytes 12-13
Data area size
(WMSDATSZ)
Bytes 14-15
Data length
(WMSDATLND

Reserved

Reserved

Reserved
Reserved

Byte 12
CIB-CONID
Byte 13
Reserved
Bytes 164~15
CIBDATLN

CIB data bytes 4-7

CIB data bytes 12-15

CIB data bytes 20-23
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'Cé6" Byte 1
DFHXRSP X*'00" Entry Reserved Reserved
Byte 2
X104"
X'01' Exit Reserved Reserved
X'02' Resumption Reserved Reserved
of DFHXRSP
X'03'" Suspension Reserved Reserved
of DFHXRSP
X'04" Work element Byte 8 A(work element)
XRWERQ
X'01" - Sign on
X'02' - Sign off normal
X'03' ~ Sign off abnormal
X'07" - Clock difference changed
X'08'" - Status data changed
X'09'" - Surveillance signal overdue
X'0A'" - Surveillance signal resumed
X'0F' - Takeover requested
X'10' - Post IA (incipient active) ECB
X'11l" - Post TC (takeover complete) ECB
X'12' - Post SS (synchronized with respect

X'05' HWork element

- continuation 1

X'06"' Work element

- continuation 2
For signon:

For clock
difference
changed:

For surveillance
signal overdue:
For CAVM failed:
Any other event:

X'07' Abend

imminent

Figure 17 (Part 2 of 58). Trace table entries

54  CICS/MVS 2.1 Problem Determination Guide

to signoff) ECB
X'13' - Post ST (synchronized with respect
to termination) ECB
X'18' - CAVM failed
X7"19' - Invalidated
Byte 9
XRWERQM
Bit 0 - Implicit request (SIGNON/SIGNOFF NORM)
Bit 1 - DUMP=YES (takeover requested)
Bytes 10-11

Reserved

Bytes 8-11 XRWEVER version
XRHEINS instance number

number

APPLID - first four
characters

Lower bound for
difference in seconds

APPLID - second four
characters

Upper bound for
difference in seconds

Number of seconds
overdue

Abend code
Reserved

Abend code Reserved



ID REQD FIELD A FIELD B

(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'C7" Byte 2, bits 4-7 Byte 8
DFHXRA X'3' Entry XRRQTR

X'5" Exit

Figure 17 (Part 3 of 58).

Trace table entries

X'01l" DFHXR CTYPE=INITIALIZE

X'02' DFHXR CTYPE=TERMINATE

X'03' DFHXR CTYPE=SIGNON

X'04"' DFHXR CTYPE=SIGNOFF

X'05' DFHXR CTYPE=QUERY-TAKEOVER-INIT
X'06"'" DFHXR CTYPE=SET-TAKEOVER-INIT
X'07' DFHXR CTYPE=WAIT-TAKEOVER-INIT
X'08"' DFHXR CTYPE=QUERY-TAKEOVER=COMP
X'09' DFHXR CTYPE=SET-TAKEOVER-COMP
XT0A" DFHXR CTYPE=WAIT-TAKEOVER-COMP
X'0B' DFHXR CTYPE=QUERY-RSD-AVAIL
X'0C' DFHXR CTYPE=SET-RSD-AVAIL
X'0D' DFHXR CTYPE=WAIT-RSD-AVAIL
X'0E' DFHXR CTYPE=QUERY-SYNC-SIGNOFF
X'OF' DFHXR CTYPE=SET-SYNC-SIGNOFF
X'10' DFHXR CTYPE=WAIT-SYNC-SIGNOFF
X'11" DFHXR CTYPE=QUERY-SYNC-TERM
X'12' DFHXR CTYPE=SET-SYNC-TERM
X'13" DFHXR CTYPE=WAIT-SYNC-TERM
X'18" DFHXR CTYPE=INIT-SURVEILLANCE
X'19' DFHXR CTYPE=TERM-SURVEILLANCE
X'1A' DFHXR CTYPE=INIT-CONSOLE-COMM
X"1B' DFHXR CTYPE=TERM-CONSOLE-COMM
X'1C' DFHXR CTYPE=SET-HEALTH-DATA

Byte 8

See entry trace XRRQTR

immediately above

Byte 11

XRRQRC
For DFHXR CTYPE=xxx
X'00" Normal response
X'08' Invalid request
For DFHXR CTYPE=SIGNON
X*14' Retry possible
X*'1C' Rejected by CAVM
For DFHXR CTYPE=SIGNOFF
X'24"' Dump requested
X'2C' Rejected by CAVM
For DFHXR CTYPE=SET-TAKEOVER-INIT
X'34' Takeover in progress
X'35' Shutdown in progress
X*'3C' Rejected by CAVM
For DFHXR CTYPE=WAIT-RSD-AVAIL
X'44" Restart data set not available

Chapter 2.1. Trace

55




ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)

X'Cc8"' DFHSCP GETMAIN exit trace - see under X'F1' DFHSCP

X'Cco9! DFHSCP FREEMAIN exit trace - see under X'F1' DFHSCP

X'CA® DFHSCR storage violation trace - see under X'F1' DFHSCP

X'CB' Reserved Address of dynamic Address of first

DFHDBP - log DWE, TCADWLBA

X'cC! Byte 2, hits 4-7 Byte 8 Request type

DFHCCP X'3'" Entry X'01" PEN Addr of parm list
Xr02! CLOSE Addr of parm list
X'03' CONNECT Addr of parm list
X'04"' DISCONNECT Addr of parm list

- X'05" STARTBROWSE Addr of parm list
X'06' ENDBROWSE Addr of parm list
X'07' GETNEXT Addr of parm list
X'08'  HWRITE Addr of parm list
X*'09' READ Addr of parm list
X'0A' DELETE Addr of parm list
X'0B' PURGE Addr of parm list
Byte 9 Request Modifier
....... SYNC=YES
Bytes 10-11
Reserved
Byte 2, bits 4-7 Byte 8 Request type
X*'57 Exit Same as on ‘ Reserved
entry trace

Bytes 9-10
Reserved

Byte 11 Response code
X'00' Normal response
X'04' Not found

X'06' Length error
X'08' Duplicate found
X'0C' Invalid request
X'10' Disastrous error

X'CD? BMS temporary storage error - see under X'FA' BMS

Figure 17 (Part 4 of 58). Trace table entries
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FIELD A FIELD B

(Bytes 8 through 11)

(Bytes 12 through 15)

ID REQD
(Byte 0) (Bytes 1 and 2)
X'CE" Byte 2, bits 4-7
DFHRCP X'3' Entry
Byte 2, bits 4~7
X'5" Exit
X'CF? Reserved
DFHMCP

(See note 1 on page 110)

Figure 17 (Part 5 of 58). Trace table entries

Byte 8 Request type

X'01l" OPEN Addr of parm list
Xr02' CLOSE Addr of parm list
X'03' CONNECT Addr of parm list
X'04' DISCONNECT Addr of parm list
X'05' STARTBROWSE Addr of parm list
X'06' ENDBROWSE Addr of parm list
X'07' GETNEXT Addr of parm list
X'08" MWRITE Addr of parm list
X'09' READ Addr of parm list
X'0A' DELETE Addr of parm list
X'0B'" PURGE Addr of parm list
X'0C' LOG Addr of parm list
X'0D" INITIALIZE Addr of parm list
XT0E' WAITINIT Addr of parm list
X'OF" RESTART TASK Reserved
Byte 9 Request Modifier
...1.... CREATE=YES
d... .. Resource type

specified
B Record number

specified
1....... Backward

recovery
Bytes 10-11
Reserved

Byte 8 Request type
Same as on
entry trace

Bytes 9-10
Reserved

Byte 11 Response code
X'00' Normal response
X'04' Not found

X'06' Length error
X'08"' Duplicate found
X'0C' Invalid request
X'0E' Warning issued
X'10' Disastrous error

Same as for X'FA' with
byte 2, bits 4-7=X'5"

Reserved
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ID
(Byte 0)

REQD
(Bytes 1 and 2)

FIELD A
(Bytes 8 through 11)

FIELD B
(Bytes 12 through 15)

X'Do*

X'p2
DFHVCP

DFHKCP auxiliary trace - see under X'FO0' DFHKCP

2, bits 64-7
Entry

Byte
X'3¢r
Byte 1
...0 0000 Locate vol
descriptor
0001 Create SDT
0010 Add series
to SDT
0011 Locate series
name
0100 Read & merge
keypoint recs
0101 Build keypoint
0110
0111
1000

rec
Prompt operator

1001

1010

Examine &

Tally contents
of series
Warn operator
of deficient
series
Copy vol
descriptor
Delete vol
descriptor
Add vol to
end of series

o o0 O O o o O oo

1011
1100
1101
1110
1111

in LIFO order
Accept vol ID

from restart

resolution

logic
Mark as failed
on closing
Mark as failed
on openhing
Mark as failed
on input
Mark as failed
on output
Make read only
Mark vol clean &
available:

Qo O O o o

0001
0010
0011
0100
0101

Mark open with

Mark closed

Mark pending
(about to open)

Mark open and
occupied

bt bl b d bt el e ek e
e - O
- ™
- O O
— Ok Ok e
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for scratch tape

Add vol to series

Mark as occupied

Addr of
volume ID

merge label record
Build label record

occupancy unchanged

Buffer address




ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'D2" Byte 1 (continued)
DFHVCP 0.10 0000 Update op
sys control
block
.10 0001 Merge op sys
control block
to resolve
SCRTCH vol
.10 0010 Build data
in journal
control
note block
.10 0011 Merge NOTE info
into a volume
descriptor
.10 0100 Build a CICS
catalog record
0.11 Update op
sys control
block
01.. . Make vol
current in
series
Byte 2, bits 0-3
Type of locate
X'or Given vol ID
Xrie Next vol or
confirm series
name
Xr2r First vol or
. next series name
X13t Previous vol or
greater-or-equal
series name
X'4* Subject of NOTE
X16" Predicted vol for
next output
X7 Vol available
for output
X'8r* Current vol
X9t Next-after-current
vol
XTA" Next-before~-current
vol
X'crt Vol referenced
by op sys
Byte 2, bits 4-7
X'5¢ Exit First four char- Next two characters
Byte 1 acters of name of of name of volume
X'00" NORESP volume last last handled, if any
X'20' DEFCSER handled, if any
XT21' INSUFF
X'22' DECLINE
X'640" CONFLT
X'61" NOSERS
X"43" NODESC
X'45" UNAVAIL
X'66"' BADDATA
X'80' 1INVREQ
Figure 17 (Part 7 of 58). Trace table entries
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X*D3" Reserved Reserved Reserved
DFHLUP
X'Dg" DMS trace entry, see the Development Management System/CICS/VS:
Problem Determination Manual.
X'D5" Byte 1
DFHUEH X'01l*' Before exit - - - - Exit identifier - - - -
X'02' After exit Return code (R15) Address of current EPB
X'Dé6" Byte 2, bits 64-7
DFHALP X3¢ Entry
Byte 1
X'01' Unchain
X'02' BMS TPQ call 2 MCRID
X'05' BMS TPR call 2 Address of AID
X'06" CRS call 1 Reserved System ID
X'07' CRS call 2 Tranid Termid
X'08" ICP call 1l Reserved Reserved
X'09' ICP call 2 Address of AID Reserved
X'0A' BMS TPQ call 1 Normal threshold Adjusted threshold
X'0C' BMS TPQ call 3 Msg ID Reserved
X'0D' BMS TPR call 1 (Supplied AID) Addr of TCTTE
X"0E'" CRQ call 1 Normal threshold Adjusted threshold
X'12" Schedule Tranid Termid
X'14' Avail Termid Terml address
X'15" Unavail Termid Terml address
X'16" Release Termid Terml address
X'17' Allocate Tranid System address
X'18' Release abnormal Termid Terml address
Byte 2, bits 4-7 Reserved Byte 12
X151 Exit X'00' Normal return
X'04' Error return
Byte 13
Secondary code
X'0l* BMS TPQ call 1,
no AIDs found
XT02' BMS TPQ call 2,
no AIDs found
X*03" BMS TPQ call 3,
no AIDs found
X'04* ICP call 1,
no AIDs found
X'05* ICP call 1,
AID found, but
does not matct
X'06" No AID found
for
generalized
locate
function
X'0C*' Error return
X'31l' Error return

Figure 17 (Part 8 of 58).
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'D7" Byte 2, hits 4-7
DFHDIP Xr3e Entry
Byte 1 ) Byte 8
X'0l' ADD ) X'01" WAIT TIOA address, TCTTEDA
X'02' ERASE ) X'08" KEYNUMB
X'03*' REPLACE ) X'10" RRNADDR
X'04' ABORT ) X'20' KEYADDR
X'05"' QUERY ) X'"40" TYPE=SAVE
X'06" END ) X'80' DEFRESP=YES
X'07' RECEIVE )
X'08'" NOTE ) Byte 9 Reserved
X'09' DETACH )
X'0A' ATTACH ) Byte 10
X'0B' SEND ) Value of NUMREC
XT"0C' HWAIT ) (valid for ADD,
Byte 2, bits 0-3 ) ERASE, and REPLACE)
X'1' DSN not specified )
X'2" Profile specified )
X'4" SELECT )
X'8" VOLADDR )
Byte 2, hits 4-7 Bytes 8-9 Bytes 12-13
X'5" Exit Return code, TCADIRC System sense code from
Bytes 10-11 DFHZNAC
Deferred return code Bytes 14-15
(set by next call to User sense code from
DFHDIP if nonzero) DFHZNAC
X'D8" Byte 2, bits 4-7 Byte 8 Address of first def-
DFHSPP X'3' Entry Type of request erred work element (DHWE)
(from TCASPTR) from TCADHLBA (or zeros
X'01l"' USER if no DWEs)
X'02* SYSTEM
X'09' ROLLBACK
X'10' RESYNC request
X'20' LUC request
(see byte 9)
X'60' LUC SEND-PREPARE
Byte 9
-XY01l"'" BIS (INBOUND)
X'02' UNBIND
X'04"' RESYNC
X'08' Exchange log
names received
X'10" CONTACT
X'20" QPEND
X'40" CLPEND
Bytes 10-11
Reserved
Byte 2, bits 4-7 Bytes 8-11
X'5" Exit Reserved
X'D9* Reserved Byte 8 Byte 12 Error code
DFHXFP X'00' Transform 1 X'04' Transform 1 error
DFHXFX X'02' Transform 2 X*'08' Transform 1 error
X'04' Transform 3 Byte 13
X'06" Transform 6 Error code 2
Bytes 9~11 X'04' Transform 2 error
Address of PLIST X'08'" Transform 2 error

Figure 17 (Part 9 of 58). Trace table entries

Bytes 14-15
(EIBFN) command
functions

Chapter 2.1. Trace 61




ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'DA" Reserved Reserved Reserved
DFHS T
(Statistics)
X*DB" Byte 2, bits 4-7 Byte 8 Byte 12 Status code
DFHXTP X'3' Entry X'00" Transform 1 X*'10' FLUSH
X'02' Transform 2 X'20' DETACH
X'04' Transform 3 X*'40" ATTACH
X'06' Transform 4 X'80'" Application reques-
Bytes 9-11 Byte 13
Address of DFHXTSTG Address of TCTTE
Byte 2, bits 4-7 Byte 8 Byte 12 Response code
X'5' Exit X'00' Transform 1 X'00"' Normal response
X'02' Transform 2 X'08' Error response
X'04' Transform 3 Bytes 13-15
X'06' Transform 4 Address of TCTTE
Bytes 9-11
Address of DFHXTSTG
X'DC? Reserved Reserved Reserved
DFHACP
X'DD? Byte 1 Bytes 9-11
DFHIR X¥00' RESUME Aggﬁgss of TCA for Reserved
Bytes 8-11 Bytes 13-15
X'01l* CONNECT Return code from Address of TCTTE
connect request
X'02' INBOUND ) Bytes 8-9 Byte 12
X'04' OUTBOUND ) Sequence number X'20' Change direction
) Byte 10 X'40" End bracket
) X'01'" End chain X'80' Begin bracket
) X'02' Begin chain Bytes 13-15
) X'04"' Sense included Address of TCTTE
) X*10' FMH
) X'80"' Response
) Byte 11
) X'10' RQE2
) X'20' RQD2
) X'40' RQEl
) X'80" R@D1
X'04' OQUTBOUND ) Bytes 10-11 Byte 12
) X*0000* Relinquish X'00"
) control (no data,
) no RH setting passed,
) sequence number unchanged)
X'03' Inbound data ) Bytes 8-9
X'05' Outbound data ) Length of data
) Bytes 10-11 Bytes 12~-15
) Far:t two bytes of Next four bytes of data
ata
X'06' Batch LUWID
part 1
X*07*' Batch LUWID
part 2

Figure 17 (Part 10 of 58). Trace table entries
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'DE? Byte 2, bits 4-7 Byte 8 Request type

DFHSKP X'3'" Entry

Byte 2, bits 4-7

X'5' Exit
X'DF" Byte 2, bits 4-7
DFHISP Xr3 Entry

Byte 2, bits 4-7
X'5" Exit

Figure 17 (Part 11 of 58). Trace table entries

X'0l" PERFORM

X'02' WAIT

X'03' RETURN
X'04' TERMINATE
X'05' DWE PROCESS
Byte 9 Request modifier
....... 1 AUTH=YES
...... 1. CLASS=I/0
..... 1.. SAVAREA
....1... SYNC=YES
Bytes 10-11
Reserved

Byte 8 Request type

X'01" PERFORM
X*'02' WAIT

X'03" RETURN
X'04" TERMINATE
X'05' DWE PROCESS
Bytes 9-10
Reserved

Byte 11 Response code

X'00"' Normal response

X'04"' User code failed

X'08' Subtask code fail

X'0C' Unable to perform
request

X*'10' Request never
completed

X'14' Invalid request

X'18'" Invalid ECB addre

X'1C' User task was
canceled

8

Byte
X'03" Shut down
X'04"' Converse

‘Bytes 9-11

Reserved

Byte 8 (ISCRQTR)

X'00' Successful

X'04"' Retry possible

X'08' Permanent error

X'0C' Terml out of
service

Bytes 9-11

Reserved

Addr of exit routine
Reserved
Reserved
Reserved
Reserved

Addr of parm list
Addr of parm list
Addr of parm list
Addr of parm list
Addr of parm list

ed

SS

TCTSE name

Reserved
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ID REQD FIELD A "FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'EOQ! Reserved Byte 8
DFHMGP X'ol® Addr(TCTTE)
Byte 9
X'01' CSCS (TD queue)
X'02' TIOA to be used
X'046"' No number to be
used
X'08"' Return the message
X'10" Qutput to console
X'20'" Qutput to terminal
X'40' CSTL (TD queue)
X*'80" CSMT (TD queue)
Bytes 10-11
Msg no in binary
X'El! Byte 1 Value of reg 13, i.e: Bytes 12-13
DFHEIP Reserved PL/I DSA Reserved
Byte 2, bits 0-3 Assembler's DFHEISTG Bytes 14-15
X'0' Entry COBOL TGT Command code, EIBFN
(see note 4§ on page 110)
Byte 1 Bytes 8-13 Bytes 14-15
EIBGDI Response code, Command code, EIBFN
Byte 2, bits 0-3 EIBRCODE (see note 4 on page 110)
X'F' Exit (Zeros indicate
no exceptional
condition)
The command codes and response codes are shown in Figure 20 on page 117.
X'E2" Reserved Reserved Reserved
DFHSNP
X'E3* Note:
DFHPSP The RESP and RESP2 codes are given in the Customization Guide.
Byte 1
XTA0' Entry Addr of DFHPS Reserved
parameter list
X'Al' Response Addr of DFHPS Reserved
parameter list
X"A2' Unsupported Addr of DFHPS RESP return code
function parameter list

Figure 17 "(Part 12 of 58). Trace table entries
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ID
(Byte 0)

REQD

(Bytes 1 and 2)

FIELD A

(Bytes 8 through 11)

FIELD B
(Bytes 12 throug

h 15)

XTE3"
DFHPSP

Byte 1 (continued)
The following trace entries are provided only if the system
spooling interface trace facility has been activated

(by means of the SPOOLFE operand of the CSFE transaction),
or if an abnormal response is given:

Xrlio*
X1
X'14"
Xr20°"
X121t
Xv22*
Xr28"
Xr40°*
X'61"
Xv62?
Xrag’

X'BO"*
X'Bl"

X1B2"
X'B3"
X'B4"
XTEQ"
X'E1!
X'E2"
XTE3"
X1EGY
X1E5?
XTE6"
XTVE7"
XTE8"
XTE9"
XTEAT
XTEB"

DFHEPS SPOOLCLOSE
response

DFHEPS SPOOLCLOSE
DELETE

DFHEPS SPOOLCLOSE
PRINT

DFHEPS SPOOLREAD
response

DFHEPS SPOOLREAD
STANDARD

DFHEPS SPOOLWRITE
response

DFHEPS SPOOLHWRITE
STANDARD

DFHEPS SPOOLOPEN
response

DFHEPS SPOOLOPEN
QUTPUT

DFHEPS SPOOLOPEN
INPUT

DFHEPS SPOOLOPEN
STANDARD

DFHPSPCK entry
DFHPSPCK invalid
request

DFHPSPCK interface
halting

DFHPSPCK
disable

DFHPSPCK interface
terminate

DFHPSPST entry

DFHPSPST open
input response
DFHPSPST open
output response
DFHPSPST read
response
DFHPSPST write
response
DFHPSPST close
response
DFHPSPST interface
halting
DFHPSPST invalid
request
DFHPSPST invalid
open request
DFHPSPST invalid
read request
DFHPSPST .invalid
write request
DFHPSPST invalid
close request

interface

Figure 17 (Part 13 of 58). Trace table entries

RESP return code
Reserved
Reserved
RESP return code
Reserved
RESP return code
Reserved
RESP return code
Reserved
Reserved
Reserved

Reserved
RESP return

RESP return

code
code
Reserved
Reserved

Addr of DFHPS
parameter list
Addr of DFHPS
parameter list
Addr of DFHPS
parameter list
Addr of DFHPS
parameter list
Addr of DFHPS
parameter list
Addr of DFHPS
parameter list
Addr of DFHPS
parameter list
Addr of DFHPS
parameter list
Addr of DFHPS
parameter list
Addr of DFHPS
parameter list
Addr of DFHPS
parameter list
Addr of DFHPS
parameter list

RESP2 return code
Reserved

Reserved

RESP2 return code
Reserved

RESP2 return code
Reserved

RESP2 return code
Reserved

Reserved

Reserved

Reserved

Reserved

Reserved

Reserved

Reserved

Reserved

Spool data block

Spool data block

Spool data block

Spool data blogk

Reserved

RESP return code

Reserved

RESP return code

RESP return code

RESP return code

RESP return code

Chapter 2.1. Trace
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'E4" Reserved Reserved Reserved
DFHMTP
X'E5? Byte 2, bits 4-7
DFHXSP X'3'" Entry
Byte 1
X'00" Initialization ) Pointer to Reserved
X'04' Sign-on with ) parm list
password : )
X'08" Sign-on without )
password )
X'0C' Check authorization)
X'10"' Sign—off )
X'14' Time-out sign-off )
X*18' Return USERID )
X'1C' Hait for )
initialization )
X'20' Min time-out from )
SNT )
X'24' Build SNTTE block )
X'28" Free SNTTE block )
X'2C' Rebuild resource )
profile )
X'30'" Internal init req )
Byte 2, bits 4-7 Reserved Reserved

X'5' Exit
Byte 1
Return code

(See the Customization Guide)

Figure 17 (Part 14 of 58). Trace table entries
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ID
(Byte 0)

REQD

(Bytes 1 and 2) (Bytes 8

FIELD A

through 11)

FIELD B
(Bytes 12 through 15)

X'E6"
DFHTCP

Byte 2, bits 4-7
X'1' FE type trace

Byte 1
X'01' (TCATRID1)>
This trace occurs during line scan.
X'02' (TCATRIDL) Byte 8
TCTLESI -
R
1.,
1...

R
i
1... ....
Byte 9
TCTLEMI -
.1

.. 1.
1.,

|

.1,
a1,

1..

TCTLEAL -

This trace occurs during line scan.

Figure 17 (Part 15 of 58).

Trace table entries

e La
Bytes 10-11

Addr(TCTLE)

Line status

1 Out of

service
Initiated
Terml READ
initiated
Switchd line
connected
Interruptble
READ
Line perm
out of serv
Dial line
ack
Error pendng

Access
method flags
Sequential
access
Local line
Telecomm
access
Error task
init (CSTE)
First-pool-
line flag

.. TCAM access
. Wrap list

flag
Last-in-pool
lag

Input area
length

Addr(TCTTE)

TCTLEECB

- Event control block

Byte 12

X'00' Initialization
image

X'40' Event completion

X'41"'" I/0 error

X'44 1/0 req rejected

X'48' Enable halted or
I/0 purged

X*'7F' Normal completion

Bytes 13-15

Reserved
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ID
(Byte 0)

REQD
(Bytes 1 and 2)

FIELD A

(Bytes 8 through 11)

FIELD B

(Bytes 12 through 15)

X'E6'
DFHTCP

Figure 17 (Part 16 of 58). Trace table entries
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Byte 1 (continued)
X'03* (TCATRID1)

Addr(TCTLE)

This trace occurs at I/0 event initiation.

Bytes 12-13

TCTLETOP

- Type of operation

X'0000"
X*0000°
X'0001"
Xro002"
X'0003"
Xr0004"
X'0005"
X'0006"
XT0006°

Xroo008"

X10008"
Xr0009°
XT000A"
X'000AT"
XT'000A"
X'000B"'
X'000B*
Xrooo0cC*

xrooocC®

X'000D"
XT000E"
X'000E"

XT000F"
X'000F"
X'0010"
X'0011"
X'0011°
Xroo12

Xroo12*
X'0014"
X'0015"
X'0016°"
X'001A"
X'001B’
Xro0l1cC*
X'0080"
X'o081°"
Xroo082"

X'0086"

Write break
Init image
Read initial
Write initial
Read continue
Write continue
Read conv
Hrite conv
Write erase
alternate
Write structured
field
Write +ve ack
Read inquiry moni
Write -ve ack
Hrite reset
Write disconnect
Write reset monit
Read buffer
Write at line
address
Write initial
transparent bloc
Write initial cor
Write erase
Write continue
transparent bloc
Hrite cont conv
Read with ID exct
Write disconnect
Read modified
Read connect
Write initial
transparent
Write unprotectec
erase
Write continue
transparent
Read inquiry
Write inquiry
Write wait before
transmitting
Read interrupt
Write connect
Init with reset
Read init with
reset
Write init with
reset
Write conv with
reset

Bytes 14-15

TCTLEIOL

I/0 data length



ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'E6" Byte 1 (continued)

DFHTCP X'04' (TCATRID1)

See definition of
bytes 8-11 for
byte 1 = X'02"

This trace occurs at I/0 event initiation.

X'05" (TCATRID1)

Addr(TCTLED

This trace occurs at I/0 event termination.

X'06" (TCATRID1)

See definition of
bytes 8-11 for
byte 1 = X'02°"

This trace occurs at I/0 event termination.

X'07" (TCATRIDL)

Figure 17 (Part 17 of 58). Trace table entries

Byte 8

TCTTELT - Terml ctl
indicators

X'ol1®

Skip flag
status
X'02' Skip terminal
read
X'04' Terminal
connected
X'08"' Specific poll
X'10'" Control unit
permanently
out of service
Control unit
out of service

Xrz2o°

BTAM return code (reg 15)

(see 0S/VS BTAM manual)

Byte 15

X'00" Normal completion

X'04' Busy

X*'08' Invalid relative
number

X'0C' Invalid type code

X*'10' All skip'bits on

X'14" Line error at open

X*18" No buffers
available

X'1C" No buffer pool

X'20' No buffer
management

X'24' Invalid SBA order

X'28' Invalid control
block detected

X'2C*' Device not available,

used by OLTEP

Addr(TCTTE)

BTAM return code (reg 15)

Byte 15

X'00" Normal return
(halt I/0
successful)

X'04" Complete (enable
already completed)

X'08 Illegal request,
non-TP device
XT'0C Unsuccessful
X'10 Enable command
not issued
Addr(TCTTE)

X'40' Compatible terminal

X'80' Last terminal

in group
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ID REQD FIELD A FIELD B

(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
XYE6" Byte 1
DFHTCP X'07' (continued) Byte 9

TCTTEIO - Internal operation
request byte
.1 Hrite ack
.1 Segmented write
.1 Transparent
transaction
.1. Task to be
initiated
.1.. Time control
transaction
1... Read pending
1... Graphics attention
flag
.1 .... Cond GETMAIN for
READ attention
..1. .... Auto output
transaction
.1.. .... Auto output
message
l1... .... Negative response
Bytes 10-11
Reserved
This trace occurs at entry to the autopoll change.

X'E6' (continued)
DFHTACP Byte 2, bits 4-7
X'4"'" System trace
Byte 1 Bytes 8-9
X'10" (TCATRIDI1) Op code TCTLETOP Terminal ID
Byte 10
TP code TCTLETPO
Byte 11
Action flags
TCTLEECB+1
(set by DFHTACP)
This trace occurs in DFHTACP just prior to transferring control to DFHTEP.

X'20' (TCATRIDL) Byte 8 Byte 12

Completion code Command code
TCTLEECB TCTLECC

Byte 9 Byte 13

BTAM return code Status byte TCTLESF
TCTLEECB+3 Byte 14

Byte 10 Sense byte TCTLESB
Error flags Byte 15

TCTLEPFL Sense byte TCTLESB+1

Byte 11

Action flags

TCTLEECB+1

This trace occurs in DFHTACP just after returning from DFHTEP.

Figure 17 (Part 18 of 58). Trace table entries
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ID REQD
(Byte 0) (Bytes 1 and 2)

FIELD A
(Bytes 8 through 11)

FIELD B
(Bytes 12 through 15)

XYE7?" Reserved
DFHERM

(For task-

related

user exit

interface)

XTE8?

DFHCRP
DFHCRQ
DFHCRS
DFHRTE

XTEA!
DFHTMP

Reserved

Byte 1

Reserved

Byte 2, bits 4-7
X'3"' Entry

First four char-
acters of resource
manager's name

Reserved

Byte 8 Request Type
X'01' LOCATE

X'02'" GET NEXT

X'03" GET NEXT ALIAS
X'04' ADD

X'05" DELETE

X'06" ALIAS

X'07" LOCK

X'08" UNLOCK

X'09' CREATE INDEX
X"0A' INDEX

X'0B' QUIESCE

X'0C' TRANSFER LOCK
XT0D' DWE

X'0E' RESET

Bytes 12-14

Next three characters of

resource manager's name

Byte 15

X'00' Indicates entry
to DFHERM

X'09' RM unavailable

X'0F' Exit to RM

X'FO0' Return from RM

X'FF' Indicates exit
from DFHERM

Reserved

Addr of name
Addr of name
Addr of name
Addr of name
Addr of name
Addr of name
Addr of name
Addr of name
Reserved
Addr of name
Addr of name
Addr of name
Reserved -
Reserved

Byte 9 Request Modifier

00000001 Nonunique
elements allowed
0..... 10 Unlock previous
(get next only)
..... 1.0 Conditional request

Figure 17 (Part 19 of 58). Trace table entries

.1.00 Table element

is protected
.1..00 Table element

is not freeable

.01...00 Do not copy

table element

01000000 Local lock
10....00 Commit

Byte 10 Table type
XT01' PCT

X'02' PCTR

X'03" PPT

X'04* PFT

X'05" FCT

X'06" DCT

X*'07" TCTE

X'08" TCTN

X'09" TCTS
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 1l1) (Bytes 12 through 15)
XTEA' (continued)
DFHTMP Byte 2, bits 4-7 Byte 8 Request Type
X'5' Exit X'01' LOCATE Addr of element
X'02'" GET NEXT Addr of element
X'03" GET NEXT ALIAS Addr of element
X'04' ADD Addr of element
X'05' DELETE Reserved
X'06" ALIAS Addr of element
X'07' LOCK Reserved
X'08" UNLOCK Reserved
X'09' CREATE INDEX Reserved

Figure 17 (Part 20 of 58). Trace table entries
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XT0A"
X'0B"
XrocC’
X'oD!
X'0E"

Byte 10

XT0l1*
Xro2"
X'03"
X104"
X'05"
XT06"
X077
X'08"
Xro9*

Byte 11 Response code
Normal response

Xtoo*
Xro4"
X'08"
XrocC!
XT10"
X'14°*
Xr18"
Xric:*

INDEX

QUIESCE
TRANSFER LOCK
DHE

RESET

Table type
PCT

PCTR

PPT

PFT

FCT

DCT

TCTE

TCTN

TCTS

Not found
Duplicate

Invalid request
Element is busy
Protected entry

Lock held
Lock noted

Addr of element
Addr of element
Reserved
Reserved
Reserved



ID
(Byte 0)

REQD

(Bytes 1 and 2)

FIELD A
(Bytes 8 through 11)

(Bytes

FIELD B

12 through 15)

X'EB'
DFHAMP

X'EC!
DFHDMP

X'ED!
DFHLFO

Byte 1
Reserved
Byte 2, bits
X'3' Entry

Byte 2, bits
X'5" Exit

Byte 2, bits
X'3' Entry
Byte 1
X'00°

4-7

4-7

6-7

Router

Bytes 8-9
Function code
Bytes 10-11
Reserved

Reserved

Bytes 8-9
Function code
Bytes 10-11
Reserved

Reserved

Reserved

Reserved

X'l
Xrpz2*
X'03"
X'04"
X'05"
X'06°"
X'08"
X'09"
X'0A"
X'0B"
X'oD?
XTOF"

Xrio"
Xr1ll®
Xriz2r
X'13
X'1l5"
X'16"
X'17?
X'63"

Byte
X5

Reserved

Connect
Disconnect
Write
Read
Delete
(Un)lock
Start browse
Get next
End browse
Create set
Query set
Access primary
control record
Build KWA
Release KWA
Tokenize key
Free token(s)
Generic qualify
Seq ordered set
Verify KHA
Adapter

2, bits 4-7
Exit Reserved

LIFO stack NAB value
(LFDSOFNB)
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Reserved

Byte 12

Module ID (=trace

Byte 13

Submodule ID

Bytes 14-15
Length of LIFO stack
required

ID)
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
XYEE" Byte 2, bits 0-3 Bytes 8-9 Byte 12
DFHZCP Xr1le® Sequence number field X'01'" Data or SNA command
Byte 1 Byte 10 X'04' Lustat
X'11' WRITE X'01"'" 0IC (Only in X'05' RTR
X'12' RESET chain) X'31' Bind
X'16"' SIMLOGON X*02'" LIC (Last in X'32' Unbind
X'17' OPNDST chain) X'70' BIS
X'19'" CHANGE X'046* MIC (Middle in XT71"' SBI
XT'1FY CLSDST chain) X'80" QEC
X'21' Close ACB X'08' FIC (First in X'81"'" QC
X'22' SEND chain) X'82' Release queue
X'23' RECEIVE X'10'" FMH X'83' Cancel
X'24" RESET X'20*' Change X'84"' Chase
X'25'" Session command direction (CD) XT'AQ0' SDT
X'27' Send CMD X'40' End bracket XTAl' Clear
X'28' Receive CMD (EB) XTA2' STSN
X'29' REQSESS X'80' Begin bracket XTA3"' RQR
X"2A" OPNSEC (BB) X'C0' Shutdown
X'2C' TERMSESS Byte 11 X'Cl' Shutdown complete
[ 1 RQD2 or XT'C2' Request shutdown
RQE2 X*C8'" Bid
1. RQD1 or X'C9' Signal
RQE1
.0.. RQD request
.1.. RQE request
(exception
response)
1... Negative
response
..1 .... Command
..1. .... Data
.0.. .... RU (data or
command)
.1.. .... Response
0... .... Outbound
1... .... Inbound
Byte 2, bits 0-3 Bytes 8-9
xXr2r Number of bvtes of
data
Bytes 10-11 Bytes 12-15
First two bytes Next four bytes
. of data of data
Byte 2, bits 0-3 Byte 8 Bytes 12-15
Xr3e X100’ Negative response code
Bytes 9-11 (sent or received)
'NEG"'
Byte 2, bits 0-3 Byte 8 Bytes 12-15
Xrq? X'01?* Lustat code
?{55? 9-11 (sent or received)
Byte 2, bits 0-3 Byte 8 Bytes 12-15
X'5¢* Xroz2" Signal code
Bytes 9-11 (sent)
SIG!

Figure 17 (Part 22 of 58). Trace table entries
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'EE'! (continued)
DFHZCP Byte 2, bits 0-3 Byte 8
X'6' SESSIONC X'01l' STSN
Bytes 9-10 Byte 12
RPLIBSQV X'o1r"
Byte 11 Bytes 13-14
RPLIBSQ RPLOBSQV
Byte 15
RPLOBSQ
X'02' Clear
X'03' SDT
X'04' Bind
X'05" Switch
X'EF* Byte 2, bits 4-7 Bytes 8-9 Reserved
DFHTOR X'3' Entry Function code
Byte 1 Bytes 10-11
X'01l"' Main program Reserved
X'02' Add nonpooled
terminal
X'03" Add pooled terminal
X'04" Add TYPETERM
X'05' Add connection
X'06' Add sessions
X'07' End group event 1
X'08' End group event 2
X*'09' DHE commit
XT0A' DHE cancel
X'0B' Utility 1
X'0C' Utility 2
X'10' Model retrieval
X'11l' Create terminal
BPS
X'12"' Recovery program
Byte 2, bits 4-7
X'5" Exit Reserved Reserved

Figure 17 (Part 23 of 58). Trace table entries
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ID 1. " REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'FO" Byte 1
DFHKCP X'01" ENQ Queue name address, Reserved
TCATCQA
X'02"'" DEQ Queue name address, Reserved
TCATCQA
X'03'" DEQALL Reserved Reserved
X'04' SUSPEND Byte 8
Reason for suspend, Reserved
TCATCDC
‘ Bytes 8-11
X'05' ENQ conditional Queue name address, Reserved

X106"
X107°"
X108"

ATTACH with
STARTCODE
ATTACH COND
with STARTCODE
RESUME

TCATCQA
Facility address,
TCAKCFA
Facility address,
TCAKCFA
TCA address of
resumed transaction

X'0A' Change MXT value Reserved

X'0D' Attach HTA Address of HTA,

(HPO only) TCARSTSK

XT0E'" CANCEL with Original transaction

FORCE=NO ID
X*0F" CANCEL with Original transaction
FORCE=YES ID

X"1x', X'3x', X'9x',

X"Bx' ATTACH

as follows:

...1 .... Bit set for Facility address
all ATTACH (if any) from
requests: TCAKCFA or

.1 ...1 Conditional terminal name
request if facility is
1 ..1. STARTCODE a terminal
passed
1 .1.. System task
(AMXT and MXT
limits ignored)
11. Return to caller
if PCT entry
not found
..11 .... Userid passed
1..1 .. ACTION=DELAYED

Figure 17 (Part 24 of 58).
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Transaction 1D,
TCAKCTI
Transaction ID,
TCAKCTI
Byte 12
TCA priority
Bytes 13-15
Task number
Bytes 12-15
Reserved
Reserved

Bytes 13-15

Task no of canceled
task

Task no of canceled
task

Bytes 12-15
Transaction ID
from TCAKCTI



1D REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'FO" Byte 1 (continued) Byte 8
DFHKCP X'20' CHAP New priority, TCATCDP Reserved
Bytes 8-11
X*28' LOCATE PCT entry Reserved Reserved
DOMAIN=ALL
X'29' LOCATE PCT entry Reserved Reserved
DOMAIN=REGION
X'2A' BROWSE Addr PCT entry Reserved
X'2B' BROWSE Addr PCT entry Reserved
UNLOCK
X*'2C' LOCATE PROFILE Reserved Reserved
X'2D' BROWSE PROFILE Reserved Reserved
XT2E' BROWSE PROFILE Reserved Reserved
UNLOCK
X"2F! Byte 8
X'01*' REPLACE Reserved
X'02" INITIALIZE Reserved
X'03" WAITINIT Reserved
X'04' RESTART TASK Reserved
Bytes 9-11
Addr parameter list
X'3x"' ATTACH (see X'1x")
X'640" WAIT Byte 8 Event control
Dispatch control, address, TCATCEA
TCATCDC
Bytes 8-11
X'80' DETACH Reserved Reserved
Byte 8
X'84"' SUSPEND + CANCEL Reason for suspend, Reserved
exit TCATCDC
X'9x"' ATTACH (see X'1lx')
X'Bx' ATTACH (see X'"1x")
X'CO0' WAIT + CANCEL exit Dispatch control, Event control
TCATCDC address, TCATCEA
X'Do’ Byte 1
DFHKCP X'05' Task dispatched Reserved Reserved

Figure 17 (Part 25 of 58). Trace table entries

X'06' Task created

X'07"'" Task terminated

X'09' System

RESUME

X'0A' Suspend

Terminal ID (or
zeros for non-
terminal tasks)

Bytes 8-9

Initial LIFO stack
segment size
(PCTISAO01) for
the transaction

Bytes 10-11

Overflow LIF0 stack
segmeént size
(PCTISA02) for
the transaction

Byte 8

Timer ECB

Byte 9

No. of ECBs to be
posted for MVS to
dispatch CICS

Bytes 10-11

No. of AMXT active
tasks

Reserved

Transaction ID

Transaction ID

Time when wait
was issued

Reserved
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'F1° Byte 1
DFHSCP 0000 0000 Extended First word of Address of parameter
interface extended interface list, TCASCXPA
parameter list
0o01l. . Cushion Reserved Reserved
change
01.. .... FREEMAIN Address of storage Facility address,
. (or owning TCA) TCAFCAAA
011. RELE?EE Reserved Reserved
l..s5 ssss GETMAIN ) Byte 8 Facility address,
l.1s ssss Conditional ) Reserved TCAFCAAA
GETMAIN ) Byte 9
1l.s ssss Initialize ) Initialization
storage ) byte
) Bytes 10-11
) Number of bytes
) requested
The s ssss bit pattern specifies the storage class:
00000 1WD 01100 USER 11000 TSTABLE
00001 DCA 01101 TRANSDATA 11001 MAP
00010 QEA 01110 TEMPSTRG 11010 PERMANENT
00011 ISC TIOA 01111 FILE 11011 JCA
00100 LINE 10000 RPL 11100 Reserved
00101 TERMINAL 10001 WRE 11101 DWE
00110 ICE 10010 BCA 11110 MAPCOPY
00111 AID 10011 SHARED 11111 DL/I
01000 PROGRAM 10100 CONTROL
01001 RSA 10101 EXTPGM
01010 TCA 10110 TACLE
01011 LLA 10111 TSMAIN
X'Ccs8?' Reserved Address of storage Storage accounting
acquired
X'Cc9r Reserved Address of storage Storage accounting
released
X'CA* Reserved Address of active Instruction address

Figure 17 (Part 26 of 58).
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Trace table entries

TCA when storage
control recovery
was entered

where storage error
found, if program
check occurred




ID REQD FIELD A FIELD B

(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'F2° Byte 1 and
DFHPCP byte 2, bits 0-3

Figure 17 (Part 27 of 58).

1
E

LIZE
IT

EL
RAM
INE

mp
mp,

ump

ump,

LINK
LOAD
XCTL
LOAD,
LOAD

LOAD,

X'010" LINK
X'020' XCTL
X'030" CTYPE LOCATE
X'031' CTYPE BROWSE
X'032' CTYPE LOCATE
NOWAIT
XT'035" CTYPE BROWSE
UNLOCK
X'040" Unconditiona
LOAD
X'051" CTYPE REPLAC
X'052' CTYPE INITIA
X'053' CTYPE WAITIN
X'080" DELETE
X'100" RETURN
X'120' RETRY
X'200" SETXIT, CANC
X*201' SETXIT, PROG
X'202' SETXIT, ROUT
X'204' BLDL
X1208' RESETXIT
X'240" Uncond LOAD,
LOADLST=NO
X'6400" ABEND, no du
X'410" ABEND, no du
CANCEL=YES
X'460" Uncond LOAD
(RMODE ANY)
X'600" ABEND with d
X'610" ABEND with d
CANCEL=YES
X'640" Uncond LOAD,
LOADLST=NO
(RMODE ANY)
X'810' Conditional
X'820' LOCATE
X'840' Conditional
X'880" Conditional
X'A40' Conditional
LOADLST=NO
X'C40" Conditional
(RMODE ANY)
X'E40' Conditional
LOADLST=NO

(RMODE ANY)

Trace table entries

Addr PPT entry

Addr PPT entry

Addr parameter list
from TCAPCEA

Routine address,
TCAPCERA (or 0 if
command-level COBOL)

ABEND code from
TCAPCAC
ABEND code from
TCAPCAC

Reserved
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FIELD B
(Bytes 12 through 15)

ID REQD FIELD A
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11)
X'F3" Byte 2, bits 64-7
DFHICP X'3' Entry
Byte 1
0001 00.. GETIME Return time to user
address, TCAICDA
0001 ...0 Binary format
0001 ...l Packed format
0001 ..0. Refresh CSA
time only
0001 ..1. Return time
to user
0010 ...0 WAIT ) INTRVAL or TIME
0011 ...0 POST ) value, TCAICRT
001. .00. No request
ID provided
001l. .01. Request ID prefix
in TCAICQPX
001. .10. Request ID
in TCAICQID
001. 0... INTRVAL specified
001. 1... TIME specified
0100 .. INITIATE ) INTRVAL or TIME
0101 . PUT ) value, TCAICRT
0110 INITIATE )
0111 PUT )
0l.. ...0 Nonterminal dest
0l.. ...1 Terminal dest
01.. .00. No request ID
supplied
01.. .01. Request ID prefix
in TCAICQPX
01.. .10. Request ID in
TCAICQID
01.. 0... INTRVAL supplied
01.. 1... TIME supplied

Figure 17 (Part 28 of 58).
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Reserved

Reserved

Reserved




e

i9)] REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
1000 00.. GET User-provided data Reserved
address

1000 ...1 RELEASE=NO

1000 ..0. Data address
specified

1000 ..1. Return address
to user

1001 1... WAIT
1001 000. RETRY
1001 ...1 RELEASE=NO

1010 0000 RESET Reserved Reserved
1011 0000 SCHEDULE Reserved Reserved
1100 .... EXPIRY Reserved Reserved
ANALYSIS

1101 .... RECOVERY CALL Reserved Reserved
1110 .... Reserved Reserved Reserved
1111 0.00 CANCEL

1111 .0.. No request

ID provided
1111 .1.. Request ID

specified
X'5' Exit

Byte 1 Return code Reserved Reserved
XT00" NORESP

X'01" ENDDATA

X'064" IOERROR

X'11"' TRNIDER

X'12' TRMIDER

X'14" TSINVLD

X'20" EXPIRD

X'81' NOTFND

X'FF'" INVREQ

Figure 17 (Part 29 of 58). Trace table entries
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'F4" Byte 1 Byte 8 Dump code
DFHDCP ces. «..1 User-specified ........1 DCT
area ceee o1, FCT
.1.. Transaction .1.. TCT
areas oo ... PCT
l... Terminal 170 ..1. .... PPT
areas 1., ..., SIT
...1 .... Trace table Bytes 9-11
..1. .... Program areas Reserved
.1.. .... TCA
1... .... CSA
X'F5" Byte 2, bits 4-7
DFHFCP X'3'" Entry
Byte 1
X'00" DHWE phase 2 Addr(FCTE) Addr (DWHE)
processor
X*01" DELETE x»x
X*02' CTYPE OPEN Addr(FCTE)
Xr03" CSYEE IMPLICIT_ Addr(FCTE)
P .
X104 CEYPE MAKE_ME_A_ Addr(FCTE)
SE
X'05' CTYPE CLOSE, Addr(FCTE)
no DISABLE
X'06' CTYPE CLOSE, Addr(FCTE)
DISABLE, WAIT
X'07' CTYPE CLOSE, Addr(FCTE)
DISABLE, NOWAIT
X'08' CTYPE CLOSE, Addr(FCTE)
DISABLE, FORCE
X'09'" CTYPE ENABLE Addr(FCTE)
X'0A' CTYPE DISABLE Addr(FCTE)
X'0B' CTYPE TESTUSER Addr(FCTE)
X*0C' DFHFCM OPEN Addr(FCTE)
X'0D' DFHFCM CLOSE Addr(FCTE)
X'0E' DFHFCN OPEN Addr(FCTE)
X"0F' DFHFCN CLOSE Addr(FCTE)
X'10' RELEASE xx Area addr from
TCAFCAA

X'11' ESETL %

X'20' GETAREA XX

X'24' GETAREA_MASS_
INSERT %

X'28" GETAREA_INITIALIZE_
STORAGE xx

X'2C'" GETAREA_MASS_INSERT_
INIT_STORAGE xx

X'40" PUT UPDATE xx

Figure 17 (Part 30 of 58). Trace table entries
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)

X'F5" Byte 1 (continued)
DFHFCP X'41" PUT DELETE *x

X'646" PUT NEW xx

X'80" GET

X'81' GET BDAM DEBLOCKING

X'84"'" GET UPDATE x

X*'85' GET BDAM DEBLOCKING

UPDATE x

XTAO0' SETL xx

X'A1" SETL BDAM DEBLOCKING

X"AG"'" RESETL 3

XTBO" GETNEXT %

X'B4' GETPREV Xx

X'FO' CTYPE SET Addr(FCTE) Byte 12
Request byte 1 to DFHFCS
X'03' OPEN
X'04"'" CLOSE
X'05" ENABLE
X'06' DISABLE
X'07' Set DSNAME
X'09"'" Set STRINGS
X'0A' Set LSRPOOLID
X'0B' Set DISPOSITION
X'0C' Set EMPTY CVDA
X'0D' Set READ CVDA
X'Y0E'" Set UPDATE CVDA
X'0OF' Set BROWSE CVDA
X'10' Set ADD CVDA
X'11l"' Set DELETE CVDA
X'12' Reorganize DSN

block chains
X'13'" Set EXCLUSIVE CVDA
X'15' Set base cluster
X'16"' Release base
cluster

Byte 13
Request byte 2 to DFHFCS
eeee 1., Implicit
(OPEN only)
...1 .... EMPTY
..1. .... FORCE
.. ... NOWAIT
1... .... WAIT
X'"F1' CTYPE LOCATE
X'F4' CTYPE BROWSE Addr(FCTE)
X'F5' CTYPE INITIALIZE
X'F6' CTYPE WAITINIT
X'F7'" CTYPE RESTART_TASK

¥ For deblocking a BDAM data set, byte 2, bits 0-3, contains
X'8' for deblocking by key, or X'4' for deblocking by relative record.
¥ If a VSAM data set is being processed, byte 2, bits 0-3, can have
the following settings:
..1 Locate mode
.1. Search key greater than or equal to
.1.. Argument is generic key
1... Argument is RBA

Figure 17 (Part 31 of 58). Trace table entries
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'F5' (continued)
DFHFCP Byte 2, bits 6-7
X'5' Exit
Byte 1 Return code
XT'00" NORESP ) For requests to
X'01' DSIDER ) VSAM data sets:
X'02' ILLOGIC ) Bytes 8-11 Bytes 12-14
X'08" INVREQ ) VSAM RPL VSAM option flags
XT'0C" NOTOPEN ) feedback area (first 3 bytes of
X'0F' ENDFILE ) (VSWARESP/RPLFDBKWD) VSWAOPTC/RPLOPTCD)
) Byte 8 Byte 15
) RPL status flags ‘VSAM request type
) Byte 9 (VSWAREQ/RPLREQ)
) VSAM return code
) Byte 10
) VSAM component
) issuing code
) Byte 11
) VSAM error code
X'20" Error
X'60" DFHFCN normal
X'41' DFHFCN warning Bytes 8-9 Bytes 12-13
Internal DFHFCN Error information
return code X if applicable
Bytes 10-11
Register 15
return code
if applicable
X'42" DFHFCN error Bytes 8-9 Bytes 12-13

Internal DFHFCN
return code x
Bytes 10-11
Register 15
return code
if applicable

Error information
if applicable

¥ In most cases, there is a corresponding console message and an explanation
is given in the Messages and Codes manual.

Figure 17 (Part 32 of 58). Trace table entries
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X'80"
Xrg1’
Xrgar
X183
X184"

I0ERROR
NOTFND
DUPREC
NOSPACE
DUPKEY

A A SV SV SR S W W NP R R WL W N W

For requests to
VSAM data sets:
Bytes 8-11
VSAM RPL
feedback area
(VSWARESP/RPLFDBWD)
Byte 8
RPL status flags
Byte 9
VSAM return code
Byte 10
VSAM component
issuing code
Byte 11
VSAM error code

Bytes 12-14

VSAM option flags
(first 3 bytes of
VSWAOPTC/RPLOPTCD)
Byte 15

VSAM request type
(VSWHAREQ/RPLREQ)



ID REQD FIELD A FIELD B

(Byte 0) (Bytes 1 and 2) {(Bytes 8 through 11) (Bytes 12 through 15)
X"F6"* Byte 2
DFHTDP X'03' Appl request

Byte 1

0000 .100 TYPE=PURGE See below Reserved

0001 0000 TYPE=LOCATE Reserved Reserved

0010 .000 TYPE=FEOV See below Reserved

0100 .000 TYPE=PUT See below Data addr (from TCATDAA)

1000 .000 TYPE=GET See below Reserved

1100 .000 TYPE=GET, See below Reserved
QUEBUSY=YES

1110 0001 CTYPE=LOCATE Reserved Reserved

1110 0100 CTYPE=BROWSE Addr(DCTE) or 0 Reserved

1111 0000 CTYPE Reserved Reserved
=INITIALIZE

1111 0001 CTYPE=WAITINIT Reserved Reserved

1111 0010 CTYPE=FLUSH Reserved Reserved

1111 0011 CTYPE Addr(DCTE) Addr(DHE)
=PROCESS_DWE

1111 0100 CTYPE=RECOVER Addr(DCTE) RBA

0... Name supplied Reserved
l... Addr supplied Addr(DCTE)

Byte 2

X'13'" Start of cancel logic

Byte 1

Reserved Addr(cancel token) Reserved

Byte 2

X'23'" Start of I/0 error logic
X'33" Start of init phase 2 logic
X'43' Start of init phase 1 logic

2
' Appl response

Y NORESP Reserved Reserved
' QUEZERO

2' IDERROR

X'04" IOERROR

X'08"' NOTOPEN

X'10"'" NOSPACE

X'40"' Invalid chain

X*'CO0' QUEBUSY

X'15' End of cancel logic

X'25'" End of I/0 error logic
X'35' End of init phase 2 logic
X'645' End of init phase 1 logic

Figure 17 (Part 33 of 58). Trace table entries
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iD REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'F7°" Byte 2
DFHTSP X'03' Appl request
Byte 1

0000 0010 FLUSH

0010 00.. RELEASE

0010 ...l Queue-type
request (PURGE)

0010 ..1. Buffer flush

- - - - Data identification, TCATSDI - - - -

: request
010. .... PUT - - - - Data identification, TCATSDI - - - -
010. ...1 Queue-type
request (PUTQ)
010. ..1. System request
010. .1.. Replace
010. 1... Main storage
0101 .... Conditional
request
10.. ..0. GET - = = - Data identification, TCATSDI - - - -
10.. ...l Queue-type

. request (GETQ)
10 .1. Storage
class=terminal
10.. .1.. Exclusive control
10.. 1... Entry number
supplied on GETQ
10.1 .... Input area address
101. .... RELEASE

Byte 2
X'13' Start of DWE logic
X'23!' Start of cancel logic

Byte 2

X'05' Appl response Reserved

Byte 1

X'00" NORESP
X'01" ENERROR
X'02' IDERROR
X'04' IOERROR
X'08" NOSPACE
X'20" INVREQ

Byte 2
X'15" End of DWE logic
X'25' End of cancel logic

Figure 17 (Part 34 of 58). Trace table entries
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Reserved




ID REQD FIELD A FIELD B

(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'F8" Byte 2, bits 4-7
DL/I X'3' Entry DL/1I function code:

Figure 17 (Part 35 of 58). Trace table entries

X'4' IMS/VS IWAIT

X'5" Exit

"PCB' Addr(PSB)
"TERM' or 'T? Reserved
Data base access call Addr(PCB)
Other Reserved
Reg 14 at point of Addr(ECB)
call from IMS/VS (usually PST)
module to IWAIT
routine
Byte 8 ) DL/I function code
Response code TCAFCTR
Byte 9

Response code TCADLTR

Bytes 10,11

PCB status code, if any. If byte 8 = X'08' and
byte 9 = X'05' (that is, the response is 'PSB
schedule failure') and the PSB is local to this
CICS system, then byte 10 contains the value

of the PSTSCHDF field in the IMS/VS PST control
block. (See the IMS/VS DSECTs for a description
of PSTSCHDF, and the IMS/VS Application
Programming for CICS/VS Users manual for a
description of the PCB status code.)

Chapter 2.1. Trace 87




1D REQD
(Byte 0) (Bytes 1 and 2)

~ FIELD A
(Bytes 8 through 11)

Byte 2, bhits 4-7
X'3' Entry

X'F9?
DFHJCP

Figure 17 (Part 36 of 58). Trace table entries
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Byte 8
Journal identifier
X'01' system log
X'02' to X'63"
user journal number
(binary)
X'FF' dynamic log
Byte 9
Reserved
sytes 11,10
Type of request
X'01' WRITE
X'01"' COND=YES
X'02' STARTIO=YES
X'04"' User prefix
specified
X'08" DL/I request
X'10' USING clause
passes data
address (COBOL)
X'80' CICS request
X'02' HWAIT
X'02' STARTIO=YES
X'03' PUT
Same as (WRITE, WAIT)
X'06" OPEN
X'01" OQutput
X'02' Input
X'04"' VOL=FIRST
(output) or
VOL=PREVIOUS
(input)
X'08"' VOL=NEXT
XT'10*' VOL=CURRENT
X'20' SIVOL=YES
(Tape journals)
X'28' VOL=EMEREXT
X'48' VOL=NEXT,
POSN=ASIS
X'80' CICS request
X'08' CLOSE
X'01' LEAVE=YES
X'44' VOL=PREVIOUS,
POSN=ASIS
X'48"' VOL=NEXT,
POSN=ASIS
X'10' NOTE
X'20' POINT
X'40' GETF
X'80' GETB

Addr(JCA)

FIELD B
(Bytes 12 through 15)




ID
(Byte 0)

REQD
(Bytes 1 and 2)

FIELD A
(Bytes 8 through 11)

FIELD B
(Bytes 12 through 15)
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Byte 2, bits 4~7
X'5' Exit

Byte 8 Return code

X'00' Normal response

X'01l" IDERROR
X'02' INVREQ
X'03" STATERR
X'04' VOLERR
XT05" NOTOPEN
X'06" LERROR
X'07"' IOERROR

X'08' End of data set

X'09' Insufficient
buffer space

for a conditional

request

X'0A' Dynamic log error

Bytes 9-11
Same as entry trace

Reserved
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'FA' Byte 1
BMS Xr00" .
Byte 2, bits 4-7 Byte 8 Byte 12
X'3' Entry X'01" OPCLASS= X'01" TYPE=RETURN

Figure 17 (Part 38 of 58). Trace table entries
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operator class
X'02' LIST=symbolic
address
X'04' LIST=ALL
X'08' TIME=numeric
X'10' INTERVAL=
numeric
X'20' ERRTERM=termid
X'40"' ERRTERM=0RIG
X'80' TYPE=ROUTE
Byte 9
X'01' TYPE=PURGE
X'04' Send partition

se

X'08' IOTYPE=IMMED

X*'10' LDC=mnemonic

or YES

X*20' REQID=alphanum.

X*40" PROPT=NLEOM

X'80' TITLE=symbolic
address

Byte 10

X*01"' MAPSET=map set
name

X'02' MSETADR=
symbolic addr

X'04' MAP=map name

X'08' CTRL=any 3270
WCC

X'10' CURSOR=number
X'20' TYPE=TEXT
X'60"' Receive

~ partition set
X'80' TYPE=LAST
Byte 11 ‘
X'01l' TYPE=IN
X'02' TYPE=ERASE
X'04" TYPE=MAP
X*08' TYPE=WAIT
X'10' MAPADR=symbolic

address

X'20' TYPE=SAVE
X*'40' DATA=NO
X'CO0' DATA=YES

X'02' TYPE=STORE

X'04' TYPE=0UT

X'20' TYPE=ERASEAUP

X'G0' OFLOW=symbolic
address

X*80' TYPE=PAGEBLD

Byte 13

X'01" EODPURG=OPER
X'02*' WRBRK=ALL
X'06" WRBRK=CURRENT
X'08' CTRL=RELEASE
X*10" CTRL=RETAIN
X*20" CTRL=PAGE
X'40" CTRL=AUTOPAGE
X'80" TYPE=PAGEOUT

Byte 14

X'01"' TYPE=NOEDIT

X'04"' Active partition

X'08"'" Out partition

X*'10"' JUSTIFY specified

X'20' TRAILER=symbolic
addr.,

X'40' HEADER=symbolic
addr,
X'80' TYPE=TEXTBLD

Byte 15

X'01l' Control

X'04"' WRBRK=symbolic
address

X'08'" RDATT=symbolic
address

X'10' FMHPARM=YES
or parameter

X'20' Request by EXEC
interface

X'40' Magnetic stripe
reader

X'80' In partition




ID REQD FIELD A FIELD B

(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'FAT Byte 1 (continued)
BMS X'00"

Figure 17 (Part 39 of 58).

Byte 2, bits 4-7
X'5" Exit

Trace table entries

Byte 8 Reserved

X'00" Normal response

X'01l' Invalid request

X*02' Page returned

X'04'" 1I/0 area cannot
be mapped

X'08' Map too large

X'20' Invalid error
terminal

X'40"' Route worked,
some resolutions

X'80' Route failed,
no resolutions

Byte 9

X'02' Partition fail

X'04'" Invalid partition

X'08" Invalid partition
set

X'10" Invalid LDC
mnemonic

X'80'" Temporary storage
I/0 error

Byte 10

X'01l' PAGEBLD overflow
(See note 2 on page 110)

X'02'" Inbound FMH in
last input

X'04' End-of-data-set
in last input

X'08'" End-of-chain in
last input

X'10' Specified REQID
ignored

Byte 11

Terminal code from
TCAMSRI1 when byte 8
contains X'08"'.
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
XTFA?' Byte 1 (continued) .
BMS X'01l* DFHRLR entry Addr(0SPKWA) Addr(TCTTE)
X'02' DFHPBP entry Addr(TTP) Addr(TIO0A)
X'03' DFHM32 entry Addr(TTP) Addr(TIOA)
X'04" DFHML1 entry Addr(TTP) Addr(TIOA)
X'05"' DFHDSB entry Addr(TTP) Addr(TIOA)
X'06" DFHTPP entry Addr(TTP) Addr(TIOA)
X'07* DFHIIP entry Addr(TTP) Addr(TIOA)
X'61' DFHRLR exit Addr(0OSPKHA) Addr(TTP)
X'62"' DFHPBP exit Addr(TTP) Addr(TIOA)
X'43" DFHM32 exit Addr(TTP) Addr(TIOA)
X'64" DFHMLLI exit Addr(TTP) Addr(TIOA)
X'"45" DFHDSB exit Addr(TTP) Addr(TIOA)
X'G6" DFHTPP exit Addr(TTP) Addr(TIO0A)
X'67'" DFHIIP exit Addr(TTP) Addr(TIO0A)
X'81' Query entry 1 Byte 8 Bytes 12-13
TCTE32EF TCTEASCZ
Byte 9 Byte 14
TCTE32E2 TCTEASCL
Byte 10 Byte 15
TCTE32E3 TCTEASCC
Byte 11
TCTE32SF
X'82' Query entry 2 Byte 8 Bytes 12-13
TCTETXTF TCTECSG1
Byte 9 Bytes 14-15
TCTTEFMB TCTECSG2
Bytes 10-11
Reserved
X'CD" Reserved First four bytes of Next four bytes of
BMS (See note 3 on page 110) temporary storage temporary storage

Figure 17 (Part 40 of 58). Trace table entries
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'FB' Byte 1 Byte Contents Byte address
DFHBIF X'01* BITEST Reserved
9 Function type

Figure 17 (Part 41 of 58). Trace table entries

X'02' DEEDIT
X'03" INFORMAT

X'04" PHONETIC
X'05' FVERIFY
X'06" TSEARCH

X'07" WTRETST

X'08' WTRTPARM

X'09'" WTRETGET
X'0A" WTRETREL

X'10' BITEST
X'20"' BITFLIP
X'40' BITSETOFF
X'80'" BITSETON
0 Bit pattern
1 Reserved
-9 Field length
0-11 Reserved
Reserved
Name list
indicator
X'00" No list
10-11 TIOA size
Bytes 1-4
of the name
8-9 Field length
10-11 Reserved
8 Reserved
9 Function code
X'01l' Target address
X'02' Right side
X'04"'" Left side
X'08' Mixed table
X'10"'" Descending
order
X'20' Ascending
order
X'40' Range
10-11 Number of
entries in

\O 00 bt 00 tmd st

arg table
8 Reserved
9 SETL indicator

10-11 Max. number
of records
8-9 Reserved
10-11 FIELD1 -second
operand
Same as WTRETST
Same as WTRETST

Field address

Bytes 5-8
of the name
Field address

Argument address

Key address
VSHA address

VSHA address
VSHA address
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ID REQD FIELD A FIELD B

(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'FC! Byte 2, bits 64-~7
DFHZCP X'3' or X'4'" except

Figure 17 (Part 42 of 58). Trace table entries
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where stated
Byte 1
X'00" Exit
X'01"'" Application req

Byte 2, bits 4-7
X'3' Entry

Byte 2, bits 4-7
X'5' Exit
Xro2"

Byte 2, bhits 4-7
X'3'" Entry

Byte 2, bits 4-7
X'S5' Exit

Locate

X'03"
Xro4"*
XT05"
X'06"
X'07"
X'o03!
X009

Detach
Reserved
Startup task
CTYPE request
Reserved
Status change
Transaction
routing

Byte 2, hits 4~7
X'3' Entry

Byte 2, bits 4-7
X'5' Exit

XT0A' RPL executor,HPO

Format A2

Format A2

Format All

Bytes 8-9
Format All
Byte 10
X108"
X120"
X'40°

Option=NOWAIT
Select request
Status request

X'80' TRMIDNT supplied
Byte 11

X'00'" Normal

X'FO0' Last entry
X'F1' Invalid request
X'F2' 1Invalid ID
X'F3' Invalid address
X'F9' Not LU6.2

X*FA' Busy

Format Al

Format Al

Format Al

Format All

Byte 8

X'0B' ATTACH

X*'0C' Applic request
X'0D' DETACH

X*'0E' FLUSH

X'0F' Route transaction
Byte 8

X*00' Normal response
X'08" Error response
Format Al

Format B2
if byte 8 = X'00°',
otherwise not used

Format B2 with

bytes 13-15 =
TCTTEDA value

TCTTE name (locate IDJ
or TCTTE address

Addr located entry, or
X'FFFFFFFF?*

Format Bl

Format Bl
Format Bl

Bytes 13-15

Relay link TCTTE address

Surrogate TCTTE address
Format Bl




FIELD A
(Bytes 8 through 11)

FIELD B
(Bytes 12 through 15)

ID REQD

(Byte 0) (Bytes 1 and 2)
X'FC? Byte 1 (continued)
DFHZCP X'"0B' Allocate/free

Byte 2, bits 4-7
X'3'" Entry

Byte 2, bits 4-7
X'5' Exit

Figure 17 (Part 43 of 58). Trace table entries

Byte 8
X'01l' Allocate
X'02' Point
X'03" Free
X'04"'" Free detach
X'05' Free all
X'06" LU6.2 allocate
X'07" LU6.2 free
Byte 8
X'01"'" Allocate
X'02"'" Point
X'03" Free
X'04' Free detach
X'05' Free all
X'06"' LU6.2 allocate
X'07 LU6.2 free
Byte 9 Return code
X'00"' Normal return
X'04"'" Error return

Byte 10

Secondary code

X'01" Invalid call to

Format Bl

Bytes 13~15
Reserved

DFHZISP, function

not supported
X*'02'" Invalid call to

DFHZISP, no

function given

X'03'" Invalid free call

X'04" Invalid LU6.2

parameters passed
X'05" No profile exists

X'06"' Allocate for a

session already

owned

X'07' Noqueue req and
all sessions busy
X'08' MODENAME not found
X'0A' Free req for session
not owned by task

X'0B' Free req for
system entry

X'0C" MODENAME invalid
X'0E'" Detach for remote
terminal failed

X'10' Task canceled

during alloc process

X'164" Mode group out

of service

X118"' DRAIN=ALL set,

mode group
terminating

X'21' Point req failed,

no sessions
available

X'22' Point req failed,
session not usable

X'23"' No CICS region

block (IRC)
X'24' No SCCB (IRC)

Chapter 2.1. Trace 95




ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
XTFC* Byte 1 (continued) .
DFHZCP X'0C' CICS function Byte 8 Format Bl
request shipping X*'01l' Prepare
sync point Xr02' SPR
X'03' Commit
X'04"'" Abort
X'0D' IRC
Byte 2, bits 4-7 Byte 8 Addr(TCTTE)
X'3" Entry X'01l"'" Receive
X'02' Disconnect
X'05' 1I/0 request
Byte 10
X'08"' RESET
X'10" LAST
X'20' READ
X'G0" WAIT
X'80' WRITE
X'08"'" Normal STOP
X'09' Immediate stop
XT'0A' Logoff
X'10' Get data
X*'11l"' Operative
X'12' Receive abort
X'0E" Abend Format Al Format Bl
X'0OF' Close ACB Format A9 Reserved
X'10'" Auto task init Format Al Format Bl
X'11' Attach
Byte 2, bits 4-7
X'3' Entry Format Al Format Bl
X'5" Exit Reserved Reserved
X'12' Freemain Format Al Format Bl
X'13" Getmain Format Al Format Bl
X'14' Receive any Format A8 Format Bl
X'15" RESETSR Format Al Format Bl
X'16"' Receive specific Format A8 Format Bl
X'18" Send normal Format A8 Format Bl
X'1A' Translation Format Al Format Bl
X'1B'" User exit Format Al Format Bl
X'1C' Activate scan Format AlO Format Bl
X'1D'" Send response Format A8 Format Bl
X'1E'" Reserved
X'1F' Reserved
X'20' Attach
initialization Format Al Format Bl
X¥22" CLSDST Format Al Format Bl
X'24" DWE processor Format Al Format Bl
X'27'" Logical record
presentation Format A6 Format Bl
X'29' OPNDST Format Al Format Bl
X'2B' Read-ahead
queuing Format Al Format Bl
X'2C' Read-ahead
retrieval Format Al Format Bl
X'30" Resync Format Al Format Bl
X'33' Send async Format Al Format Bl
X'34' Send cmnd resp Format Al Format Bl
X'35'" SessionC Format Al Format Bl
X'37' SIMLOGON Format Al Format Bl
X'39"'" SETLOGON start Format Al Format Bl
X'3E' Open ACB Format Al Format Bl

Figure 17 (Part 44 of 58). Trace table entries
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'FC? Byte 1 (continued)
DFHZCP X'3F' Shutdown Format A9 Format Bl
X'"60' TCTTE queuing
X'41" Error message Format A5 Format Bl
writer
X'42' VTAM sync point Format A2
handler
X"43" VTAM trace Reserved Reserved
handler
X'64' ZARQ abend
handler
X'45' Console input
handler
X'46"' Console request Byte 8
handler Console ID
Bytes 9-11
Reserved
X'47"' Console abnormal Byte 8
condition Console ID
handler Bytes 9-11
Reserved
X'48"'" Attach user exit Reserved Reserved
X'49' Dutput user exit Reserved Reserved

Figure 17 (Part 45 of 58).

Trace table entries
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ID REQD

FIELD A

FIELD B

(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X"GA'" DFHZARL,
LU6.2 appl request ,
Byte 2, bits 4-7 Byte 8 Addr(TCTTE)
X3 Entry X'01' ALLOCATE
Byte 9
X*'G0' LUCASYS valid
X*80"'" NOQUEUE
specified
Byte 10
XT60" ATI ALLOCATE

Figure 17 (Part 46 of 58). Trace table entries

98 CICS/MVS 2.1 Problem Determination Guide

X'80' LUCMODNM valid

X'03* EXTRACT PROCESS

X'05" FREE

X'06" ISSUE ABEND
Byte 9
X*80"
Byte 10

X'20' LUCM3GNO valid
X"40" LUCSENSE valid

X*"80" LUCAMSG,

LUCLMSG valid

X'07"' ISSUE ATTACH

Byte 9
X*80' TPN check
not required

X'08"' ISSUE CONFIRMATION

X'09' ISSUE ERROR
Byte ¢
X*80"
Byte 10

X*20" LUCMSGNO valid
LUCSENSE valid

X'40
X*80' LUCAMSG,
LUCLMSG valid

X'0A' ISSUE SIGNAL
X'0B' RECEIVE

X*80' SET

Byte 10

X'40' BUFFER

X*80"' LLID

User invocation

User invocation




FIELD A
(Bytes 8 through 11)

FIELD B
(Bytes 12 through 15)

ID REQD

(Byte 0) (Bytes 1 and 2)
X'FC" Byte 1
DFHZCP X'4A' DFHZARL

Byte 2, bits 4-7

Xt3t

Figure 17 (Part 47 of 58).

Entry (continued)

Trace table entries

Byte 8 (continued)
X'0C' SEND
Byte 9
X'80' Application data
Byte 10
X'10" WAIT
X'20' CONFIRM
X*'G0" LAST
X'80"' INVITE
X'0D®' HWAIT
X'10" FREE STORAGE
X"11' INITIAL CALL
Byte 9

X'80"

X'12' ALLOCATE_

PRIVILEGED

Byte 9
X*40"' LUCASYS valid
X'80"' NOQUEUE

X*13' SYNC PREPARE
Byte 10
X'40"' LAST

X'14' SYNC REQ COMMIT
Byte 10
X'40" LAST

X'15" SYNC COMMITTED

Byte 9

X'40'" Implicit FORGET

X'80' Explicit FORGET
X'16' SYNC FORGET
X'17' ABORT
X'18" GET LUNAME
X'19" SYNC ROLLBACK
X*1A' SEND FMH

Byte 9

X'80"'" Application data
X'1B' RECEIVE FMH

Byte 9

SET

X'80°"
X'20" ERP FMH received
X'21'" Negative response
received

Data provided
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
XT'FC" Byte 1
DFHZCP X"GA' DFHZARL (continued)
Byte 2, bits 4-7 Byte 8
X'5' Exit X'00"'" Normal response Addr(TCTTE)
X'01'" SYSIDERROR
Byte 9
X1o4"
Byte 10

X'04*' No bound contention-
winner session
available (SYSBUSY)

X'08"'" Modename not known
on this system

X'0C' Attempt to use reserved
modename (SNASVCMG)

X'14" Available count set to
zero for this

modegroup
Byte 9
X'08" SYSID is out of service
Byte 10
X'00"' Local queuing was not
attempted

X'04' Local queuing
did not succeed
Byte 9
X'0C'" SYSID not known
in TCT
Byte 10
X*'00"' SYSID name is not known
X'04' SYSID name is not that
of a TCTSE
X'08' SYSID.MODENAME
is not known
X'0C" SYSID.PROFILE
8 is not known
e

Byt
X'03' INVREQ error
Byte 9
X'00' Session is not defined
as LU6.2
X'04' Conversation
: level is wrong
X'08' State error
Byte 10
X'xx'" xx=state
Byte
X*0C' SYNCLEVEL cannot
be supported
X'10" LL count error
Byte 10
X'xx' xx=remaining LL value
Byte 9
X'14" Invalid request
X'18" TPN SEND check failed
X'04" NOTALLOC error
X'05" LENGERR error

Figure 17 (Part 48 of 58). Trace table entries
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)

X'FC? Byte 1 (continued}
DFHZCP X'4B'" DFHZARM,
LU6.2 migration

Byte 2, bits 4-7 Byte 8 Addr(TCTTE)
X'3' Entry X'01l*' SEND
X'02' WAIT

X'03' RECEIVE
X'04" SIGNAL
X'05" FLUSH

X'06"' FREE

Byte 1
X'4C' DFHZRVL,

LU6.2 receive
and
X'GE' DFHZSDL,

LU6 .2 send
Byte 2, bits 4-7 Byte 8 Addr(TCTTE)
X'3' Entry X'01l' FMH to be sent

X'02' DR1 to be sent

X'04" DR2 to be sent

X'08"'" CD received

X'10" CD to be sent

X'20' CEB received

X'40" CEB to be sent

X'80"'" Partial LL
count set

Byte 9

X'01' Implicit send

X'02' LL set by caller

X'04' DFHZRVL recalled
by DFHZRLX

X'08"'" Buffer type
RECEIVE

Byte 10

X'01"' Send with ER1

X'02' Send with RQD1

X'04' Send with RQD2

X087 Attach FMH
generated

X7'10"'" Response to be
sent

X'80" LUSTAT for
null RU

Byte 11

X'20* -ER¥ received

Figure 17 (Part 49 of 58). Trace table entries
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'FC? Byte 1 (continued)

DFHZCP X*'50' DFHZERH,
LU6.2 error

recovery

Byte 2, bits 4-7
X'3' Entry

Byte 1
X'51' DFHZLUS,
LU6.2 services

Byte 2, bits 4-7
X'3'" Entry

Byte 1

X'52' DFHZBKT,
LU6.2 bracket
state machine

Figure 17 (Part 50 of 58). Trace table entries

Byte 8 Addr(TCTTED
X'06' ABEND
X'09' ISSUE ERROR
X'19' BACKOUT
X'20' FMH received
X'21' Neg response received
Byte 9
X'80' User call
Byte 10
X'20" LUCMSGNO valid
X'G0"' LUCSENSE valid
X'80"' LUCAMSG,
LUCLMSG valid
Byte 11
X'80' System call

Byte 8

X'01" Initialize
change session

X'02' Change session

X'03' Receive change
session

X'04' Shutdown

X'05' Resynchronize

Byte 9

X'20' Immediate shutdown

X'40"'" Released issued

X'80' Acquired issued

System name

The following states
correspond to byte
TCTEBKTS

Byte 8

X'00" SET

X'80' CHECK

Byte 9 Request type
X'01' BB_SEND

X'02' CEB, RQ¥1_SEND
X'03' CEB, RQD2_SEND
X'04"' DR2_RCV

X'05* -RSP_RECEIVE
X'06" BB_RECEIVE

X'07' CEB, RQx1_RECEIVE
X'08"' CEB, RQD2_RECEIVE
X'09' DR2_SEND

X'0A' -RSP_SEND

X'0B' SESS_CLOSE

Byte 10 Current state
X'Ol' BETWEEN_BKTS
X'02*' IN_BRACKET

X'03" IN_BKT_TERM_SEND
X'04" IN_BKT_TERM_RCV

Addr(TCTTE)
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FIELD A
(Bytes 8 through 11)

FIELD B
(Bytes 12 through 15)

ID REQD

(Byte 0) (Bytes 1 and 2)
X'FC* Byte 1 (continued)
DFHZCP X*53' DFHZCNT,

LU6.2 contention
state machine

Figure 17 (Part 51 of 58). Trace table entries

The following states
correspond to byte
TCTECNTS

Byte 8

XT00" SET

X'80" CHECK

Byte 9 Request type
X'01" LUS_CON_WIN
X'02"'" LUS_CON_LOSE
X'03' LUS_CON_RESET
X'04" BIND_CON_WIN
X'05" BIND_CON_LOSE
X'06"' UNBIND

X'07"'" LOCAL_ALLOCATE
X'08' DETACH

X*09' BB_RCV_+RSP
XT0A' BB_RCV_-R(0814)
X'0B' BB_RCV_-R(0813)
Xroc’ —R(0819, RTR)_

X'0D* —R(0882; RTR)_

RCY
X'O0E' +R(RTR)_RECEIVE
X'"OF' +R(BB)_RECEIVE
X'10' RTR_RECEIVE
X*11" -R(BB,0814)_

RCV
X'12' -R(BB,0813)_RCV
X'13'" -R(BB,088B)_RCV)
X'14' RTR_RCV_-R(0819)
X'15" DATA_INBOUND
Byte 10 Current state
X'01l' NOT_BOUND
X102"
X'03?
X106
X105"
X106
Xro7?"
Xr08!"
X'Q9r
XT0A"
X'0B"

Xroce
X'op!
X'0E"
X'0F"

BOUND_CON_WIN™
CON_WIN_ATLOCATE
CON_WIN_RTR_SEND
CON_WIN_RTR_PEND
BOUND_CON_LOSE
CON_LOSE_ALLOC
CON_LOSE_BIDDING
CON_LOSE”BB_
CROSS
CON_LOSE_RTR_
PEND

CON_LOSE_REBID_
PEN

END
CON_LOSE_AMWAIT_
ACTIVITY
BOUND_CON_WIN_
BID_ACCEPTED

I

NOT_BOUND_CON_WIN
NOT_BOUND_CON_LOSE

Addr(TCTTE)
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ID REQD FIELD A FIELD B
| (Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'FC! Byte 1 (continued)

DFHZCP X'54" DFHZCHS,

LU6.2 chain send

Figure 17 (Part 52 of 58). Trace table entries

The following states
correspond to byte
TCTECHSS

Byte 8

X'00"' SET

X*"80' CHECK

Byte 9 Request type

X'01"'" BC_SEND

X'02' EC_SEND_RQD

X'03' EC_SEND_RQE, CD

X'04' EC_SEND_RQD, CD

X'05' EC_SEND_RQE, CEB

X'06' +RSP (FMD/

LUSTAT)_RCV

X*07' -RSP (FMD/
LUSTAT)_RCV

X'08' BC_RCV

X'09' EC_RCV_RQD

X'0A' EC_RCV_RQE, CD

X'0B'" EC_RCV_RQD, CD

X'0C" EC_RCV_RQE, CEB

X'0D' +RSP (FMD/
LUSTAT)_SEND

X'OE"' -RSP (FMD/
LUSTAT)_SEND

X'OF' BB_SEND_COMPLETE

X'10' BB_ACCEPTED

X'11" BRACKET_ENDED

Byte 10 Current state

X'01'" BETWEEN_CHAINS_
SEND

X'02' IN_CHAIN_SEND

X'03" AWAIT_RESPONSE_
SEND

X'04" PEND_RESPONSE_SEND

X'05' NEGATIVE_RSP_RCVD

X*06" BETWEEN CHAINS_RCV

X'07' IN_CHAIN_RCV

X'08" PEND_RESPONSE_RCV

X'09'" AWAIT_RESPONSE_RCV

X"0A" NEGATIVE_RSP_SEND

Addr(TCTTE)
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ID REQD FIELD A FIELD B

(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'FC? Byte 1 (continued)
DFHZCP X'56" DFHZUSR, The following states

LU6.2 conversation

sta

Figure 17 (Part 53 of 58).

te machine

Trace table entries

correspond to byte
TCTEUSRS

Byte 8

X'00?
Xr8go*

Addr(TCTTE)}
SET
CHECK

Byte 9 Request type

X'01"
Xro2?
X'03"
X'04"
X'05"
X'06"
X'07°"
X'o8"
X'09*
XTOA"
X'0B*
XrocC?
X'oD*
XT0E"
X'OF"'
X*10"
X'11?
Xr12*
X'13

X'14

X'1l5"
X'16"
Xr17°"
X'18"
Xr19?
XT1A?
X'1B'
X*'1c?
X'1Dp!*
X'1E"
XT'1F"
Xra2o"

ALLOCATE_RESOURCE
SEND_PROCESS
SEND_DATA
SEND_DATA_INVITE
SEND_DATA_LAST
WAIT
ATTACH_INBOUND
RECEIVE_DATA
INVITE_RECEIVED
FREE_RECEIVED
FREE_RESOURCE
SYSTEM_FREE
SEND_STGNAL
ISSUE_ERROR
ISSUE_ABEND
ERROR_RECEIVED
ABEND_RECEIVED
SEND_CONFIRM
SEND_CONFIRMATION
RECETIVE_CONFIRM
RECEIVE_CONFIRMATION
SEND_PREPARE
SEND_SPR
SEND_COMMIT
SEND_FORGET
RECEIVE_PREPARE
RECEIVE_SPR
RECEIVE_COMMIT
RECEIVE_FORGET
SEND_BACKOUT
RECEIVE_BACKOUT
CONVERSATIONAL_
FAILURE
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ID REQD FIELD A FIELD B

(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'FC? Byte 1
DFHZCP X'56' DFHZUSR (continued) Byte 10 Current state

Figure 17 (Part 54 of 58).

X'57"
X587
X159
XT5A"
X"5B"
X15C!
X"5D"
X180"
Xrg2!
X183"
X"86"

X'85¢"
Xr86"

SNA-ASCII
translation
DFHZEV1 encryption
validation 1
DFHZEV2 encryption
validation 2
DFHZATD

install entry
DFHZATD

install exit
DFHZATD

delete entry
DFHZATD

delete exit

Response logger
NEP

Second NACP

Resync system
task

Reserved

Good morning

Trace table entries

X'o1"
Xro2r
X'03?
Xrog*
X'05"
X'06"
X'o7°"
Xro8"
X109°"
X"0A"
X'0B"
Xroc:
X'oD’
X'0E"
X'OF"

NOT_ALLOCATED

ALLOCATE_IN_PROGRESS

ALLOCATED_SEND
ALLOCATED _RECEIVE_
PENDING
ALLOCATED_RECEIVE
FREE_PENDING_SEND
FREE_REQUIRED
IN_SYNCPT_SENDER_
ONE_PHASE
IN_SYNCPT_RCVER_
ONE_PHASE
IN_SYNCPT_SENDER_
THO_PHASE
IN_SYNCPT_RCVER_
THO_PHASE
IN_SYNCPT_BACKOUT_
SENDER
IN_SYNCPT_BACKOUT_
RECEIVER
ALLOCATED_CONFIRM_
SENDER
ALLOCATED_CONFIRM_
RECEIVER

Reserved Format Bl
Reserved Format Bl
Reserved Reserved
TERMIDNT Addr(TCTTE)
(0 if failure)
TERMIDNT Addr(TCTTE)
Reserved 0
(Addr(TCTTED
if failure)
Format Al Format Bl
Format Al Format Bl
Format A4 Format Bl
Format Al Format Bl
Format Al Format Bl
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'FC! Byte 1 (continued)
DFHZCP X'CO0' DFHZCQO0O0 Reserved Reserved
request router
X*'Cl" DFHZCQIN Reserved Reserved
initialize
X'C2' DFHZBAN Reserved Reserved
bind analysis
X'C3'" DFHZCQCH Reserved Reserved
change
X'C4"' DFHZCQDL Reserved Reserved
delete
X'C5' DFHZCQIT Reserved Reserved
install TCTTE
X'Cé6' DFHZCQRC Reserved Reserved
recover
X'C7"' DFHZCQRS Reserved Reserved
restore
X*C8' DFHZCQIQ Reserved Reserved
inquire
X'C9' DFHZCQIS Reserved Reserved
install
XYCA' DFHTRZCP Reserved Reserved
build terminal BPS
X'CB"'" DFHTRZXP Reserved Reserved
build connection BPS
XT'CC' DFHTRZIP Reserved Reserved
build sessions BPS
XT'CD" DFHTRZYP Reserved Reserved
build type BPS
XT'CE" DFHTRZPP Reserved Reserved
build pool BPS
X'CF'* DFHTRZZP Reserved Reserved
merge terminal and
type BPS
X*'D7' DFHZXREO Byte 8 Address of last TCTTE
Valid on the Pass—-number processed if error
return/exit Byte 9
trace Number of unbound
entries
Byte 10
Number of
standby-bound entries
Byte 11
Number with TCTEXRE
set in error
X'"D8' DFHZXQO Byte 8 A(action)

exit trace

Figure 17 (Part 55 of 58). Trace table entries

XQO0-REQCODE
'I' Initialize
'A' Add action
'P' Post

'D' Drain
Bytes 10 to 11
XQO-RESPONSE

0 Complete

1 Scheduled

3 Queued

4 GMU

8 Invreq
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REQD
(Bytes 1 and 2)

ID
(Byte 0)

FIELD A
(Bytes 8 through 11)

FIELD B
(Bytes 12 through 15)

X'D9' DFHXST
exit trace

X"DA' DFHZXTR

Put/get header

Figure 17 (Part 56 of 58). Trace table entries

Byte 8
X'oo"*

X'o1’
xro2*
Xro3"
Xro5*
XT'FC?

BIND complete
in active
Logon data free
in active
UNBIND complete
in active
BOUND catch-up
in active

in active

Set logon start
and modify
USERVAR

Drain session
tracking and
modify USERVAR
REQCODE

session
tracking

in alternate
Byte 9 RESPCODE

' Complete

1' Scheduled

X'4' Error

Byte
X'1t
Xr2r
XT13r
Byte

X'FD!

X'FE"

Free LOGON data
UNBIND

11 XTR-ST-FLAGS-

TCTTE address
TCTTE address
TCTTE address
TCTTE address

UNBOUND catch-up TCTTE address

Reserved

XTR-XT-SESS-NAME
netname

10 XTR-ST-REQUEST
BIND

1

. XRF-capable

... ...
X'FF' Action
complete

in alternate
Bytes 8-9
X'0000"' Normal
X'0401"' XRF inactive
X'06402' End of data
X'06403' Backup signed
off
X'0801"' Invalid
request
X'0802' Service closed
X'0803' Task canceled
X'0804"' Length error
X'0805'" Overlap
X'0806"' No destination
X'0807"'" Queue busy
X'0808"' Program check
X'0809"
XT080A"

Abend

I/0 error
X'080B' Format error
X'080C!
X*080D' System not

active

Sequence
number error
Bytes 10-11
Data length
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TCTTE address

Bytes 12-13
Record ID

Byte 14

Type

X'C3' Contents
X'E2' Status
Byte 15
Request ID
X'01"' Put
X'02' Get
X'03'" Put
X'04' Put

message
message
request
response




ID
(Byte 0)

REQD

{(Bytes 1 and 2)

FIELD A

(Bytes 8 through 11)

FIELD B

(Bytes 12 through 15)

Figure 17 (Part 57 of 58).

X'DB!

X*DC*

X'DE"

X'E1l"
XT'E2"
X'E3*
X'EG"
XTE5!
X'E6"
XTE7?
X'E8"
X'EE"

DFHZXTR
Put/get key

DFHZXTR
Put/get data

DFHZXQO0
diagnostic

DFHTBSB(P) build

Byte 8

Key length

Bytes 9-11

First 3 bytes of

key
Bytes 8-9
Data length
Bytes 10-11
First 2 bytes of
data
Byte 8
IAI
Byte 9
Action element
address
Reserved

(See note 5 on page 110)

DFHTBSSP

sync point process

Reserved

Bytes 12-15
Next 4 bytes of
key

Bytes 12-15
Next 4 bytes of
data

0 Action outstanding

1 Action processed

Reserved

Reserved

DFHTBSD(P)
(See note
DFHTBSR(P)
(See note
DFHTBSC(P)
(See note
DFHTBSM
add entry
DFHTBSQ(P)
(See note
DFHTBSL(P)
(See note

destroy Reserved
5 on page 110)
recover Reserved
5 on page 110)
change Reserved
5 on page 110)

Reserved
to msg-set
inquire Reserved
5 on page 110)
catalog Reserved
5 on page 110)

Reserved
Reserved
Reserved
Reserved
Reserved

Reserved

Exit trace entry

Trace table entries

Format A7

Format Bl
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ID REQD FIELD A FIELD B
(Byte 0) (Bytes 1 and 2) (Bytes 8 through 11) (Bytes 12 through 15)
X'FD*' Byte 2, bits 4-7
DFHTRP X'1l* FE type trace
internal Byte 1 Data supplied by Data supplied by
X'99' Entry made on exit exit
behalf of global
trap/trace exit
Byte 2, bits 4-7
X'4' System trace
Byte 1 Time at which first Time at which last
X'01' Repeat entry; repeat entry made entry made
26-27 contain the no. (CSACSCC)
times the preceding
entry is repeated
(packed decimal)
X'FE' Byte 2, bhits 4-7
(Trace X'D' On/off entry
turned Byte 1 Reserved
on) Byte 2, hits 0-3
xXror ) Images before Images before
) +trace request trace request
) Byte 8: CSATRMF1 Byte 12: TCATRTR
) Byte 9: CSATRMF2 Byte 13: TCATRID
) Byte 10: CSATRMF3 Byte 14: TCATRMF
) Byte 11: CSATRMF4 Byte 15: TCATRID1
X'l ) Images before Images after
) +trace request trace request
) Byte 8: CSATRMF1 Bvte 12: CSATRMF1
) Byte 9: CSATRMF2 Bvyte 13: CSATRMF2
) Byte 10: CSATRMF3 Byte 16: CSATRMF3
) Byte 11: CSATRMF4 Byte 15: CSATRMF4
X*'FF? Bytes 1 through 15 as for X'FE!'
(Trace
turned
off)
Notes:

1. The X'CF’ trace occurs when an application program issues an EXEC CICS
. SEND PAGE with RELEASE before the BMS module issues a DFHPC TYPE=RETURN

macro to exit from the calling program.

2. When byte 10 contains X'01', bytes 12 and 13 contain the current page
number, TCAMSPGN, and bytes 14 and 15 contain the pverflow control
number, TCAMSOCN.

3. The X'CD’ trace occurs when BMS receives an IDERROR from temporary storage.

4. Trace entries for byte 14 greater than X'80" are CICS internal trace entries.

5. These trace entries are each provided by two modules, for example
DFHTBSB and DFHTBSBP.

Figure 17 (Part 58 of 58). Trace table entries
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ID Program Request Typel(s) Resource
X'C4" DFHWMS Entry Bytes 16-19:
instance number
(WMSINSTN)
Bytes 20-23:
versioh number
(WMSVERN)/
queue nhame
(WMSQNAME)
X'D5' User exit All requests Exit program name
interface
X'D6"' Allocation X'17" allocate Modename
program
X'E3'" System spooling Where appropriate Data set ID token
interface
XYE5'" Security program X'04',X'08' sign-on User ID
X'0C' check auth Resource name
XYEA* Table management Where appropriate Resource name
program
X'EE' VTAM I/0 trace All requests VTAM communications
ID
X'F0' Task control XT0E'",X"0F' CANCEL Facility ID
(if any)
|| abend code
X128" LOCATE Transid
X'29' LOCATE-~REGION Sysid || transid
X'F2' Program control Where appropriate Program name
X'F3' Interval control HWhere appropriate Transid
X'90"'" RETRY Request ID
XTFO' CANCEL Request ID
X'F5'" File control Where appropriate Data set name
X'F6'" Transient data Where appropriate Queue name
control
X'F8' CICS-DL/I YPCB!' function PSB name
interface Data-base access call DBD name
X'FC' VTAM terminal X'51' LU6.2 services Modename
control X'5A" install entry Netname of LU
requesting logon
Figure 18. Contents of the trace entry resource field
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FORMAT Al

P

BYTE 8
Task created by
avail (ATI)

BYTE 9
Resynchronization
required

BYTE 10
Definite response
send in progress

BYTE 11
Between brackets

vevs +o1, Input journal Previous session QRI type response Begin bracket
required ABEND receive pending
vees o1.. Chain assembly in Emergency restart Log first input after Begin bracket
progress sync received
+se+ l... Resynch/recovery Bracket protocol Pending resp. End bracket sent
in progress required exception
eess 0., Pending resp.
definite
ool .... NACP in progress Overlength data Awaiting positive Begin bracket sent
response
++1, +... ATI bid in progress Mode (CS=X'20', BB EB sent state
CA=not X'20')
... .... Data in progress CICS quiesced hy Pending FME response Begin bracket
node s pending state
l1... +... Command in progress Node quiesced by Pending RRN response In bracket state
CICS
FORMAT
BYTE 12 BYTE 13 BYTE 14 BYTE 15
(Hex)
00 No exit since last )
trace entry )
17 Receive specific exit )
19 Send DFSYN data exit )
21 DFASY exit )
23 CLSDST exit )
25 LERAD exit )
26 LOGON exit )
28 LOSTERM exit )]
2A OPNDST exit )
2E Release request exit J e e e | Bytes 13 through 15 contain the address of the TCTTE-~~~—mm—e—--
2F Network service error )
exit )
31 Send DFASY exit )
32 SESSIONC input exit }
26 SESSIONC exit )
2A Send DFSYN com'd exit )
3B SYNAD exit )
3C Turnaround exit )
3D TPEND exit )
28 SIMLOGON exit )
4D LU6.2 receive exit )
4F LU6.2 send exit )
FORMAT A2
BYTE 8 BYTE 9 BYTE 10 BYTE 11
(Hex)
00 I/0 request vese ses1 Hrite Deferred READ Pseudobinary mode
& Format B2 +ess +41. Converse INVITE Notranslate
01 SIGNAL oo +1.. Synchronize DEFER Print
40 Program sees ... Disconnect Transparent TIOA Copy
80 EODS ...1 .... Read STRFIELD Read lock
«..1. .... Line addressing req. CONDITIONAL Write lock
.1.. .... Save terminal storage TCTTE addr Erase all unprotected
1... .... Erase CCOMPL=NO Read buffer

Figure 19 (Part 1 of 5). Formats of DFHZCP trace entry fields A1-All, Bl, and B2
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FORMAT B2 (used only if byte 8 = X'00')

BYTE 12
(Hex)
01 Hait request )
02 Override sync request )
04 Override async request )
08 Last write from task o m————
10 FMH provided with data )
20 LDC mnemonic present )
40 Wait on inbound SIGNAL )
80 FORCE=YES )
FORMAT_A3

BYTE 8, 9, 10, OR 11
(Hex)}
10 NODE not activated
11 Session bind failure
13 VTAM halting

Logic error detected
Permanent channel error NCP
shutdown
Logic error, no feedback
Terminate self from NODE
Apparent VTAM error
VTAM inactive to app-
lication or TCB abend
VTAM inactive
Attach FMH error
Attach FMH not found
Bracket FSM error
Chain F3M error
Contention FSM error
Invalid request to DFHZSDL
No BUFFLST for DFHZSDL
Invalid request to DFHZRVL
DFHZRVL buffer too small
Non-process level exception
response received
Bid received with data,
no 0IC
Bid received with data,
cannot reject

BYTE 13

BYTE 14

T

BYTE 8, 9, 10, OR 11

(Hex)

Hierarchical reset occurred
Inquire USERVAR error

XRF recovery message

XRF session state error

XRF session restarted
Invalid copy request

TOLTEP request

Printer unavailable

No copy support

Exception response received
Max chain size exceeded
Incompl outbound chain w/read
Good morning message reqd
Session just opened
Session just closed

VTAM ACB opened dynamically
Print request failed

Data stream protocol error
VTAM release level check
Unbind - protocol error
Close all LU6.2 links

No action after commit RECV
BIND name not matching TCTTE
BIND parameter unacceptable
BIND out of service

Unbind recd without BIS/BIR
EMA cannot send msg in BETB

BYTE 15

BYTE 8, 9, 10, OR 11

(Hex)

shutdown .
VTAM orderly shutdown
VTAM abend shutdown
Invalid response detected
SIGNAL command received
VTAM immediate shutdown
Error in DFHZEMW )

out of service after SDT
Clear received

Read only terminal
Unsupported command
Unsupported command
Response requested error
Pevice does not support ATI
Temp VTAM storage problem
Exception response rec'd
Unknown command received
ATI no longer requested

Invalid normal response to bid

Invalid CID detected
Unknown symbolic name

ZCP logic error detected
Invalid RTYPE specified
Send DFSYN req incomplete
CA mode and task attached
Input status error

TIOA length incorrect

2D Record length > buffer length| 56 XRF-VTAM shutdown 96 RPL missing (receive

2E EOC received and invalid DFC 57 Release issued by MT op specific)

2F #ve response rejected by VTAM 58 No action when commit RECV 97 TIOA missing (receive

20 BIS received with invalid DFC 59 Record outstanding at specific)

31 Inexplicable response recvd shutdown 98 No task on terminal to resume
32 Session closing via BIS BA SBI received causing CLSDST 99 No TIOA available for send

2% Invalid indicators received 5B Network error one 9B Cancel received cancel mode
34 Invalid data received 5C Network error two 9C Outbound chain not completed
35 Read timeout occurred 5D Connect not terminal or REJ 9D Unexpected response received

Figure 19 (Part 2 of 5).

Standby BIND too late

Active session got UNBIND(13)
XRF Riswitch) area too small
Standby OPNDST not issued

BIND response unacceptable
Bad session qualifier pair
Unsupported command detected
LU status condition

Task cancel due to immed

Device end from 3270
Access method insufficient
for LU6.2

Formats of DFHZCP trace entry fields A1-All, Bl, and B2
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FORMAT A3 (CONTINUED)

BYTE 8, 9, 10, OR 11

(Hex)

ISC modules not loaded
Invalid read request
Bracket state error

BYTE 8, 9, 10, OR 11

(Hex)

Unknown error code from VTAM
Dummy TCTTE ID
NACP restarted

BYTE 8, 9, 10, OR 11

(Hex)

DD

a definite response send
Negative response received to
an exceptional response send

A7 Node bracket protocol error Cé LU successfully passed DE Failed to get into send mode
A8 FMH lngth exceeds data Ingth C7 CLSDST pass procedure error DF Autoinstall 0/S getmain
A9 Receive specific in receive C8 LU inhibited for sessions failed

any C9 CLSDST pass not authorized EQ Unknown symbol name

AA Outboard chaining not CB Terminal released El Receive any problem
supported CC Clear was issued E2 CLSDST failed in LGX
AB LU error CD Exception in chain E3 CNCL received in 'CS' mode
AC VR deactivated CE Hold EG Segmenting error
AD Unrecoverable LU fail CF VR_INOP ESE Maximum RU size exceeded
AE Recoverable LU fail DO VTAM recovered node E6 Logic error dummy TCTTE
AF Cleanup received D1 Node unrecoverable E7 Inbound chain purged
Bl RPL is active D2 Node recovery in progress E8 Negative response to BIND
B2 Invalid command setting I D3 TCTTE pending delete error E9 STSN expected, not recd
B3 No RPL exists for operation D4 Request recovery received EA STSN logic error
B5 Unknown command D5 Unsupported command received EB STSN resync mismatch
B6 No seed received D6 CICS released by node EC STSN resync mismatch
B7 Inconsistent attach security D7 CICS quiesced by node ED STSN test negative
B8 Encryption validation failed D8 Multiple errors EF STSN test negative
B9 No FMH12 received | D9 Exception req received FO User error
BA Negative response | {not VTAM 3270) F1 Unknown modename
BB Unknown command in RPL DA Req. shutdown during a task | F2 Exception req received
BC Invalid inp after inp req DB Autoinstall max WE reached 1 (VTAM 3270)
BD Getmain for DES failed DC Negative response received to
FORMAT A4
BYTE 8 BYTE 9 BYTE 10 BYTE 11
P | Terminate session No level 1 message
R 1 SIMLOGON required Keep node out of No sense code message

S TN

service

Send negative

response

Normal CLSDST

No messages
No security message

No action message

vess lo.. Print BIND area Send EM message
...l ... Print TIOA

«.1. ..., Print TCTTE ABEND task

d.. .... Print RPL ABORT VTAM receive
leev vees Print action flags ABORT VTAM send

Figure 19 (Part 3 of 5).
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Normal CLSDST (no reset)
NOINTLOG req
INTLOG req

Formats of DFHZCP trace entry fields A1-All, Bl, and B2



FORMAT A5

BYTE 8
Task created by
avail (ATI)

BYTE 9

P § Chain purged indicator

eeee o1, Input journal Msg writer GETMAIN
required
I Original mode was ‘'CA®
++es 1... Resynch/recovery in First RU of inbound
progress chain purged
..+l .... NACP in progress Send bid request
«.1. «... ATI bid in progress Send exception
response request
.1.. .... Data in progress Send message request
1... .... Command in prograss Purge request for
inbound chain
FORMAT Aé
BYTE 8 (TCTEVTPS) BYTE 9 (TCTEVST2)
sees +o.1 Task created by
avail (ATI)
vees o1, Input journal
required
eees o1, EODS indication
received
«..s 1l... Resynch/recovery in EOC indication
progress received
ool ..., NACP in progress GETMAIN request for
TIOA
..1l. .... ATI bid in progress
.1.. ..., Data in progress Deblock in progress
1... .... Command in progress
FORMAT A7
BYTE 8 BYTE 9
Same as byte 12 of Same as byte 12 of
format Bl format Bl
(Earliest exit)
FORMAT A8
BYTES 8 & 9

Current/predicted sequence number
For ZRAC & ZRVS, field TCTESQIP+1
For ZSDR, field TCTESQIP

For ZSDS, field TCTESQOP+1

Figure 19 (Part 4 of 5).

BYTE 10

Definite response
send in progress

Bid to be retried

Log first input after
syne

Pending response
exception

Awaiting positive
response

Deferred Hrite
pehding

Pending FME response

Pending RRN response

BYTE 10 (TCTEVIPS)
Definite response

send in progress
Bid to be retried

Log first input
after sync
Pending response
exception

Awaiting positive
response

Deferred Hrite pending

Pending FME response

Pending RRN response

BYTE 10
Same as byte 12 of
format Bl

BYTE 10
Same as byte 10
of format Al

Formats of DFHZCP trace entry fields A1-All, Bl, and B2

BYTE 11
Between brackets

Begin bracket
receive pending

Begin bracket
received

End bracket sent

Begin bracket
sent
RTR pending state

Begin bracket
pending state
In bracket state

BYTE 11 (TCTEVBPS)

End bracket sent

Begin bracket sent

RTR pending state

Begin bracket
pending state

In bracket state

BYTE 11

Same as byte 12 of
format Bl
{Latest exit)

BYTE 11
Same as byte 11
of format Al

Chapter 2.1. Trace
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RMAT_A2

BYTE 8
sese »+.1 VTAM orderly close
tees ool, VTAM immediate close
eers o1, VTAM abended
vese 1.,. VTAM quiesced
...1 .... ACB opened
«sl. .... VTAM generated
.1.. .... Dynamic OPEN active
l... «... TPEND exit invoked
FORMAT_A10
BYTE 8
csss «+.1 Log response
vese «ol. Commit queue
eeee «l.. ZRVS receive
eess l... Resume
ool ..., Asynchronous exit
1. ... ZATT attach
.1.. .... ZFRE freemain
... .... ZGET getmain
FORMAT All
BYTE 8
01 Locate request 0000
02 ATI request
04 Status request cees
eeel
s
P A
1...
08 LDC request
10 Detach request
20 Sync point request
80 Remote Jooeo
CO Global Jeeus
P §
S I
.1..
1...

0000
S |
ol
.o 1l
1.,
1.1

0001
I I
...
1...

s e

LY

R §
S
[
1...

DAY
ves e
as e

sese

BYTE 9

Non-VTAM quiesce
ZSHU first time

Use RRN outbound
Use FME outbound

BYTE 9

ZDET detach
Exit added
Delay

ZRST resetsr

ZSDR send response
ZSES sessionc
ZSDA send command
Z2SDS send

BYTE 9

Address request
ID request
Next request
Unique request
First request
NETNAME recuest
Not used

Not used

System entries
ALL

Global

Remote
Contains the LDC
Not used

Not used

Out of service
In service
Transaction
Transceive
Receive nopoll
Input autopage
Autopage

Page

BYTES 10 & 11
Reserved

BYTE
ZSKR
ZATD
ZNAC
ZRSY

ZSIM
ZATI
ZCLS
ZOPN

BYTE

10
command response
autodelete

resync
simlogon
ATI

clsdst
opndst

10

Not used

Not used

Out of service
In service
Transaction

Auto

initiate

No poll
Input

Auto
Page

page

Not used
Not used
Not used
Acquire

Cold

Release

Figure 19 (Part 5 of 5). Formats of DFHZCP trace entry fields A1-All, B1, and B2
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BYTE 11

ZRVL receive
ZSDL send
ZTRA trace

BYTE 11
Not used

Not used
Acquire
Resync override
Release

Not used
Not used
Not used



Command C

odes

Response Codes

(Entry & Exit Traces) (Exit Trace Only)
Field Command Field Field EIBRCODE Meaning of
EIBFN Function EIBFN Bytes response
8 9 10 11 code
EI Requests EI Responses
02 02 ADDRESS 02 E0 . INVREQ
02 04 HANDLE CONDITION
02 06 HANDLE AID
02 08 ASSIGN
02 O0A IGNORE CONDITION
02 ocC PUSH
02 OE POP
Terminal Control Requests Terminal Control Responses
04 02 RECEIVE ¢ .. 04 .. .. .. EOF
04 04 SEND 04 10 EODS
04 06 CONVERSE 06 Cl1 EOF
04 08 ISSUE EODS 04 c2 ENDINPT
04 OA ISSUE COPY 046 Do .. SYSIDERR
04 0C WAIT TERMINAL 04 DO 08 SYSID out of
04 OE ISSUE LOAD service
064 10 WAIT SIGNAL 06 D0 oOC SYSID definition
04 12 ISSUE RESET error
04 14 ISSUE DISCONNECT 04 D0 0C 00 SYSID name not
04 16 ISSUE ENDOUTPUT found
04 18 ISSUE ERASEAUP 04 D0 0C 04 SYSID name not
04 1A ISSUE ENDFILE that of TCTSE
04 1C ISSUE PRINT 04 D0 0C 08 MODENAME not
04 1E ISSUE SIGNAL found
04 20 ALLOCATE 04 D0 O0C 0C Profile not
06 22 FREE found
04 24 POINT 04 D2 SESSIONERR
04 26 BUILD ATTACH 04 D3 SYSBUSY
04 28 EXTRACT ATTACH 04 D4 SESSBUSY
04 2A EXTRACT TCT 04 D5 NOTALLOC
04 2C WAIT CONVID 06 E0O .. .. . e INVREQ
04 2E EXTRACT PROCESS 04 E0O 00 .. 04 ALLOCATE-TCTTE
04 30 ISSUE ABEND already
04 32 CONNECT PROCESS allocated
04 34 ISSUE CONFIRMATION 04 EO0 00 .. 08 FREE-TCTTE in
04 36 ISSUE ERROR wrong state
04 38 ISSUE PREPARE 04 E0O 00 .. 10 EXTRACT ATTACH
04 3A ISSUE PASS invalid data
04 3C EXTRACT LOGONMSG 04 E0O 00 .. 18 EXTRACT TCT
invalid NETNAME
04 E0O 00 .. 1C Command/ TERMTYPE
conflict
04 E0 o0 .. 20 Command/CONVTYPE
conflict
04 EGC 00 .. 28 ISSUE PASS

Figure 20 (Part

I of 7).

EXEC interface command and response codes

GETMAIN failure
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Command Codes

(Entry & Exit Traces)

Response Codes
(Exit Trace Only)

Field
EIBFN

Command
Function

Field
EIBFN

Field EIBRCODE
Bytes
8 9 10 11

Meaning of
response
code

File COQtrol Requests

06 0 READ

06 04 WRITE

06 06 REWRITE
06 08 DELETE
06 O0A UNLOCK
06 0C STARTBR
06 OE READNEXT
06 10 READPREV
06 12 ENDBR

06 14 RESETBR

Figure 20 (Part 2 of 7).
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04
04

04
04

06
06

El 00
El1 04
El1 08
El o0C
E3
E4
E5
E6
E7
E8
EA
EB
FL ..
.. 20
40 .
.. Fé6
F7

File CDnt;ol Responses

02 xx xx

EXEC interface command and response codes

Term1na1 Control Responses (continued)

LENGERR

Input data too
long

Output length
error

Input length
error

ISSUE PASS
length error

WRBRK

RDATT

SIGNAL
TERMIDERR
NOPASSBKRD
NOPASSBKWR
IGREQCD

CBIDERR

TERMERR

EOC

INBFMH
NOSTART
NONVAL

DSIDERR

ILLOGIC

(See note 1 on page 123)
INVREQ

NOTOPEN

DISABLED

ENDFILE

IOERR

(See note 1 on page 123)
NOTFND

DUPREC

NOSPACE

DUPKEY

SYSIDERR

ISCINVREQ

NOTAUTH

LENGERR



Command Codes
(Entry & Exit Traces)

Response Codes
(Exit Trace Only)

Field Command Field Field EIBRCODE Meaning of
EIBFN Function EIBFN Bytes response
8 9 10 11 code
Transient Data Requests Transient Data Responses
08 02 WRITEQ TD .. 01 .. .. .. QZERO
08 04 READQ TD 08 .. 02 QIDERR
08 06 DELETEQ TD 08 .. 04 IO0OERR
08 .. 08 NOTOPEN
08 .. 10 NOSPACE
08 .. Co QBUSY
08 .. Do SYSIDERR
08 .. D1 ISCINVREQ
08 . Dé NOTAUTH
08 El LENGERR
Temporary Storage Requests Temporary Storage Responses
0A 02 WRITEQ TS .. e . .. ITEMERR
0A 04 READQ TS oA .. 02 .. .. . QIDERR
0A 06 DELETEQ TS 06A .. 06 .. .. . I0OERR
OA .. 08 .. .. .. NOSPACE
0A . 20 INVREQ
OA .. DO SYSIDERR
0A .. D1 ISCINVREQ
0A .. D6 NOTAUTH
0A .. E1 LENGERR
Storage Control Requests Storage Control Responses
0C 02 GETMAIN oc .. EI .. .. .. LENGERR
0C 04 FREEMAIN oc .. E2 NOSTG
Program Control Requests Program Control Responses
0E 02 LINK 0E .. . . . PGMIDERR
OE 04 XCTL OE .. Dé6 NOTAUTH
0E 06 LOAD OE .. EO INVREQ
OE 08 RETURN
0E O0A RELEASE
0E oC ABEND
0E OE HANDLE ABEND
Interval Control Requests Interval Control Responses
10 02 ASKTIME 10 .. 01 .. .. .. ENDDATA
10 04 DELAY 10 04 I0OERR
10 06 POST 10 11 TRANSIDERR
10 08 START 10 12 TERMIDERR
10 OA RETRIEVE 10 14 INVTSREQ
10 ocC CANCEL 10 20 EXPIRED
10 81 NOTFND
10 DO SYSIDERR
10 D1 ISCINVREQ
10 Dé NOTAUTH
10 El LENGERR
10 E9 ENVDEFERR
10 FF INVREQ

Figure 20 (Part 3 of 7). EXEC interface command and response codes
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Command Codes
(Entry & Exit Traces)

Response Codes
(Exit Trace Only)

Field Command

Field Field EIBRCODE

Meaning of

EIBFN Function EIBFN Bytes response
8 9 10 11 code
Task control Requests Task Control Responses
12 02 WAIT EVENT 12 .. 2 .. .. . ENQBUSY
12 04 ENQ 12 .. EO INVREQ
12 06 DEQ
12 08 SUSPEND
Journal Control Requests Journal Control Responses
14 02 JOURNAL 14 .. 01 .. . .. JIDERR
14 04 WAIT JOURNAL 16 02 INVREQ
14 05 NOTOPEN
14 06 LENGERR
14 07 IOERR
14 09 NOJBUFSP
14 Dé NOTAUTH
sync Point Requests sync Point Responses
16 02 SYNCPOINT lé .. o1 .. .. ROLLEDBACK
16 04 RESYNC
BMS Requests BMS Responses
18 02 RECEIVE MAP 18 .. 01 .. INVREQ
18 04 SEND MAP 18 .. 02 .. .. .. RETPAGE
18 06 SEND TEXT 18 .. 06 .. .. . MAPFAIL
18 08 SEND PAGE 18 .. 08 .. .. XX INVMPSZ
18 O0A PURGE MESSAGE (See note 2 on page 123)
18 0C ROUTE 18 20 .. INVERRTERM
18 0OE RECEIVE PARTN 18 90 .. RTESOME
18 10 SEND PARTNSET 18 80 .. . RTEFAIL
18 12 SEND CONTROL 18 El . LENGERR
18 E3 .. WRBRK
18 E4 .. RDATT
18 .. 02 PARTNFAIL
18 .. 04 INVPARTN
18 .. 08 INVPARTNSET
18 .. 10 . INVLDC
18 20 . UNEXPIN
18 40 IGREQCD
18 80 . TSIOERR
18 .. 01 OVERFLOMW
18 04 EODS
18 08 EOC
18 10 IGREQID

Figure 20 (Part 4 of 7). EXEC interface command and response codes
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Command Codes Response Codes

(Entry & Exit Traces) (Exit Trace Only)
Field Command Field Field EIBRCODE Meaning of
EIBFN Function EIBFN Bytes response
8 9 10 11 code
Trace Requests Trace Responses
1A 02 TRACE ON/OFF 1A .. EO .. . INVREQ
1A 04 ENTER
Dump Control Requests
1C 02 DUMP
Data Interchange Requests Data Interchange Responses
1E 02 ISSUE ADD 1E .. 06 .. .. . DSSTAT
1E 04 ISSUE ERASE 1 08 .. .. - FUNCERR
1E 06 ISSUE REPLACE 1E oc .. .. e SELNERR
1E 08 ISSUE ABORT 1E .. 10 .. .. . UNEXPIN
1E 0A ISSUE QUERY 1E .. E1 .. .. ‘e LENGERR -
l1E 0C ISSUE END 1E .. .. 11 .. .. EODS
1E OE ISSUE RECEIVE 1E .. 2B .. - IGREQCD
1E 10 ISSUE NOTE 1E . .. 20 .. EOC
1E 12 ISSUE WAIT
1E 14 ISSUE SEND
BIF Requests
20 02 DEEDIT
User Exit Management Requests User EXxit Management Responses
22 02 ENABLE 22 .. 80 xx xx . INVEXITREQ
22 04 DISABLE (See note 3 on page 123)
22 06 EXTRACT EXIT
ASKTIME ABSTIME and ASKTIME ABSTIME and

FORMATTIME Requests FORMATTIME Responses
A 02 ASKTIME ABSTIME A .. .. .. ..
4A 04 FORMATTIME

INQUIRE/SET DATASET Requests IgQUIRE/SET DATASET Rggponses

01 ERROR

4C 02 INQUIRE DATASET 4 DSIDERR
4C 046 SET DATASET 4 .. .. .. .. 10 INVREQ
aC .. .. .. .. 11 I0ERR
4C .. .. .. .. 15 ILLOGIC
4C .. .. .. .. 46 NOTAUTH
C .. .. .. .. 53 END
INQUIRE/SET PROGRAM Requests INQUIRE/SET PROGRAM Responses
4E 02 INQUIRE PROGRAM gE .. .. .. .. 0l ERROR
4E 06 SET PROGRAM 4E .. .. .. .. 10 INVREQ
4E .. .. .. .. 15 ILLOGIC
4E .. .. .. .. 1B PGMIDERR
GE .. .. .. .. 46 NOTAUTH
SE .. .. .. .. 53 END

Figure 20 (Part 5§ of 7). EXEC interface command and response codes
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Command Codes

(Entry & Exit Traces)

Response Codes
(Exit Trace Only)

Field Command

Field Field EIBRCODE

Meaning of

EIBFN Function EIBFN response
8 11 code
INQUIRE/SET TRANSACTION INQUIRE/SET TRANSACTION
Requests Responses
50 02 INQUIRE TRANSACTION 50 .. .. 10 INVREQ
50 04 SET TRANSACTION 50 . 15 ILLOGIC
50 1C TRANSIDERR
50 46 NOTAUTH
50 53 END
INQUIRE/SET TERMINAL Requests INQUIRE/SET TERMINAL Responses
52 02 INQUIRE TERMINAL 52 .. .. .. .. 01 ERROR
52 04 SET TERMINAL 52 0B TERMIDERR
52 06 INQUIRE NETNAME 52 10 INVREQ
52 15 ILLOGIC
52 53 END

INQUIRE/SET SYSTEM Requests
564 02 INQUIRE SYSTEM
54 04 SET SYSTEM

sSystem Spooling Interface
Requests

56 02 SPOOLOPEN

56 04 SPOOLREAD

56 06 SPOOLKWRITE

56 10 SPOOLCLOSE

INQUIRE/SET CONNECTION
Requests
58 02 INQUIRE CONNECTION
58 04 SET CONNECTION

INQUIRE/SET MODENAME Requests
5A 02 INQUIRE MODENAME
5A 06 SET MODENAME

gEQUIRE/SET SYSTEM Responses

10 INVREQ

System Spooling Interface

Figure 20 (Part 6 of 7).

122 CICS/MVS 2.1 Problem Determination Guide

Responses

56 .. .. 0D NOTFND
56 10 INVREQ
56 13 NOTOPEN
56 16 ENDFILE
56 15 ILLOGIC
56 16 LENGERR
56 2A NOSTG

56 46 NOTAUTH
56 . 50 NOSPOOL
56 55 ALLOCERR
56 . 56 STRELERR
56 57 OPENERR
56 . 58 SPOLBUSY
56 59 SPOLERR
56 5A NODEIDERR
INQUIRE/SET CONNECTION

Responses

58 .. .. 10 INVREQ
58 15 ILLOGIC
58 35 SYSIDERR
58 53 END
INQUIRE/SET MODENAME Responses

5 .. .. .. .. 10 INVREQ
5A 15 ILLOGIC
5A 35 SYSIDERR
5A 53 END

EXEC interface command and response codes



For the following commands, EIBFN is not set and the response is placed
in the RETCODE area supplied by the application program.

For GDS IDs, see the Format and Protocols Reference Manual:’
Architecture Logic for LUType 6.2.

Command Codes Response Codes
GDS Requests GDS Responses
26 02 ALLOCATE 01 .. .. SYSIDERR error
29 04 ASSIGN 01 04 04 No session available
26 06 EXTRACT PROCESS and NOQUEUE specified
26 08 FREE 01 04 08 MODENAME not known
24 O0OA ISSUE ABEND 01 04 0OC MODENAME invalid
24 0C CONNECT PROCESS 01 04 10 Task canceled or timed
24 OE ISSUE CONFIRMATION out during wait for
24 10 ISSUE ERROR allocation
26 12 ISSUE SIGNAL 01 04 146 Mode group is out of
24 14 RECEIVE service
26 16 SEND 01 08 .. SYSID is out of service
24 18 WAIT 01 038 00 Local queuing was not
26 1A PREPARE attempted
01 08 04 Local queuing did not
succeed
01 0C .. SYSID is not known in TCT
01 oC 00 SYSID name is not known
01 0C 04 SYSID name is not that
of an LU6.2 TCTSE
01 0C 08 SYSID.MODENAME is not
known
02 .. .. SYSBUSY error
03 .. .. INVREQ error
03 00 .. Session is not defined as
LU6.2
03 06 .. Conversation level is wrong
03 08 xx State error
xx = state
03 0C .. SYNCLEVEL cannot be supported
03 10 xx LLCOUNT error
xx = remaining LL value
03 14 .. Invalid request
03 18 .. TPN SEND check failed
04 .. .. NOTALLOC error
05 .. .. LENGERR error

Notes:

1. When either the IOERR or ILLOGIC condition exists during file control operations, further information is provided
in bytes 9-12 of the trace entry (EIBRCODE bytes 1-4) as follows:

For BDAM (IOERR): Bytes 9-12 = BDAM response
For VSAM (ILLOGIC and IOERR): Byte 9 = VSAM return code and
Byte 10 = VSAM error code

Details of the response codes are given in the Data Management Macro Instructions manual for
BDAM, and in the OS/VS VSAM Programmer's Guide for VSAM.

2. When the INVMPSZ condition exists during BMS operation, byte 11 of the trace entry (EIBRCODE byte 3)
contains the terminal code character.

3. Details of the contents of bytes 1-2 of the EIBRCODE (bytes 9-10 of the trace entry) are given in the description of
the user exit interface, in the Customization Guide.

Figure 20 (Part 7 of 7). EXEC interface command and response codes
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Global Trap/Trace exit

The global trap/trace exit (DFHTRAP) is intended to be used only under the guidance of
IBM Service personnel. It is designed so that a detailed diagnosis of a problem can be
made without having to stop and restart CICS.

Typically, the global trap/trace exit is used to detect error situations that cannot be
diagnosed by other methods. These could be intermittent problems that are difficult to
reproduce.

DFHTRARP is an assembler language program, which can be invoked by the trace
program (DFHTRP) when the trace facility is active. When the exit is activated, it is
invoked each time the trace program makes an entry in the trace table. The trace entry
can be system, user or FE type.

A skeleton version of DFHTRAP is supplied in both source and load-module forms.
The source of DFHTRAP is cataloged in the CICS.SOURCE library. The comments in
the supplied source contain much useful information, and you should read them carefully.

The code in DFHTRAP must not:

e  Make use of any CICS services.
e Cause the current task to lose control.
¢ Change the status of the CICS system.

Establishing the exit
DFHTRAP is a PPT module, allowing the use of the CEMT NEWCQPY command.

An entry for DFHTRAP will be in the PPT if the RDO group DFHFE is installed in
the CICS system either from the GRPLIST parameter of the SIT or dynamically using
the CEDA transaction, or the FN = FE group is included in the assembled PPT. This
group also includes the entries required for the CSFE transaction.

Once CICS is running, activation and deactivation of the trap exit routine can be
requested using the TRAP operand of the CSFE DEBUG command:

CSFE DEBUG, TRAP={ON|OFF2}

The trap exit can also be activated at CICS initialization by specifying TRAP = ON either
in DFHSIT or as a startup override. In this case, the exit is available from the start of
the third (final) stage of initialization, before any user PLT programs are executed.

If you want to replace a trap exit routine while CICS is running, use the CSFE DEBUG
commands in conjunction with the CEMT NEWCOPY command. The following
sequence of commands causes the currently active version of DFHTRAP to be refreshed:

CSFE DEBUG, TRAP=0FF

CEMT SET PROGRAM(DFHTRAP) NEWCOPY
CSFE DEBUG, TRAP=0ON
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Information passed to the exit

To assist in the diagnosis of faults in a CICS system, DFHTRP passes information to the
exit in a parameter list addressed by register 1. A DSECT (DFHTRADS) is supplied for
this list, which contains the addresses of:

The return-action flag byte.

A copy of the trace entry that has just been added to the table.
An area for building a further trace entry.

An 80-byte static work area for sole use of the trap exit.

The DSECT also contains EQU statements for use in setting the return-action flag byte.

The exit can look at the current trace entry to determine whether or not the problem
under investigation has appeared. It can also look at the TCA of the current task, and
the CSA. The DSECT:Ss for these areas are included in the skeleton source, and their
addresses are passed to the exit in registers 12 and 13 respectively.

Actions the exit can take

The return-action flag byte can be set by the exit to tell DFHTRP what action is required
on return from the exit. The following list gives the possible choices:

Do nothing.

Make a further trace entry.

Take a dump (the type depends on the SIT option).

Abend the current task (with abend code ATRA).

Abend CICS with a dump.

Disable the trap exit, so that it will not be invoked again until reactivated by the
CSFE transaction.

Any combination of these actions can be chosen, and, if possible, all actions are honored
on return to DFHTRP. The exceptions to this are:

¢ A request to abend the current task is ignored in the following situations:

— An abend of CICS is also requested.

— The current task is already abending.

— The current task is one of the following;
— Journal control
— Terminal control
~ Task dispatcher.

* A request to abend CICS is ignored if the current task is the task dispatcher.

The exit is automatically disabled if a request to abend either the current task or CICS is
honored.

To reactivate the trap exit when it has been disabled, use CSFE DEBUG,TRAP = ON,
unless the exit routine is to be replaced. In this case the sequence of commands given
above applies.

The skeleton program shows how to make a further trace entry. When DFHTRAP
detects the creation of a new task, it requests that a further trace entry be made by
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entering the data required in the area supplied for this purpose, and by setting the
appropriate bit in the return-action flag byte.

DFHTRP then makes an FE-type trace entry with trace ID = X’FD, incorporating the
information supplied by the exit. FE trace does not need to be on for the creation of
such a trace entry.

Trace entries created in this way are also written to the trace data set if the auxiliary trace
facility is active.

Program check handling

The occurrence of a program check in the trap exit is detected by the program-check exit
routine in the system recovery program (DFHSRP). Control is then passed to a special
recovery routine in DFHTRP which:

® & 0 0 o

Restores DFHTRP’s environment.

Marks the exit as unusable.

Issues the message DFH1409 to the system console. ‘
Takes a formatted dump, showing the PSW and registers at the time of the interrupt.
Continues (ignoring the exit on future invocations of DFHTRP).

To recover from this situation, execute the commands given above for replacing the
current version of the exit routine.

Coding the exit

When using the trap exit, note the following points:

[

A skeleton version of DFHTRAP is supplied in both source and load-module forms.
Make sure that the library search sequence in the CICS startup JCL finds the correct
version of the load module.

DFHTRP saves its registers before invoking the exit, and restores them on return
from the exit. There is no need for DFHTRAP to save and restore the registers, as
demonstrated by the skeleton version.

On entry to DFHTRAP, register 14 contains the return address to DFHTRP., If this
register is modified by the exit, care must be taken to return to the correct address.

The 80-byte static storage area is provided as a work area for the sole use of the exit.
It is set to binary zeros before the first use of the exit. Deactivation of the exit causes
this area to be re-initialized the first time the exit is used following reactivation. In a
formatted dump, this area can be found at the end of the static storage area owned by
DFHTRP.

Use the DSECTSs supplied; corruption of storage by DFHTRAP could have
disastrous results!

MVS/XA users can code and link-edit their version of DFHTRAP so that it is able
to address areas of storage above the 16 megabyte line. DFHTRAP cannot reside
above the 16 megabyte line. Be careful when using addresses in CICS control blocks.
These can be in either 24-bit or 31-bit format.
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| Chapter 2.2. XRF trace

| Introduction

The XRF process trace is a wraparound trace table in main storage. It is a fixed size of
64K bytes, contains 32 byte trace entries, and tracing is always active when you are
running with XRF,

Finding them

The trace table can be located from:

o CICS environment

CSAOPFL -> SSA -> WS static - > WS global - > XREF trace table

®  XRF environment

Register 12 -> XPB -> WS global -> XRF trace table

Trace table format

The trace table starts with the following control information:

Bytes

0-15
16-19
20-23
2627

Contents

'x3%% XRF TRACE %!

Address of start of trace entries
Address of end of trace entries
Address of end of most recent entry

Each entry has the following format:

Bytes
1]

1

2- 3
4-27
28-31

Contents

Type code

Subtype

Process ID of XRF process which made the entry
Trace data - the format depends on the type/subtype
Clock value when entry was made, same format as
CICS trace entries
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| Process IDs are assigned in order of process ATTACH starting from 1. Certain special
| values are used for processes which are not known to the dispatcher, but which cause
| trace entries to be made. They are:

Process ID Function

X'0000" Initial attach
X'FFFE" ESPIE/ESTAE error handling
X'FFFF* Dispatcher activities.

| Entry types

| The entries are as follows:
Module Type Subtype Description

DFHWLGET 1 1 Module entry
4-11 Module name
12-15 LIFO allocation address

DFHWLFRE 1 2 Module return
4-11 Module name
12-15 LIFO allocation address
16-27 0

DFHWDATT 2 1 XRF process attach
G- 7 Process entry point
8-11 Initial data parameter
12-15 Address of ESPIE routine
16-19 Address of ESTAE routine
20-23 Address of attached process XPB
26-27 Process ID attached process XPB

DFHWDISP 2 2 XRF process detach
G-27 0
DFHWDISP 2 3 XRF process dispatch
6~ 7 Address of external ECB waited for
(if any)
8-11 Address of internal ECB waited for
(if any)
12-15 Awaited broadcast events which were
posted

16-19 Broadcast events still posted for
this process

20-23 Address of process XPB

26-27 Locks held by this process
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DFHWDWAT 2

DFHWDAT

DFHWDISP

DFHDISP

DFHHWDISP

DFHWMMT

DFHWMMT

XRF process wait (event data)

G- 7
3-11
12-15
16-19

20-23
26-27

Address of external ECB to wait for
(if any)

Address of internal ECB to wait for
(if any)

Broadcast events to wait for

(if any)

Events to be broadcast to all
processes

Events to be reset for this process

0 .

XRF process wait (lock data)

G- 7
8~11
12-19
20-23

26-27

Locks to be freed

Locks to be acquired

0

Locks held by all other processes
at time of call

Locks held by this process

at time of call

Dispatcher termination

G-27

0

Dispatcher issuing 0S WAIT

4-19
20-23
26-27

0
Address of HWAIT list
Number of ECBs in HAIT list

Dispatcher resume after 0S HWAIT

4-27

0

Message manager issuing VSAM GET

G- 7
8-11
12-27

RPL address
RBA of CI to be read
0

Message manager issuing VSAM PUT

G- 7
8-11
12-27

RPL address
RBA of CI to be written
0
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DFHWMMT 3 3 Message
G- 7
8-11

12
13-15
16-27

DFHWMQH 4 1 Message
G- 7
8-11

12-15
16-19
20-27

DFHWMIWR G 2 Message
G- 7
8-11

12-15
16-19
20-23
26-25
26-27
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manager I1/0 complete

RPL address

RBA of CI to be read

0

VSAM feedback information
0

manager message received

0

Queue name

Message sequence number

Address of message block
(contains message copy)

0

manager message sent

0

Queue name

Message sequence number

Message file cycle number

RBA of this message

0

Response to PUTMSG request
(WMSRESP)



Chapter 2.3. Formatted dump

Introduction

The CICS formatted dump program DFHFDP is intended to make it easier to diagnose
errors by performing automatically the mechanical process of finding the control blocks in
storage. Each control block is printed separately in the dump, and is preceded by a
heading; for some of the blocks the important fields are printed by name. In addition the
dump may contain error messages where certain easily detectable errors have been found.

Formatted dumps are written to the CICS dump data set, DFHDMPA or DFHDMPB.
They can be printed using the dump utility program, DFHDUP.

Alternatively, or in addition, the formatted dump program can produce one of the
following types of partition dump:

¢ An unformatted dump of the CICS region to the CICS dump data set.

® A dump of the CICS region as produced by an MVS SNAP macro. This is written
to a data set defined by the DDNAME DFHSNAP in the JCL, usually the
SYSOUT = A data set.

¢ A complete MVS dump, as produced by the MVS SDUMP macro. This dump
includes the MVS nucleus and common areas, as well as the CICS private areas, and
is written to a SYS1.DUMP data set. See the MVS/XA System Programming
Library: System Macros and Facilities manual for more information. Because of the
large amount of output produced, this type of dump should be requested only if the
problem is suspected to be caused by interaction of CICS with another component of
the system.

You are advised to use SDUMP, paricularly when using XRF. The SDUMP can be
processed using the MVS/XA AMDPRDMP service aid; see the MV.S/XA System
Programming Library: Service Aids manual for more details. There is a PRINTDUMP
exit (DFHPDX1) that formats the dump for CICS areas. If you want to look at the
output of AMDPRDMP online, you can place it in a VSAM data set, and then examine
it under TSO using the Interactive Problem Control System (IPCS). IPCS is described in
the MVS/XA Interactive Problem Control System: User Guide and Reference.

In all cases, the short symptom string and the trace table are written to the CICS dump

data set. This data set can be printed using the dump utility program, DFHDUP. An
interpreted form of the trace table is always produced.
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Invocation of the formatted dump program

The formatted dump program is usually invoked each time CICS terminates abnormally,
either because of a program check or abend, or because the operator requests a dump at
system shutdown time. The program may also be invoked by use of the master terminal
transaction CEMT, or as a result of a storage violation. In addition it may be invoked
optionally for ASRA or ASRB transaction abends by use of the FDUMP operand on the
DFHPCT macro. Finally, a DFHFD macro can be coded in a user program (assembler
language only), though this facility should be used with caution, because all other activity
in the CICS system stops for the duration of the dump.

The formatted dump program uses no CICS facilities and does not have access to
information on the state of the CICS address space. In particular, it uses the operating
system’s facilities for its I/O operation so that once it is invoked it does not relinquish
control until it has completed dumping. It issues DFHIC TYPE =STOPTIME to
ensure that it is not abended by runaway task control and it issues its own SPIE macro
so that it can handle any program interrupt that can occur. Hence, once it has been
invoked no other CICS transaction can execute until the formatted dump program has
completed. Use of the CEMT command or the coding of a DFHFD macro in an
application program therefore locks out all other terminals and temporarily prevents all
other transactions from running,

The DFHSIT specification

The DUMP operand of the DFHSIT macro is used to control the output from
DFHFDP. The format is:

DUMP ={NOJ(L[EQORMAT JPARTN|FULLIL, {SNAP|SDUMP}1)}

Alternatively, at CICS startup time, DUMP can be specified by the operator. In either
case the options specify the following:

FORMAT (the default) specifies that only a formatted dump should be produced.
PARTN  specifies a partition dump only.

FULL specifies that both a partition dump and a formatted dump are required.
NO specifies an ABEND or CANCEL dump and abnormally terminates CICS.

SNAP|SDUMP specifies that, when a partition dump is taken (by FULL or PARTN
being specified), then a SNAP or SDUMP should be issued instead of writing
the dump to the CICS dump data set.

SDUMP dumps the entire address space on to the SYSI.DUMP data set. If
SDUMP fails, a CICS partition dump is taken. SDUMP includes the link
pack area, the MVS common service area (CSA), the MVS nucleus, and the
CICS private areas. Consequently, you can see the task control block (TCB),
service request blocks (SRBs), address space control block (ASCB), and
address space extension block (ASXB).
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CEMT transaction

The master terminal operator can request, at any time, that the formatted dump program
be invoked by using the CEMT PERFORM SNAP command.

If, however, DUMP = NO was specified in the system initialization table or at startup
time then, instead of issuing ABEND or CANCEL, the following message is sent to the
operator:

FORMATTED DUMP INOPERATIVE

Assuming that DUMP = NO was not specified, and that no options are specified with the
CEMT PERFORM SNAP command, the SIT options determine whether a partition or
a formatted dump or both will be produced. On the other hand, if one or both of the
options PARTITION and FORMAT are specified, then the SIT option is ignored, apart
from any SNAP qualifier for PARTITION, and these options determine the output
produced.

Storage violation dump

The formatted dump program may be invoked on the occurrence of a storage violation.
This option may be selected by specifying SVD=YES or SVD =n, where 0 <n < 100,
cither on the DFHSIT macro or at system startup. In the case of a storage violation
dump, DFHFDP also writes the entire CICS dynamic storage area to the CICS dump
data set, unless a partition dump is to be produced. DFHFDP is invoked before any
storage recovery is attempted so it may be expected to find several errors. A storage
violation dump is also produced if SVD = NO, but, in this case, the system is abended
with code DFHO0501.

ASRA and ASRB transaction abends

The formatted dump program can be invoked for ASRA and ASRB transaction abends.
You can control the production of the dump both for individual transactions, or for all
transactions on a system-wide basis.

If you use RDO to define your transactions, you may specify DUMP(NO) on the
TRANSACTION definition. If you do this, you will not get a formatted dump if the
transaction abends with ASRA or ASRB. The default is DUMP(YES).

If you use the DFHPCT macro to define your transactions, the default is no formatted
dump. You have to code FDUMP = ASRA, or FDUMP = ASRB, or
FDUMP = (ASRA,ASRB), depending on which abends you want the dumps for.

You can suppress the formatted dump, on a system-wide basis using the DFHSIT
operands ABDUMP and PCDUMP. If you code ABDUMP = NO, no formatted dumps
will be produced for ASRB abends. If you code PCDUMP = NO, no formatted dumps
will be produced for ASRA abends. YES is the default for both these operands

To summarize, DFHFDP is invoked for ASRA abends if PCDUMP = YES, and the
transaction is defined with FDUMP = ASRA or DUMP(YES). DFHFDP is invoked for
ASRB abends if ABDUMP = YES, and the transaction is defined with FDUMP = ASRB
or DUMP(YES).
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The SIT options can be overridden during CICS execution bybthe command:

CEMT SET DUMPOPTIONS {ABDUMPI|NOABDUMP} {PCDUMP|NGPCDUMP}

The DFHFD macro

The DFHFD macro (available only to CICS assembler programs) may be used to invoke
DFHFDP although it is intended primarily for use by CICS service programs. The
format is:

DFHFD TYPE=(optionl[,option]...)

where option is one of:

PARTN  specifies that a partition dump is required.
FORMAT specifies that a formatted dump should be produced.

CONDNL specifies that execution is to continue after this call, so that DFHFDP does
not abend if DUMP = NO was specified in the SIT.

Notes:
1. Using this macro destroys the contents of registers 14 and 15 before they are printed.

2. If neither PARTN nor FORMAT is specified, then the DFHSIT option is used to
determine the output.

The output of the formatted dump program

As mentioned above, the output from DFHFDP may be a partition dump and/or a
formatted dump. The rest of this chapter is concerned only with the formatted dump.

The reason for the dump

At the front of the formatted dump there is a brief message indicating the reason for the
dump together with associated information, and the short symptom string. In the case of
a program check or an abend, the program status word (PSW) and the registers at the
time of the program check or abend are printed. In the case of a program check when
recovering from a previous program check (abend 602), the PSW and registers
corrésponding to both program checks are printed. For each program check, the area of
storage in which the program check occurred is also printed.

For more detailed information on diagnosing some common abends, see the chapter on
failure analysis structure tables, in the Messages and Codes manual.
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| Program status word (PSW)

I
I
|
I
I
I
|
I

In a formatted dump, produced after a program check or abend has occurred, the
program status word (PSW) is printed as 16 bytes, in groups of 4 bytes. The first 8 bytes
are the PSW at the time of interrupt, printed in the EC-mode format. CICS received the
PSW in BC mode, and converted it to EC-mode format. The next 2 bytes are the
instruction length code (ILC), multiplied by 2 to give the number of bytes in the
instruction in error. CICS obtains the ILC from the BC-mode PSW. The next 2 bytes
are the interrupt code, also obtained from the BC-mode PSW. See the IBM System/370
Principles of Operation for information on these PSW formats.

Short symptom string

The short symptom string is a set of words that give information on the state of the CICS
system and is designed to be used as a search argument for the software support facility
(SSF). The short symptom string is printed at the beginning of a formatted dump or a
transaction dump.

The SSF is a data base that holds descriptions of previously reported CICS problems.
Each problem is identified by one or more keywords that are entered at the same time as
the description is entered. The usefulness of the SSF system is dependent on having a
standard set of keywords, and the short symptom string helps this objective.

The short symptom string is of the form:

SYMPTOMS=AB/S1111 PIDS/222222222 FLDS/33333333 RIDS/444444
U

where

S or U stands for system or user respectively
1111 is the abend code
222222222 is the name of the CICS component
333333 is the module identifier of the owner of the lowest level
of LIFO storage
46466644 is the module name from the PPT entry

An example of a short symptom string is:

SYMPTOMS=AB/UASRA PIDS/5665-4030 FLDS/F000KC RIDS/ZUBGHOD

This was caused by a program interrupt (ASRA) in an application program called
ZUBGHOD. The system used was CICS/MVS and the CICS module that last obtained
LIFO storage was DFHKCP.

The control blocks

The major part of the dump then follows. It consists of a hexadecimal dump of most of
the control blocks and tables in the CICS address space. Each block is preceded by a
heading indicating what it is and, for some of the more important blocks, a display of
some of the major fields of the block. For each field highlighted in this way, the
hexadecimal offset, the name and the contents are printed. Depending on the nature of
the field, the contents may be printed in either character, hexadecimal or bit notation or
as an interpretation of the contents of the field.
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The control blocks are not printed in address order but instead an attempt is made to
group them logically. Thus the CSA is always printed first and is followed by the
optional features list; and each DCA is followed by the corresponding TCA which is in
turn followed by the control blocks associated with that task.

Trace table

Each entry in the trace table is printed in the format shown in Figure 21 for convenient

interpretation.

07:28:26.938176 EA 40A9E456 0003 00013 01000300 000C69C4 (Continued)

l Field A Field B
Task ID
Type of request

Register 14

——————Trace ID

Time of day

...... D XDFHPORD TMP PPT LOCATE 00.001040
Interval
Description

Resource name

Fields A and B in character form

Figure 21. Trace table entry

Program check and abend trace table

The format of the program check and abend trace table header (SRP’s trace table) is as

follows:

Byte
X'00"'-X'1F"
Xr20"

Xr24"

Xr28?

Xr2ce

X130
X134"

X138"
X140"

Contents

C'PROGRAM CHECK-/ABEND TRACE TABLE:"

Address of next table entry to be used

Address of beginning of table

Address of end of table

The number of program checks that have occurred
in the system since it was last started

The number of abends that have occurred in the
system since it was last started

Length of this table (including header)
Reserved

Start of table entries
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The indexes

The format of a table entry (128 bytes) is as follows:

X'00'-X'01"

X1027-X"03"
X1047-X"07"
X108'-X'0B"
X'0C"-X"0F"

X1107-X'17"
X'18'-X'1F"
X1207-X'27"
X128 1-X12F"
C'30"-X"6F"
X'701-X177"
X'787-X'7F"

C'AB', C'PC', or C'WT' to say whether the entry is
for (respectively) an abend, a program check,
or a DFHWTO with dump request.

The number of this program check or abend.

TCA address

The address of the current LIFO stack entry.

The address of the current entry in the

(in-storage) trace table at the time of the
program check or abend.

Trace ID and task 1D

Register 14 and time stamp

Reserved

C'REGS.PSH’

Registers 0-15

EC-mode PSH

Interruption information (first halfword is

instruction length, second halfword is
interruption code) The remainder of this
field depends on the operating system.

The address of the current trace table entry helps you to debug when using a partition
dump, but you should be aware that the trace table may have cycled, and overwritten the
entry.

The program check and abend trace table can be located in a dump by looking at
CSAOPFLA in the CSA which points to the CSA optional features list. Then
CSASTRTA in the optional features list points to the program check and abend trace
table.

At the end of the dump two indexes are printed. The first index shows in address order
what control blocks have been printed. For each control block the number of the page.
on which it was printed is given together with an indication of the type of control block
and a count of the number of errors that were encountered while processing it.

The second index is an index of most of the programs and tables in the CICS address
space, again in address order. For each item the entry point, the load point and the name
are printed. For user application programs that have been loaded, this is all that is
printed, but for CICS programs or tables the fields resulting from the DFHVM macro at
the start of each program or table are also printed. These are the version, the time and
date of assembly, and the option bytes that are generated at the start of each program.

This (second) index should be useful in the case of a program check. Knowing the
address where the program check occurred and that the index is in address order, the
module and the offset within that module can be found very quickly. The area of storage
printed at the start of the dump can be used to check that this is the correct module and
offset. The likeliest error if this is not so is that the wrong assembly listing is being used.
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Formatted dump program error messages

Main messages

Other messages

The formatted dump program has its own program interrupt handler and several levels of
recovery routines. Whenever it encounters an error, it prints a message in the dump and
tries to take the appropriate recovery action. Errors fall into two main categories, those
for which an explicit test is made and those that are encountered as a result of some other
action. Not every possible error that could be detected by an explicit test is in fact
detected. For example, not every pointer is checked for validity and not every packed
decimal field is checked to ensure that it is indexed in packed decimal format.

There are five main error messages:

DFH5011 POINTER TO xxxxx AT OFFSET yyyyy IS INVALID
— the pointer at offset yyyyy in the current control block contains an address
which lies outside the CICS address space. The pointer should address a control
block of type xxxxx.

DFH5012 CONSTANT AT OFFSET xxxxx SHOULD BE X'yyyyy’
— the value of offset xxxxx in the current control block is not yyyyy as it should
be. The first byte of most storage areas is checked to ensure that it contains the
expected storage class byte; see “Storage classes” on page 265.

DFH5013 PACKED DECIMAL FIELD AT OFFSET xxxxx IS INVALID
— the field at offset xxxxx is not in packed decimal format.

DFH5017 ADDRESSING EXCEPTION OCCURRED AT LOCATION xxxxx
— this message may occasionally occur when a control block or a highlighted field
is being formatted, and is probably caused by a control block appearing to overrun
the CICS address space. xxxxx is the address of the data that caused the interrupt
and not of the instruction where it occurred.

DFH5018 INVALID STORAGE ACCOUNTING AREA
— the storage accounting area of the current control block is invalid either because
its length field is either 0 or not a multiple of 8 or because it differs from the
duplicate storage accounting area. This probably indicates that either a pointer was
incorrect or that storage has been overwritten.

In addition, messages may be produced by the recovery routines:

DFH5002 PROGRAM CHECK LIMIT EXCEEDED
— the number of program checks has exceeded the number predefined in
DFHFDP. The formatted dump program is probably in a catastrophic situation
and so the dump is terminated immediately.
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DFH5003 PROGRAM CHECK IN FORMATTED DUMP
— a program check occurred on an instruction for which no explicit recovery
routine has been provided. This message will be followed by a dump of the PSW
and the registers at the time of the interrupt. If DFHFDB, the interpreter, was in
control at the time these will be followed by message DFH5014.

DFHS005 AREA FROM xxxxx TO yyyyy IS NOT AVAILABLE
— when attempting to dump a control block or the partition, the specified area was

found to be not addressable.

DFH5010 INSUFFICIENT STORAGE SPACE — FUTURE POINTERS WILL BE
IGNORED
— the formatted dump program has run out of working storage space and cannot
obtain any more from the operating system. All control blocks that have been
found so far will be processed and printed but no new pointers can be saved and
followed. Twelve bytes of working storage are required for each control block
printed and after an initial allocation of 4096 bytes is used up, operating system
requests are made to obtain more storage. See “Storage for use by the operating
system” on page 266.

DFH5014 FORMATTED DUMP ERROR DURING xxxxx PROCESSING: ERROR
CODE =y
— an undefined error occurred while processing a control block of type xxxxx. If
the error code is 2 or 3, then there is a logical error in the descriptor tables in
DFHFDC. If the error code is 1 then there was a program check and message
DFHS5003 and a dump of the PSW and registers should precede this message.

DFHS5015 INVALID CONTROL BLOCK POINTER — xxxxx
— after message DFHS5003, it was discovered that register 10 (which should contain
the address of the current control block) actually contained an address of a location
outside the CICS address space.

DFH5016 INVALID CONTROL BLOCK LENGTH — xxxxx
— after message DFHS5003, it was discovered that the computed length of the
correct control block is either negative, greater than 65536, or such that the end of
the control block is outside the CICS address space.

DFH5019 PROGRAM CHECK DURING ERROR RECOVERY
— a potentially recursive situation exists, and so no further recovery is attempted

for the current control block.

How to interpret a formatted dump

AFTER A PROGRAM CHECK
From the PSW at the start of the dump and the program index at the end of the
dump, determine which program was executing and the offset within that program.
Find the instruction that caused the interrupt in the area of storage printed
immediately after the register. If necessary, find any storage areas referenced by
using the control block index at the end of the dump. Using this information, the
immediate cause of the program check should be clear and further investigation will
depend on the circumstances.
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A frequently occurring case is when the PSW is equal to X’00000004’. This usually
happens when a BALR 14,14 or BALR 14,15 has been executed and the address
loaded was 0. For the latter, register 15 is 0. In these cases, register 14 should be
noted and the program index examined to locate the program that issued the
BALR.

AFTER A CICS ABEND
The abend code only is printed and it is necessary to look at the console log to see
the message itself. The Messages and Codes manual should provide more
information. After the message and abend code, the PSW, and the registers are
printed. Using the PSW and the program index at the end of the dump, it is
possible to determine which program issued the abend.

AFTER A STORAGE VIOLATION
If the error occurred on a FAQE chain, then DFHFDP may not detect any errors
in storage. However, in many cases, a storage accounting area will have been
overwritten, and this will be detected. Check the control block index at the end of
the dump and check those control blocks for which errors have been found. If a
block is found whose storage accounting areas are invalid, determine if it is the
initial or the duplicate area that is in error. If it is the initial area, use the control
block index to find the block immediately in front of the one in error. The
likelihood is that one of the users of these blocks has overwritten it. The
commonest cause of a storage violation is for a TWA, as specified in the PCT,
being insufficient, or for a TIOA to be too small.

More information on how to interpret storage violation dumps can be found under
Abend U0501 in failure analysis structure tables in the Messages and Codes manual.

Use of control block index

The control block index at the end of the dump contains, for each block printed, a count
of the errors detected. Sometimes these errors may be caused by errors in DFHFDP, but
they should always be checked. When an error does occur, for example, a bad TCA
pointer in a DCA, there will frequently be a cascade of errors as DFHFDP attempts to
interpret a piece of storage as something it is not. In cases like this, try to determine
where the errors started. If an area described as a TCA is obviously not a TCA (the first
byte is not X'8A’, for example), try to find the control block which pointed to it — the
control block should normally be a DCA immediately in front of it.

Use of program index
In the program index at the end of the dump, check that different programs from the

same group have been assembled with the same options and that the correct version has
been used, check the suffix and the level, and the date and time of assembly.
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Chapter 2.4. Control block linkages

The figures in this chapter indicate how the main control blocks of CICS are linked.
Each figure starts either from the CSA or from a TCA. Not all control blocks used by
CICS are included and some control blocks appear in more than one figure. Similarly,
not all possible linkages between control blocks are included.

Finding the common system area (CSA)

Before using the figures in this chapter, it is necessary to find the CSA in the dump under
consideration. If the formatted dump program has been used, then there is no problem
because the CSA is the first control block to be printed. If a partition dump (only) is
available, then (unless the code being executed is in an access method) register 13 should
address either the CSA or a save area that contains the address of the CSA at offset X'4'.

If register 13 is not available, or the CSA cannot be found from it, then the CSA may be
located either by inspecting the nucleus load tables (NLTs) used during initialization or
by visually scanning the dump. The CSA is contained in the module DFHCSA.

During initialization, loading of the CICS nucleus is controlled by means of an NLT.
Modules are loaded from high address space to low address space in the order specified by
the NLT. If the user specifies an NLT, it is used first, and then the defauit NLT
(provided by CICS in module DFHSIB1) is used to control the loading of any modules
not specified in the user’s NLT. The ordering provided by the default NLT is shown in
the Resource Definition (Macro) manual.

Another method of locating the CSA is to examine the authorized facility control block
(AFCB) field which contains the address of the CSA. The word TCBCAUF, in the
second extension of the TCB, points to AFCB. The address of the CSA is contained in
field AFCSA at offset X8 in the AFCB.

The CSA can be recognized in a partition dump by the presence of a DFHVM expansion
beginning ‘“**DFHCSAxx*" and a copyright notice, followed by a short piece of code to
handle AICA transaction abends and the character string ‘STORAGE °’. The CSA itself
then begins at the next doubleword boundary as shown in Figure 22 on page 142.
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DFHVM expansion:
"XDFHCSAXxxX%. . ."

Copyright notice

Task AICA abend routine

Constant C'STORAGE '

CSA

CHA (if any)

CSA optional features list

Figure 22. CSA

It may also be possible to locate the CSA by using the register 13 save area chain starting
from the OS/VS TCB.

Finding DCT, FCT, PCT, PPT, or TCT entries in a partition dump

A general procedure for finding DCT, FCT, PCT, PPT, or TCT entries in a partition
dump is as follows:

1.

2.

Find the CSA (see Figure 22).

Field CSAOPFLA (offset X’C8’) in the CSA holds the address of the CSA optional
features list (CSAOPFL). Find this area.

Field CSASSA (offset X’ICO'). in the CSAOPFL holds the address of the static
storage area address list (SSA). Find this area.

Field SSATMP (offset X’14") in the SSA holds the address of the table management
static storage area (TMSSA). Find this area.

Look at TMSSA in the Data Areas manual. The fields TMASKTI1-TMASKT9 hold
the addresses of the scatter tables for various control blocks. Find the scatter table
for the control block you are interested in:

TMASKT1 = addr of local PCT entries

TMASKT2 = addr of remote PCT entries

TMASKT3 = addr of PPT entries

TMASKTG = addr of profile table (PFT) entries
TMASKT5 = addr of FCT entries

TMASKT6 = addr of DCT entries

TMASKT? = addr of TCT entries

TMASKT8 = addr of TCTSK entries

TMASKT9 = addr of TCTSE entries

Field SKTFDEA (offset X’10") in the scatter table holds the address of the first
directory element. Find this area.

Directory elements are chained together in alphabetic order. The address of the next
element is in field DIRGNCHN (offset X"10").
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8. Look at each directory element until you find the name of the control block you are

looking for. The name is in field DIRKEY (offset X’18"). Then field DIRTEA
(offset X’0) holds the address of the desired control block. See Figure 23 for the

relationship of the table management control blocks.

CSA

Table manager static
storage area (TMSS)

— CSAOPFLA

CSA optional features
list (CSAOPFLA)

’_ CSASSA

Static storage area
list (SSAL)

SSATMP -

Note:

The directory element chain
field DIRGNCHN locates the
table entries in alphabetic
order.

TMASKT1

— Address of PCT
scatter table

TMASKT3

Address of PPT
scatter table

Table manager
scatter table (SKT)

SKTFDEA

] Address of first
directory element

Directory element

DIRTEA

F——

DIRGNCHN

Address of next
directory element

Directory element

DIRTEA

——

DIRGNCHN

0

Figure 23. Control blocks associated with table management

Table entry

Table entry
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CSA

...................... -
P b
Suspend chain
DCA (Notes 1 and 2)
CSASUSFA I"
Address of last DCA
: DCAKCFA
on suspend chain Address of previous DCA DCAKCFA
CSASUSBA 1 !
DCAKCBA
Address of first DCA | | DCAKCBA
on suspend chain Address of next DCA
CSAACTFA idCdA TCAAf cA DCATCAA
Address of last DCA ress o
on active chain
CSAACTBA
Address of first DCA
on active chain
-
Active chain
DCA (Notes 1 and 3)
L r
? DCAKCFA
Address of previous DCA DCAKCFA
DCAKCBA __l DCAKCBA
Address of next DCA
DCATCAA DCATCAA
_Address of TCA

(Note 4) TCA
System part

L__| TCADCAA
Address of DCA

User part

Figure 24 (Part 1 of 2). Task dispatching
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CSA

CSACDTA

Address of currently
dispatched task

TCACBAR
TCA

TCATCPC

Address of initiating
PCT entry

PCT

TCAPCTA

Address of current
program PPT entry

CSATCTBA
Address of start of

[ | TCT list

e

TCT prefix

DFHTCADS
User TCA

PCT entry
Transaction |D, etc.

[ J

PPT

TCAFCAAA

| Address of facility

control area

\/

If associated
with a terminal

PPT entry
Symbolic program ID,
etc.

TCTLE(1)

Wait list

TCT wait list

Address of TCTLE(1)

ECB, Status, etc.

TCTLETEA

TCTTE

\/

TCTLE(n)

Address of TCTLE(n)

X'FF’s (end of list)

Additional TCTLEs

TCTTE

TCTTETI
Symbolic terminal {D

Address of active —

TCTTECA

Address of currently -
associated task

TCTTEDA
Address of currently
used data area

\_/

- TIOA

Figure 24 (Part 2 of 2). Task dispatching
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Task dispatching

Notes:

l.

There are two chains of DCAs anchored in the CSA. The active chain contains those
DCAs that are scanned by the CICS dispatcher when it is looking for a task to
dispatch. The other tasks are on the suspend chain. The CSA contains a dummy DCA
for each chain.

Tasks subject to deadlock or read timeout are in ascending timeout order at the end of
the chain. The other tasks are inserted at the head of the chain, which is addressed by
CSASUSBA.

The active chain is in priority order with CSAACTBA addressing the highest priority
task. A task entering the active chain gets inserted after any tasks of the same priority.
The first task on the active chain is always the terminal control task. The CICS
dispatcher usually starts its scan with the second task on the active chain: If it finds no
task to dispatch, it tests to see if the terminal control task is dispatchable.

Most new tasks do not possess a TCA until they are first dispatched. Flag DCATCA
in field DCATSKST is set to | when the TCA is acquired.
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CSA

CSAICEBA See Note 2 ICE
Address of ICE chain >
ICECHNAD
TCA Address of next ICE
CSAAIDBA on chain
Nonterminal . DFHTCADY
Address of AID chain System part of TCA
TCAICEAD ICE
Address of ICE gl
] See Note 1
ICECHNAD 0
DFHTCADS
) User’s part of TCA
TCT
TCSE'SUSF See Note 3 AID
Terminal |
Address of AID chain
AIDCHNAD
Address of next AID
on chain
Notes: DCT entry
1. Valid only during
execution of DFHICP. TDDCTAAD AID
2. ICEs are sequenced by Address of AID -
expiry time; if expiry
times are equal, ICEs AIDCHNAD 0
are sequenced by time
of creation.
3. AIDs are grouped by

terminal 1D; within
such a group, AlDs are
grouped by transaction ID.

Figure 25. AID and ICE chains
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CSA Example shows:

o Task 1 enqueued and owning both resources A and B
CSAQCAA * Tasks 2 and 3 enqueued and waiting for resource B
Address of queue

control area No other tasks own resources or are enqueued on A or B.
The QCA is the starting point for several QEA chains.

A hash algorithm is used to determine which chain to

QcA use (see the note following these figures). This figure
. assumes the QEAs are on different chains.
(QCAHASHT) TCA for Task 1
DFHTCADY
System part of TCA
TCAKCQC
|y, QEA for resource A < Address of task queue
element chain
QEACHN 0 DCA for Task 1 - TCADCAA
Address of task’'s DCA
QEANGG 0 DCATCAA > 'DFHTCADS
Address of next queue Address of task’s TCA User's part of TCA
element owned by task DCATCQOC 0
QEAWTC
Address of first
queued DCA
or
address of QEA
QEAOTP
Address of owning
tasks TCA
*
These DCAs are on
%"(‘),L’;’:: the SUSPEND chain TCA for Task 2
resource name DFHTCADY
or ' TCAKCQC 0
Length and .
name of resource DCA for Task 2 TCADCAA
J ’ - Address of task’s DCA
DCATCAA > "DFHTCADS
- QEA for resource B - SEATCOC User’s part of TCA
Address of next
QEACHN 0 queued task or CA for Task
address of QEA T or Task 3
DFHTCADY
QEANOQ 0
. TCAKCQC 0
QEAWTC DCA for Task 3
I l - TCADCAA
QEAOTP | Address of task’s DCA
DCATCAA >
DFHTCADS
QEALNTH DCATCQC User’s part of TCA

| Figure 26. Queue element area chains
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Queue element area

The queue element area (QEA) chain hash algorithm works as follows (see Figure 26 on
page 148):

1. Take eight characters from the resource identifier. If the identifier is less than eight
characters long, it is padded on the right with binary zeros. If it is more than eight
characters long, the last eight characters are used.

2. Exclusive or all characters into the last one.

3. Multiply the last character by four and use it as an offset in the table of addresses of
chains of QEAs.

QEAs representing resources owned by a given task are chained from the field QEANOQ
in last-in-first-out (LIFO) order. QEAs representing resources owned by the CICS
system are chained from the field QEACHN in first-in-first-out (FIFO) order. The
DCAs of tasks waiting to become owners of resources are chained from the field
DCATCQC in FIFO order. The address of the first DCA is in field QEAWTC of the
QEA representing the resource.
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CSA

CSATCTBA
Address of TCT prefix

DFHTCTFX (Prefix)

TCTVWLA
Address of wait list

Wait List

Address of terminal
lines ECB

Address of VTAM
activate chain ECB

Address of VTAM

receive any ECB

TCTWLAT

Address of first
non-VTAM
wait list element

TCTVTEBA

Address of first
non-VTAM
terminal entry

TCTVSEBA

Address of first
system entry

1 To part 2
of this figure

TCTVVFT

Address of first
VTAM terminal
entry

5 To part 3
of this figure

TCTVRVRA

Address of VTAM
receive any pool

2 To part 2
of this figure

TCTVLNIB
Address of NIB
descriptor
(DFHZNIB)

Address of non-VTAM

line entry ECB

End of ECB list
indication
X'FFFFFFFF

DFHTCTLE (non-VTAM
line entries)

To part 2

TCTVYMNIB

Address of mode!
NIB pointers

of this figure

To part 2

TCTYMBND

Address of model
BIND pointers

of this figure

: To part 2

of this figure

Figure 27 (Part 1 of 3).
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Y

\_/

Receive-any RPL

RPLECB

Address of ECB

g 3
TCTLEECB \
ECB From part 2
of this figure
TCTLEDCB } Data
Address of DCB el
TCTLEIOA block
Address of 1/0 area
J
TCTLETEA 1
Address of active TCTTE
To part 2
TCTLEECA of this figure
Address of error chain
(TACLE for TACP).
(See Note 1)
TCTLEPA
Address of first terminal
on line
DFHTCPRA (RACE pool) \
TCTVRAL
Address of RPL 12-byte
TCTVRAEB ) 233'
ECB v

Control blocks associated with terminal control



TCT

1
:>_—> Non-VTAM terminal 1

Non-VTAM terminal 2

To

part 1
of this
figure

2 > > Non-VTAM terminal m
VTAM terminal 1

VTAM terminal 2

VTAM terminal n

TCTTE

TCTTESC (See Note 2)

Address of
terminal storage chain

TIOA

TIOASCA

TCTTEDA (See Note 3)

Address of
current TIOA

TCTTECA (See Note 4)
Address of TCA

Address of next TIOA

TIOA

TCTTESNT
Address of SNTTE

TCTENIBA (VTAM)
Address of
NIB descriptor

TCTTELEA (non-VTAM)

To

part 3
of this
figure

5

Address of line entry

of ————————
TCTERPLA (VTAM)
Address of RPL

TIOASCA
Address of next TIOA

TCA

DFHTCADY
System part of TCA

TCTTEIST

Address of intersystem
table entry

TCTTETEA

Address of terminal
table entry extension

Binary synchronous
extension area or

VTAM system area

DFHTCADS
User’s part of TCA

TCAFCAAA
Address of TCTTE

SNNTE

SNNTSK
User security key

SNNTASK
RSL key

SNNTUSID
User Id

DFHZNIB

Figure 27 (Part 2 of 3).

TCTNIBLA

Address of NIB model

Address of NIB model

NIBMO
Non-3270 NIB model

TCTBNDLA
7
Address of BIND model 1

Address of BIND model 2

Address of BIND modei X

b0y

NIBM1
3270 NIB model

Length 1

BIND model 1

Length 2

BIND model 2

Length X

BIND model X

Control blocks associated with terminal control

NIB descriptor block

TCTENPTR

Address of dynamically
acquired NIB/BIND

Chapter 2.4. Control block linkages
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Non-LUG6.2 transmissions LU6.2 transmissions

TCTSE TCTSE
TCT system entry \ TCT system entry
5 — —i/ —>
TCSEVC1 TCTSEMODE
Address of TCTTE Address of
for primary session(s) first mode entry
TCSEVC2
Address of TCTTE
for secondary session(s)
TCT terminat entries for sessions - TCT mode entry
—
TCTENEXT TCMENXT
. Address of
Primary TCTTE next mode entry
TCMESESA
Address of
first session
Primary TCTTE
i
TCTENEXT
TCTME
Secondary TCTTE TCT mode entry
TCMENXT
Address of
next mode entry
Secondary TCTTE TCMESESA
o
Address of
first session

Figure 27 (Part 3 of 3). Control blocks associated with terminal control
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Terminal control

Notes:

1. A TACLE is created only when a line or terminal error has occurred.

2. The chain field TIOASCA of the last TIOA in the chain addresses label TCTTESCF
in the TCTTE. The offset between TCTTESF and TCTTESC is the same as the
offset of TIOASCA in the TIOA.

3. TCTTEDA addresses the TIOA being used for the current input/output operation.
This TIOA can be anywhere in the TIOA. chain.

4. TCTTECA addresses the DCA between ATTACH and first dispatch, and the TCA

Sfrom then on. If TCTTECA is nonzero, flag TCTEDCAO= | means that TCTTECA
addresses a DCA, and TCTEDCAO =0 means that TCTTECA addresses a TCA.
TCTEDCAO is bit 6 at offset X'2F in the TCTTE.

Chapter 2.4. Control block linkages 153



USER's part of TCA VSWA FCT entry

TCADWLBA VSWAACB FCTDSID
Address of ACB
TCAFCAA ACB for VSAM or
Address of VSWA or DCB for BDAM
address of FWA or VSWAFCT
__>

address of FIOA T Address of FCT entry

(See Notes 1 and 2) Browse extension
TCAFCDI WA dRI’ °

Data set 1D ecor

field address

(with FCP in control)

DWE FWA (file work area)
L —
DWESVMNA FCUPDRA
Address of FIOA
DWEMODFN FCUFCTA |
Address of FCT entry
DWEFCVWA Work area
Address of
VSWA or FIOA
FIOA (file I/O area)
-
FCFIODCB
FCP
(file control program)
FCFIOFCT
L Address of FCT entry
DWE routine FCFBWA
Address of FBWA

Data area

FBWA

File browse
work area

Figure 28 (Part 1 of 2). Control blocks associated with file control
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CSA

CSAFCTBA

LSR pool address
vector.  See Note 3

Address of LSR pool 1

Address of LSR pool 2

—— Address of LSR pool 3

} |
FCT : :
I | | I
| | !
| { Address of LSR pool 8
| FCT entry |
FCTDSID
Share control block
FCTDSDP (DFHFCTSR)
L
C'LSRPOOL3
FCTDSBCP — Pool requirement
values
Statistics

DSNAME block

Bundle array

(DFHDSND) (DFHBNDDS)
——
DSNAME Base No. of
symbol strings
Base cluster i
information
See Note 4

DSNAME block
(DFHDSND)

Base cluster
information
Addresses
of VSWAs

Figure 28 (Part 2 of 2). Control blocks associated with file control
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File control

Notes:

1. For VSAM file control, TCAFCAA contains the address of:
o VSWA when in locate mode, or error situation.
o FWA otherwise.

2. For BDAM file control, TCAFCAA contains the address of:
e FIOA for read-only and unblocked files.
® WA otherwise.

3. There is one share control block for each LSR pool ID. If VSAM does not provide
mudtiple LSR pool support, share control block [ is used for all LSR pools specified in
the FCT. If VSAM does provide multiple LSR pool support, share control block 1
exists even if it is not specified in the FCT.

4. The pointer to the DSNAME block, FCTDSDP, is different from the pointer to the
base cluster DSNAME block, FCTDSBCP, only when the FCT entry does not

represent a base. DSNAME blocks that do not correspond to bases do not have the
base cluster information, although the space is allocated.
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CSA

CSAOPFLA

Address of optional
features list

CSAOPFL
(optional features list)

CSAJCTBA

Address of journal
control table

User’s part of TCA

TCAJCAAD
Address of JCA

JCA

JCARSA
JCP register save area

Type request bytes

JCAADATA
Address of user data

JCAAPRFX
Address of user prefix

System prefix area

JCT
entry

JCT

JCTTESA

Address of first
JCT entry

JCTPOOL
Address of LECB pool

LECB pool (See note 1)

JCTNLECB

Address of next
available LECB

XX 00

JCTJFID
File ID

JCTJS
Journal status

JCTBBA
Address of buffer

JCTJTTA

Address of journal
task TCA

DECB and DCB

(One JCT entry
for each journal.)

Communication
and feedback

area

TCA (journal task)

TCAFCAAA
Address of JCT entry

Figure 29. Control blocks associated with journal control

XX 00

~1

Notes:
7. XX (in LECB)

= X'00' Available

= X'20'1/0 error

= X'40' Posted

= X'80' Waiting

= X'FF' End of pool

N = Number of tasks waiting
on this LECB.

2. There is one TCA for each journal.
The task ID, TCAKCTTA, for each
task is X’D1D1D1’ (C'JJJ').

Chapter 2.4, Control block linkages
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CSA

CSADCTBA
Address of first DCT

DCT

entry in destination
control table
1
Extrapartition {
destination
DCT entry
Indirect
destination ¢
DCT entry
(
Remote
destination ‘
DCT entry
\

Intrapartition
destination
DCT entry

Note:

1. These fields are set up

only when the track
is full.

TDDCTID
Destination ID

TDDCTCBA
Address of DCB

TDDCTID
Destination ID

TDDCTIDD
Indirect destination ID

TDDCTID
Destination ID

TDDCTSYS
Remote system

TDDCTRID
Remote destination

TDDCTID
Destination ID

TDDCTODA

Address of track bitmap [

Bit map

One bit per track; set
while the track is in use.

Output DASD address
(TTR/RBA)

TDDCTIDA

(TTR/RBA)

TDDCTQSA

7

Queue start address
(TTR/RBA)

(One DCT entry for
each destination)

DASD storage format for
intrapartition destinations

Input DASD address —

Format of first record of each track

Tracks
allocated
to other

Destination ID

Backward chain ¥

Forward chain

* 1 Record length

Figure 30 (Part 1 of 2).
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* See note 1

Control blocks associated with transient data (destination control table)



Destination control table
DCT

Transient data
buffer common area
MBCA

TDDCTFCN

MBCAFCN1
Unallocated/empty

CSA

MBCAFCN2
Unallocated/valid

CSAOPFLA

MBCAFCN3
Allocated

CSADCTBA

CSAOPFL

MBCAFCNQ

Transient data
string common area
MRCA

CSATDSTA

MRCAFCNT1

Transient data
static storage
TDST

MRCAFCNW

Transient data
string control block
MRCB

TDSTMBCA

TDSTMRCA

MRCBFCHN

TDSTFCNW

MRCBVSWA

Transient data
wait control block

VSAM work area
VSWA

Transient data
buffer controi biock

MBCB

MBCBFCHN

MBCBABFR

Buffer

MBCB

MBCBFCHN

MBCBABFR

Buffer

Transient data
queue control block
MQCB

MWCB
MWCBFCHN MRCB
MRCBFCHN
MRCBVSWA
MWCB
VSWA
MWCBFCHN

Figure 30 (Part 2 of 2).

MQCBFCHN

MQCBABCB

MQCB

MQCBFCHN

MQCBABCB

Control blocks associated with transient data (destination control table)

Chapter 2.4. Control block linkages
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CSA

Figure 31 (Part 1 of 2). Control blocks associated with temporary storage control
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Temporary storage
common area
CSATSATA BMAP
CSATSMTA
TSMACAP
' Unit table Virtual storage Temporary storage
> auxiliary control area
A | TS data TSACA
TSUTFC
Address of 1
next unit table
TSUTBC 0 TSABMP
TSUTEPTR
Address of storage -\ o
Repeated or RBA or I~
for each address of TSGID
entry in { Temporary storage
unit table Data ID byte map
TSBM
Code byte 3| VSAM data set
Numeric entries
specified by user
Unit table TSGID TSGID
TSGIDFC
TSUTFC ° Address of next TSGID TSGIDFC 0
TSUTBC Counters Counters
Address of
previous unit table TSGID entry TSGID entry
Storage address Storage address
or or
etc. auxiliary storage auxiliary storage
address address
User’s part of TCA
TSGID entry TSGID entry
t TCASCCA \—/‘
TSIOA
Data



CSA

Temporary storage
buffer control area
TSBCA

Temporary storage
auxiliary control area

CSATSATA -
CSATSMTA
TSBCHNP
TSBUFP
Temporary storage
common area
TSMAP TSBCA
TSMACAP TSBCHNP
TSBUFP

Buffer

Buffer

Temporary storage
VSWA control area

VSAM work area

> TSACA TSVCA VSWA
TSABCAHD TSVCHNP
TSAVCAHD TSVSWAP
TSAREBHD
TSVCA VSWA
TSVCHNP
Temporary storage TSVSWAP
unit table
— TSUT Temporary storage
request element block B
_+TS REB TSRE
TSUTE
TSUTEQEA
TSUTE TSREBCHN
___>
TSQE | 7SQECHNP
TSRE TSRECHNP
TSRE TSRECHNP

Figure 31 (Part 2 of 2). Control blocks associated with temporary stdrage control
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TCA

DFHTCADY
System part of TCA

TCATCPC
Address of PCT entry

TCAPCTA

PCT entry

PPT

PCTTI
Transaction ID

PPT entry

PCTIPIA
Name of program

PPTPI
Program name

e

See Note 2

PPTCSA

Address of program

PPT entry

Address of PPT entry

TCAPCLC

LLA (See Note 1)

PPTPI
Program name

Address of LLA chain

DFHTCADS

Storage accounting area

PCLLCA

User areas

Notes: -

1. Each load list area contains
seven one-word slots, each
of which may contain the
address of a PPT entry or 0.
For each DFHPC TYPE=LINK or
TYPE=LOAD without
LOADLST=NO, the address
of the PPT entry is placed
in the first O slot in the
LLA chain, a new LLA being
acquired if necessary.

2. TCAPCTA addresses the PPT
entry of the program
currently being executed.

Figure 32. Control blocks associated with processing program table

Address of next
LLAor O

PPTCSA

Address of program

PCLLPPT

Seven PPT entry
addresses or zeros

PPT entry

LLA (See Note 1)

Storage accounting area

PCLLCA 0

PPTP!
Program name

PPTCSA

Address of program

Address of PPT entry
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Program - first
of transaction

Program - currently
being executed

Program - loaded
or linked




TCA

System part of TCA

TCASPWA

Address of .
BMS work area

User part of TCA

TCAFCAAA
Address of facility

‘OSPWA

OSPCTTP
Address of current TTP

OSPDTTP
Address of direct TTP

OSPTTP
Address of first
routing TTP

OSPTIOA
Address of original TIOA

OSPDWE
Address of DWE

Notes:

1. The route list area (RLA) is

not used in the direct TTP.

Each routing terminal type

parameter (TTP) has the same

format as the direct TTP.

Figure 33. BMS control blocks

TCTTE

TCTTE extension
TCTTEPGM

McCB

Address of first MCB

Direct TTP

TTPPGBUF

MCBNEXT

Address of
next MCB or 0

Page Buffer

Address of page buffer

Routing TTP (See Note 2)

TTPCHAIN

Address of next
routing TTP or O

Route list area

Routing TTP (See Note 2)

TTPCHAIN 0

Route list area

TTPRLCHA
Address of

TTPMLA
Address of M
loaded map set ap set
TTPMAPA l »
Address of map MAP
(within map set)
TTPMMFCP
Map (copy)

Address of modified map

BMSMCA
Route list area (RLA) Address of

oute list are xt 0

(See Note 1) next map or

BMSMDA

| Address of data (TIOA)

TIOA (User's)

Map and TIOA (copy)

BMSMCA 0

BMSMDA

Address of data (TIOA)

TIOA (copy)

RLA extension

next RLA or 0

Chapter 2.4. Control block linkages
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___Terminal Control Table (TCT) CSA

T -
. TCTVSEBA CSATCTBA
TCT prefix { Address of first TCT Address of TCT prefix
remote system entry
(TCTSE)
" —
I I
r TCTTET/
Name of remote system B - AlID chain for ALLOCATE requests
TCSESUS AID
Address of queue of requests -
(AIDs) for conversation AIDCHNAD
with remote system B Next AID
TCSEVC? (See note 1)
Address of TCTTE for AIDTCAA — TCA
primary session with
system B
TCT system TCSEVCZ , address of AID
TCTSE TCTTE for secondary —
(TCTSEs) session with system B AIDCHNAD
TCSESTAS Next AID
Statistics Area
AIDTCAA TCA
TCTTETI
Name of remote system C
TCSEVCT
AID

Address of TCTTE for primary

}session with system C '::j%i’:év:fDTCSESUS
L TCSEVC2 (system C)
— AIDTCAA — TCA
g -
Primary TCTTE (for system
B) A VTAM Logical Unit
Type 6 or IRC terminal
entry for session with Notes:
remote system.
1. TCSEVCT1 is the label on the
; y address of the TCTTE of the
Primary TCTTE (sys B) first primary session, if any,
TCSEVC2 is that of the first
Primary TCTTE (sys B) secondary session, if any.
TCT_ terminal 2. The primary and secondary
?’rl"g!#E ) < I - sessions each have sets of
s
Secondaty 7CTTE (sys 8) the next ome. using the fiovg -
Secondary TCTTE (sys B) TCTENEXT
Secondary 7CTTE (sys B)
I [
-+
Primary TCTTE (sys C) |
I i
-
Secondary 7CTTE (sys C)
"

Figure 34 (Part 1 of 2). Control blocks associated with CICS intercommunication facility (non-LU6.2)
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TCA

System part of TCA

TCATCUCN
Address of first TCTTE

TCTTE for session
with system B

in chain(See note 1)

User’s part of TCA

TCAFCAAA
Address of TCTTE for

TCTTECA

Address of TCA

TCTTEUCN

Address of next
TCTTE on chain

\/

TCTTE for task’s primary

terminal (for example, a 3270)

task’s primary terminal

\_/

Note:

1. The first TCTTE on the chain
js not necessarily the
TCTTE for the task's
primary terminal.

TCTTECA

Address of TCA

TCTTEUCN

Address of next
TCTTE on chain

\

TCTTE for session
with system C

TCTTECA

Address of TCA

TCTTEUCN
XX'0' (end of chain)

e

Figure 34 (Part 2 of 2). Control blocks associated with CICS intercommunication facility (non-LU6.2)
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EPB

EPBCHAIN

Address of next EPB

EPBEPN
Exit program name

EPBEPA

Address of exit program

EPBWAA
Address of work area

J

EPB

EPBCHAIN

\/

EPB

CSA
EPL
—
| CSAUETBA
EPLNEPL
Address of next EPL
EPLEPBA
Address of EPB
UET
UETHEPBC || EPL
Address of first EPB >
EPLNEPL 0
EPLEPBA
UETENEPL
Address of next EPL
UETEEPBA
Address of EPB
UETENEPL
UETEEPBA —
EPL
\_,/ EPLNEPL 0
EPLEPBA
Note:

Most of the linkages shown
are created dynamically in
response to vENABLE commands.

Figure 35. Control blocks associated with the user exit interface
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Skeleton TCTTE

TCTSKSYS

Address of TCTSE

System TCA

TCATCUCN

TCTEMDE

Address of model
TCTTE

TCTSKSRE
Address of surrogate
TCTTE

Address of first TCTTE
in chain

TCAFCAAA

Model TCTTE

TCTSE for remote system

Surrogate TCTTE

Address of principal
facility

TCTTECA
Address of TCA

TCTTERLA

Address of relay link
TCTTE

TCTTEUCN

Address of next TCTTE
in chain

\_/

Relay link TCTTE

TCTTECA

Address of TCA

TCTTEUCN 0

End of chain

TCTTEIST
Address of TCTSE

\/

Figure 36. Control blocks associated with transaction routing

\/

-
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Root anchor GEN and RLT Extracted
DFHRABS tables data

> o> EXTDS

GENDS slotl

v

EXTDS

GENDS slot2

——>|RLTDS slotl

RLTDS slot2

Figure 37. Overseer control blocks
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| Debugging the overseer sample program

This section helps you diagnose problems in the overseer sample program
(DFH$AXRO). If the overseer detects an error, it will either put out a diagnostic
message, or take a snap dump. The operator can request a snap dump by using the S
command.

| Figure 37 on page 168 shows the basic control blocks of the overseer with DSECT
| names.

| If the overseer program fails, a message may be written to the console, and a dump

| produced. Certain failure return and reason codes are saved within the RABDS control
| block, and individual GENDS control blocks (if the error is connected with a particular
| GEN).

| The following points may help you avoid overseer problems:

| * Some overseer requests are asynchronous, and post a user ECB when they complete.
| You should therefore be careful not to reuse user areas before the events complete.

| e There is one system key area, and one user key area, managed by the overseer

| authorized services. See DFHWOSB for the assembler language DSECTs and the
| logic.
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TCA

TCADWEBA
Address of DWE

TCATIEBA
Address of TIE

\_/

TIE

TIECHNA

Address of next TIE

DWE

TIEEPBA
Address of EPB

TIEFLAGS

Interest profile

TIEEPN

Address of
resource manager

TIELWA

TIE

Local work area

TIECHNA

Address of next TIE

DWE

DWECHAN
Address of next DWE

DWECHAN
Address of next DWE

TIE

TIECHNA 0

DWE

DWECHAN
Address of next DWE

DWE

>

DWECHAN 0

Figure 38. Control blocks associated with the task-related user exit interface
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CSA

CSAOPFLA

CSAOPFL

CSAPSCBA

TCA

DFHTCADY
System area

TCAPSDBA

DFHTCADS
User area

PDB 3
(JES interface
spool data block)

o

'DFHPDBPS’

Address of -
global contro! block

PSG
(JES interface
global control block)

'‘DFHPSGPS’

PDBCSAP

PDBFWDP

PDBBWDP =0

PDBTOKEN
PDB token identifier

PDB 2

'‘DFHPDBPS’

PSGCSAA - | -

PSGNXTK

Next PDB token
to be allocated

Note:

A new PDB is created for each
SYSOUT data set that is opened,

PDBCSAP

PDBFWDP

PDBBWDP

PDBTOKEN

PDB1

'DFHPDBPS’

PDBCSAP

and is inserted at the
beginning of the PDB chain
referenced by TCAPSDBA.
When the data set is closed,
the PDB is removed from the
chain, and its storage released.

Figure 39. Control blocks associated with the JES interface

PDBFWDP =0

PDBBWDP

PDBTOKEN
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CSA

COPY DFHCSADS

System Section

CSACDTA
{current tas|

Painters to CICS Modules and Tables, Save Areas,
Statistics, Constants, Parameters, Time of Day.

o |

CWA Common Work Area - User's Section

Allocated at sysgen.

Default = 512, Maximum = 3684,

Initially binary zeros.

Exists for duration of CICS,

Usable by multiple tasks for statistics, to pass data, etc.

TCA

TCACBAF;(REG. 12) @

L CSACBAR (REG. 13) @

] COPY DFHTCADS
System Section

Program Control Information,
Task Priority, RSA
Pointers, etc.

?

TCTTE

t CICS-acquired
CSAWABA

COPY DFHTCTTE
L TCTTEAR, TCAFCAAA

System Section

TCAFCAAA
)

Operator Id.
Security Keys

Control Information TCTTEDA Size defined in TCT.

's Section — 1 per terminal

Use comparable to CWA.

L_ TCTTEAR

b crrecia CICS-acquired

TIOA

COPY DFHTIOA
L TIOABAR, TCTTEDA

E
System User's Section o
Section Terminal input or output messages. B
12 bytes Size defined in TCT, and obtained as needed by CICS. Also obtainable
through DFHSC TYPE = GETMAIN, CLASS = TERMINAL (data length only).

LTAOABAR
FIOA

t CICS- or user-acquired
TIOADBA

COPY DFHFIOA
L FIOABAR, TCAFCAA

System Section
| ©64bvies

User’s Section

For file records. Size defined in FCT. Automatically acquired by FCP, as
required. All records (except VSAM) read into FIOA initially. Only one type
(Inquiry, unblocked) processed here. All others moved 10 FWA.

L FIOABAR

TCAFCAA @

TCAPCLA @

TCASCSA

CICS-acquired
t——- FIOADBA I—ﬁ_—

COPY DFHFWADS
L FWACBAR, TCAFCAA

User’s Section

For file records. Size defined in FCT, and acquired by FCP, as required, or through
DFHFC TYPE = GETAREA. Records moved here from FIOA or VSAM buffer for
Inquiry, Blocked; Updating; Browse. Also, new records assembled here.

L. FWACBAR
VSWA

t FoUWA l CICS- or user-acquired

COPY DFHVSWA
L VSWABAR, TCAFCAA

System Section for VSAM 1/Q
Lpet 96 bytes for basic 1/0 and 136 bytes + key length for browse 1/0.
Automatically acquired by FCP as required, and passed to user only for locate mode operations.

L VSWABAR
SAA

L—VSWAR EA L\/SWALEN CICS-acquired

COPY DFHSAADS
L SAACBAR, TCASCSA

System

1
©

TCATDAA ®

v

TWA - Transaction Work Area
User’s Section

Size defined in PCT

Default = 0.

Work area;
task duration only.

l CICS-acquired

— TwacoBA

Figure 40. CICS areas

Section
8 bytes

User's Section
User’s work area.
Area acquired through DFHSC TYPE © GETMAIN, CLASS - USER (data length oniy).

L SAACBAR
TSIOA

t | User-acquired
SAASACA

COPY DFHTSIOA
L TSIOABAR, TCATSDA

System
Section

TCATSDA CE) -——-———L— 12 bytes

v

inct LLbb

User's Section

Temporary storage +/Q area.

Automatically acquired by TSP on DFHTS TYPE = GET, or by user through
DFHSC TYPE = GETMAIN, CLASS = TEMPSTRG (data + 4 bytes for LLbb)

ETSIOABAR
TDOA

i TSIOADBA CICS- or user-acquired

COPY DFHTDOA
L TDOABAR, TCATDAA

System User's Section
Section Intrapartition output only. V/L records only. User-specified area. May be obtaned
12 bytes through DFHSC TYPE = GETMAIN, CLASS = TRANSDATA {data + 4 bytes for
Libb).
PUT
incl LLbb
TDOABAR TDOADBA
TDIA COPY DFHTDIA
L TDIABAR, TCATDAA
System User’s Section
Section ntrapartition input only. V/L records only. Size = size of largest record in queue.
GET 40 bytes Automatically acquired by TDP, as required.

t—TDIABAR

L_ TDIADBA
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TIOABAR TIOA Terminat Input/Qutput Area (DFHTIOA)

x'g5° IEVTE I HALFWORD WORD HALFWORD | BYTE | BYTE MESSAGE DATA JBYTE
' 4 TioasaL TIOASCA 4 TioatoL A [ TioADBA _ o
TIOALAC
TIOACLCR
TIOAWCI

TIOABAR — TIOA Base Address Register

TIOACLCR — TIOQA Control write — Line or Copy Request (same as TIOALAC)
TIOADBA - TIOA Data Begin Address

TIOALAC - TIOA Line Address Control (same as TIOACLCR)

TIOASAL — TIOA Starage Accounting — area Length
TIOASCA — TIOA Storage Chain Address

TIOATDL -- TIOA Terminal — message Data Length
TIOAWC! — TIOA Write Control Indicator

FIOABAR FIOA File Input/Qutput Area (DFHFIOA)

x'sF'l TWO WORDS | Ay I

WORD I WORD l P DATA
I' ) { FCFIOLRA i FCFIOFCT FIOADBA

storage accounting control information FCDSO1D
:Icl:AgAR - ;ile Enpul/Otétput Area Base Address Register FCFIOLRA — FCFIO Logical Record Address
10xxx — File Control File Input/Qutput xxx SOID — File Control Data — area
FCFIOFCT — FCFIO File Control Table — entry address FEDSOID ~ File Contr
FWACBAR
FWA Fie work Area (DFHFWADS)
X'8F TWO WORDS WORD WORD DATA
X y [ L
CWACBAR - Fie Work Avey 20198 courting ares FCUPDRA FCUFCTA FCUWA
~ fite Work Area Control Base Address Register FCUPDRA - Fife Control UPDate Record Addr
FCTA - Fil ] Fi | Table Addi ess
FCUFC ile Control Update File Control Table Address FCUWA  — File Gontrol Update Work Ares (data begin address]
VSWABAR
VSWA vsam work area (DFHVSWA)
X‘SLL TWO WORDS | , | WORD | / | WORD J DATA ,

VSWAREA t VSWALEN

VSWABAR — VSAM Work Area Base Address Register
VSWAREA — VSAM Work Area REcord Address
VSWALEN — VSAM Work Area Record LENgth

SAACBAR — SAA Control Base Address Register
SAASACA — SAA Storage Accounting Chain Address
SAASAC| — SAA Storage Accounting Class Identification

TSIOABAR

v TSIOA Temporary Storage Input/Output Area {DFHTSIOA)

JSAACBAR SAA Storage Accounting Area (DFHSAADS)
BYTE
x'8C_| BYTE | HALFWORD WORD I DATA
[ 4 saasap
SAASAFI SAASACA
SAASACI

SAASAF| — SAA Storage Accounting Format Identification
SAASAD — SAA Storage Accounting Displacement (length)

x'8€’_| BYTE | HALFWORD WORD HALFWORD HALFWORD DATA

TSIOABAR — TSIOA Base Address Register
TSIOADBA — TSIOA Data Begin Address
TSIQOASAL - TSIOA Storage Accounting — area Length

TDOABAR

3 TSIOASAL TSIOASCA TSIOAVRL 5 TSIOADBA

TDOA Transient Data Output Area {(DFHTDOA)

TSIOASCA — TSIOA Storage Chain Address
TSIOAVRL — TSIOA Variable Record Length (LLbb)** *

y

X'80° l BYTE I HALFWORD WORD HALFWORD | HALFWORD DATA

TDOABAR — TDOA Base Address Register
TDOADBA — TDOA Data Begin Address
TDOASAL - TDOA Storage Accounting — area Length

TDIABAR

TDOASAL 3 TDOASCA TDOAVRL ) TDOADBA

TD'A Transient Data Input Area (DFHTDIA)

TDOASCA — TDOA Storage Chain Address
TDOAVRL ~ TDOA Variable Record Length (LLbb)*"

X'8D° l BYTE | HALFWORD WORD HALFWORD HALFWORD DATA

TDIASAL TDIASCA TDIAIRL TDIADBA

TDIABAR — TDIA Base Address Register
TDIADBA —~ TDIA Data Begin Address
TDIAIRL — TDIA Intrapartition Record Length (LLbb)**

* Length is “"Message Data' only

TDIASAL — TDIA Storage Accounting — area Length
TDIASCA — TDVA Storage Chain Address

*** Length includes LLbb and data unless

{does not include TIOATDL itself, or the EOB byte). STORCLS=TERMINAL in which case

** Length includes LLbb and data.

length is length of data only.

Figure 41. CICS areas — control sections
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*Zp dandiy

opinD uoneUIIAPRQ WRIQ0Id 1'T SAW/SOID /|

1340 90UdIRJ3I Fununoooe adeio)s orRUA(]

Subpool Subpool | Storage Overrun Free Area 98 .
ﬁ:;peool Storage Page Storage | Accounting Detection &| Queue PAGE Allocation Map Subpool
Class Code | Assignment | Allocation | Area (SAA) Correction | Element CSAPAMA (Subpool Headers) Name
Direction Algorithm ["g 1o T Chained off | (Dupl SAA)| Chained off
0 4 8 Cc
AID 87 Lowest
CONTROL CONTROL | 94 | addressed | First 4 | None No Subpool No. of ) . CONTROL
DCA 81 | available Fit Header pages First Last 01 0
ICE 86 page assigned FAQE FAQE
QEA 82 to subpool
10
LINE 84 | Lowest ) LINE SELF No. of
i TERMor | 85 | addressed | First 8 | TERM Yes Subpool pages ’ First Last 02| 0 ™
TERMINAL available Fit TCTTE Header assigned FAQE FAQE
page (Push to subpool
1 down) 30
DWE 9D
FILE 8F o
JCA 9B Task First Fit Each
LLA 8B initially Task’s
MAPCOPY gs assigned "TCA from 8 '{CAh v TCA No. of o 0 ot o
RSA 1 page ow Push- es Syst Area) pages ‘04’
TASK TCA 8A | lowest address down) S assigned TASK
TEMPSTRG| 8E addressed 08 * First to subpool
or TS available Others FAQE
TRANS- 8D page from low oCA Last
DATA address FAQE
or TD of
USER 8C available
40
MAP 89
SHARED | 93 Lowest No. of
SHARED TACLE 96 addressed First 4 None No Subpool pages First Last ‘05" 0 SHARED
TSMAIN 97 available Fit Header assigned FAQE FAQE
TSTABLE | 98 page to subpool
DL/ SF
Lowest 50 No. of :
RPL RPL 90 addressed First 4 None No Subpool pages First Last ‘06’ 0 RPL
available Fit Header assigned FAQE FAQE
page to subpool
60
Highest No. of
PROGRAM PROGRAM| 88 add.feSSEd Full 8 None No None pages (4] 0 ‘08’ 4] PROGRAM
available Pages assigned
page(s) to subpool
70
FAQE
0 _4 8 C _ f Page No. pages Start of Start
Contiguous | , Lower Higher Remaining Most recently allocated size in Dynamic of MAP
free area addressed addressed free area SAA is first on chain. (Bytes) Dynamic Storage (Part 1) —
Length in FAQE (or FAQE (or Last SAA on chain points : Storage X'00" if
bytes subpool subpool back to major control unassigned
(includes header) header) area (TCA or TCTTE). X'01++08
FAQE) I assigned
subpool
X118 if
o SAA 4 0 4 8 l program is
cfsp! I Next SAA . scheduled
0lor Lengthhon chain Allocated DéxphcatedSlt\A‘ bl trrr MIAPI PI !I It b to be
pji in (8 byte "storage -p (Overrun detectable re— BERER (Part )l HRER <= deleted
gl bvies [saasonty) subspools only) (1 Brte/Page)
] |
A bbb imAaP@Pan2y | | | ] ]
4 t 4___ Includes SAA and allocated storage. Duplicate SAA is not included I § | | | [(Byte/Page)] | | | | |

Subpool code if a TCA, Init:mg value if area initialized
Storage class code - aligned on double doubleword




i Chapter 2.5. The CAVM data sets

The control and message data sets, used by the CICS availability manager (CAVM), are
both VSAM ESDS data sets which are accessed using control interval processing with
user buffering. The control intervals (Cls) have the standard VSAM format with CI
definition fields (CIDFs) and record definition fields (RDFs). All data’in a given control
or message data set relates to a single generic APPLID.

The control data set contains a CI for recording CAVM’s view of the overall state of the
generic APPLID (the state management record), and a status CI for each potential
member system (the active and alternate systems).

The message data set contains secondary status Cls, to be used when a system is unable
to write its status CI in the control data set, and enough message Cls to hold the
maximum anticipated backlog of messages from the active system to the alternate system.

At most times, when the active and alternate systems are running normally, serialization
of access to the data sets is unnecessary, because the state management record remains
unchanged, and all other Cls in the two data sets are owned (updated) by only one of the
member systems. However, when the state changes, at SIGNON, TAKEOVER or
SIGNOFF, the state management record is changed, and ownership of other Cls may
also change. RESERVE is used to serialize updates of the state management record, and
any changes of ownership of other Cls are effected under this RESERVE. DEQ is used
to free the data set, so that any system can update it again.

The contents of the data sets are described in more detail in the following sections. The
contents may be useful when the problem cannot be easily ascribed to the active system
or the alternate system. For example, a terminal might be lost (not switched), or the
system waiting indefinitely.

Contents of the control data set

The control data set contains the following sequence of Cls:
1. Control CI

2. State management record CI

3. Primary active system status CI

4. Primary alternate system status CI.
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The control CI is used for validation. It contains:

Bytes Contents
0- CAVM data set format number
8- 15 DD name (DFHXRCTL for control data set,
DFHXRMSG for message data set)
16-23 Generlc APPLID
26-63 Unique identification comprising:

26-31 TOD clock at time of formatting by CAVM
32-43 MVS ID of formatting system
(SMF ID and IPL time and date)
GG~ Zeros

A control CI with the same format is also present in the message data set. During the
CAVM SIGNON procedure, CAVM writes both Cls as part of its formatting operation
if both data sets were previously unused. Otherwise, it validates the two CIs by checking
that:

¢ The CAVM code level and data-set format are compatible.

¢  They have the same unique identification data.

e  The DD name value is appropriate for the intended use of the data set.

®  The generic APPLID is the same as that of the system attempting to sign on.

The state management record contains information about the overall state of the generic
APPLID. 1t consists of a fixed part, followed by a number of job description parts, one
for each potential member system. The format of the fixed part is defined by the DSECT
SMDESCR in DFHWSMDS. The format of a job description part is defined by the
DSECT WSJDESC in DFHWSMDS.

The status CIs contain information about a particular member system. Unlike the state
management record, they are continually updated. The status data may be recorded in a
corresponding CI in the message data set if a system is for some reason unable to update
its control data set status CI. The preferred place for status information is the control
data set.

Each status CI consists of a fixed part which describes that system, and may be of interest
to any partner system. This is followed by parts containing information directed to a
specific partner system. Since the implementation allows only one alternate system, there
is in fact only one instance of these specific parts in each CI.

The fixed part of the status CI consists of a 12-byte status record header, followed by data
described by the DSECT WSAS in DFHWSADS. The format of the status record
header is:

Bytes Contents ‘
0- 7 TOD clock value at time of issuing write request
8-11 Write sequence number

The sequence numbers of the status Cls in the control data set are independent.
However corresponding status Cls in the control and message data sets share a sequence
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number. Except for the special case when both contain their initial value (zero),
corresponding status Cls should always contain different sequence numbers with the
higher value in the CI containing the more up-to-date date.

The following part of the status CI contains in order:

1. Data described by DSECT WSAR in DFHWSADS.

2. FEither invalidation data for the alternate system (DSECT WSARIV in DFHWSADS)
if it is an active system status CI, or a takeover message for the active system

(DSECT WSARTM in DFHWSADS) if it is an alternate system status CI.

3. Expedited message data from PUTREQ and PUTRSP requests (DSECT WSARQR
in DFHWSADS).

Contents of the message data set

The message data set contains the following sequence of Cls:
1. Control CI

2. Unused CI (set to zeros)

3. Secondary active system status CI

4. Secondary alternate system status CI

5. Message data CIs up to the end of the space allocated.

The control CI and status CIs have already been described in the section on the control
data set.

The message data Cls form a wraparound store of message records generated as the result
of PUTMSG requests issued by the active system to the CAVM message manager. The
active system’s write cursor and the alternate system’s initial-read cursor are both located
in the active system’s status CI (see the DSECTs WSAR and WSAS in DFHWSADS.)
The alternate system’s current-read cursor is located in the alternate system’s status CI
(see the DSECT WSAR in DFHWSADS.)

The Cls are in standard VSAM format, and each message is represented by a single
non-spanned ESDS record. CIDF and RDF control fields are maintained accordingly.
The message manager does not attempt to combine RDFs for adjacent records of equal
length, consequently there is one RDF for each record in the CI.

Each message CI contains:

1. A control record
2. Zero or more message records.

The control record format is defined by the DSECT WMRCR in DFHWMRPS.

The message record format is defined by the DSECT DFHWMRPS.
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Chapter 2.6. Debugging application programs

This chapter discusses the debugging of application programs with the aid of a dump.
Before using the information in this chapter for command-level programs, the reader
should first have attempted to discover faults in the application program with the aid of
the execution diagnostic facility (EDF).

When debugging a CICS application program which shares an IMS/VS DL/I data base
with an IMS/VS batch program, see “Shared data base problems” on page 227.

The source language of a failed program can be determined from the setﬁngs of bits 2,
and 3 in the PPTTLR byte of the PPT:

PPTTLR bit 2 on means a PL/I program
PPTTLR bit 3 on means a COBOL program
These bits turned off means an assembler-language program

The dynamic storage area associated with a particular task’s execution of an application
program (in any source language) is addressed by field TCAPCDSA in the system part of
the TCA. (For PL/I programs, TCAPCDSA is also labeled TCAPCPA; and for
COBOL programs is also labeled TCAPCCA.) The way in which the dynamic storage
area is used depends on the source language and whether the command-level or
macro-level CICS interface is being used.

The standard save area consists of 72 bytes as follows:

Bytes 1-4 Flags
Bytes 5-8 Backward chain address
Bytes 9-12 Forward chain address

Bytes 13-72 Registers 14 to 12
The fbllowing sections describe how to debug COBOL, PL/I, and assembler programs

with CICS. VS COBOL II is always referred to by its full name and other versions of
COBOL simply called COBOL.
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COBOL application programs

VS COBOL II application programs

If the FDUMP compiler option is used for a VS COBOL II program, VS COBOL II
diagnostics, including a formatted dump, are written to a temporary storage queue called
CEBRname, where “name” is the name of the terminal. You can look at this queue
using the CEBR transaction either by entering CEBR directly or invoking it by the
EXEC diagnostic facility (EDF). The diagnostics include the abend code, an abend
information message, the PSW and registers at the moment of abend, the program ID(s),
the date and time of the compilation of the program(s), the TGT and the contents of all
the base locator and index cells (or indications that there are none). The formatted dump
refers to data by the names used in the PIC and USAGE clauses in the program. How
to execute the CEBR transaction is described in the Application Programmer’s Reference.
To find a description of the contents of the temporary storage queue, see the V'S COBOL
II General Information and VS COBOL Il Debugging manuals.

Using EDF, you can press the PFS5 key to display the WORKING STORAGE and
offsets from the beginning of WORKING STORAGE. If you used the VS COBOL II
compiler option MAP, you can locate any data in the display. In the VS COBOL II
map, find the BLW number (B) and the displacement (D) of the data. The displacement
of the data from the start of the WORKING STORAGE is (B*X’1000") + D.

In a CICS dump, the characters C2THDCOM, C2RUNCOM and C2TGT + 48 are at
the beginning of the corresponding areas. THIDCOM points to chains of RUNCOMs
and RUNCOMs point to TGTs. A TGT always starts to with the word X’0010xy01",

where the first bit of ’x” is “1”. The base locators for WORKING STORAGE (BLWs) in
the TGT address the WORKING STORAGE.

All COBOL application programs
COBOL load modules contain at least the following fields:

¢ Command-level programs (only) begin with the EXEC interface processor DFHECI.
See the link-edit listing to find the length of this processor.

e INIT1 — executable code to initialize registers and address constants to other fields
and instructions, and invoke INIT2.

¢ DATA AREA - working storage, various constants and control blocks.

e TGT — the task global table contains many variables, including the register save area
and the BLL cells, which point to areas defined in the linkage section.

¢ PGT — the program global table contains address constants and literals that are
constant throughout program execution.

e PROCEDURE - code compiled from the Procedure Division.

e INIT2 — chains the TGT save areas to the caller’s save area.
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e INIT3 — on the first invocation, relocates each address in the TGT and PGT by
adding the address of the beginning of the program as loaded, loads base registers,
and then branches to the first instruction of the PROCEDURE.

Dump areas to be considered in COBOL program diagnosis
In the dump of a COBOL program, the main areas to be considered are:
¢ The program itself, of which there is one copy

¢ The COBOL area — a CICS dynamic storage area that is allocated by task.

Location of COBOL dumped areas

The dumped program

The dumped COBOL program is addressed by PPTCSA in the PPT, or by the
appropriate SCP trace entry for PROGRAM class. The register save area INIT1 + X'48’
(covering registers 0 through 14) should have register 12 pointing to the PGT, register 13
pointing to the TGT, and some others to locations in the data area and compiled code of
the program storage. If not, a CICS error is indicated.

For each invocation of the COBOL program, CICS copies the static TGT from program
storage into CICS dynamic storage (the COBOL area) and uses the dynamic copy instead
of the static one. (For command-level COBOL programs only, CICS also copies
working storage from program storage to the COBOL area, above the TGT.)
Task-related COBOL areas thus enable the single copy of a COBOL program to
multithread as if it were truly reentrant.

The dumped COBOL area

The COBOL area is addressed by TCAPCDSA (TCAPCCA) in the system part of the
TCA (and forms part of the transaction storage chain). For command-level interface
programs, the COBOL area contains (1) the COBOL working storage for the task and (2)
a copy of the task global table (TGT); for macro-level programs, the COBOL area
contains only a copy of the TGT. In either case, at any time after the program has issued
a CICS request, the TGT is always addressed by TCAPCHS in the system part of the
TCA.

The TGT is used to hold intermediate values set at various stages during program
execution. The first 18 words of the TGT constitute a standard save area, in which the
program’s current registers are stored on any request for CICS service.

The TGT also holds the base locator for linkage (BLL) cells, which contain the addresses
of all areas defined in the linkage section of the COBOL program. The BLL cells are
located at or about offset X"1F4".

The BLL cells should be recognizable in the dump thus:

¢ In a command-level program, the third BLL cell points to itself, and the fourth to the
CSA. (This is true only when the COMMAREA is 4096 bytes or less; see “BLL cells
in a command-level program” on page 182.)
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¢ In a macro-level program, the first BLL cell points to itself, and the second to the
CSA.

BLL cells in a command-level program

The first BLL cell points to the EXEC interface block (an area that follows the literal
string 'DFHEIB’).

The second BLL cell points to the first (or only) 4096-byte block of COMMAREA. If
the COMMAREA is greater than 4096 bytes, the third BLL cell points to the next
4096-byte block of COMMAREA,; further 4096-byte COMMAREAS are pointed to by
succeeding BLL cells.

The next BLL cell always points to itself; the remaining BLL cells are set by the
application program.

Thus, for example, if the COMMAREA size is 10K bytes, it is the fifth BLL cell that
points to itself.

Initialization of COBOL programs within CICS (command-level)

Note: For a generalized description of the way in which command-level CICS requests
are handled, see “Invocation of CICS services by command” on page 188.

COBOL programs, when compiled, include the task global table embedded in the object
code. The areas addressed by the BLL cells include the EXEC interface block (EIB).

In order that concurrently executing tasks may execute the same COBOL program, a
separate copy of the TGT must be kept for each task using the program. For programs
using the command-level interface, or a mixture of command-level and macro-level, a
separate copy of the WORKING STORAGE section is also made, so that data areas in
WORKING STORAGE can be modified. If the command-level interface is not used,
WORKING STORAGE is read-only. When a task requests a LINK or XCTL to a
COBOL program, DFHPCP builds, for that task, a separate copy of WORKING
STORAGE and the TGT in transaction storage. It is listed as part of a CICS transaction
dump. A single area of CICS transaction storage is used to contain the copy of
WORKING STORAGE and the copy of the TGT. This area contains a save area for
the registers after the COBOL INIT routines have been executed, followed by the copy of
WORKING STORAGE, followed by the copy of the TGT.

When a COBOL program is first fetched, DFHPCP determines the TGT size and stores
it in PPTCCR in the PPT COBOL extension. It also determines the total size of the
register save area, the WORKING STORAGE, and the TGT, and stores it in
PPTCOTP in the PPT COBOL extension. It also sets PPTCOTGT to address the static
TGT in program storage (from which copies will be made) and sets the bit PPTCINIT in
PPTTLR2 to show that the program has been initialized. The offset of the first BLL cell
in the TGT is stored in PPTCOBLL. I the program is later reloaded from disk, these
fields are reinitialized.

For each transaction issuing a LINK or XCTL to the COBOL program, DFHPCP
acquires a new COBOL area. The first four BLL cells in the TGT copy are initialized;
the first cell points to EIB, the second to DFHCOMMAREA, the third to itself to
address the rest of the BLL cells, and the fourth to the CSA. All other cells must be set
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by user code as required. (This includes the CALL ‘DFHEI’ inserted by the translator
at the start of the PROCEDURE DIVISION for COMMAREAs that may be greater
than 4096 bytes.) The field TCAPCDSA (TCAPCCA) in the TCA system prefix points
to the acquired COBOL area for that task. The original WORKING STORAGE section
and TGT are only used as a base for creating new COBOL areas.

Note: The register save area starts 16 (X’10’) bytes in from the COBOL area start, the
length of the register save area is 60 bytes.

1. Most COBOL programs also use a program global table (PGT). When a COBOL
program is first fetched, address constants in this have to be relocated. This is done
once only. Thereafter, all tasks using the program use the PGT for reference only.

2. At the point in DFHPCP where a high-level language application is invoked,
programs using the EXEC interface invoke DFHEIP at the initialization entry point
DFHEIPIN. This sets up the EXEC environment by (1) obtaining EXEC interface
storage (EIS) unless it has already been acquired by task control; and (2) initializing
it. EIS (which includes the EIB) is addressed by TCAEISA in the system part of the
TCA. DFHEIP then invokes the application.

3. The COBOL area (in CICS dynamic storage) is freed when the program issues an
XCTL or a RETURN.

Initialization of COBOL programs within CICS (macro-level)

CICS conventions for macro-level COBOL programs require the first four BLL cells to
hold the addresses of the BLL cells, the CSA, the CSA optional features list and the
TCA. Pointers to the TIOA, TCTTE and other areas may follow in any order,
depending on what is in the linkage section.

Since some of these are task-dependent, a separate copy of the TGT is kept for each task
using the program.

When a COBOL program is fetched due to a LINK or XCTL request, DFHPCP
determines the TGT’s size, its address, and the offset in it of the first BLL cell, and stores
them in the 12-byte PPT entry extension, at PPTCCR, PPTCOTGT, and PPTCOBLL
respectively.

It also finds the unresolved ADCON in the PGT (generated for DFHCBLI), and inserts
there the address of PCCBLIN, the point in DFHPCP which the program, when
running, will invoke for CICS services. DFHPCP then allows the compiled code INIT1,
INIT?2, and INIT3 to run, but causes control to return to DFHPCP rather than the
procedure. Thus, the COBOL addresses that require it are relocated, and COBOL base
registers are evaluated, and stored at offset X’48” in the compiled program.

For each task that uses the COBOL program, DFHPCP obtains a new COBOL area in
user storage, 8 bytes longer than the original TGT. DFHPCP copies the original TGT
into it, after changing the TGT pointers in the program itself, and sets the first BLL cell
to address itself, and the second to address the CSA. Finally, the COBOL program is
invoked by a BALR 14,15 instruction near label PCPEHLL. Due to the preceding
manipulations, it uses the set of base registers which remain at offset X’48’ as if from a
previous execution, including the base of the new TGT,
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PL/I application programs

Optimizer-compiled PL/I load modules contain several CSECTs, typically including:

e PLISTART, to carry the load module entry point and send control to the library
initialization routines which then invoke the compiled code. Under CICS, this
CSECT is replaced by DFHPL1I or DFHPLI1OI; see “Initialization of PL/I
programs within CICS (macro-level)” on page 186. Whichever is present, it is always
at offset 0.

e  PLIMAIN, of 8 bytes only, containing the entry point of the MAIN PROCEDURE.

* A static internal control section, and the compiled code itself. The external (main)
procedure appears before any internal blocks. Each block entry point is preceded by
the block name.

e PLISHRE, the shared library addressing module, present if the shared library option
is in use. These CSECTSs have dummy entry points that duplicate the names of all
entry points in the shared library, and code to send control to the corresponding
working entry point. :

® Various resident PL/I library routines, which are automatically link-edited for
operations required by compiled code but not provided by the installation’s shared
library.

An initial storage area (ISA) is acquired during PL/I initialization, and secondary
segments of storage may be obtained during execution as logical extensions to it. The
low-address part of the ISA is the Program Management Area, which consists of the
(PL/I-type) TCA, its TCA appendage, other housekeeping fields, and a dummy DSA
(dynamic storage area). These are created by initialization routines, and are detailed in
the OS PL/I Optimizing Compiler: Execution Logic manual. A PL/I DSA is created for
each level of PL/I code invoked (by a compiled CALL, BEGIN, or function reference),
either in the ISA, or, when that overflows, in a secondary storage segment.

Each DSA starts with a standard save area and contains various housekeeping fields, the
AUTOMATIC variables belonging to its block, and temporary workspace.
CONTROLLED and BASED variables, which are created by the program, may occur in
the ISA near the high-address end, or in segments obtained specifically.

Dump areas to be considered in PL/I program diagnosis
In a dump involving PL/], identify and examine the following:

1. The current CICS DSA. This can be found from TCAPCDSA (TCAPCPA)
normally or from PL/I’s register 13 or its value kept in register 11 during a CICS
macro request. The registers saved in the standard save area are those current when
the last call occurred to a lower-level block, a library routine, or a CICS service.
Hence register 14 gives the address where that call occurred in the compiled code, and
register 15 the address called. (For a CICS service, the latter is always PCPL1IN in
DFHPCP.) Any parameter list passed will be found from the saved register 1.

2. TCAPCTA in the CICS system TCA. If, in the macro interface, the X’01” flag is not
on, the call to set CSACBAR has been omitted or not yet reached.
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Location of PL/I dumped areas

The transient data destination CPLI holds debugging messages, and destination CPLD
holds the dump for PL/I programs.

The dumped PL/I program is addressed by PPTCSA in the PPT, or by the appropriate
SCP trace entry for PROGRAM class.

Initialization of PL/I programs within CICS (command-level)

Note: For a generalized description of the way in which command-level CICS requests
are handled, see “Invocation of CICS services by command” on page 188.

1. PL/I programs use static and dynamic storage.

2. STATIC storage is embedded in the object code. If programs use this for anything
but read-only data, there is a danger of data corruption when multithreading.

3. PL/I dynamic storage (AUTOMATIC, CONTROLLED and BASED) is allocated
from a PL/I area called the initial storage area (ISA). A separate block is allocated
from the ISA for each PL/I procedure entered, and released when control returns
from the procedure. These blocks are called PL/I dynamic storage areas (DSAs).
Each PL/I DSA begins with a register save area, to be used for all subroutine calls -
from that procedure. CONTROLLED and BASED storage are allocated in separate
blocks from the ISA.

4. When a task requests a LINK or XCTL to a PL/I program, control is passed (after
any necessary program fetch) to the CICS module DFHSAP. This performs the
PL/I initialization instead of the subroutines that would do this in batch PL/I. An
area of transaction storage is acquired to be used as the ISA for that task. Thus each
task using a PL/I program has its own area for dynamic storage.

5. The ISA allocated per task is not large. If insufficient space is available for acquiring
another area from the ISA (for example, a PL/I DSA for an inner procedure),
- DFHSAP is entered again to acquire a further area of transaction storage. This may
be done repeatedly, provided CICS dynamic storage is available.

6. The successive areas acquired by DFHSAP are chained in a push down stack. Each
area has a 16-byte prefix (including the 8-byte CICS SAA) of which offset 8 points to
the previously acquired area. The latest area acquired is addressed by TCAPCDSA
(TCAPCPA) in the TCA system prefix.

Refer to the OS PL/I Optimizing Compiler: Execution Logic manual for a detailed
layout of the ISA. The ISA begins 16 bytes on from the PL/I area at the far end of
the push-down chain.

7. At the point in DFHPCP where a high-level language application is invoked,
programs using the EXEC interface invoke DFHEIP at the initialization entry point
DFHEIPIN. This sets up the EXEC environment by obtaining EXEC interface
storage (EIS) which includes EIB and initializing it. EIS is addressed by TCAEISA
in the system part of the TCA. DFHEIP then invokes the application.
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Initialization of PL/I programs within CICS (macro-level)
CICS-PL/I load modules differ from those that run in batch in the following respects:

1. The first CSECT is an interface routine, DFHPL1I or DFHPL10OI. During
execution, this routine redirects control to the CICS nucleus on each request for
certain PL/I library functions (including creation of the PL/I environment) and all
CICS services.

2. The shared library resides in the link pack area, and is usable concurrently by batch
and CICS-run programs. However, the PLISHRE that CICS programs have as the
addressing module has the entry points IBMBPIRA, IBMBPIRB, and IBMBPIRC
deleted to prevent clashes with DFHPL1OI.

The nucleus module DFHSAP takes over the entry points and functions not only of PL/I
initialization, but also of storage management. It assigns the ISA and secondary segments
in blocks of CICS transaction storage instead of using operating system macros, but does
not leave any free space for PL/I to suballocate within these blocks; whereas in batch, the
ISA may take most of the address space. CICS uses an extra chain through these blocks,
headed by TCAPCPA in the system part of the TCA, and linked through the word at
offset X’8” in successively older segments, ending with the ISA. The PL/I storage begins
at offset X"10” in each CICS allocation.

Besides the initialization done by DFHSAP, CICS conventions require the PL/I program
to execute the

CALL DFHPL1C (CSACBAR);

statement before invoking any CICS macro-level services. This call is passed by
DFHPLII (or DFHPL10I1) to DFHPCP which stores the current DSA address (usually
the main procedure DSA) in the CICS TCA at TCAPCHS, turns on the X’01’ bit in
TCAPCTA, and returns the address of the CSA, so that the PL/I program can address
the major CICS fields. For more information on the CICS-PL/I interface and debugging
corresponding problems, see the OS PL/I Optimizing Compiler: Programmer’s Guide.

Assembler-language application programs (command-level only)

Assembler-language load modules contain:

¢ The EXEC interface processor DFHEAI. See the link-edit listing to find the length
of this processor. :

¢ The code and constant data areas generated by the assembler.

¢ The EXEC interface processor DFHEAIQ. See the link-edit listing to find the length
of this processor.
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Dump areas to be considered in assembler-language program diagnosis
In the dump of an assembler-language program, the main areas to be considered are:
e The program itself, of which there is one copy.

® The dynamic storage area which is allocated by task. This is the storage for the
variables in the DFHEISTG DSECT.

Location of assembler dumped areas

The dumped program

The dumped assembler program is addressed by PPTCSA in the PPT, or by the
appropriate SCP trace entry for PROGRAM class.

The dumped DFHEISTG

This dynamic storage is addressed by TCAEISTG, which points to the currently active
dynamic storage area on the chain of dynamic storage areas pointed to by TCAPCDSA.

The DFHEISTG DSECT begins with a standard save area; this is followed by the
parameter list storage in which the argument list to be passed to DFHEIP is built,
together with other variables including the address of EIB and the address of
COMMAREA. The user’s own variables in dynamic storage begin at offset X’B0’ in
DFHEISTG.

Initialization of assembler-language programs within CICS (command-level)

Note: For a generalized description of the way in which command-level CICS requests
are handled, see “Invocation of CICS services by command” on page 188.

Assembler-language programs using the command-level interface are invoked in a
system-standard way:

Register 13 points at save area
Register 14 points at return address
Register 15 points at entry point
Register 0 (undefined)

Register 1 points at argument list

The entry point is the code generated by the prolog macro DFHEIENT, which saves the
caller’s registers, invokes DFHEIP to obtain the dynamic storage required by the
application, loads the registers to address the application code, its data (in DFHEISTG),
and EIB.

At the end of an application program it can return to CICS by invoking the DFHEIRET

macro, which restores the caller’s registers (saved by DFHEIENT) and returns to the
address in register 14.
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Invocation of CICS services by command

During execution of command-level programs, registers 12 and 13 do not address the
TCA and CSA. A direct branch into CICS modules is therefore not possible.

Each EXEC CICS command is translated to include a CALL statement (but in an
assembler-language program, it includes an invocation of the DFHEICAL macro). This
passes control to DFHEIP at the DFHEIPCN entry point. The AICB contains the
addresses of the subsystems that can be used by the application. This includes EIP entry
points and the DL/I entry point.

The registers of the application program at the time of the CALL are stored in a register
save area. For COBOL, this area is held at the start of the TGT; for PL/I, it is at the
start of the current DSA,; and for assembler, it is at the start of the DFHEISTG DSECT.
In all cases, register 13 points to the save area, and registers 14 through 12 are stored from
offset X’C’ on. DFHEIPIN saves register 13 (the pointer to the saved register values) in
TCAPCHS and in EISARSA. DFHEIP makes two trace entries for each EXEC CICS
command; one on entering DFHEIP and the other just before returning to the
application. On entry to DFHEIP, the trace entry gives the return address in the
application, an encoding of the command to be executed (EIBFN) and the address of the
application’s dynamic storage: WORKING STORAGE for COBOL; DSA for PL/I; and
DFHEISTG for assembler. On exit from DFHEIP, the trace entry gives the return
address in the application, the encoding of the command, and the response from the
command (EIBRCODE). The return address on exit will be the same as on entry unless
an exceptional condition has occurred; in this case, the return address will be the point in
the program where the exception is to be handled. (This is specified by EXEC CICS
HANDLE.) These pairs of trace entries (which may have intervening trace entries made
by the rest of CICS), together with the response from each command and the return
address, provide a record of the flow of control through the application. For further
details, refer toFigure 20 on page 117 . If an exception occurs that the application has
not mentioned in an EXEC CICS HANDLE, then DFHEIP will take a system action,
which is usually to abend the task with an abend code AEIx or AEYX where x is a suffix
that uniquely identifies the exceptional condition. For further information, see the
Messages and Codes manual.

A dump contains the transaction storage EIS which contains EIB with the character
string ‘DFHEIB’ preceding EIB to assist in locating it. This EIB contains various fields
of interest, for example, the task number to identify the trace entries for this task, the last
EXEC CICS command and its response, the last DATASET used. For further
information, see Application Programmer’s Reference.

If a program interrupt occurs in a command-level program, registers 12 and 13 may or
may not address the TCA and CSA, depending on whether a CICS service is being
executed or not.

The command interpreter is an assembler command-level application, and uses the trace
entries and storage area dumps available to such an application.
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Invocation of CICS services by macro

During execution of COBOL and PL/I programs, registers 12 and 13 are used for special
purposes. A direct branch into CICS modules (which expect these registers to address the
TCA and CSA) is therefore not possible.

Each CICS macro in an application program is expanded to include a CALL statement.
This passes control to DFHPCP at a special entry point for that source language
(through an interface module, in the case of PL/I). The appropriate entry point is stored
in each HLL program after it is fetched into storage, as explained earlier.

The registers of the COBOL or PL/I program at the time of the CALL are stored in a
register save area, which is reserved by the program compiler. For COBOL programs,
this area is held at the start of the TGT; for PL/], it is at the start of the current DSA. In
either case, register 13 points to the save area, and registers 14 through 12 are stored from
offset X’C’ on.

The COBOL or PL/I interface section in PCP saves register 13 (the pointer to the saved
register values) in register 11, then loads registers 12 and 13 to address the TCA and CSA,
and invokes the appropriate CICS service request. Thus the key to the HLL registers
saved for any CICS service request is the value of register 11, as saved in the appropriate
CICS save area in the TCA. This will point to one of the transaction storage areas,
addressed directly or indirectly through TCAPCCA/TCAPCPA. This value is also stored
at TCAPCHS in the system prefix for COBOL programs; for PL/I, TCAPCHS points to
the save area for the program block which was active on the last invocation of CICS.

If a program interrupt occurs in an COBOL or PL/I program, registers 12 and 13 may or

may not address the TCA and CSA, depending on whether a CICS service is being
executed or not.
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Chapter 2.7. Debugging terminal errors

Two routines (DFHTACP for non-VTAM terminals, and DFHZNAC for VTAM
terminals) are provided for error handling. These routines perform only basic error
processing; for further error processing, control is passed to a user-written routine —
DFHTEP (for non-VTAM) or DFHZNEP (for VTAM).

Non-VTAM terminal errors

For non-VTAM errors associated with a line or terminal, DFHTCP places the terminal
out of service and creates a TACLE, which contains error information. The TACLE is
chained from TCTLEECA in the relevant TCTLE and is a copy of the event control
block (ECB) with a 16-byte prefix.

Control is passed to DFHTACP, with TCAFCAAA addressing the TACLE. The field
TCTLEPFL at offset X’8 in the TACLE contains the error code. DFHTACP inspects
the error code and sets bytes TCTLEECB + 1 and TCTLEECB + 2 of the TACLE to
indicate the default actions to be taken. The error codes and the corresponding default
actions are shown in Figure 44 on page 192, DFHTACP then links to DFHTEP which
takes one of the following forms:

¢ A default DFHTEP, which immediately returns control to DFHTACP
¢ A sample DFHTEP provided with the system
¢ A user-written DFHTEP to provide further error processing.

On return to DFHTACP, the default actions are performed, unless overridden by the
DFHTEP.

Trace entries are made before and after DFHTACP’s link to DFHTEP. See page 70 for
details of these DFHTACP (X’E6’) system trace entries.

Figure 43 on page 192 provides a quick cross-reference chart for finding the appropriate
message number (and associated error condition) for each error detected by DFHTACP.
Figure 44 on page 192 shows the error messages, error codes, and default actions for
abnormal actions detected by BTAM and TCAM.
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Error Message Error Message Error Message Error Message
Code Number Code Number Code Number Code Number
X807 none X'89" DFH2526 X'90°* DFH2532 XT99r DFH2521
X'81" DFH2501 X'89" DFH2527 X'91" DFH2531 XT9AY none
Xrga?* none X'89°* DFH2528 X192¢* none X'9B" DFH2523
X'83’ DFH2503 X"8A" DFH2510 X'93? none X'9C? DFH2524
X'84" DFH2502 X*8B" DFH2512 X194" DFH2516 X*9pr* DFH2525
X857 DFH2511 Xr8C" DFH2506 X195" none XY9ET" DFH2508
X'86" DFH2505 X'8D!* DFH2513 X196 DFH2518 XT9F" DFH2534
Xr87" DFH2569 X'8E? DFH2514 X'977" DFH2519 X'AOQ?" DFH2530
X'88" DFH2507 X'8F? DFH2515 X'98" DFH2520 XTAl" DFH2509
Figure 43. Non-VTAM terminal error message numbers
Error Error (Symbolic Condition Action Set
Message Code Label) By DFHTACP
(See notes
at end of
figure)
DFH2501 X'81' (TCEMCMTL) Input message exceeds read length, or
lost data signaled on read text for
remote device (follows unit check error). 3
DFH2502 X'84" (TCEMCTCT) TCT search error:
- Switched line - real terminal 3
- Switched line - dummy terminal none
- Nonswitched line - real terminal 2,3
- Nonswitched line - dummy terminal.
DFH2503 X'83' (TCEMCAAR) 2740-2 Communication Terminal auto none
output request. (Used by
DFHTACP, not passed to DFHTEP.)
DFH2505 X'86' (TCEMCPL) Polling list error. 1
DFH2506 X'8C' (TCEMCOER) BTAM return code on write:
Local 3270 Information Display 2,3
Svystem open failure, invalid
relative line number (RLN),
device under OLTEP
- Local 2260 Display Station 2,3
- All other conditions. 1,3
DFH2507 X'88'" (TCEMCIER) BTAM return code on read:
- Local 3270 Information Display 2,3
System open failure, invalid
relative line number (RLN),
device under OLTEP
- Local 2260 Display Station 2,3
- All other conditions. 1,3

Figure 44 (Part 1 of 5).

Error messages, error codes, and default actions generated by DFHTACP for DFHTEP
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Error
Message

DFH2508

DFH2509

DFH2510

DFH2511

DFH2512

DFH2513
DFH2514
DFH2515

Figure 44 (Part 2 of 5).

Error
Code

X'9E"

XTAl"

XT8AT

X185

X'8B"

X*8D"
X'8E"
X'8F"

(Symbolic
Label)

(TCEMCUP)

(TCEMCIDR)

(TCEMCTO0)

(TCEMCROT)

(TCEMCOBE)

(TCEMCOLZ)
(TCEMCNOA)
(TCEMCOAE)

Action Set
By DFHTACP
(See notes
at end of
figure)

Condition

A 3270 Information Display System none
print request was made, but no

printer was available to print the data.
DFH2531 or DFH2532 may subsequently

appear - see code X'91' and "3270

Unavailable Printer™ in the chapter

"The Terminal Error Program™ in the
Customization Guide.

A transaction has requested a DFHTC 5
TYPE=(RESET,DISCONNECT) on a switched

binary synchronous line, and no end-
of-transmission (EOT) has been

received from the terminal; this

indicates that more data is to follow.

Terminal control issues a read to the

terminal. If the EOT is not received

on that read, the error code is set

and passed to DFHTACP.

7770 Audio Response Unit 32-second 3,5
time-out

Invalid write request: ‘
- A write request was made to a 3
terminal in input status.

- A write request was made to a 3735 3
Programmable Buffered Terminal
before EOT (indicated by the EOF
condition) was received from
the 3735 during batch transmission.

Hardware buffer exceeded (shift 3
character not properly accounted for).

Output length zero. 3
No output area provided. 3
Output area exceeded (TIOATDL value 3

larger than output area).

Error messages, error codes, and default actions generated by DFHTACP for DFHTEP

Chapter 2.7. Debugging terminal errors 193



Error
Message

DFH2516

DFH2518
DFH2519

DFH2520

DFH2521

Error (Symbolic

Code

X'94*

X1961
xXr97?

Xr98"

X*99?*

Label)

(TCEMCUC)

(TCEMCUE)
(TCEMCUES)

(TCEMCNR)

(TCEMCUDT)

Condition Action Set

By DFHTACP
(See notes
at end of
figure)
Unlt check:

Local 2260 Display Station, local

3270 Information Display Systen,

or SAM:

1. SAM line 1,3

2. Local 2260 or local 3270 operation 3

check only
3. Local 2260 or local 3270 other 2,3

sense code (including local 3270
unit error).

- Remote lines none
- Switched line disabled 4
- Intervention sense:
1. Switched line 3,4
2. Nonswitched, real terminal 2,3
3. Nonswitched, dummy terminal. 1

Un1t check (actions same as TCEMCUCS):
Lost data on read text (message
DFH2501 also issued, see code X'817)

(3}

- Data check sense:

1. Real terminal 2,3
2. Dummy terminal. 1
- Time-out sense:
1. READ or WRITE TEXT command on
start/stop device nonhe
2. Other time-out, real terminal 2,3
3. Other time-out, dummy terminal. 1
- All other sense codes. 1

Unit exception (actions same as TCEMCUES). none

Unit exception:

- Switched line 3,
- Real terminal 2,
-  Dummy terminal.

N

Negative response:
- Negative response to addressing 2,3
- Negative response to '"DFH2503 AUTO

QUTPUT' message. none

Undetermined unit error:
- Local 2260 Display Station 2,3
-~ Local 3270 Information Display

System (see code X'94")
-~ Hrite connect on autocall line 1,2,3
All other devices. 1,3

Figure 44 (Part 3 of 5). Error messages, error codes, and default actions generated by DFHTACP for DFHTEP
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Error Error (Symbolic condition Action Set

Message Code Label) By DFHTACP
(See notes
at end of
figure)

DFH2523 X'9B' (TCEMCICR) The terminal entries for the sending 3

and receiving devices did not specify
the COPY feature (3270 Information
Display System).

The device address specified for the 3
receiving device does not exist on the
control unit.

The length of the COPY command was not 3
specified as one.

DFH2524 X'9C'" (TCEMCIMB) Invalid message block received:
- An unidentified message block was 2,3
received from a local or remote 3270
Information Display System.

- The type of input block received 2,3
from a 3735 Programmable Buffered
Terminal did not agree with the
mode of the active transaction
inquiry batch.

DFH2525 X'9Dp' (TCEMCICM) An incomplete message was received 2,3
from a remote 3270 Information
Display System. The device
terminated transmission prior to
message completion (that is,
end-of-transmission (EOT) was
received prior to end-of-text (ETX)).

DFH2526 X'89'" (TCEMCSM) Error status received from remote BSC none
device - 3270 Information Display
System intervention required (printer).

DFH2527 X'89'" (TCEMCSM) Error status received from remote BSC none
device - 3270 Information Display
System intervention required (screen).

DFH2528 X'89*' (TCEMCSM) Srrgr status received from remote BSC
evice:
- 3735 Programmable Buffered none
Terminal (all conditions).
- Operation check (other devices) 3
- All other conditions/devices. 2,3
DFH2529 X'87" (TCEMCUI) Unsolicited input:
- Input has occurred on an none

out-of-service 3735 Programmable
Buffered Terminal.

- Terminal receive only (TCAM) 6
(TCTLEECB+3 = X'03")

- Terminal out of service (TCAM) 2,6
(TCTLEECB+3 = X'04")

- Task has not issued a read (TCAM) none
(TCTLEECB+3 = X'01")

- No available TCTTE from the pool none

(TCAM) (TCTLEECB+3 = X'02").
Figure 44 (Paft 4 of 5). Error messages, error codes, and default actions generated by DFHTACP for DFHTEP
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Error Error (Symbolic Condition Action Set

Message Code Label) By DFHTACP
(See notes
at end of
figure)

DFH2530 XTAQ" (TCEMCWOT) Invalid read request:

- A read request was issued to a 3
terminal in RECEIVE status.

- A read was issued to a 3735 3
Programmable Buffered Terminal
after an end-of-transmission (EOT)
(indicated by the end-of-file (EOF)
condition) was received from the
terminal during batch transmission.

DFH2531 X'91°" IC error on unavailable printer none
entry (see "3270 Unavailable
Printer™ in the chapter "The
Terminal Error Program™ in the
Customization Guide).

DFH2532 X'90" Print request queued for IC PUT after none
unhavailable printer (see "3270
Unavailable Printer™ in the chapter
"The Terminal Error Program™ in the
Customization Guide).

DFH2534 X'9F' (TCEMIDR) TCAM has issued an invalid destination 3
return code to CICS.

Notes:

Default Action Description Bit Setting Mask
1 Line out of service X'80" at TCTLEECB+1
2 Terminal out of service X'08'" at TCTLEECB+1
3 ABEND transaction X'04" at TCTLEECB+1
G Switched line disabled X'20' at TCTLEECB+1
5 Disconnect switched line X'10" at TCTLEECB+1
6 Release TCAM incoming message X'80" at TCTLEECB+2

Unless otherwise stated, the bits at TCTLEECB+1l, which are left unset by default,
have the values given in the action bits table under "TACLE Action and
Information Bits™ in the chapter "The Terminal Error Program™ in the
Customization Guide.

Figure 44 (Part 5 of 5). Error messages, error codes, and default actions generated by DFHTACP for DFHTEP

VTAM-associated errors

For VT AM-associated errors, the processing is similar. DFHZCP passes control to
DFHZNAC, which in turn links to DFHZNEP (the node error processing program) for
further error processing. In this case, the TCTTE associated with the error is put onto
the NACP queue that is pointed to by the TCT prefix.

196 cics/mMvs 2.1 Problem Determination Guide



Figure 45 on page 197 provides a quick cross-reference chart for finding the appropriate
message number (and associated error condition) for each error detected by DFHZNAC.
Figure 46 on page 198 shows the error codes and action flag settings for abnormal
conditions detected during sessions involving VT AM-supported logical units. The code
containing a particular error condition is passed to DFHZNAC in a 1-byte field of

DFHZNAC’s TWA at label TWAEC. DFHZNAC passes control to the appropriate
node error program for resolution of the error. See the Diagnosis Reference manual for a
description of the CICS-VTAM interface.

Error Message Error Message Error Message Error Message
Code Number Code Number Code Number Code Number
X'1o0’ DFH2405 X"GA" DFH3463 X'90°" DFH2422 X'C7? DFH3485
X'11? DFH2403 X14B? DFH2498 X191 DFH2429 X'C8'" | DFH3486
X'13’ DFH2416 X'4C? DFH3481 X'192? DFH24628 X'Ccor DFH3487
X'14" DFH2404 X'4D? DFH3473 X193? DFH2455 X'CB? DFH2431
X'15" DFH24607 XY4E" DFH3479 X'94" DFH2626 X'CcC? DFH2451
X'18’ DFH246404 X"4F? none X'95¢" DFH2445 XT'CD" DFH2454
X*'19? DFH2406 X'50" DFH3417 X'96" DFH2435 X'CE" DFH3469
X'1A'? DFH2408 X'51°" DFH3418 X'97°" DFH2436 X'CF? DFH3471
X'1lD!* DFH24617 X'52" DFH3419 X'98?" DFH2439 X'Do? DFH2409
X120" DFH2617 X153 DFH3420 X'99r DFH2459 X'D1" DFH2410
Xr21r’ DFH4902 X'54" DFH3434 X'9B" DFH2486 X'p2* none

Xr22" DFH4903 X'557 DFH3440 X'9Cr DFH2487 X'D3* DFH2463
Xv23? DFH4904 X'57°" DFH3464 X'9p? DFH3465 X'D4? DFH2453
X'24" DFH4905 X'58" DFH3433 XY9E" DFH3472 X'D5? DFH2452
X125 DFH4906 X'59°" DFH26443 X'9F? DFH3478 X'D6 " DFH2441
X'26" DFH4907 X'5A" DFH3421 XTAQT DFH3480 X'D77" DFH2440
X127 DFH4908 X'5B" DFH3422 X'Al? DFH2438 X'D8 " DFH2457
Xr28" DFH4909 X'5C? DFH3424 XTA3!* DFH2444 X'D9r DFH2469
X129" DFH4910 X'5E" DFH3454 X'A7?" DFH2449 X'DA? DFH2470
X'2A" DFH4911 X'5F" DFH3455 XTA8" DFH2471 X'DB' DFH3483
X'2B" DFH4912 X'60" DFH2421 XTA9" DFH2472 X'DC* DFH2442
Xr2C? DFH4913 X'61" none XTAA?! DFH2473 X'DD" DFH2458
XrzDr DFH4914 X'62" none XT"AB' DFH3470 X'"DE" DFH3403
X'2E" DFH4915 X163 DFH3441 XTAC? DFH34746 X'DF? DFH3482
X'2F" DFH4916 X'64" DFH3443 XTAD" DFH3475 X'EO" DFH2411
X'30" DFH4917 X'65"? DFH2448 X'AE' DFH3476 X'El" DFH24612
X'31° DFH4918 X'66" DFH3452 XTAF? DFH3477 XTE2" DFH2413
X132 DFH4922 X'67" DFH3442 X"Bl? DFH2401 XYE3" DFH2485
X'33" DFH4919 X'69" DFH3466 X'B2" DFH2425 X'EG" DFH2491
X'34"7 DFH4920 Xr70" DFH3468 X'B3? DFH2402 XYEST DFH2499
X*35" DFH4930 Xr73® DFH2437 XT'Bh" DFH2420 X'E6" DFH2404
X'3C" DFH3488 X'74" DFH2423 X'B6 " DFH4924 X'E7" DFH2488
X140°" DFH2489 X'75" DFH2424 X'B77" DFH4925 XTE8' DFH3416
X'41" DFH2490 X'78° DFH2430 X'Bg" DFH4926 XYE9"' DFH2102
X427 DFH2697 X179¢ DFH2474 X'B9" DFHG927 XTEA" DFH3432
X463 DFH2434 X'380’ DFH2414 X'BA" DFH2633 XYEB"' DFH3428
XTG4 DFH24656 X'81°" DFH2432 X'BB* DFH24618 XYEC" DFH3429
X'45" DFH3400 X'82" DFH2419 X'BC" DFH3410 X'ED' DFH34630
X"46" DFH3402 X'83" DFH2450 X'BD" DFH4928 X'EF' DFH3431
X477 none X'84" DFH2446 X'Clr" DFH2400 X'FO?! none

X'48" DFH34661 X'88" DFH2467 X'Ch? DFH2427 X'F1°? DFH4931
X'49" DFH3462 X'89" DFH2668 X*'Cé" DFH3484 X'F21 DFH2469

Figure 45. VTAM terminal error message numbers
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Error
Message

DFH2102

DFH2400

DFH2401

DFH2402

Figure 46 (Part 1 of 17).

Error
Code

X7647°
X"61"

X162

X'D2"
X'E9"

Xrclie

X'Bl1?

X'B3"

(Ssymbolic
Label)

(TCZGMMS)
(TCZLUSTA)

(TCZVTAMQ)

(TCZCRP)
(TCZSTIND)

(TCZSRCAT)

(TCZRPLAC)

(TCZNORPL)

condition

Good morning message to be sent.

LUSTATUS received after inter-
vention required type of condition.

Cancel task, and close VTAM session
due to quick close or abend.

Node recovery in progress.

Data base changes found to be
synchronized. Details are given
of failure.

Error not supported:

¢ An unanticipated error code
was passed to CICS by VTAM.

¢ The SYNAD exit was unable to
6d§atify the error received from
TAM.

Request parameter list (RPL)
active:

e A logic error has occurred
such that a VTAM request is
being set up using an RPL
which already has an active
request.

¢ The VTAM CHECK macro
instruction was not issued by
the appropriate exit.

No RPL available when one was
expected:

¢ The RPL pointer field in the
TCTTE (TCTERPLA) was
inadvertently cleared.

e A logic error has occurred
within CICS that caused the
RPL to be freed.
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Action
Flags
(See notes
at end of
figure)
13

32

24,32

9,10,11,32

2,3,9,10,
11,23,24

Error codes, error messages, and default actions generated by DFHZNAC for
DFHZNEP



Error
Message

DFH2403

DFH2404

DFH2405

DFH2406

DFH2407

DFH2408

DFH2409

Figure 46 (Part 2 of 17).

Error (Symbolic

Code

X'11r*

X'16"

Xr18’

X'E6?

Xr1io°

X'19*

X*15*

X'1AT

X'po?

Label)

(TCZSRCBF)

(TCZLRCER)

(TCZLRCNR)
(TCZDMLG)

(TCZSRCTU)

(TCZSRCTS)

(TCZSRCPF)

(TCZSRCVE)

(TCZTXCS)

Condition

Session bind failure:

e A session cannot be established
because no physical path can
be found to the logical unit.

¢ The logical unit does not exist.

¢ The logical unit does not agree
with the BIND parameters.
Possible system generation
mismatch. For an intersystem
communication session,
to the section on sense codes
sent by CICS.

VTAM detected a logic error
associated with a request:

¢ VTAM request was either not
complete or not executable.

¢ Conflicting parameters in the
request parameter list (RPL).

e LERAD exit entered.

* Not on known TCTTE.

Node not activated.
either was not activated, or was
deactivated by the network

operator.

Terminate-self command received.
The logical unit has requested
to be disconnected.

Permanent failure with channel

or NCP/VS:

¢ Either the NCP/VS has
abnormally terminated,
shut down by the operator.

e A channel failure has occurred.

An error has occurred in VTAM
processing (apparent VTAM error).
VTAM has encountered an error in its
ownh processing of the request to or
from the logical unit.

VTAM recovered node.
successfully reestablished commun-
ications with the node.
reinitiate a session with the node.

CICS will

Action
Flags
(See notes
at end of
figure)

2,5,18,24

9,10,11,18

Error codes, error messages, and default actions generated by DFHZNAC for
DFHZNEP
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Error
Message

DFH2410

DFH2411

DFH2412

DFH2413

DFH2414

DFH2415

DFH2416

DFH2417

DFH2418

Figure 46 (Part 3 of 17).

Error
Code

X'p1?

XTEQ?

XTELl"

XTE2"?

X'30°"

X*13"

X*1D"

Xr20°
X'BB"

(Symbolic
Label)

(TCZTXCU)

(TCZDMSN)

(TCZDMRA)

(TCZDMCL)

(TCZSRCSP)

(TCZSRCVH)

(TCZSRCVI)

(TCZVTAMI)
(TCZSEXUC)

condition

Node unrecoverable.
VTAM cannot reestablish
communications with the node.

Node attempted invalid logon. An

unknown node has attempted a logon.
The symbolic node name is contained
in the first 8 bytes of the message.

Receive-any problem. Receive-any
initiation failed. VTAM may be in
termination.

Node CLSDST failed. The CLSDST of a
node in logon exit has failed:

e VTAM storage problem.
e Apparent VTAM error.

Temporary VTAM storage problem.
VTAM has run short of available
working storage. This situation
should eventually terminate. Not
defining enough VTAM buffer storage
at VTAM generation is a common

way of creating such a problem.

Node out of service. The node has
been taken out of service by CICS
because of an earlier node error
condition.

VTAM is halting. The HALT QUICK
command was entered by the network
operator while a SIMLOGON or OPNDST
request was in progress.

VTAM inactive to TCB:

e CICS has failed to open its
VTAM ACB.

¢ VTAM was halted.

Unknown command in RPL.

SESSIONC exit, while validating the
RPL at completion for a SESSIONC
request, was unable to determine
which SESSIONC command was sent:

¢ Invalid RPL address.

* RPL was altered.
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Action
Flags

(See notes
at end of
figure)

2)3’9;10}
11,18,24

none

hohe

none

none

18

Error codes, error messages, and default actions generated by DFHZNAC for
DFHZNEP



Error
Message

DFH2419

DFH2420

DFH2421

DFH2422

DFH26423

Figure 46 (Part 4 of 17).

Error
Code

xraar

X'B5?

X'60"

X'90?

X'76°

{Symholic
Label)

(TCZSSXUC)

(TCZSAXUC)

(TCZUNCMD)

(TCZLGCER)

(TCZSDSES5)

DFHZNEP

Condition

Unknown command in RPL.
Send-data-flow synchronous exit was
unable to validate the command sent:

¢ Invalid RPL address.
¢ RPL was altered.

Unknown command in RPL.
Send-data-flow asynchronous exit
was unable to validate the
indicator sent:

¢ Invalid RPL address.
¢ RPL was altered.

Unsupported command received.
Receive-specific exit or receive-any
has received an indicator it cannot
handle:

e If DFHZNAC finds that the message
is not an LU status message, the
indicator is unsupported.

If the indicator proves
to be LU status, see the
system sense table below.

¢ RPL was altered.

DFHZCP logic error.
OPNDST, SIMLOGON or CLSDST has
detected one of the following:

¢ OPNDST - node has already
been opened.

¢ SIMLOGON - node has already
been logged on.

¢ CLSDST - CLSDST-activate-
request bit is not on.

Incomplete command request.

A request to send-data-flow
synchronous command was made with
incomplete bit settings:

¢ TCTTE has been altered.

¢ Requesting module has a logic
error.

e TCTTE was queued inadvertently
to send synchronous.

Action
Flags

(See notes
at end of
figure)

2’3)9} 10}
11,23,24

2,3,9,10,
11,23,24

5,9,10,11,24

Error codes, error messages, and default actions generated by DFHZNAC for
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Error
Message

DFH2424

DFH2425

DFH2426

DFH2427

DFH2428

DFH2429

Figure 46 (Part 5 of 17).

Error
Code

X75¢

X2’

X196

X'Ch’

Xr9z2?*

X'91"

(Symbolic
Label)

(TCZSESEL)

(TCZSDAUC)

(TCZRACES)

(TCZSRCNA)

(TCZSDSEé6)

(TCZRSTLE)

Condition

Command request invalid.
SESSIONC command request bits are
invalid or incomplete:

¢ TCTTE bhas been altered.

* Command request bits are
incomplete.

¢ Queued inadvertently to SESSIONC.

Command request invalid.
Send-data-flow asynchronous command
request bits are invalid or
incomplete:

¢ TCTTE has been altered.

¢ Command request bits are
incomplete.

Input status error.

The receive-any module received
data from a node in one of the
following conditions:

¢ The node is permanently
out of service.

o TCT specifies the node as an
output only device.

NCP/VS restarted.

NCP/VS has been restarted after
failing while an OPNDST was in
progress.

Send-synchronous request
incomplete.

A send-synchronous request
failed to indicate whether a
command or data was to be sent:

* TCTTE has been altered.

e Incomplete request queued
to DFHZSDS.

Invalid RTYPE. An incorrect
RESETSR request was made:

¢ The requester failed to specify,
or incorrectly specified, the
RTYPE.

¢ TCTTE was inadvertently altered.
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Action
Flags

(See notes
at end of
figure)

3,9,10,
11,15,24

3;9)10)
11,15,24

3,9,11

3,10,11

Error codes, error messages, and default actions generated by DFHZNAC for
DFHZNEP



Error
Message

DFH2430

DFH2431

DFH2432

DFH2433

DFH2434
DFH2435

DFH2436

DFH2437

Error
Code

X'78"

X'CB!

X'81'

X'BA'

X'43°
X'96"

X197

Xr73t

(Symbolic
Label)

(TCZSDRE2)

(TCZSRCTC)

(TCZSSXNR)

(TCZSEXNR)

(TCZCPYNS)
(TCZRVSZ1)

(TCZRVSZ3)

(TCZSDSE%)

Condition

Command request invalid.
A send-response request was made in
error:

¢ Request failed to specify whether
response was to be RQDl or RQDZ2.

e TCTTE has been altered.

Request to a released node.

If the access method control
block (ACB) is open, this is a
DFHZCP logic error. If the ACB
is closed, CICS is halting and
CLOSE ACB has been issued.

Exception response received. A
SEND DFSYN exit received an
exception response. An exception
response to a bid was received,
containing sense information that
does not relate to the expected
ready—-to-receive (RTR) sense.

Exception response received.
SESSIONC exit received an
exception response. An exception
response to a SESSIONC command
was received from the logical
unit. CICS requires a normal
response.

Source not valid for copy.

RPL missing. Receive-specific
was activated without an RPL:

¢ CICS error such that an RPL is
expected to be present on entry
into the receive-specific module
but has been freed or was never
allocated.

¢ TCTERPLA was altered.

TIOA missing. Receive-specific
found the original TIOA in an
overlength data condition missing:

¢ CICS error such that the original
TIOA was freed.

e TCTTEDA was altered.

Read-only node. A DFSYN SEND was
scheduled for an input-only device:

¢ TCTTETS was altered.

¢ Task was attached that does a
SEND. :

Action
Flags

(See notes
at end of
figure)

3,9,11,22

2,3,9,10,11

none

none

3,11
3,10,11,24

3,10,11

3,9,11

Figure 46 (Part 6 of 17). Error codes, error messages, and default actions generated by DFHZNAC for

DFHZNEP
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Error
Message

DFH2438

DFH26439

DFH2440

DFH2441

DFH2442

DFH2443

DFH2444

Error (Symbolic

Code

X'Al"

X'98"

X'p7°"

X'Dé6"

X'DC*

X'591"

XTA3®

Label)

(TCZRVSZ2)

(TCZACTO01)

(TCZSXC1)

(TCZSXC2)

(TCZPXE1l)

(TCZROCT)

(TCZBKTSE)

Condition

Invalid read request. A read
(RECEIVE) request was attempted for
a receive-output only device:

* Task was attached that issued a
read.

e TCTTETS was altered.

Invalid resume request. Activate
scan found a TCTTE to resume (but
a task was not attached):

e TCTTECA was altered.

e CICS encountered a logic error
such that the task was detached,
vet the resume flag was left on
in the TCTTE.

CICS quiesced by node. The node
has indicated that all data flow
to it should stop. Temporarily
cannot store any more data.

CICS released by node. The node
is now ready or capable of
receiving data from CICS.

Exception response received to a
definite response send. Response
exit received an exception
response.

Request outstanding:

¢ A receive request was outstanding
on a node at system shutdown
time.

e The high order bit in the node
initialization block (NIB)
address-field was turned on by
DFHZNAC, indicating no further
communication should be attempted
with this node.

CICS bracket state error. Applic-
ation program violated CICS bracket
protocol. Application issued a
DFHTC read after a WRITE LAST
request.

Action
Flags

(See notes

at end
figure)

3,1

Figure 46 (Part 7 of 17). Error codes, error messages, and default actions generated by DFHZNAC for

DFHZNEP
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0,11

2,18

none

none

none



Error
Message

DFH2445

DFH2446

DFH2448

DFH2449

DFH2450

DFH2451

Figure 46 (Part 8 of 17).

Error
Code

X195?

X186"

X'65"

XTA7?

X'83'

xXrce!

(symbolic
Label)

(TCZSDSE3)

(TCZSSXIB)

(TCZINVRR)

(TCZBOEB)

(TCZSSXAR)

(TCZSRCCI)

Condition

Output area exceeded.
TIOA length error:

¢ Application set up TIOATDL
incorrectly.

¢ Application overran the TIOA.

Invalid response to bid. A
normal response was received to a
bid while in bracket state. The
3601 Communication System
application program is in error.
It has lost track of the bracket
status of the node.

Invalid response requested.
Receive-specific, receive-any or
receive-specific exit received
data from the logical unit
without a response requested
(RQD1-RQD2). RPL altered.

Bracket error. An application
program sent either a begin-
bracket when the transaction
was in the bracket state, or an
end-bracket, or data not marked
with a begin-bracket, following
an end-bracket.

Bid issued but ATI canceled. The
ATI which caused a bid to be sent
was canceled.

¢ The ATI was time-initiated
dependent.

e CICS error.

Outstanding request when clear was

issued. A request (receive-specific)

was outstanding when clear was
issued by CICS or by VTAM. A

clear-unbind was issued by VTAM when

any one of the following occurred:

¢ Communication with the node was
lost (LOSTERM exit node
unrecoverable).

¢ CICS terminated the session
(CLSDST).

¢ CICS issued the clear in an
effort to tidy up or
resynchronize the session.

Action
Flags

(See notes
at end of
figure)

3,9,11

2,3,10,11,
22,23,24

2)3’11’

18,22,24

none

2,3,9,10,11

Error codes, error messages, and default actions generated by DFHZNAC for
DFHZNEP
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Error Error (Symbolic Condition Action

Message Code Label) Flags
(See notes
at end of
figure)
DFH246452 X'D5' (TCZCXE2) Invalid command received. 3,9,10,
The session control input exit 11,18,24

received a command other than
request recovery from a logical
unit.

DFH2453 X*DG" (TCZCXRR) Request recovery received. The 1,2,3
logical unit has indicated that
recovery processing is needed.

DFH2454 X'CD' (TCZSRCCX) Exception in chain. Exception 2,3,9,10,11
response returned on a POST=RESP
chained data send:

e Error within CICS. CICS does not
send chained data with POST=RESP.

e VTAM error.

DFH2455 X'93" (TCZRACET) Continue-any mode with task 2,3,9,10,
attached. The node was in 11,15,22,24
continue-any mode, yvet a task was
still present. The task currently
on the node should have been
abnormally terminated, but was not.

The node was closed, and logon
simulated, which put it into
continue-any mode. '

DFH2456 X'44' (TCZSRCDE) Received exception response to 2,
a command. Logical unit sent an 1
exception response to a command.

CICS does not support an exception
response from the logical unit to a
command other than bid.

DFH2457 X'D8' (TCZRNCH) Multiple catastrophic errors ' 2
encountered. More than one con- 10,
secutive error has been encountered
by a node without the first error
being processed. That is, while
DFHZNAC is processing the first error
encountered with a node, another
synchronous error occurs that
overlays the previous error code.

DFH2458 X'DD' (TCZPXE2) Received exception response to none
exception response SEND.

DFH2459 X799 (TCZSDSE?7) No TIOA available for SEND. TIOA 3,9,11
for SEND was not available. TCTTEDA
was not loaded prior to issuing the
DFHTC TYPE=WRITE macro or was
inadvertently cleared.

Figure 46 (Part 9 of 17). Error codes, error messages, and default actions generated by DFHZNAC for
DFHZNEP
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Error Error (Symbolic Condition Action

Message Code Label) Flags
(See notes
at end of
figure)
DFH2467 X'88" (TCZLEXCI) Invalid communications identifier 2,3,9,
(CID) detected. A VTAM 10,11,23,24

request was made with an invalid
CID. TCTECID was altered.

DFH2468 X'89' (TCZLEXUS) Unknown symbolic name. A request 2,3,9,
was made to VTAM with an invalid 10,11,23,24
symbolic node name:

¢ Symbolic name altered in the NIB.

¢ VTAM definition and TCT entries
do not agree.

DFH2469 X'D9'" (TCZYX43) Exception response received. An 2,3,9,10,11
exception condition exists for an
inbound message. Inhvalid sequence
numbers.

DFH2470 X'DA' (TCZSXC3) Request shutdown received while 9,10,11,24
task active:

* The controller application
program sent RSHUTD (request
shutdown) on behalf of a node
while a task was still attached.

¢ During VTAM shutdown, a shutdown
complete indicator was received
from the controller application
program on behalf of a node
while a task was still attached.

¢ During VTAM shutdown, a task
was still attached to a VTAM
3270 Information Display System
(which cannot send request shutdown
or shutdown complete).

DFH2471 X'A8' (TCZFMHLE) FMH length error. The function 2,
management header length was greater 1
than that of the data received from
the logical unit:

¢ The logical unit built the FMH
incorrectly.

¢ Transmission error.

DFH2472 XTA9'" (TCZRACRF) Unable to retrieve overlength 11
data. The receive request for the
remainder of the data that was in
excess of the receive-any input area
was not accepted by VTAM,

Figure 46 (Part 10 of 17). Error codes, error messages, and default actions generated by DFHZNAC for
DFHZNEP
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Error
Message

DFH2473

DFH2474

DFH2485

DFH2486

DFH2487

DFH2488

DFH2489

DFH2490

DFH2491

DFH2497

DFH2498

Figure 46 (Part 11 of 17).

Error
Code

X'AA"

X779

XYE3"'

X'9B?

X'9C*

X'E7"

X160"

X161

X'E4?

X142°

X'4B"

(Symbolic
Label)

(TCZSDSE9)

(TCZATINS)

(TCZCNCL)

(TCZRACNL)

(TCZOCNL)
(TCZIPGC)

(TCZINCPY)

(TCZTOLRQ
(TCZSXC4)

(TCZUNPRT)

(TCZICPUT)

Condition

Outbound chaining not supported.
The CICS application program has
attempted to send more data to the
logical unit than its generated
maximum permitted length, and the
logical unit does not support
outbound chaining.

ATI not supported. A task was
automatically initiated for a
logical unit which was defined at
table generation time as not
supporting ATI.

Cancel received in continue-
specific (CS) mode. A CANCEL
indicator was received

while a task was active.

Cancel received in continue-
any (CA) mode. A CANCEL
indicator was received
while no task was active.

Outbound chain canceled. An
outbound chain was not completed
at task detach time.

Inbound chain purged.
Unprocessed inbound data remained
at task detach time.

3270 Information Display System -
invalid copy request. The TCTTE
of the sending device did not
specify the COPY feature, or is
not defined in the TCT, or is not
a 3270, or is not connected to
CICS through VTAM.

Request for TOLTEP. On a
request for TOLTEP, a receive
request completes in error.

Segmenting error.
A segmenting error was detected by
the LOSTERM exit.

Unavailable printer.
A print function was requested on
a 3270 Information Display System,

and neither the PRINTTO nor the ALTPRT

printer was available to receive
the information.

Interval control PUT request to
printer failed.
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Action
Flags

(See notes
at end of
figure)

3,9,11

3,9,10,11

3,9,10,11

none

3,9,11

none

none

Error codes, error messages, and default actions generated by DFHZNAC for
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Error
Message

DFH2499

DFH3400

DFH3402

DFH3403

DFH3410

DFH3416

DFH3417

DFH3418

DFH3419

DFH3420

DFH3421

Figure 46 (Part 12 of 17).

Error (Symbolic

Code

X'E5'

Xr'45°"

XT66"

X'DE?

X'BC'

XTE8'

X*50°

X*51"

Xr52°"

X*53"

X'5A"

Label)

(TCZRUER)

(TCZCHMX)

(TCZOCIR)

(TCZFSMD)

(TCZINIIR)

(TCZDMSLE)

(TCZSDRE3)

(TCZBDPRI)

(TCZBDUAC)

(TCZBDTOS)

(TCZSBIRV)

DFHZNEP

Condition Action

Flags
(See notes
at end of
figure)

RU exceeds RUSIZE at maximum 3,10,11

chain size. If chain assembly has

been specified in the TCTTE, the

request unit (RU) read in is

bigger than the remaining space

in the TIOA, and bigger than the

maximum RUSIZE.

Chain exceeds maximum chain size. 3,10,11,22

If chain assembly has been
specified in the TCTTE, the chain
being assembled does not fit into
the TIOA for a maximum chain. The
remaining space in the TIOA is
smaller than the maximum RUSIZE.

Invalid read. A DFHTC TYPE=READ 3,9,10,11
request is being processed

although the previously issued

DFHTC TYPE=WRITE request did not

complete a chain.

Failed to get in send mode. CICS 3,9,10,11
could not break the inbound data

flow in order to send a message

to the logical unit.

Invalid input when LUSTATUS 2,3,9,10,11
expected. Input other than LU

status message received after

system sense X'0802"'

(intervention required) or

X'0807" (resource temporarily

unavailable).

Negative response to bind parameters 2,3
failed.
A sync point request has been 3,9,10,11,24

ignored. Neither commit nor abend
has been issued.

The name in the bind area matches 3,9,10,
a primary TCTTE. The TCTTE 11,24
generation should specify a

secondary.

The requesting system has passed 2,3,5
unacceptable bind parameters.

Logon was requested for a terminal 20
that had not been placed in

service.

A shutdown request was received 20

for the system, and an orderly
termination procedure was begun.

Error codes, error messages, and default actions generated by DFHZNAC for
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Error
Message

DFH3422

DFH3424

DFH3428

DFH3629

DFH3430

DFH3431

DFH3432

DFH3433

DFH3434

DFH3437

DFH3440
DFH3441

Error (Symbolic

Code

X'5B!

X*'5C*t

X'EB'

XYEC'

XTED'

X'EF"

XTEA?®

X'58°"

X"56"

X'55¢"
X'63"

Label)

(TCZNSPO1)

(TCZNSP02)
(TCZSTRMH)
(TCZSTRMM)
(TCZSTON)

(TCZSTIN)

(TCZSTLER)

(TCZERMGR)

(TCZUNBIS)

(TCZEMWBK)
(TCZVTAMO)

Condition

An error occurred while trying

to establish an ISC session. The
request was terminated before the
session was established.

Session failure. Session terminated
immediately.

CICS expected a resynchronization
process to occur during session
initiation, but the LU did not
resynchronize.

Resynchronization error. CICS did
not resynchronize, and the other LU
was expecting resynchronization.

Resynchronization error. Outbound
flow sequence numbers do not agree
with those of the other LU.

Resynchronization error. Flow
sequence numbers do not agree.

Resynchronization error.
Unexpected code received in
response to STSN.

Error message received. One side
of the intersystem link sent a
negative response or LUSTAT with
code X'0846"', implying that an
error message would be the next
message to follow. The sense code
obtained from within the message
is used to drive any appropriate
actions.

UNBIND received while the session
was active. One side of the
intersystem link (the secondary LU)
received an UNBIND command without
the normal termination protocol
being observed. An abnormal
termination of the session was
performed, probably caused because
the other side of the link
abnormally terminated.

After an error has been processed by
DFHZNAC, certain actions may be
taken to correct the error. This
message lists the actions taken.

Unable to send error message.

Orderly termination of VTAM sessions
requested - either by the CICS
master terminal command or by the
VTAM network closing down.

Action
Flags

(See notes
at end of
figure)

2,3,9,10,
11,18,24

9,10,11,
15,24

3

2,3

none

2,3,9,
10,11,24

none

none

Figure 46 (Part 13 of 17). Error codes, error messages, and default actions generated by DFHZNAC for

DFHZNEP
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Error
Message
DFH3442

DFH3443
DFH3452

DFH3456
DFH3455
DFH3461
DFH3462
DFH3463
DFH3464
DFH3465
DFH3666
DFH3668
DFH36469

DFH3470
DFH3471

DFH3472

DFH3473

Figure 46 (Part 14 of 17).

Error (Symbolic

Code

X'67"

X1661
X166"

X'5E"
X'5F"
X148
X169"
XTGA"
X'57°"
X'9D*
X"69"
X'70"
X'CE'

X'AB"
X'CF?

X'9E"

X14D"

Label)

(TCZVTAMK)

(TCZVTAMA)
(TCZSIGR)

(TCZBRUAC)

(TCZBDSQP)

(TCZOPSIN)

(TCZCLSIN)

(TCZPACB)

(TCZRELIS)

(TCZRSPER)

(TCZSEX0S)

(TCZCLRRV)

(TCZVHOLD)

(TCZLUERR)
(TCZVRNOP)

(TCZDEVND)

(TCZSLSRL)

Condition

Immediate termination of VTAM
sessions requested.

VTAM has been canceled.

Signal received - code XxXXX XXXX.
SIGNAL command received from an
LUTYPE4 logical unit. Signal code
is available in TCTESIDI.

Negotiable BIND response session
parameter unacceptable.

Bad session qualifier in BIND
response.

Session started.
Session terminated.

VTAM ACB opened. If the return
code is nonzero, refer to the
ACF/YTAM Messages and Codes manual.

Release command issued by master
terminal operator.

Unexpected response received.

Terminal out of service after SDT
sent.

Clear command received. The
session 1s canceled immediately.

Session reestablishment is awaited.
The secondary LU is passed to a new
application program by CLSDST.

LU session failure.

The session has been broken because
the virtual route it was using has
failed.

Device end received.
e A task is attached.

¢ No task is attached, and the
good morning message
is supported.

e No task is attached, and the
good morning message
is not supported.

The CICS modules listed an earlier
version of VTAM than that used
for execution.

Action
Flags

(See notes
at end of
figure)

none

none

none

2}3)5; 18)24

2,3,5,18,24

none

none

none

20
1;2’3)9)
10,11,23
20,23
9,10,11,
15,24
9,10,11,24

9,10,11,24
9,10,11,24

28,29,30,31,32

13

11

none

Error codes, error messages, and default actions generated by DFHZNAC for
DFHZNEP
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Error
Message

DFH3474
DFH3475
DFH3476
DFH3477
DFH3478
DFH3479
DFH3480

DFH3481

DFH3482

DFH3483

DFH3484
DFH3485
DFH3486
DFH3487
DFH3488
DFH4902
DFH4903
DFHG904

DFH4905

DFH4906

DFH4907

DFH4908

Figure 46 (Part 15 of 17).

Error (Symbolic

Code

X'AC’
XTAD!
XTAE?
XTAF!'
X'9F"
XT4E"
XTAQ"

Xr4C?

X'DF"

X'DB*

X'C6"
X' c7e
X'cs’
Xrco!
Xr3c*
Xrz21e
Xr2z2°
X'23"

X126"
X125¢

X126"

X127t

Label)

(TCZVRDAC)
(TCZNRLUF)
(TCZRCLUF)
(TCZCLEAN)
(TCZNOLUN)
(TCZUNBFE)
(TCZNOISC)

(TCZDSPCL)

(TCZGMDF)

(TCZDMAXD

(TCZPASSD)
(TCZPSPRE)
(TCZLUINH)
(TCZNPSAU)
(TCZXUVAR)
(TCZLUCF1)
(TCZLUCF2)
(TCZFSMBE)

(TCZFSMCS)

(TCZFSMCR)

(TCZSDLER)

(TCZSDLBF)

Condition Action
Flags
(See notes
at end of
figure)
The virtual route was deactivated. 9,10,11,24
Unrecoverable LU failure. 9,10,11,24
Recoverable LU failure. 9,10,11,24
Cleanup received. 9,10,11,24
Session could not be started. 23,24
Unbind received. 2,3,9,10,11,24
CICS cannot support an LU6.2 systen. 23,24
This system entry will be prevented
from being acquired in future.
Zero length received from the 3270 2,3,9,
Information Display System.

10,11,24
0S GETMAIN failed during none
automatic installation.

Maximum active work elements none
reached during automatic

installation.

CLSDST-PASS successful. none
CLSDST-PASS procedure error. 24
LU inhibited for sessions. 2%
CLSDST-PASS not authorized. 26G
Error on INQUIRE USERVAR 2,3,9,10,11,24
Attach FMH or subfield length error. 3,9,10,11,24
Attach FMH not found. 3,9,10,11,24
The bracket finite state machine 3,9,10,11,24

found an error in the use of LU6.2
bracket protocols.

The chain finite state machine
found an error in the use of
LU6.2 chaining protocols.

The contention finite state
machine found an error in the use
of LU6.2 contention protocols.

Invalid request to send data
routine (DFHZSDL).

No buffer list passed to send data
routine (DFHZSDL).
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3,9,10,11,24
3,9,10,11,24

3,9,10,11,24

3,9,10,11,24
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Error

Message

DFH4909

DFH4910

DFH4911

DFH4912

DFH4913

DFH4914

DFH4915

DFH4916

DFH4917

DFH4918

DFH4919

DFH4920

DFH4922

DFH49246
DFHG925

DFH4926
DFH4927
DFH4928
DFH4930

DFH4931

Error (Symbolic

Code

X128’
Xr29°*
XT2A"
X'2B"

xra2c!

X12p"
X12E"
X12F
X130°
X131
X133

X134

xr3z2
X'B6!'
X'B7?
X'B8"
X'B9?
X'BD"'
X'35¢

XTF1"

Label)

(TCZRVLER)

(TCZRVLRB)

(TCZRLXEX)

(TCZRLXBD)

(TCZRLXBR)

(TCZRLXIL)

(TCZRLXEC)

(TCZRLXRR)

(TCZRLXIF)

(TCZRLXIR)

(TCZIVIND)

(TCZIVDAT)

(TCZRLXCL)

(TCZNSEED)
(TCZASINC)

(TCZEVBAD)
(TCZFMH12)
(TCZDESGM)
(TCZRTMT)

(TCZBDMOD)

Condition

Invalid request to receive data
routine (DFHZRVL).

Receive buffer passed to receive
data routine (DFHZRVL) too small.

LU6.2 exception response received.
BID received with invalid data flow
control (DFC) indicators.

BID command with data received

with invalid data flow control

(DFC) indicators.

Data length exceeds maximum
RU size.

End-of-chain received with invalid
data flow control (DFC) indicators.

Send response failed.

BIS received with invalid data flow
control (DFC) indicators.
Unexpected response received.
Invalid data flow control (DFC)
indicator received.

Invalid data received. The data is
not in the correct generalized

data stream (GDS) format.

088B received, DRAIN=CLOSE.
on a single session.

No bind seed received.

Inconsistent attach security
requested.

Invalid bind encryption.
No FMH12 received.
Encryption GETMAIN failed.
RTIMEOUT on LU6.2 session.

VTAM detected an unknown
MODENAME.

Action
Flags

(See notes
at end of
figure)

3,9,10,11,24

3,9,10,11,24

- -
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.
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20

2,3,5,24
2,3,5,24

2,3,5,24
2,3,5,24
24

2,3,9,16,
11,24

18,24

Figure 46 (Part 16 of 17). Error codes, error messages, and default actions generated by DFHZNAC for

DFHZNEP
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Notes:

Action Bit Setting Mask

1 Print action flags X'80"'" at THAOPT1

2 Print RPL X"40'" at THAOPT1

3 Print TCTTE X120'" at THAOPT1

4 Print TIOA X'10'" at THWAOPT1

5 Print bind area X'08"'" at TWAOPT1

9 Abend VTAM SEND X'80"'" at TWAOPT2

10 Abend VTAM RECEIVE X'40'" at THAOPTZ2
11 Abend task X'20' at THWAOPT2
13 Good morning message required X'08' at THAOPT2
15 SIMLOGON required X'02' at THWAOPT2
17 INTLOG can be set X'80' at THAOPT3
18 No internal LOGONs can be X'40" at TWAOPT3

generated

20 Close session (no user reset) X'10' at TWAOPT3
21 Close session (user reset allowed) X'08"' at TWAOPT3
22 Negative response X106 at TWAOPT3
23 Keep node out of service X'02' at TWAOPT3
24 Cancel session abnormally X'01' at TWAOPT3
28 No action message X'10" at THWAOPT4
29 No security message X'08' at THAOPTY4
30 No message three X'04' at TWAOPTS
31 No sense code message X'02' at TWAOPTS
32 No level one message XT'01' at TWAOPT4

The default actions can vary from the actual actions set,
depending on the state of the node at the time of the error.

Figure 46 (Part 17 of 17). Error codes, error messages, and default actions generated by DFHZNAC for
DFHZNEP

System sense codes received

Figure 47 on page 215 lists the actions taken by DFHZNAC on receipt of inbound
system sense codes. If no system sense code is received, no action is taken by
DFHZNAC. However, the user sense code is available for analysis by the user’s node
error program. Refer to the chapter “The Node Error Program” in the Customization
Guide.

If sense/status information is received from a 3270 Information Display System, one of
the messages in Figure 48 on page 219 will be issued in addition to DFH2442,
DFH2458, or DFH2469.

Detailed information on 3270 Information Display System sense/status is given in the
3274 Control Unit Description and Programmer’s Guide.
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System Action Error condition

sense Flags _ Message

Received (See Figure 46)

X'0801" 3,9,10,11 DFH2476 A component of the logical unit is no
longer available. Probable cause is a
device error or loss of contact.

This sense can also be received
with LUSTATUS.

Xro802" none DFH2461 Intervention required. Forms are
required at an output device. See note
at the end of this figure.

This sense can also be received
with LUSTATUS.

X'0806" none DFH3426 No matching TCTTE found.

Xr'0807" none DFH3411 Resource temporarily not available. See
note at the end of this figure.

X*080B' 2,3,9,10,11, DFH2462 Bracket error. Task initiation attempted

15,24 by both the logical unit and CICS.

X'080E? 23 DFH34438 Security identification error. LU not
authorized.

X"080F" 9,10,11 DFH2462/ End user not authorized.

DFH3436
X'0811" 9,10,11 DFH2464 Terminate chain. Chain rejected by the

logical unit when purging incoming
messages following error recovery.

X10812" 2,3 DFH2465 Insufficient resources:
¢ Diskette data set is full.

¢ Data segment not large enough to
handle data set.

¢ Component temporarily not available.

X'081B" 2,3 DFH2483 Receiver in transmit mode. Action flags
2,3 are set for negative response
received to a send that requested a
definite response.

2,3,9,10,11 2,3,9,10,11 are set for negative
response to an exception response send,
or if end bracket has been sent.

2,3,9,10,11, 2,3,9,10,11,26 force close destination
24 to be issued This action is set if CICS
is not in send mode.

X'081cC* 2,3,9,10,11 DFH24666 Function not executable. The logical
unit cannot deliver the message to the
node because of a data check condition or
because the node is not available. '
This sense can also be received
with LUSTATUS.

Figure 47 (Part 1 of 5). Actions taken by DFHZNAC upon receipt of inbound sense codes
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System
Sense
Received

X'0824"

X10825"

Xvo0827°

X'0829°

X'082A"
X'082B"

X1o82p"*
X'082E"
X'082F"
X'o831"

X'0833"
X'0847"

X'0846A"

Action
Flags

(See Figure 46)

3,9,10,11

2,3,9,10,11

1,2,3,10,11,
24

9,32
2,3,10,11,13

none
none
2,3,9,10,11
none

none

none

32

Error
Message

DFH2475

DFH2484

DFH2480

DFH3407

P

7

DFH3408

DFH3413

DFH3412

DFH34147
DFH3436

DFH3438

DFH3427
DFH3439

Condition

The logical unit has abended all current
processing with one of its components
because of failure or loss of contact
with that unit.

This sense can also be received

with LUSTATUS.

Component not available. An application
request could not be satisfied.

The logical unit has requested
retransmission of data from the host.
This applies only to those transactions
with message integrity or to requests
using definite response protocol.

Read command not marked change direction.

The request requires the change direction
indicator to be set. This was not done.

Presentation space error.

Presentation space integrity lost. Error
on display or in buffer due to hardware
error; for example, regenerated buffer
parity error.

This sense can also be received

with LUSTATUS.

Logical unit busy - unable to process
request. See note at the end of this
figure.

Intervention required on secondary
resource; resource is currently not
available. See note at the end of
figure.

Request not executable. Secondary
resource unavailable.

Device powered off.
This sense can also be received
with LUSTATUS.

Error in bind format.

Negative response received to
start-data-traffic (SDT).

Presentation error on read. Display
buffer alteration, due to operator
intervention, detected on a READ command
to a compatibility mode logical unit.
X'082A"' received in response to a send
request is not treated as an error
condition.

Figure 47 (Part 2 of 5). Actions taken by DFHZNAC upon receipt of inbound sense codes
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System
sense
Received

X'084C"

X'0860"
X'0863"
X'0864"
X'0865"
X'0866"
X'0867"
X'0868"

X'0869"

X' 08FF"
X'1001"
or
X'1002"

Xr'1003"

X*1005°"

Action
Flags

(See Figure 46)

9,10,11

none

9,10,11

3,9,10,11

3,9,10,11

3,9,10,11

9,10,11

2,9,10,11

2,9,10,11
2,3,9,10,11

2,3,9,10,11

2)3)9) 10}11

2,3,9,10,11

Error
Message

DFH3467

DFH3459

DFH3460

DFH2475

DFH2465

DFH2475

DFH3456

DFH3457
DFH3447

DFH2481

DFH2479

DFH3406

Condition

Permanent insufficient resource.

The programmed symbols (PS)

buffer addressed by the LOAD PS statement
is not available at this terminal.

The data stream sent to the logical unit
contains control data for unsupported
functions.

The requested programmed symbols (PS) set
has not been loaded.

The logical unit has abended all
processing connected with one of its
components and no retry is possible.

The subsystem controller application
program has insufficient resources to
handle the request.

The logical unit has abended all
processing conhected with one of its
components and retry is possible.

Functioq abend received from_a device.
A negative response to a chain was sent,
but purged.

An outboard format is referenced, but no
outboard formats are loaded on this
logical unit.

The requested outboard format is not
loaded on this logical unit.

Request reject error.

The request-response (RR) unit
transmitted to the logical unit was
either untranslatable or it was

too long or too short.

The request-response (RR) unit passed to
the logical unit is not a supported
function. Either a transmission error or
data overlaving the RU caused the
problem, or SCS parameters are not
supported.

Parameter error. The RU received by the
logical unit contains a control funct1on
with invalid parameters.

Figure 47 (Part 3 of 5). Actions taken by DFHZNAC upon receipt of inbound sense codes

Chapter 2.7. Debugging terminal errors 217



System Action Error Condition

sense Flags Message
Received (See Figure 46)
X*1008" DFH2478 Invalid function management header
(FMH). Invalid length/type field
in TIOA received with FMH, or
invalid FMH parameters.
2,3,9,10,11 If the request was not made by means

of the batch data interchange program
(DFHDIP), the action flags
are set to 2,3,9,10,11.
none If DFHDIP was used, no action flag
~ is set if DFHDIP determines
that it can handle the situation, and
9,10 9,10 are set if the error occurs on
an exception response made by DFHDIP. In
both cases, control returns to DFHDIP,
which passes control to the
application program with an appropriate
DFHDIP return code.

X'1009° 2,9,10,11 DFH3458 Format group not selected.

XT10xx" 2,3,9,10,11 DFH3446 Request error.

X'2003" 2,3,9,10,11, DFH3405 Catastrophic bracket error. An attempt
15,24 to start a bracket conflicted with the

receiver's understanding of the current
bracket state.

XT120xx"' §a3,9,10,11, DFH3445 State error.

X"400B" 1,3,11 DFH2477 The logical unit does not support chained
data from the host. Consideration must be
given to the amount of data to be
transmitted to the logical unit.

X"G0xx" §a3,9,10,11, DFH3453 Request header (RH) usage error.
X'8000" 2,3,9,10,11, DFH3435 Path error.
18,24
XT'80xx" 2,3,9,10,11, DFH3435 Path error.
18,24 .
Other 2,3,9,10,11, DFH2460 Sense received not supported. Sense
codes 24% codes not supported by CICS were received

from the logical unit. If the system
sense is zero, the user sense may
indicate the source of the error.
Codes X'0813' and X'0814' are handled
entirely by CICS without DFHZNEP
intervention. -

Figure 47 (Part 4 of 5). Actions taken by DFHZNAC upon receipt of inbound sense codes
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System Action Error Condition
Sense - Flags Message
Received (See Figure 46)

The following codes may be in the form of LUSTATUS command codes only. In
addition, some codes of the X'08xx'" type, as indicated above, may also be sent
by LUSTATUS and are handled in the same way as when sent by negative response
system sense.

Xro0o001" 2 DFH3401 Component now available.

Xr0002" 2,3,10,11 DFH3415 No data available. Logical unit has no
data to send.

X10003" none DFH3449 Leaving unattended mode.

X'0004" none DFH3450 Entering unattended mode.

X'go07" none DFH3451 Currently no data to send. No action flags

are set if a task is attached or if
outstanding operations are to complete;
21 otherwise, 21 is set.

Note: For logical unit types 1, 2, 3, and 4 (that is, other than 3600, 3650, or
3790 inquiry logical units) CICS will not retry the failing request until it
receives an LUSTATUS command with the system sense code of X'0001'. If the
LUSTATUS system sense received is not X'0001', the resultant error action code
will apply to the original request,.

Figure 47 (Part 5 of 5). Actions taken by DFHZNAC upon receipt of inbound sense codes

3270 Action Error condition

SensesStatus Flags _ Message

Received (See Figure 46)

X'0210°" 2,3 DFH2492 Intervention required on 3270

Information Display System printer:

¢ Printer out of paper, cover
open, or offline.

¢ Transaction request to
start printer, but no
printer present.

¢ Printer adapter feature
not present.

Xro00l10° nohe DFH2493 Intervention required on a
3270 Information Display System.

X "o ! 2,3,9,10,11, DFH2494 xxxx is any other status
received from a 3270 Information

Display System. The message .
contains the sense/status received.

Figure 48. Sense/Status information
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Logon-reject sense codes

Sense
X'0801"

X'080E"

Xro812°
Xro821"

Figure 49.

If the run-time level of VTAM is Version 3 Release 1, or later, CICS can send sense code
information to VIAM. When a logon rejection occurs, this information can be used by
VTAM to produce a message at the terminal (using the standard VTAM USSTAB
mechanism). This message indicates whether the rejection was due to some transient
problem, or a permanent condition requiring intervention to make the logon succeed.

Also, CICS sends messages to the CSMT message log, detailing the reasons for the logon
failure. These messages should be used to diagnose problems, and aid problem
resolution. The sense codes and their meanings are shown in Figure 49.

Meaning

The terminal is not available at this time,

for example, CICS or VTAM is quiescing.

You cannot repeat this.

The terminal (NETNAME) is undefined to CICS.

The terminal should be defined, or allowed to autoinstall.
You cannot repeat this.

A temporary condition pirevents logon completion.

You can repeat this.

Either invalid session parameters were supplied

(for example, the terminal was specified as secondary),
or an attempt to autoinstall this terminal failed
(CICS messages explain why).

You cannot repeat this.

Logon-reject sense codes

Session outage notification (SON)

CICS sends one of the following session outage notification (SON) codes when it issues
CLSDST for a LU6.2 session:

X'01" - Normal UNBIND (default)

X'OF' - UNBIND after cleanup

X*FE' - UNBIND after protocol violation. Message
DFH3479 and actions 2,3,9,10,11,24.

In, addition, the following sense codes are set by CICS in the request parameter list
(RPL) when appropriate (these sense codes qualify the SON codes):

X*1001° - RU data error
X'1002°" RU length error

X'10086000" - FMH length incorrect

Xr12002" - Chaining error

X*2003" - Bracket error

X'4003" ~ BB not allowed

X'4019" - Incorrect indicators with LIC request
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Chapter 2.8. Debugging intercommunication problems

In a transaction that uses remote resources through CICS function request shipping, two
transactions are involved — the CICS application transaction in the local system and the
mirror transaction in the remote system. Information about either or both systems may
be needed in debugging these problems; it is therefore suggested that, on each system,
there should be one terminal defined to VTAM as a cross-domain resource that can be
logged on to either of the systems and used to examine the status of the systems.

Offline debugging

Determine the system in which the first problem appears, by inspecting the time stamps
on the CSMT logs of the two systems. If EXEC CICS START NOCHECK is used,
then errors are generally not transmitted to the other system because the two systems are
not holding a synchronized conversation.

Note: In general, most error indications will appear in both local and remote systems:
an error indication in one system can be caused by an error recovery action taken after an
error in the other system.

If the transaction (application or mirror) in the system that showed the first problem is
found to be waiting, determine why the wait has occurred. (See “Chapter 1.3. Approach
to wait problems” on page 33.)

Valid points in CICS function request shipping processing at which a transaction may
wait are:

¢ In the application or mirror system when a terminal control read has been issued.

¢ In the application system only, when DFHZISP is attempting to allocate a session
(TCTTE) to the application transaction.

¢ In the mirror system when a request is reissued.
Note: In normal operation, only one of the interconnected systems can be waiting

(except during the period in which data is actually being transmitted from one system to
the other).
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If (from inspection of a trace) a CICS function request shipping transaction (application
only) seems to be suspended indefinitely in DFHZISP, the problem can be approached
thus:

1. Check first that the task is represented by an AID chained off the correct terminal
control table system entry (TCTSE).

2. Assuming that it is represented in this way, see if the required session TCTTE is
available for use (as indicated by TCTTECA being zero).

3. If the required session TCTTE is available, investigate why the freeing task’
DFHKC TYPE = AVAIL has not worked.

4. If the required session TCTTE is not available, investigate the task that currently
owns the session. If there is no task, investigate why DFHKC TYPE = UNAVAIL

did not work.

Online debugging

Assuming that a terminal is available that has been defined to VTAM as a cross-domain
resource, it can be used to log on to the remote CICS system and invoke the remote
system’s EDF (execution diagnostic facility) specifying the session TCTTE as the
terminal that is to be put into EDF mode. It is then possible to monitor the actions of
the mirror transaction in response to the actions of the local application transaction.

Transaction routing can be used to access the remote system if no terminals are available
in that system. However, EDF cannot be used to monitor the actions of the mirror
transaction because use of EDF in a two-terminal mode is not supported unless both
terminals are connected to the same system.

Intersystem communication (LU6.2 transmission)

Organization of LUG6.2 transmission modules

The modules that manage 1. U6.2 sessions are contained in the composite modules
DFHZCC and DFHZCW. An LUS6.2 command is passed to DFHETC and then to
DFHZARL through DFHETL, or through DFHZARQ and DFHZARM. For SEND
requests, DFHZARL assembles data in buffers (not TIOAs), and calls DFHZSDL to
send the data to VTAM. For RECEIVE requests, DFHZARL places data from VTAM
into buffers. The modules between the application request and DFHZARL handle the
data in TIOAs, in the same way as the corresponding modules for non-LU6.2
transmission.
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TCTTE LUG6.2 control block

The most useful control block to look at is the L U6.2 extension to the TCTTE
(TCTTELUC), which contains addresses and flags used by LU6.2. The SEND buffer is
pointed to by TCTESBA, and the RECEIVE buffer by TCTERBA. The
SEND/RECEIVE buffer is printed in a transaction dump.

LU6.2 data stream

Headers
X'LLO502FF... The function management header (FMH) type 5 is transmitted at the
beginning of every LU6.2 conversation. It is built automatically by CICS
or as a result of the CONNECT PROCESS command.
X'LLO7... The FMH type 7 conveys error information; for example, as a
consequence of an ISSUE ERROR command.
X’0001.... The SPS header conveys sync point information.
Data fields

A 4-byte header precedes data fields. The first two bytes are the length, the second two
bytes are an identifier. The length includes the LLID bytes of the data. Common
headers are:

X’LLLL12F2’ This indicates that a non-LU6.2 FMH is included in the data which
follows.

X’LLLL12F4"  The data following is generated by CICS for error situations.

X'LLLL12FF’  This indicates that general data follows.

Interpretation of traces
The following examples illustrate the history of a CONNECT PROCESS command

(going through DFHETL) and a SEND command (going through DFHZARQ and
DFHZARM).
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CONNECT PROCESS command

The part of the trace table (or auxiliary trace) of interest is shown in Figure 50.

Trace Type of Trace Description Note
ID Request Module

El 0004 EIP CONNECT-PROC ENTRY 1
FC 0203 ZcpP ZLOC LOC REQ ID LOCAL 2
FC 0215 cp RETN ZLOC

FC GA03 ZCP ZARL APPL REQ ISSUE ATTACH 3
FC 5604 ZCcpP ZUSR CHECK CONNECT ALLOC-IN-PROG 4
F1 CCo4 SCP GETMAIN INITIMG

Cc8 ccog SCP ACQUIRED USER STORAGE

FC 5604 ZCP ZUSR SET CONNECT ALLOC-IN-PROG 5
FC 0035 rdol 4 RETN ZARL

El 00F4 EIP CONNECT-PROC RESPONSE

Notes:

1. The command is received.

Find the TCTTE address.

Pass control to DFHZARL.

DFHZARL checks the state of the session to see if the call is valid.

DFHZARL sets the new state of the session.

S O

Return to DFHEIP with appropriate response.

Figure 50. Trace table entries for LU6.2 CONNECT PROCESS command

In this example, DFHZARL has placed data into the buffer, but the buffer has not been
sent. It is transmitted later.

SEND command

The part of the trace table (or auxiliary trace) of interest is shown in Figure 51 on
page 2285.
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Trace Type of
ID Request
El 0004
FC 0203
FC 0215
Fl C304
C38 C304
FC 0103
FC 4B03
FC GA03
FC 56064
FC 5604
FC 0005
FC GA03
FC 5604
FC 5604
FC GEQ4
FO 4004
EE 2214
EE 0024
FO G024
FC 0005
F1 6604
Cc9 4404
FC 0005
FC 0005
El 00F4
Notes:

The command is received.

Trace
Module

EIP
ZCP
ZCp
SCP
SCP
ZCP
ZCcp
ZCP
ZCP
ZCP
ZCP
ZCP
ZCP
ZCP
Zcp
KCP
VIO
VIO
KCP
ZCP
SCP
SCP
ZCP
Zcp
EIP

Description

SEND_TC ENTRY

ZLOC LOC REQ ID LOCAL
RETN ZLOC

GETMAIN INITIMG

ACQUIRED TERMINAL STORAGE
ZARQ APPL REQ HWRITE WAIT
ZARM MIGR REQ SEND

ZARL APPL REQ SEND FROM
ZUSR CHECK SEND ALLOC_SEND
ZUSR SET SEND ALLOC_SEND
RETN ZARL

ZARL APPL REQ SEND FROM WAIT
ZUSR SET SEND ALLOC_SEND
ZUSR SET WAIT ALLOC_SEND
ZSDL SEND

WAIT DCI=DISP

SEND BB FMH BC DATA RQE1l
DATA

WAIT DCI=LIST

RETN ZARL

FREEMAIN

RELEASED TERMINAL STORAGE
RETN ZARM

RETN ZARQ

SEND_TC RESPONSE

Note

N OWVO® NNOOUMTSW N~

[T S

13

14

2. Find the TCTTE address.

3. A TIOA is acquired.

4. DFHZARQ receives the request.

5. Control is passed to DFHZARM.

6. The first call is made to DFHZARL, passing the length and data ID.

7. DFHZARL checks the request and sets the state of the session.

8. The second call to DFHZARL is made, passing the data and indicating WAIT.

9. DFHZARL checks the request and sets the state of the session.

10. The WAIT option makes DFIHHZARL call DFHZSDL to send the data to VTAM.

11. The SEND SNA indicators are shown.

12. Fields A and B of the trace (not shown in the figure) hold the beginning of the data sent to VTAM.
The first half of field A is X'0031', the total length of data passed. The second half of field A
and the whole of field B are X'240502FF0003’, which is the start of the FMH type S for ATTACH.

13. The TIOA is released.

14. Return to DFHEIP with appropriate response.

Figure 51. Trace table entries for LU6.2 SEND command
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Multiregion operation

Suppose an error is suspected in the communication between System A and System B.
The problem can be determined by looking at either system. The following procedure
applies to System A, but could equally well apply to System B. The first step is to look
at the field CSACRBA in the CSA optional features list in System A. If CSACRBA is
zero, then the interregion communication routine is not active in that system.

If CSACRBA is not zero, then examine the TCTSEs in System A, and find the TCTSE
for System B. In this TCTSE, TCSEIRCEF is the flag byte that indicates the state of
communication between the two systems. If bit TCSEIRNC in this byte is on, then
there is no communication between System A and System B. This is either because
System B has not started interregion services, or because System A is out of service with
respect to System B, or because System B is out of service with respect to System A.

If bit TCSEIRNC is off, then a session should exist. The next step is to inspect the
primary and secondary session(s) between the systems. The first primary session is
pointed to by field TCSEVC1 in the TCTSE, and the first secondary session is pointed to
by TCSEVC2. If System A initiated the session, then look at the secondary session(s),
otherwise look at the primary session(s).

Each session is defined by a TCTTE. The field TCTESCCB in TCTTE is zero if the
session is not connected to the other system, otherwise it contains the address of the
subsystem connection control block (SCCB) that the interregion SVC routine uses to
represent that end of the connection.

Assuming the session is connected, TCTTECA is zero if no task is using the session.
Otherwise, TCTTECA points to the TCA of the task that uses the session.

The protocol for interregion SVC transfer is similar to that for VTAM SNA data flow
control. Field TCTEIRF1 contains information on the state of the session, field
TCTESBRS gives the bracket status, field TCTESRHI is the inbound request header,
and field TCTESRHO is the outbound request header.

The field TCTENIBA points to the TCTTE extension for the NIB descriptor. Within

this TCTTE extension, TCTEPSQ contains the primary name, and TCTESSQ contains
the secondary name. Thus a session in System A can be related to a session in System B.
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Shared data base problems

IMS/VS Batch
Program 1

The Diagnosis Reference manual describes how the interregion communication (IRC)
facility enables IMS/VS batch programs to share an IMS/VS DL/I data base with CICS
application programs. Briefly, each DL/I call from an IMS/VS batch program is handled
by batch region controller modules that invoke an interregion SVC routine to pass the
request across to the CICS address space. In CICS, a mirror task handles the request and
invokes the same SVC routine to return the response to the batch region. The batch
region controller modules handle the response and pass it on to the batch program. The
interface between IMS/VS batch programs and IMS/VS DL/I data bases is shown in
Figure 52.

IMS/VS Batch
Program 2

IMS/VS Batch
Program 3

Batch Region i
Controller %g(s 1M|rror
Modules ‘L _l_

) IMS/VS
Batch Region sve CICS Mirror bL/I
Controller Routine Task 2 Data
Modules Base
Batch Region l | CICS Mirror
Controlier Task 3
Modules

Figure 52. Interfaces between IMS/VS batch programs and IMS/VS DL/I data base

This section outlines suggested approaches to the investigation of problems in (1) the
batch region, and (2) the CICS address space.

Investigation of problems in the batch region

This section describes how to obtain the following information from a batch region
dump:

¢ The contents of the application program’s registers at the time of abnormal
termination or at the time of the last-issued DL/I call

¢ Information relating to messages caused by unsuccessful invocation of the SVC
routine

¢ Input buffer contents.

IRC information in the batch region dump is contained in the batch region work area,
which is identified with the following character string:

Tx%%%XDFHDRWA - WORK AREA?
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The entire area is described in the DSECT named DFHDRWA (copy book
DFHDRCA). The main diagnostic areas within DFHDRWA are shown in Figure 53.

Batch Region Work Area

c * .. * DFHDRWA-WORK

AREA’ o
WASVCRET Application program’s save area
SVC return codes (4 bytes) Reserved
See Note 1 ‘
Chainback address
o g Chain forward address

WASAV3  Reserved
Registers 14 - 12

XX'04'
Chainback address
XX'08’
Chain forward address
Notes:
~ 1. The meanings of the SVC
, * % . return codes are given in
¢ STAE WORK AREA copybook DFHIRSDS.
\Sl\/.r;ﬁlf 4 " Copy of SDWA 2. For information about
Area (System diagnostic the SDWA, see
work area) 0S/VS2 MVS Supervisor
L See Note 2 Services and Macro
Instructions.

g c' ** SPIE WORK AREA’

SPIE
Work 4 PSW
Area

Registers 0 - 15

WAINPAD
Address of input area

WAINPLTH
Length of input area

Figure 53. Diagnostic areas in IRC batch region dump
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Dealing with a program check (message DFIH3710)

To determine whether the program check occurred in the application program code or in
the ‘batch region controller code, inspect the PSW in the SPIE work area. The SPIE
work area is identified by the characters C'**SPIE WORK AREA'’; see Figure 53.

If the PSW shows that the program check occurred in the application program code, then
the contents of the application’s registers at that time can be found from the SPIE work
area.

If the program check occurred in the controller code (DFHDRP...), then the application’s
registers at the time of the most recent DL/I call can be found from the application’s save
area (addressed by WASAV3 + X'04'). In particular, register 14 contains the address
from which the most recent DL/I call was made.

Dealing with an abnormal termination (message DFH3701)

To determine whether the abend occurred in the application program code or in the
batch region controller code, inspect the PSW in the STAE work area. The STAE work
area is identified by the characters C'**STAE WORK AREA’; see Figure 53 on

page 228. (Immediately after these characters is the system diagnostic work area
(SDWA) as provided by MVS/XA on entry to the STAE exit routine. In the event of
MVS/XA failing to provide an SDWA, work area (SDWA) as provided by OS/VS on
entry to the STAE exit routine. In the event of OS/VS failing to provide an SDWA, the
WANSDWA bit in WAFLGI1 of DFHDRWA is set to 1. For information about the
SDWA, see the MV'S Supervisor Services and Macro Instructions manual.)

If the PSW shows that the abend occurred in the application program code, then the
contents of the application’s registers at that time can be found from the STAE work
area.

If the abend occurred in the controller code (DFHDRP...), then the application’s registers
at the time of the most recent DL/I call can be found from the application’s save area
(addressed by WASAV3 + X’04"). In particular, register 14 contains the address from
which the most recent DL/I call was made.

Dealing with failed SVC calls (messages DFH3706, DFH3709, and DFH3713)

Each of the messages DFH3706, DFH3709, and DFH3713 is the result of an
unsuccessful invocation of the interregion SVC routine. The 4-byte return code returned
by the SVC is stored in WASVCRET. The meanings of the SVC return codes are
described in the interregion communication subsystem block copybook DFHIRSDS.

Reading contents of Application’s IRC input buffer
If the problem is suspected to be the result of incorrect data received from CICS, then the
contents of the application’s IRC input buffer can be inspected. In the batch region work

area, WAINPAD contains the address and WAINPLTH contains the length of the input

area.
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Online method of finding mirror task identification

Use the CEMT INQ IRBATCH request. The response to this request lists the task
identifications of the mirror transactions for all batch jobs that are currently in
communication with CICS.

If the faulty batch region and its mirror transaction have already terminated, then they
will not appear in the inquiry list. In this event, follow the procedure described below
under “Using trace table when mirror task identification is not known” on page 232.

Offline method of finding mirror task identification
Use the CICS dump as follows:

1. Find the TCT system entry that is identified with the characters C'= @BCH’; see
Figure 54 on page 231.

2. From the address in the field TCSEMM, locate the first batch-connection TCTTE,
which is identified with the characters C’@B1’. (Subsequent batch-connection
TCTTEs are chained together, using the field TCTENEXT as a chain address, and
are identified with the characters C’@B2’, C'@B3’, and so on. All TCTTEs have the
same length, which is given in field TCTTETEL.)

3. In the batch-connection TCTTE whose TCTESLWD field contains the identification
of the faulty batch job, use the TCTTECA field to locate the TCA for the mirror
task. (If no TCTTE contains the required batch job identification, or if the
TCTTECA field contains all zeros, then the mirror task was not active at the time of
the dump; in this event, follow the procedure described below under “Using trace
table when mirror task identification is not known” on page 232.)

4. Assuming the mirror task TCA has been located, obtain the mirror task identification
from the TCAKCTTA field.
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TCTSE (TCT system entry)

for IRC
C '@ BCH’
TCSEMM Batch . CFT
Address of first atch-connection T Es
batch-connection . ’
TCTTE C'@est
TCTTECA
Address of TCA for TCA for mirror task
mirror task serving -
this batch-connection.
See Note 1.
First batch- TCAKCTTA
connection Task ID
TCTTE
(length L") TCTTETEL
Length of TCTTE = “L”
(offset between
adjacent TCTTEs)
TCTESLWD
Batch job ID.
C'@ B2’
TCA for mirror task
TCTTECA
Second batch-
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