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IMPLEMENTATION CONSIDERATIONS
This publication reflects features of Ithe TSS/360 version of the PL/I compiler. No attempt is made to provide complete implementation information. Discussion of implementation is limited to those features that are required for a full explanation of
the language. For example, references to certain parameters of the DDEF command are essential to an explanation of recordoriented input and output file crganization.

Implementation features identified by the phrase "for System/360 implementations..." apply to all implementations for IBM System/360 computers. Features identi|fied by the phrase "for the TSS/360 PL/I compiler..." apply specifically to the PL/I compiler under the IBM System/360 Time Sharing System.

PART I: CONCEPTS OF PL/I

The modularity of PL/I, the ease with which subsets can be defined to meet different needs, becomes apparent when one examines the different features of the language. Such modularity is one of the most important characteristics of PL/I.

This chapter contains brief discussions of most of the basic features to provide an overall description of the language. Each is treated in more detail in subsequent sections.

## MACHINE INDEPENDENCE

No language can be completely machine independent, but $\mathrm{PL} / \mathrm{I}$ is much less machine dependent than most commonly used programming languages. The methods used to achieve this show in the form of restrictions in the language. The most obvious example is that data with different characteristics cannot in general share the same storage; to equate a floating-point number with a certain number of alphabetic characters would be to make assumptions about the representation of these data items which would not be true for all machines.

It is recognized that the price entailed by machine independence may sometimes be too high. In the interest of efficiency, certain features such as the UNSPEC builtin function and record-oriented data transmission, do permit a degree of machine dependence.

## PROGRAM STRUCTURE

A PL/I program consists of one or more blocks of statements called procedures. A procedure may be thought of as a subroutine. Procedures may invoke other procedures, and these procedures or subroutines may either be compiled separately, or may be nested within the calling procedure and compiled with it. Each procedure may contain declarations that define names and control allocation of storage.

The rules defining the use of procedures, communication between procedires, the meaning of names, and allocaticn of storage are fundamental to the proper understanding of $\mathrm{PL} / \mathrm{I}$ at any level $\mathrm{bu}^{+}$. the most elementary. These rules give the user considerable control over the त. gree of interaction between subroutines. They permit flexible communication and storage allocation, at the same time ailowing the
definition of names and allocation of storage for private use within a procedure.

By giving the user freedom to determine the degree to which a subroutine is selfcontained, PL/I makes it possible to write procedures which can freely be used in other environments, while still allowing interaction in procedures where interaction is desirable.

## DATA TYPES AND DATA DESCRIPTION

The characteristic of PL/I that most contributes to the range of applications for which it can be used is the variety of data types that can be represented and manipulated. PL/I deals with arithmetic data, string data (bit and character), and program control data, such as labels. Arithmetic data may be represented in a variety of ways; it can be binary or decimal, fixed-point or floating-point, real or complex, and its precision may be specified.

PLI frovides features to perform arithmetic operations, operations for comparisons, logical manipulation of bit strings, and operations and functions for assemkling, scanning, and subdividing character strings.

The compiler must be able to determine, for every name used in a program, the complete set of attributes associated with that name. The user may specify these attributes explicitly by means of a DECLARE statement, the compiler may determine all or some of the attributes by context, or the attributes may be assumed by default.

## LEFAULT ASSUMPTIONS

An important feature of $\mathrm{PL} / \mathrm{I}$ is its default philosophy. If all the attributes associated with a name, or all the options permitted in a statement, are not specified ky the user, attributes or options may be assigned by the compiler. This default action has two main consequences. First, it reduces the amount of declaration and cther program writing required; second, it makes it possible to teach and use subsets of the language for which the user need not know all possible alternatives, or even that alternatives exist.

Since defaults are based on assumptions about the intent of the user, errors or
omissions may be overlooked, and incorrect attributes may be assigned by default. To reduce the chance of this, the compiler optionally provides an attribute listing, which can be used to check the names in the program and the attributes associated with them.

## STORAGE ALLOCATION

PL/I goes beyond most other languages in the flexibility of storage allocation that it provides. Dynamic storage allocation is comparatively difficult for an assemblerlanguage user to handle for himself; yet it is automatically provided in PL/I. There are four different storage classes: AUTONATIC, STATIC, CONTROLLED, and BASED. In general, the default storage class in PL/I is AUTOMATIC. This class of storage is allocated whenever the block in which the variables are declared is activated. At that time the bounds of arrays and the lengths of strings are calculated. AUTOMATIC storage is freed and is available for reuse whenever control leaves the block in which the storage is allocated.

Storage also may be declared STATIC, in which case it is allocated when the program is loaded; it may be declared CONTROLLED, in which case it is explicitly controlled by the user with ALLOCATE and FREE statements, independent of the invocation of blocks; or it may be declared BASED, which gives the user an even higher degree of control.

The existence of several storage classes enables the user to determine for himself the speed, storage space, or programming economy that he needs for each application. The cost of a particular facility will depend upon the implementation, but it will usually be true that the more dynamic the storage allocation, the greater the overhead in execution time.

## EXPRESSIONS

Calculations in PL/I are specified by expressions. An expression has a meaning in $P L / I$ that is similar to that of elementary algebra. For example:

$$
A+B * C
$$

This specifies multiplication of th $\geqslant$ value of $B$ by the value of $C$ and adding the value of $A$ to the result. PI/I places few restrictions on the kinds of data that can be used in an expression. For example, it is conceivable, though unlikely, that A could be a floating-point number, B a fixed-point number, and $C$ a character string.

When such mixed expressions are specified, the operands will be converted so that the operation can be evaluated meaningfully. Note, however, that the rules for conversion must be considered carefully; converted data may not have the same value as the original. And, of course, any conversion requires additional compilergenerated coding, which increases execution time.

The results of the evaluation of expressions are assigned to variables by means of the assignment statement. An example of an assignment statement is:

$$
X=A+B * C ;
$$

This means: evaluate the expression on the right and store the result in $x$. If the attributes of $X$ differ from the attributes cf the result of the expression, conversion will again be performed.

## LATA COLIECTIONS

PL/I permits the user many ways of describing and operating on collections of data, or data aggregates. Arrays are collections of data elements, all of the same type. collected into lists or tables of one or more dimensions. Structures are hierarchical collections of data, not necessarily all of the same type. Each level of the hierarchy may contain other structures of deeper levels. The deepest levels of the hierarchy represent elementary data items or arrays.

An element of an array may be a structure; similarly, any level of a structure may be an array. Operations can be specified for arrays, structures, or parts of arrays or structures. For example:

$$
A=B+C ;
$$

In this assignment statement. $A, B$, and $C$ could be arrays or structures.

## INPUT IND OUTPUT

Facilities for input and output allow the user to choose between factors such as simplicity, machine independence, and efficiency. There are two broad classes of input/output in PL/I: stream-oriented and record-oriented.

Stream-oriented input/output is almost completely machine independent. On input, data items are selected one by one from what is assumed to be a continuous stream of characters that are converted to internal form and assigned to variables specified in a list. Similarly, on output, data
items are converted one by one to external character form and are added to a conceptually continuous stream of characters. Within the class of stream input/output, the user can choose different levels of control over the way data items are edited and selected from or added to the stream.

For printing, the output stream may be considered to be divided into lines and pages. An output stream file may be declared to be a print file with a specified line size and page size. The user has facilities to detect the end of a page and to specify the beginning of a line or a page. These facilities may be used in subroutines that can be developed into a report generating system suitable for a particular installation or application.

Record-oriented input/output is machine dependent. It deals with collections of data, called records, and transmits these a record at a time without any data conversion; the external representation is an exact copy of the internal representation. Because the aggregate is treated as a whole, and because no conversion is performed, this form of input/output is potentially more efficient than stream-oriented input/output, although the actual efficiency of each class will, of course, depend on the implementation.

Stream-oriented input and output usually sacrifices efficiency for ease of handling. Each data item is transmitted separately and is examined to determine if data conversion is required. Record-oriented input and output, on the other hand, provides faster transmission by transmitting data as entire records, without conversion.

## COMPILE-TIME OPERATIONS

Most programming is concerned only with operations upon data. PL/I permits a compile-time level of operation, in which preprocessor statements specify operations upon the text of the source program itself. The simplest, and perhaps the commonest preprocessor statement is \%INCLUDE (in general, preprocessor statements are preceded by a percent sign). This statement causes text to be inserted into the program, replacing the \%INCLUDE statement itself. typical use could be to copy declarations from an installation's standard set of definitions into the program.

Another function provided by compiletime facilities is the selective corpila-
tion of program text. For example, it might specify the inclusion or deletion of debugging statements.

Since a simple but powerful part of the PL/I language is available for compile-time activity, the generation, or replacement and deletion, of text can become more elaborate, and more subtle transformations can be performed. Such transformations might then be considered to be installationdefined extensions to the language.

## INTERRUPTION ACTIVITIES

Computing systems provide facilities for interrupting the execution of a program whenever an exceptional condition arises. Further, they allow the program to deal with the exceptional condition and to return to the point at which the interruption occurred.

PLI frovides facilities for detecting a variety of exceptional conditions. It allows the user to specify, by means of a condition prefix, whether certain interruptions will or will not occur if the condition should arise. And, by use of an ON statement, he can specify the action to be taken when an interruption does occur.

## MULTITASKING

In TSS/360, the concept of multitasking is inherent in the structure of the system; there are extensive multitasking facilities in the TSS/360 command system. In this implementation of the compiler, no initiation of tasks will be permitted from within a PL/I executable program. The user can start an independent task in TSS/360 by several different methods. There is no way for these tasks to communicate within the PL/I code. (Refer to IBM System/360 Time Sharing System: Command System User's Guide, Order No. GC28-2001.)

The effect, then, is that although multitasking statements are accepted by the compiler, the current implementation cannot honor them and upon encountering a tasking statement will terminate execution.

Note: If a program contains a CALL statement with a multitasking option (TASK, EVENT, or PRIORITY), the entire program is unacceptable for TSS/360 execution.

There are few restrictions in the format of PL/I statements. Consequently, programs can be written without consideration of special coding forms or checking to see that each statement begins in a specific column. As long as each statement is terminated by a semicolon, the format is completely free. Each statement may begin in the next column or position after the previous statement, or any number of blanks may intervene.

## CHARACTER SETS

One of two character sets may be used to write a source program; either a 60character set or a 48-character set. For a yiven external procedure, the choice between the two sets is optional.

## 60-CHARACTER SET

The 60-character set is composed of digits, special characters, and alphabetic characters.

There are 29 alphabetic characters beginnirg with the currency symbol (\$), the number sign (\#), and the commercial "at" sign (a), which precede the 26 letters of the English alphabet in the IBM System/360 collating sequence in extended Binary-Coded-Decimal Interchange Code (EBCDIC). For use with languages other than English, the first three alphabetic characters can be used to cause printing of letters that are not included in the standard English alphabet.

There are ten digits. The decimal digits are the digits 0 through 9. A binary digit is either a or a 1.

There are 21 special characters. They are as follows:

| $\frac{\text { Name }}{\text { Blank }} \quad$ Character |  |
| :---: | :---: |
|  |  |
| Equal sign or assignment symbol | = |
| plus sign | + |
| Minus sign | - |
| Asterisk or multiply symbol | * |
| Slash or divide symbol | / |
| Left parenthesis | $($ |
| Right parenthesis | ) |
| Comma | , |
| Point or period | - |
| Apostrophe | - |
| Percent symbol | \% |
| Semicolon | ; |

Name
colon
"Not" symbol
"And" symbol
"Or" symbol
"Greater than" symbol
"Less than" symbol
Ereak character ${ }^{1}$
Question mark

| Character |
| :---: |
| $:$ |
| 7 |
| $\mathbf{\xi}$ |
| 1 |
| $>$ |
| $<$ |
| $\bar{?}$ |

Special characters are combined to create other symbols. For example, <= means "less than or equal to," ${ }_{7}=$ means ${ }^{n}$ not equal to." The combination ** denotes exponentiation ( $\mathrm{X} * * 2$ means $\mathrm{X}^{2}$ ). Blanks are not permitted in such composite symbols.

An alphameric character is either an alchabetic character or a digit, but not a special character.

Note: The question mark, at present, has no specific use in the language, even though it is included in the 60 -character set.

## 48-CHARACTER SET

The 48-character set is composed of 48 characters of the 60-character set. In all but four cases, the characters of the reduced set can te combined to represent the missing characters from the larger set. For example, the percent symbol (\%) is not included in the 48 -character set, but a double slash (//) can be used to represent it. The four characters that are not duplicated are the commercial "at" sign, the number sign, the break character, and the question mark.

The restrictions and changes for this character set are described in Part II, Section 2, "Character Sets with EBCDIC and card-Punch Codes."

## USING THE CHARACTER SET

All the elements that make up a PI/I program are constructed from the PL/I character sets. There are two exceptions: character-string constants and comrents may contain any character permitted by a particular machine configuration.

[^0]Certain characters perform specific functions in a PL/I program. For example, many characters function as operators.

There are four types of operators: arithmetic, comparison, bit-string, and string.

The arithmetic operators are:
$+\quad$ denoting addition or prefix plus

- denoting subtraction or prefix minus
* denoting multiplication
/ denoting division
** denoting exponentiation
The comparison operators are:

```
> denoting "greater than"
7> denoting "not greater than"
>= denoting "greater than or
    equal to"
= denoting "equal to"
7 denoting "not equal to"
<= denoting "less than or equal to"
< denoting "less than"
1< denoting "not less than"
```

The bit-string operators are:


The string operator is:

## II denoting concatenation

Figure 1 shows some of the functions of other special characters.

## Identifiers

In a PL/I program, names or labels are given to data, files, statements, and entry points of different program areas. In creating a name or label, a user must observe the syntactic rules for creating an identifier.

An identifier is a single alphabetic character or a string of alphameric and kreak characters, not contained in a comment or constant, and preceded and followed ky a blank or some other delimiter; the initial character of the string must be alphabetic. For System/360 implementation, the length must not exceed 31 characters.

Language keywords also are identifiers. A keyword is an identifier that, when used in proper context, has a specific reaning to the compiler. A keyword can specify such things as the action to be taken, the nature of data, the purpose of a name. For example, READ, DECIMAL, and ENDFILE are keywords. Some keywords can be abbreviated. A complete list of keywords and


Figure 1. Some Functions of Special Characters
their abbreviations is contained in part II, Section 3. "Keywords and Keyword Abbreviations."

Note: PL/I keywords are not reserved words. They are recognized as keywords by the compiler only when they appear in their proper context. In other contexts they may be used as user-defined identifiers.

No identifier can exceed 31 characters
I in length; for the TSS/360 PL/I compiler, some identifiers, as discussed in later chapters, cannot exceed seven characters in lengtin. This limitation is placed upon certain names, calied external names, that $I$ may be referred to by the time-sharing system or by more than one separately compiled pocedure. If an extermal name contains more than seven characters, it is truncated by che compilex, which concatenates the first four characters with the last three characters.

Examples of identifiers that could be used for names or labels:
is
FILE2
LOOF_3
RATE_OF ...PAY
\#32
The Use of Blanks
Blanks may be used freely throughout a PL/I program. They may or may not surround operators and most other delimiters. In general, any number of blanks may appear wherever one blank is allowed, such as between words in a statement.

One or more blanks must be used to separate identifiers and constants that are not separated by some other delimiter or by a comment. However, identifiers, constants (except character-string constants) and composite operators (for example, $7=$ ) cannot contain blanks.

Other cases that require or permit blanks are noted in the text where the feature of the language is discussed. Some examples of the use of blanks are:
$A B+B C$ is equivalent to $A B+B C$
TABLE(10) is equivalent to TABLE (10) FIRST, SECOND is equivalent to FIRST, SECOND ATOB is not equivalent to $A$ TO $B$

## Comments

Comments are permitted wherever blanks are allowed in a program, except within
data items, such as a character string. A comment is treated as a blank and can therefore be used in place of a required secarating blank. Comments do not otherwise affect execution of a program; they are used only for documentation purposes. comments may be punched into the same cards as statements, either inserted between statements or in the midale of them.

The general format of a comment is:

## /* character-string */

The character pair $/ *$ indicates the ceginning of a comment. The same character Fair reversed, */, indicates its end. No klanks or other characters can separate the two characters of either composite pair; the slash and the asterisk must be immediately adjacent. The comment itself may contain any characters except the */ combination, which would be interpreted as terminating the comment.

Example:

* THIS WHOLE SENTENCE COULD BE INSERTED AS A COMMENT */

Any characters permitted for a particular machine configuration may be used in comments.

## EAS IC PROGRAM STRUCTURE

A PL/I program is constructed from basic program elements called statements. There are two types of statements: simple and compound. These statements make up larger program elements called groups and blocks.

## SIMPLE AND COMPOUND STATEMENTS

There are three types of simple statements: keyword, assignment, and null, each of which contains a statement body that is terminated by a semicolon.

A keyword statement has a keyword to indicate the function of the statement; the statement body is the remainder of the statement.

The assignment statement contains the assignment symbol $(\Rightarrow)$ and does not have a keyword.

The null statement consists only of a semicolon and indicates no operation: the semicolon is the statement body.

Examples of simple statements are:
GO TO LOOP_3; (GO TO is a keyword; the blank between $G O$ and TO
is optional. The statement kody is LOOP_3;)
$A=B+C ; \quad$ (assignment statement)
A compound statement is a statement that contains one or more other statements as a part of its statement body. There are two compound statements: the IF statement and the ON statement. The final statement of a compound statement is a simple statement that is terminated by a semicolon. Hence, the compound statement is terminated by this semicolon. The IF statement can contain two simple statements as shown in the following example:

IF $\mathrm{A}>\mathrm{B}$ THEN $\mathrm{A}=\mathrm{B}+\mathrm{C}$; ELSE GO TO LOOP 3;

This example can also be written as follows:

## IF A>B

THEN $\mathrm{A}=\mathrm{B}+\mathrm{C}$;
ELSE GO TO LOOP_3;
Following are examples of the on statement:

```
ON OVERFLOW GO TO OVFIX;
ON UNDERFLOW;
```

The contained statement in the second example is the null statement represented by a semicolon only; it indicates that no action is to be taken when an UNDERFLOW interruption occurs.

## Statement Prefixes

Both simple and compound statements may have one or more prefixes. There are two types of prefixes; the label prefix and the condition prefix.

A label prefix identifies a statement so that it can be referred to at some other point in the program. A label prefix is an identifier that precedes the statement and is connected to the statement ly a colon. Any statement may have one or more labels. If more than one are specified, they may be used interchangeably to refer to that statement.

A condition prefix specifies whether or not interruptions are to result from the occurrence of the named conditions. Condition names are language keywords, each of which represents an exceptional cond tion that might arise during execution of a program. Examples are OVERFLOW and SIZE. The OVERFLOW condition arises when the exponent of a floating-point number exceed; the maximum allowed (representing a maximum value of about 1075). The SIZE condition arises when a value is assigned to a vari-
able with loss of high-order digits or bits.

A condition name in a condition prefix may te preceded ky the word NO to indicate that, effectively, no interruption is to cccur if the condition arises. If $N O$ is used, there can be no intervening blank between the No and the condition nare.

A condition prefix consists of a list of cne or more condition names, separated by commas and enclosed in parentheses. One or more condition prefixes may be attached to a statement, and each parenthesized list rust be followed by a colon. condition prefixes precede the entire statement, including any fossible label prefixes for the statement. For example:
(SIZE, NCOVERFLOW): COMPUTE:A $=\mathrm{B} * \mathrm{C} * * \mathrm{D}$;
The single condition prefix indicates that an interruption is to occur if the SIZE condition arises during execution of the assignment statement, but that no interruption is to occur if the OVERFLOW condition arises. Note that the condition prefix frecedes the lakel prefix compute.

Since intervening blanks between a prefix and its associated statement are ignored, it is often convenient to punch the condition prefix into a separate card that precedes the card into which the statement is punched. Thus, after debugging, the frefix can be easily removed. For example:

```
(NOCONVERSION):
(SI ZE, NCOVERFLOW):
COMPUTE: A = B * C ** D;
```

Note that there are two condition prefixes. The first specifies that no interruption is to occur if an invalid character is encountered during an attempted data conversion.

Condition prefixes are discussed in Part I, Section 13, "Exceptional Condition Handling and Program Checkout."

## GROUPS AND BLOCKS

A group is a sequence of statements headed by a DO statement and terminated ky a corresponding END statement. It is used for control purposes. A group also may be called a DO-group.

A block is a sequence of statements that defines an area of a program. It is used to delimit the scope of a name and for control purfoses. A program may consist of one or more blocks. Every statement must appear within a block. There are two kinds of blocks: begin blocks and procedure
blocks. A begin block is delimited by a BEGIN statement and an END statement. A procedure block is delimited by a PROCEDURE statement and an END statement. Every begin block must be contained within some procedure block.

Execution passes sequentially into and out of a begin block. However, a procedure
block must be invoked by execution of a statement in another block. The first procedure in a frogram to be executed is invoked automatically by the system. For System/360 implementations, this first procedure must be identified by specifying OPTIONS (MAIN) in the PROCEDURE statement.
out of a begin block. However. a procedure

Data is generally defined as a representation of information or of value.

In PL/I, reference to a data item, arithmetic or string, is made by using either a variable or a constant (the terms are not exactly the same as in general mathematical usage).

A variable is a symbolic name having a value that may change during execution of a program.

A constant (which is not a symbolic name) has a value that cannot change.

The following statement has both variables and constants:

```
AREA = RADIUS**2*3.1416;
```

AREA and RADIUS are variables; the numbers 2 and 3.1416 are constants. The value of RADIUS is a data item, and the result of the computation will be a data item that will be assigned as the value of AREA. The number 3.1416 in the statement is itself the data item; the characters 3.1416 also are written to refer to the data item.

If the number 3.1416 is to be used in more than one place in the program, it may be convenient to represent it as a variable to which the value 3.1416 has teen assigned. Thus, the above statement could be written as:
$\mathrm{PI}=3.1416$;
AREA $=$ RADIUS**2*PI;
In this statement, only the digit 2 is a constant.

In preparing a $P L / I$ program, the user must be familiar with the types of data that are permitted, the ways in which data can be organized, and the methods by which data can be referred to. The following paragraphs discuss these features.

## DATA TYPES

The types of data that may be used in a PL/I program fall into two categories: problem data and program control data. Problem data is used to represent values to be processed by a program. It consists of two data types, arithmetic and tring. program control data is used to control the execution of a program. Program control
data consists of the following types: latel, event, task, locator, and area.

A constant does more than state a value; it demonstrates various characteristics of the data item. For example, 3.1416 shows that the data type is arithmetic and that the data item is a decimal number of five digits and that four of these digits are to the right of the decimal point.

The characteristics of a variable are not immediately apparent in the name. Since these characteristics, called attributes, must be known, certain keywords and expressions may ke used to specify the attributes of a variable in a DECLARE statement. The attributes used to describe each data type are discussed briefly in this chapter. A complete discussion of each attritute appears in Part II, Section 9, "Attributes."

## PROBLEM LATA

The types of problem data are arithmetic and string.

## ARITHMETIC DATA

An item of arithmetic data is one with a numeric value. Arithmetic data items have the characteristics of base, scale, precision, and mode. The characteristics of data items represented by an arithretic variable are specified by attributes declared for the name, or assumed by default.

The base of an arithmetic data item is either decimal or binary.

The scale of an arithmetic data item is either fixed-point or floating-point. A fixed-roint data item is a number in which the position of the decimal or binary point is specified, either by its appearance in a constant or by a scale factor declared for a variable. A floating-point data item is a number followed by an optionally signed exponent. The exponent specifies the assumed position of the decimal or binary point, relative to the position in which it appears.

The precision of an arithmetic data item is the number of digits the data item may contain, in the case of fixed-point, or the minimum number of significant digits (excluding the exponent) to be maintained,
in the case of floating-point. For fixedpoint data items, precision can also speci$\mathrm{f}_{\mathrm{Y}}$ the assumed position of the decimal or binary point, relative to the rightmost digit of the number.

Whenever a data item is assigned to a fixed-point variable, the declared precision is maintained. The assigned item is aligned on the decimal or binary point. Leading zeros are inserted if the assigned item contains fewer integer digits than declared; trailing zeros are inserted if it contains fewer fractional digits. A SIZE error may occur if the assigned item contains too many integer digits; truncation on the right may occur if it contains too many fractional digits.

The mode of an arithmetic data item is either real or complex. A real data item is a number that expresses a real value. complex data item is a pair of numbers: the first is real and the second is imaginary. For a variable representing complex data items, the base, scale, and precision of the two parts must be identical.

Base, scale, and mode of arithmetic variables are specified ky keywords; precision is specified by parenthesized decimal integer constants. The precision of arithmetic constants is discussed in greater detail below, under the heading "Precision of Arithmetic Constants."

In the following sections, the real arithmetic data types discussed are decimal fixed-point, sterling fixed-point, binary fixed-point, decimal floating-foint, and kinary floating-point. Any of these, except sterling fixed-point, can be used as the real part of a complex data item. The imaginary part of a complex number is discussed in "Complex Arithmetic Data," in this section.

Complex arithmetic variables must be explicitly declared with the COMPLEX attribute. Real arithmetic variables may be explicitly declared to have the REAL attribute, but it is not necessary to do so, since any arithmetic variable is assumed to be real unless it is explicitly declared complex.

## Decimal Fixed-Point Data

A decimal fixed-point constant consists of one or more decimal digits with an optional decimal point. If no decimal point appears, the point is assumed to be immediately to the right of the rightmost digit. In most uses, a sign may optionally precede a decimal fixed-point constant.

Examples of decimal fixed-point constants as written in a program are:
3.1416
455.3
732
003
5280
.0012

The keyword attributes for declaring decimal fixed-point variables are DECIMAL and FIXED. Precision is stated by two decimal integers, separated by a comma and enclosed in parentheses. The first, which must be unsigned, specifies the total number of digits; the second, the scale factor, may be signed and specifies the number of digits to the right of the decirral point. If the variable is to represent integers, the scale factor and its preceding comma can be omitted. The attributes may appear in any order, but the precision specification must follow either DECIMAL or FIXEL ( $O$ R REAL or COMPLEX).

Following are examples of declarations of decimal fixed-point variables:

```
DECLARE A FIXED DECIMAL (5,4); DECLARE B FIXED \((6,0)\) DECIMAL; DECLARE C FIXED \((7,-2)\) DECIMAL;
```

The first DECLARE statement specifies that the identifier $A$ is to represent decimal fixed-point items of not more than five digits, four of which are to be treated as fractional, that is, to the right of the assumed decimal point. Any item assigned to $A$ will be converted to decimal fixedpoint and aligned on the decimal point. The second DECLARE statement specifies that $B$ is to represent integers of no more than 6 digits. Note that the comma and the zero are unnecessary; it could have been specified B FIXED DECIMAL (6). The third DECLARE statement specifies a negative scale factor of -2 ; this means that the assumed decimal point is two places to the right of the rightmost digit of the item.

The maximum number of decimal digits allowed for system/360 implementations is 15. Default precision, assumed when nc specification is made, is $(5,0)$. The internal coded arithmetic form of decimal fixed-coint data is packed decimal. Packed decimal is stored two digits to the kyte, with a sign indication in the rightmost four bits of the rightmost byte. Consequently, a decimal fixed-point data item is always stored as an odd number of digits, even though the declaration of the variable ray specify the number of digits ( $p$ ) as an even number. When the declaration specifies an even number of digits, the extra digit place is in the high-order position, and it participates in any operations per-
formed upon the data item, such as in a comparison operation. Any arithmetic overflow or assignment into an extra high-order digit place can be detected only if the SIZE condition is enabled.

## Sterling Fixed-Point Data

PL/I has a facility for handing constants stated in terms of sterling currency value. The data may be written in a proyram with pounds, shillings, and pence fields, each separated by a period. Such data is converted and maintained internally as a decimal fixed-point number representing the equivalent in pence. A sterling data constant ends with the letter $L$, representing the pounds symbol. All three fields (pounds, shillings, and pence) must be present in a sterling constant. Note that the the maximum number of digits allowed in the pounds field of a sterling constant is 13. The pence field is one or more decimal digits with an optional decimal point (the integer part must be less than 12 and cannot be omitted, and the fractional part must not exceed 13 minus the number of digits in the pounds field).

Examples of sterling fixed-point constants as written in a program are:

$$
\begin{aligned}
& 101.13 .8 \mathrm{~L} \\
& 1.10 .0 \mathrm{~L} \\
& 0.0 .2 .5 \mathrm{~L} \\
& 2.4 .6 \mathrm{~L}
\end{aligned}
$$

The third example represents twopencehalfpenny. The last example represents two pounds, four shillings, and six pence. It is converted and stored internally as 534 (pence).

There are no keyword attributes for declaring sterling variables, kut a variable can be declared with a sterling picture, or sterling values may be expressed in pence as decimal fixed-point data. The precision of a sterling constant is the precision of its value expressed in pence.

## Binary Fixed-Point Data

A binary fixed-point constant consists of one or more binary digits with an optional binary point, followed immediately by the letter $B$, with no intervening blank. In most uses, a sign may optionally precede the constant.

Examples of binary fixed-point constants as written in a program are:

10110 B
11111B
101 B
111.01B
1011.111B

The keyword attributes for declaring kinary fixed-point variables are BINARY and FIXEC. Precision is specified by two decimal integer constants, enclosed in parentheses, to represent the maximum number of binary digits and the number of digits to the right of the binary point, respectively. If the variable is to represent integers, the second digit and the comma can be cmitted. The attributes can appear in any order, but the precision specification must follow either BINARY or FIXED (or REAL or COMPLEX).

Following is an example of declaration of a binary fixed-point variable:

## DECLARE FACTOR BINARY FIXED (20,2);

FACTOR is declared to be a variable that can represent arithmetic data items as large as 20 kinary digits, two of which are fractional. The decimal equivalent of that value range is from $-262,144.00$ through +262,143.75.

The maximum number of binary digits allowed for System/360 implementations is 31. Default precision is $(15,0)$. The internal coded arithmetic form of binary fixed-point data is a fixed-point binary fullword or halfword. (A fullword is 31 bits plus a sign bit; a halfword is 15 bits flus a sign tit.) Any binary fixed-point variable of precision less than 16 is always stored as 15 digits, even though the declaration of the variable may specify fewer digits; any binary fixed-point variable of precision greater than 15 (or any kinary fixed-point constant, regardless of precision) is always stored as 31 digits. The declared number of digits are considered to be in the low-order positions, but the extra high-order digits participate in any operations performed upon the data item. Any arithmetic overflow into such extra high-order digit positions can be detected only if the SIZE condition is enabled.

An identifier for which no declaration is mare is assumed to be a binary fixedpoint variable, with default precision, if its first letter is any of the letters I through N .

## Decimal Floating-Point Data

A decimal floating-point constant is written as a field of decimal digits followed by the letter $E$, followed by an cptionally signed decimal integer exponent. The first field of digits may contain a decimal point. The entire constant may be preceded by a plus or minus sign. Examples of decimal floating-point constants as written in a program are:

15E-23
15 E23
4E-3
48333 E65
438 E 0
3141593E-6
. 003141593 E 3
The last two examples represent the same value.

The keyword attributes for declaring decimal floating-point variakles are DECIMAL and FLOAT. Precision is stated by a decimal integer constant enclosed in parentheses. It specifies the minimum number of significant digits to be maintained. If an item assigned to a variable has a field width larger than the declared precision of the variable, truncation may occur on the right. The least significant digit is the first that is lost. Attributes may appear in any order, but the precision specification must follow either DECIMAL or FLOAT (or REAL or COMPLEX).

Following is an example of declaration of a decimal floating-point variable:

DECLARE LIGHT_YEARS DECIMAL FLOAT (5);
This statement specifies that LIGHT_YEARS is to represent decimal floating-poīnt data items with an accuracy of at least five significant digits.

The maximum precision allowed for decimal floating-point data items for system/ 360 implementations is (16); the exponent cannot exceed two digits. A value range of approximately $10-78$ to 1075 can be expressed by a decimal floating-point data item. Default precision is (6). The internal coded arithmetic form of decimal floating-point data is normalized hexadecimal floating-point, with the point assumed to the left of the first hexadecimal digit. If the declared precision is less than or equal to (6), snort floating-point form is used; if the declared precision is greater than (6), long floating-point form is used.

An identifier for which no declaration is made is assumed to ke a decimal floating-point variable if its first letter is any of the letters A through $H$, $O$ through $Z$, or one of the alphabetic extenders, \$, \#, a.

## Binary Floating-Point Data

A binary floating-point constant consists of a field of binary digits followed by the letter $E$, followed by an optionally signed decimal integer exponent followed by the letter $B$. The exponent is a siring of decimal digits and specifies an integral
power of two. The field of binary digits ray contain a kinary point. A binary floating-point constant may be preceded by a plus or minus sign. Examples of binary floating-point constants as written in a program are:

```
101101E5B
101.101E2B
11101E-28B
```

The keyword attributes for declaring binary floating-point variables are BINARY and FloAT. Precision is expressed as a decimal integer constant, enclosed in parentheses, to specify the minimum number of significant digits to be maintained. The attributes can appear in any order, but the precision specification must follow either BINARY or FLOAT (or REAL or COMPLEX). Following is an example of declaration of a binary floating-point variable:

DECLARE S BINARY FLOAT (16);
This specifies that the identifier $S$ is to represent binary floating-point data items with 16 digj.ts in the binary field.

The maximum precision allowed for binary floating-point data items for System/360 implementations is (53); default precision is (21). The exponent cannot exceed three decimal digits. A value range of approximately 2-260 to 2252 can be expressed by a binary floating-coint data item. The internal coded arithmetic form of binary floating-point data is normalized hexadecimal floating-point. If the declared precision is less than or equal to (21), short floating-point form is used; if the declared precision is greater than (21), long floating-point form is used.

## Complex Arithmetic Data

In the complex mode, an arithmetic data item is considered to consist of two parts. the first a real part and the second a signed imaginary part. There are no complex constants in PL/I. The effect is obtained by writing a real constant and an imaginary constant.

An inaginary constant is written as a real constant of any type (except sterling fixed-point) immediately followed by the letter I.

Examples of imaginary constants as written in a program are:

271
3.968 E 10 I
11011.01 BI

Each of these is considered to have a real part of zero. Although complex constants
cannot be written with a nonzero real part. PL/I provides the facility to express such values in the following form:

## real-constant $\{+1-\}$ irraginary-constant

Thus a complex value could be written as $38+27$ I.

The keyword attribute for declaring a complex variable is CONPIEX. A complex variable can have any of the attributes valid for the different types of real arithmetic data. Each of the base, scale, and precision attributes applies to both fields.

Unless a variable is explicitly declared to have the COMPLEX attribute, it is assumed to represent real data items.

## Numeric Character Data

A numeric character data item (also known as a numeric field data item) is the value of a variable that has keen declared with the PICTURE attribute and a numeric picture specification. The data item is the character representation of a decimal fixed-point or floating-point value.

A numeric picture specification describes a character string to which only data that has, or can be converted to, an arithmetic value is to be assigned. A numeric picture specification cannot contain either of the picture characters $A$ or $X$, which are used for non-numeric picturecharacter strings. The basic form of a numeric picture specification is one or more occurrences of the digit-specifying picture character 9 and an optional occurrence of the picture character $v$, to indicate the assumed location of a decimal point. The picture specification must be enclosed in apostrophes. For example:

## -999V99'

This numeric ficture specification describes a data item consisting of up to five decimal digits in character form, with a decimal point assumed to precede the rightmost two digits.

Repetition factors may ke used in numeric picture specifications. A repetition factor is a decimal integer constant, enclosed in parentheses, that indicates the number or repetitions of the immediately following picture character. For example, the following picture specification would result in the same descriptic, as the example shown above:

- (3) $9 \mathrm{~V}(2) 9^{\circ}$

The format for declaring a numeric character variable is:

## DECLARE identifier PICTURE <br> 'numeric-picture-specification';

## For example:

## DECLARE PRICE PICTURE '999V99';

This specifies that any value assigned to PRICE is to be maintained as a character string of five decimal digits, with an assumed decimal point preceding the rightmost two digits. Data assigned to PRICE will be aligned on the assumed point in the same way that point alignment is maintained for fixed-point decimal data.

The numeric picture specification can specify all of the arithmetic attributes of data in much the same way that they are specified ty the appearance of a constant. Only decimal numeric data can be represented by picture character. Complex data can be declared ky specifying the COMPLEX attribute along with a single picture specification that describes either a fixedpoint or a floating-point data iter.

It is important to note that, although numeric character data has arithmetic attributes, it is not stored in coded arithmetic form. In System/360 implementations, numeric character data is stored in zoned decimal format; before it can be used in arithmetic computations, it must be converted either to packed decimal or to hexadecimal floating-point format. Such conversions are done automatically, but they require extra execution time.

Although numeric character data is in character form, like character strings, and although it is aligned on the deciral point like coded arithmetic data, it is processed differently from the way either coded arithmetic items or character strings are processed. Editing characters can te specified for insertion into a numeric character data item, and such characters are actually stored within the data item. Consequently, when the item is printed or treated as a character string, the editing characters are included in the assignment. If, however, a numeric character item is assigned to another numeric character or arithmetic variakle, the editing characters will not be included in the assignment; cnly the actual digits and the location of the assumed decimal point are assigned.

Consider the following example:
DECLARE PRICE PICTURE '\$99V.99', COST CHARACTER (6),
VALUE FIXED DECIMAL ( 6,2 );

```
PRICE = 12.28;
COST = '$12.28';
```

In the picture specification for PRICE, the currency symbol (\$) and the decimal point (.) are editing characters. They are stored as characters in the data item. 'hey are not, however, a part of its arithnintic value. After execution of the second assignment statement, the actual internal character representation of PRICE and COST can be considered identical. If they were printed, they would print exactly the same. They do not, however, always function the same. For example:

```
VALUE = PRICE;
COST = PRICE;
VALUE = COST;
PRICE = COST;
```

After the first two assignment statements are executed, the value of VALUE would be 0012.28 and the value of COST would be ' $\$ 12.28^{\prime}$. In the assignment of ?RICE to VALUE, the currency symbol and the decinal point are considered to te editing characters, and they are not part of the cssignment: the arithmetic value of PRICE :s converted to internal coded arithmetic torm. In the assignment of PRICE to COST, iowever, the assignment is to a character stiing, and the editing characters of a numeric picture specification always participate in such an assignment. No conversion is necessary because PRICE is stored in character form.

The third and fourth assignment statements would cause errors. The value of cosT cannot be assigned to VALUE because the currency symbol in the string makes it invalid as an arithmetic constant. The value of $\operatorname{CosT}$ cannot be assigned to PRICE for exactly the same reason. Only values that are of arithmetic type, or that can be converted to arithmetic type, can be assigned to a variable declared with a numeris picture specification.

Note: Although the decimal point can be an editing character or an actual character in a character string, it will not cause an error in converting to arithmetic form, since its appearance is valid in an arithmetic constant. The same would be true of a valid plus or minus sign, since arithmetic constants can be preceded by signs.

Other editing characters, including zero suppression characters, drifting characters, and insertion characters, can be used in numeric picture specifications. For complete discussions of picture characters, see Part II, Section 4, "Picture Specification Characters" and the discussio. of the PICTURE attribute in part II, Section 9 , "Attributes."

## Precision of Arithmetic constants

For purposes of expression evaluation, an apparent precision is defined for real arithmetic constants:

Real fixed-point constants have a precision ( $p, q$ ), where $p$ is the total number of digits in the constant and $q$ is the number of digits specified to the right of the decimal or binary point.

The precision of a sterling constant is equivalent to the precision of its corresponding value in fixed-point pence. This value is determined as follows: multiply the value of the pounds field by 240 ; add the value of the shillings field multiplied by 12; add the value of the pence field. The frecision of the result (with leading zeros removed) is the precision of the corresponding sterling constant.

The precision of a floating-point constant is ( $p$ ). where $p$ is the number of digits of the constant left of the $E$.

Examples:

> 3.14 has precision $(3,2)$
> 0.012 E 5 has precision $(4)$
> 0.9 .0 .5 L has precision $(4,1)$
> 0000001 B has precision $(7,0)$

## STRING DATA

A string is a contiguous sequence of characters (or binary digits) that is treated as a single data item. The length of the string is the number of characters (or kinary digits) it contains.

There are two types of strings: character strings and bit strings.

## Character-String Data

A character string can include any digit, letter, or special character recognized as a character by the particular machine configuration. Any blank included in a character string is an integral character and is included in the count of length. A comment that is inserted within a character string will not be recognized as a comment. The comment, as well as the comment delimiters ( $/ *$ and */), will be considered to be part of the characterstring data.

Character-string constants, when written in a program, must be enclosed in acostroches. If an apostrophe is a character in a string, it must be written as two apostroFhes with no intervening blank. The length of a character string is the number of characters between the enclosing apostro-
phes. If two apostrophes are used within the string to represent a single apostrophe, they are counted as a single character.

A null character-string constant is written in a program as two apostrophes with no intervening blank.

Examples of character-string constants are:

```
'LOGARITHM TABLE'
    'page 5'
    'SHAKESPEARE''S ''''HAMLET''.''
    ' AC4 38-19'
    (2)'WALlA '
    '. (null character-string constant)
```

The third example actually indicates SHAKESPEARE'S 'HANLET" with a length of 24. In the fifth example, the farenthesized number is a repetition factor, which indicates repetition of the characters that follow. This example specifies the constant "Waila Walla (the blank is included as one of the characters to be repeated). The repetition factor must be an unsigned decimal integer constant, enclosed in parentheses.

The keyword attribute for declaring a character-string variable is character. Length is declared by an expression or a decimal integer constant, enclosed in parentheses, which specifies the number of characters in the string. The length specification must follow the keyword CHARACTER For example:

DECLARE NAME CHARACTER (15):
This DECLARE statement specifies that the identifier NAME is to represent character-. string data items, 15 characters in length. If a character string shorter than 15 characters were to be assigned to NAME, it would be left adjusted and padded on the right with blanks to a length of 15 . If a longer string were assigned, it would be truncated on the right. (Note: If such truncation occurs, no interruption will result as it might for truncation of arithmetic data, and there is no on condition in $\mathrm{PL} / \mathrm{I}$ to deal with string truncation.)

Character-string variables may also be declared to have the VARYING attribute, as follows:

DECLARE NAME CHARACTER (15) VARYING;
This DECLARE statement specjfies that the identifier NAME is to be used to represent varying-length character-string data 1 tems with a maximum length of 15 . The actual length attribute for NAME at any particular
time is the length of the data item assigned to it at that time. The user need not keep track of the length of a varyinglength character string; this is done automatically. The length at any given tire can ke determined by the user, however, by use of the LENGTH built-in function, as discussed in Part 1 , Section 11. "Editing and String Handling." Note for the TSS/360 PL/I compiler that until a varying-length string variable is given an initial value, its length is set to zero.

Character-string data in System/360 implementations is maintained internally in character format, that is, each character cccupies one byte of storage. The maximum length allowed for variables declared with the CHARACTER attribute is 32,767 . The maximum length allowed for a characterstring constant after application of repetition factors varies according to the amount of storage available to the compiler, but it never will be less than 1,007 . The minimum length for a character string is zero.
character-string variables also can be declared using the PICTURE attribute of the form:

PICTURE "character-picture-specification"
The character picture specification is a string composed of the picture specification characters $A, X$, and 9. The string of picture characters must be enclosed in apostrophes, and it must contain at least one $A$ or $X$ and no other ficture characters except 9. The character A specifies that the corresponding position in the descrited field will contain an alphabetic character or blank. The character $X$ specifies that any character may appear in the corresponding position in the field. The picture character 9 specifies that the corresponding position will contain a numeric character or blank. For example:

DECLARE PART_NO PICTURE 'AA9999×999':
This DECIARE statement specifies that the identifier PART NO will represent character-string data items consisting of two alphabetic characters, four numeric characters, one character that may le any character, and three numeric characters.

Repetition factors are used in picture specifications differently from the way they are used in string constants. Repetition factors must be placed inside the apostrophes. The repetition factor specifies repetition of the immediately following ficture character. For example, the above picture specification could be written:

## - (2) A(4) $9 \times(3) 9^{\circ}$

The maximum length allowed for a picture specification is the same as that allowed for character-string constants, as discussed above.

Note that, for character picture specifications, the picture character 9 specifies a digit or a blank, while, for numeric picture specifications, the same character specifies only a diqit.

## Bit-string Data

A bit-string constant is written in a program as a series of binary digits enclosed in apostrophes and followed immediately by the letter $B$.

A null bit-string constant is written in a program as two apostrophes with no intervening blank, followed immediately by the letter B.

Examples of bit-string constants as written in a program are:

$$
\begin{aligned}
& \cdot 1^{\prime} \mathrm{B} \\
& \cdot 11111010110001^{\prime} \mathrm{B} \\
& (64)^{\prime} 0^{\prime} \mathrm{B} \\
& \cdot \cdot \mathrm{~B}
\end{aligned}
$$

The parenthesized number in the third example is a repetition factor which specifies that the following series of digits is to be repeated the specified number of times. The example shown would result in a string of 64 binary zeros.

A bit-string variable is declared with the BIT keyword attribute. Length is specified by an expression or a decimal integer constant, enclosed in parentheses, to specify the number of binary diqits in the string. The letter $B$ is not included in the length specification since it is not part of the string. The length specification must follow the keyword BIT. Following is an example of declaration of a bitstring variable:

DECLARE SYMPTOMS BIT (64);
Like character strings, bit strings are assigned to variables from left to right. If a string is longer than the length declared for the variable, the rightmost digits are truncated; if shorter, padding, on the right, is with zeros.

A bit-string variable may be given the VARYING attribute to indicate it is to be used to represent varying-length bit strings. Its application is the same as that described for character-string variables in the preceding section.

With System/360 implementations, kit strings are stored eight bits to a byte. The maximum length allowed for a bit-string variable with the TSS/360 PL/I compiler is 32.767 bits. The maximum length allowed for a bit-string constant after application of repetition factors depends upon the amount of storage available to the compiler, but it will never be less than 8,056 (1,007 bytes). The minimum length for a bit string is zero.

## PROGRAM CONTROL DATA

The types of program control data are label, event, task, locator, and area.

LABEL DATA
A label data item is a label constant or the value of a label variable.

A label constant is an identifier written as a prefix to a statement so that. during execution, program control can be transferred to that statement through a reference to its label. A colon connects the label to the statement.

## ABCDE: DISTANCE $=$ RATE*TIME:

In this example, ABCDE is the statement label. The statement can be executed either by normal sequential execution of instructions or by transferring control to this statement from some other point in the program by means of a GO TO statement.

As used above, ABCDE can be classified further as a statement-label constant. A statement-label variable is an identifici that refers to statement-label constants. Consider the following example:

| LBL_ $\boldsymbol{A}$ : | statement: |
| :---: | :---: |
|  | - |
|  | - |
| LBL_B: | statement; |
|  | - |
|  | - |
|  | $L_{B L} L_{-} \mathrm{X}=\mathrm{LBL}_{-} \mathrm{A}$ |
|  | - |
|  | - |
|  | GO TO LBL_X: |
|  |  |

LBL_A and LBL_B are statement-label constants because they are prefixed to statements. LBL_X is a statement-label variable. By assigning LBL_A to LBL_X, the statement GO TO LBL $X$ causes a transfer to
the LBL_A statement. Elsewhere, the program mā̄ contain a statement assigning LBL_B to LBL_X. Then, any reference to LBL_X would be the same as a reference to LBL-B. This value of $\operatorname{IBI} X$ is retained unt $\bar{i} l$ another value is assigned to it.

A statement-label variacle must be declared with the LABEL attribute, as follows:

DECLARE LBL_X LABEL;

## EVENT DATA

Event variables are designed to coordinate the concurrent execution of a number of procedures in a multiprogramming environment, or to allow a degree of overlap between a record-oriented input/output operation and the execution of other statements in the procedure that originated the operation. Since multitasking is not supported in TSS/360, event variables used in a multiprogramming context do not have as much significance as in the IBN: System/360 Operating System.

A variable is given the EVENT attribute by its appearance in an EVENT option or a WAIT statement, or by explicit declaration, as in the following example:

## DECLARE ENDEVT EVENT;

For detailed information, see "The EVENT | Option" in Part I, Section 10, "RecordOriented Transmission."

## TASK DATA

Task variables are designed to control the relative priorities of different PL/I tasks (i.e., concurrent separate execution of procedures). Since in TSS/360, the current implementation does not support multiple PL/I tasks, task variables have no significance.

## IOCATOR DATA

There are two types of locator data: pointer and offset.

The value of a pointer variable is effectively an address of a location in storage, and so it can be used to qualify a reference to a variable that may hive been allocated storage in several different locations, all of which are immediately accessible. Since based storage is so allocated, reference to a based variable must be qualified in some way; vith the TSS/360 compiler, this qualification must te provided by a pointer variable.

The value of an offset variable specifies a location relative to the start of a reserved area of storage and remains valid when the address of the area itself changes.

Locator variatles can be declared as in the following example:

```
DECLARE HEADPTR POINTER,
    FIRST OFFSET (AREA1);
```

In this example, AREA1 is the name of the reserved area of storage that will contain the location specified by FIRST.

A variakle can also ke given the POINTER attribute by its appearance in the BASED attribute, by its appearance on the lefthand side of a pointer qualification symtol, or by its appearance in a SET option.

For detailed information, see part $I$, Section 14. "Based Variables and List Processing."

## AREA DATA

Area variables are used to describe areas of storage that are to be reserved for the allocation of based variables. An area can be assigned or transmitted complete with its contained allocations; thus, a set of based allocations can be treated as one unit for assignment and input/output while each allocation retains its individual identity.

A variable is given the AREA attribute either by its appearance in the OFFSET attribute or an IN option, or by exclicit declaration, as in the following example:

## DECLARE AREA1 AREA (2000), AREA2 AREA;

The number of bytes of storage to be reserved can be stated explicitly, as it has been for AREA1 in the example; otherwise a default size is assumed. For the $1 \mathrm{TSS} / 360 \mathrm{PL} / \mathrm{I}$ compiler, this default size is 1000 rytes.

For detailed information, see part $I$, section 14, "Based Storage and List Processing."

## DATA ORGANIZATION

In $\mathrm{PL} / \mathrm{I}$, data items may be single data elements, or they may be grouped together to form data collections called arrays and structures. A variable that represents a single element is an element variable (also called a scalar variable). A variable that represents a collection of data elements is
either an array variable or a structure variable.

Any type of problem data or program control data can be collected into arrays or structures.

## ARRAYS

Data elements having the same characteristics, that is, of the same data type and of the same precision or length, may be grouped together to form an array. An array is an n-dimensional collection of elements, all of which have identical attributes. Only the array itself is given a name. An individual item of an array is referred to by giving its relative position within the array.

Consider the following two declarations:

## DECLARE LIST (8) FIXED DECIMAL (3); DECLARE TABLE (4, 2) FIXED DECIMAL (3);

In the first example, LIST is declared to be a one-dimensional array of eight elements, each of which is a fixed-point decimal item of three digits. In the second example, TABLE is declared to te a twodimensional array, also of eight fixedpoint decimal elements.

The parenthesized number or numbers following the array name in a DECLARE statement is the dimension attribute specification. It must follow the array name, with or without an intervening blank. It specifies the number of dimensions of the array and the bounds, or extent, of each dimension. Since only one bounds specification appears for LIST, it is a one-dimensional array. Two bounds specifications, separated by a comma, are listed for TABLE; consequently, it is declared to be a twodimensional array.

The bounds of a dimension are the beginning and the end of that dimension. The extent is the number of integers between, and including, the lower and upper bounds. If only one integer appears in the bounds specification for a dimension, the lower bound is assumed to be 1 . The one dimension of LIST has bounds of 1 and 8 ; its extent is 8. The two dimensions of TABLE have bounds of 1 and 4 and 1 and 2; the extents are 4 and 2.

If the lower bound of a dimension is not 1, both the upper bound and the lower bound must be stated explicitly, with the two numbers connected with a colon. For example:

DECLARE LIST_A $(4: 11) ;$
DECLARE LIST_B $(-4: 3) ;$

In the first example, the bounds are 4 and 11; in the second they are -4 and 3. Note that the extents are the same; in each case, there are 8 integers from the lower bound through the upper bound. It is important to note the difference between the bounds and the extent of an array. In the manipulation of array data (discussed in Part I, Section 4, "Expressions") involving more than one array, the bounds -- not merely the extents -- must be identical. Although LIST, LIST_A, and LIST_B all have the same extent, the bounds are not identical.

The kounds of an array determine the way elements of the array can be referred to. For example, assume that the following data items are assigned to the array LIST, as declared above:

$$
\begin{array}{llllllll}
20 & 5 & 10 & 30 & 630 & 150 & 310 & 70
\end{array}
$$

The different elements would be referred to as follows:

| Reference |  |
| :--- | :---: |
| LIST (1) | Element |
| LIST (2) | 20 |
| LIST (3) | 5 |
| LIST (4) | 10 |
| LIST (5) | 630 |
| LIST (6) | 150 |
| LIST (7) | 310 |
| LIST (8) | 70 |

Each of the numbers following the name LIST is a subscript. A parenthesized subscript following an array name, with or without an intervening blank, specifies the relative position of a data item within the array. A sukscripted name, such as LIST (4), refers to a single element and is an element variable. The entire array can be referred to by the unsubscripted name of the array, for example, LIST. In this case, LIST is an array variable. Note the difference between a subscript and the dimension attribute specjfication. The latter, which appears in a declaration, specifies the dimensionality and the number cf elements in an array. Subscripts are used in other references to identify specific elements within the array.

The same data assigned to LIST_A and IIST_B, as declared above, would be referred to as follows:

| Reference | Element | Reference |
| :---: | :---: | :---: |
| LIST_A (4) | 20 | LIST_B (-4) |
| LIST A (5) | 5 | LIST B ( -3 ) |
| IIST_A (6) | 10 | LIST_B (-2) |
| LIST_A (7) | 30 | LIST-B (-1) |
| LIST_A (8) | 630 | LIST - ${ }^{-1}$ (0) |
| LIST_A (9) | 150 | LIST_B (1) |
| LIST A (10) | 310 | LIST_B (2) |
| LIST_A (11) | 70 | LIST_B (3) |

Assume that the same data were assigned to TABLE, which is declared as a twodimensional array. TABLE can ke illustrated as a matrix of four rows and two columns, as follows:

| TABLE $(m, n)$ | $\frac{(m, 1)}{(1, n)}$ | $\frac{(m, 2)}{5}$ |
| :---: | :---: | ---: |
| $(2, n)$ | 10 | 30 |
| $(3, n)$ | 630 | 150 |
| $(4, n)$ | 310 | 70 |

An element of TABLE is referred to by a subscripted name with two farenthesized subscripts, separated by a comma. For example, TABLE $(2,1)$ would specify the first item in the second row, in this case, the data item 10.

Note: The use of a matrix to illustrate TABLE is purely conceptual. It has no relationship to the way in which the items are actually organized in storage. Data items are assigned to an array in row major order, that is, with the right-most subscript varying most rapidly. For example, assignment to TABLE would be to TABLE(1,1), $\operatorname{TABLE}(1,2), \operatorname{TABLE}(2,1), \operatorname{TABLE}(2,2)$ and so forth.

Arrays are not limited to two dimensions. The PL/I compiler allows as many as 32 dimensions to be declared for an array. In a reference to an element of any array. a subscripted name must contain as many subscripts as there are dimensions in the array.

Examples of arrays in this chapter have shown arrays of arithmetic data. Other data types may be collected into arrays. String arrays, either character or bit, are valid, as are arrays of statement labels.

## Expressions as Subscripts

The subscrifts of a subscripted name need not be constants. Any expression that yields a valid arithmetic value can be used. If the evaluation of such an expression does not yield an integer value, the fractional portion is ignored. For System/ 360 implementations, the integer value is converted, if necessary, to a fixed-point binary number of precision $(15,0)$, since subscripts are maintained internally as binary integers. Note that, although the TSS/360 compiler maintains fixed-point binary variables of precision less than 16 as halfwords, this does not apply to subscript expressions. These, like most other compiler-created fixed-point kinary temporaries (see Section 4, "Expressions and Data Conversion") are stored as fullwords, regardless of precision.

Subscripts are frequently expressed as variables or other expressions. Thus,

TABLE(I,J*K) could be used to refer to the different elements of TABLE by varying the values of $I, J$, and $K$.

## Cross Sections of Arrays

cross sections of arrays can be referred to by substituting an asterisk for a subscript in a subscripted name. The asterisk then specifies that the entire extent is to ke used. For example, TABLE(*,1) refers to all of the elements in the first column of TABLE. It specifies the cross section consisting of TABLE(1,1), TABLE(2,1), TABLE(3, 1), and TABLE(4,1). The subscripted name TABLE (2,*) refers to all of the data items in the second row of TABLE. TABLE(*,*) refers to the entire array.

Note that a subscripted name containing asterisk subscripts represents, not a single data element, but an array with as many dimensions as there are asterisks. consequently, such a name is not an element expression, but an array expression.

## STRUCTURES

Data items that need not have identical characteristics, but that possess a logical relationship to one another, can be grouped into aggregates called structures.

Like an array, the entire structure is given a name that can be used to refer to the entire collection of data. Unlike an array, however, each element of a structure also has a name.

A structure is a hierarchical collection of names. At the bottom of the hierarchy is a collection of elements, each of which represents a single data item or an array. At the top of the hierarchy is the structure name, which represents the entire collection of element variakles. For example, the following is a collection of element variables that might be used to compute a weekly payroll:

```
LAST_NAME
FIRST NAME
REGULAR_HOURS
OVERTIME HOURS
REGULAR_ㅈATE
OVERTIME_RATE
```

These variatles could be collected into a structure and given a single structure name, PAYROLI, which would refer to the entire collection.

## PAYROLL

LAST NAME REGULAR HOURS REGULAR RATE FIRST_NAME OVERTIME_HOURS OVERTIME_RATE

Any reference to PAYROLI would be a reference to all of the element variables. For example:

GET DATA (PAYROLL);
This input statement could cause data to be assigned to each of the element
variabies of the structure PAYROLL.
It often is convenient to subdivide the entire collection into smaller logical collections. In the above examples, LAST_NAME and FIRST_NAME might make a logical subcollection, -as might REGULAR_HOURS and OVERTIME_HOURS, as well as REGULAR_RATE and OVERTIME RATE. In a structure, such subcollections also are given names.

|  | PAYROLL |  |
| :--- | :--- | :--- |
| NAME | HOURS | RATE |
| FIRST | REGULAR | REGULAR |
| CAST | OVERTIME | OVERTIME |

Note that the hierarchy of names can be considered to have different levels. At the first level is the structure name (called a major structure name); at a deeper level are the names of substructures (called minor structure names); and at the deepest are the element names (called elementary names). An elementary name in a structure can represent an array, in which case it is not an element variable, but an array variable.

The organization of a structure is specified in a DECLARE statement through the use of level numbers. A major structure name must be declared with the level number 1. Minor structures and elementary names must be declared with level numbers arithmetically greater than 1; they must be decimal integer constants. A blank must separate the level number and its associated name. The maximum declared level number permitted in a structure is 255. The maximum true level number permitted in a structure is 63.

For example, the items of a weekly payroll could be declared as follows:

$$
\begin{array}{ll}
\text { DECLARE } 1 & \text { PAYROIL, } \\
& 2 \text { NAME, } \\
& 3 \text { LAST, } \\
& 3 \text { FIRST, } \\
& 2 \text { HOURS, } \\
& 3 \text { REGUIAR, } \\
& 3 \text { OVERTIME, } \\
& 2 \text { RATE, } \\
& 3 \text { REGULAR, } \\
& 3 \text { OVERTINE; }
\end{array}
$$

Note: In an actual declaration of the structure PAYROLL, attributes wous a be specified for each of the elementary names. The pattern of indention in this example is
used only for readability. The statement could be written in a continuous string as LECLARE 1 PAYROIL, 2 NAME, 3 LAST, etc.

PAYROLL is declared as a major structure containing the minor structures NAME, HOURS, and RATE. Each minor structure contains two elementary names. A user can refer to the entire structure by the name PAYROLL, or he can refer to portions of the structure by referring to the minor structure names. He can refer to an element by referring to an elementary name.

Note that in the declaration, each level number precedes its associated name and is separated from the name by a blank. The numbers chosen for successively deeper levels need not be the immediately succeeding integers. They are used merely to specify the relative level of a name. A minor structure at level $\underline{n}$ contains all the names with level numbers greater than $n$ that lie ketween that minor structure name and the next name with a level number less than or equal to $n$. PAYROIL might have been declared as follows:

```
LECLARE 1 PAYROLL,
    4 NANE,
        L LAST,
        5 FIRST.
        2 HOURS,
        6 REGULAR,
        5 OVERTIME,
        2 RATE,
            3 REGULAR,
        3 OVERTIME;
```

This declaration would result in exactly the same structuring as the previous declaration.

The description of a major structure name is terminated by the declaration of another item with a level number 1, ky the declaration of another item with no level number, or by a semicolon terminating the LECLARE statement.

Level numbers are specified with structure names only in DECLARE statements. In referfnces to the structure or its elements, no level numbers are used.

## Qualified Names

A minor structure or a structure element can be referred to by the minor structure name or the elementary name alone if there is no ambiguity. Note, however, that each of the names REGULAR and OVERTIME afpears twice in the structure declaration for PAYROLL. A reference to either name would ke ambiguous without some qualification to make the name unique.

PL/I allows the use of qualified names to avoid this ambiguity. A qualified name is an elementary name or a minor structure name that is made unique by qualifying it with one or more names at a higher level. In the PAYROLL example, REGULAR and OVERTIME could be made unique through use of the qualified names HOURS. REGULAR, HOURS. OVERTIME, RATE.REGULAR, and RATE.OVERTIME.

The different names of a qualified name are connected by periods. Blanks may or may not appear surrounding the period. Qualification is in the order of levels; that is, the name at the highest level must appear first, with the name at the deepest level appearing last.

Any of the names in a structure, except the major structure name itself, need not be unique within the procedure in which it is declared. For example, the qualified name PAYROLL. HOURS. REGULAR might be required to make the reference unique (another structure, say WORK, might also have the name REGULAR in a minor structure HOURS; it could be made unique with the name WORK. HOURS. REGULAR). All of the qualifying names need not ke used, although they may be, if desired. Qualification need go only so far as necessary to make the name unique. Intermediate qualifying names can be omitted. The name PAYROLL. LAST is a valid reference to the name PAYROLL. NAME. LAST.

## ARRAYS OF STRUCTURES

A structure name, either major or minor, can be given a dimension attrikute in a DECLARE statement to declare an array of structures. An array of structures is an array whose elements are structures having identical names, levels, and elements. For example, if a structure, WEATHER, were used to process meteorological information for each month of a year, it might be declared as follows:

## DECLARE 1 WEATHER(12),

2 TEMPERATURE, 3 HIGH DECIMAL FIXED $(4,1)$, 3 LOW DECIMAL FIXED(3,1), 2 WIND_VELOCITY, 3 HIGH DECIMAL FIXED(3), 3 LOW DECIMAL FIXEE(2), 2 PRECIPITATION,

3 TOTAL DECINAI FIXED (3.1), 3 AVERAGE DECIMAL FIXED $(3,1)$;

Thus, a user could refer to the weather data for the month of July by specifying WEATHER(7). Portions of the July veather could be referred to by TEMPERATURE(7), WIND_VELOCITY(7), and PRECIPIT RION(7), but TOTAL(7) would refer to the total precipitation during the month of July.

TEMPERATURE.HIGH(3), which would refer to the high temperature in March, is a subscripted qualified name.

The need for subscripted qualified names becomes more apparent when an array of structures contains minor structures that are arrays. For example, consider the following array of structures:

```
DECLARE 1 A (6,6),
    2 B (5),
            3 C,
            3 D,
    2 E;
```

Both A and B are arrays of structures. To identify a data item, it may be necessary to use as many as three names and three subscripts. For example, A(1,1).B(2).C identifies a particular $C$ that is an elerent of $B$ in a structure in $A$.

So long as the order of subscripts remains unchanged, subscripts in such references may te moved to the right or left and attached to names at a lower cr higher level. For example, A.B.C(1,1,2) and $A(1,1,2)$. $B . C$ have the same meaning as $A(1,1)$. $B(2) . C$ for the above array of structures. Unless all of the subscripts are roved to the lowest or highest level, the qualified name is said to have interleaved subscripts; thus, A.B(1,1,2).C has interleaved subscripts.

An array declared within an array of structures inherits dimensions declared in the containing structure. For example, in the above declaration for the array of structures $A$, the array $B$ is a threedimensional structure, because it inherits the two dimensions declared for $A$. If $B$ is unique and requires no qualification, any reference to a particular $B$ would require three sutscripts, two to identify the specific $A$ and one to identify the specific $B$ within that $A$.

## OTHER ATTRIBUTES

Keyword attributes for data variables such as BINARY and DECIMAL are discussed kriefly in the preceding sections of this chapter. Other attributes that are not peculiar to one data type may also be apElicable. A complete discussion of these attributes is contained in Part II, Section 9, "Attributes." Some that are esfecially applicable to a discussion of data type and data organization are DEFINED, LIKE, ALIGNED, UNALIGNED, and INITIAL.

## The LEFINED Attribute

The DEFINED attribute specifies that the named data element, structure, or array is
to occupy the same storage area as that assigned to other data. For example,

DECLARE LIST (100,100), LIST_ITEM ( 100,100 ) DEFINED LIST;

LIST is a 100 by 100 two-dimensional array. LIST ITEM is an identical array lefined on LIST. A reference to an element in LIST_ITEM is the same as a reference to the corresponding element in LIST.

The DEFINED attribute, along with the POSITION attribute, can be used to subdivide or overlay a data item. For example:

```
DECLARE LIST CHARACTER (50),
    LISTA CHARACTER(10) DEFINED LIST,
    LISTB CHARACTER(10) DEFINED LIST
                POSITION(11),
        LISTC CHARACTER(30) DEFINED LIST
                POSITION(21);
```

LISTA refers to the first ten characters of LIST. LISTB refers to the second ten characters of LIST. LISTC refers to the last thirty characters of LIST.

The DEFINED attribute may also ke used to specify parts of an array through use of iSUB variables, in order to constitute a new array. The isub variables are dummy variables where $i$ can te specified as any decimal integer constant from 1 through $n$ (where $\underline{n}$ represents the number of dimensions for the defined item). The value of the dummy variable (iSUB) ranges from the lower bound to the upper kound of the dimension specified by $\underline{n}$. For example:

```
DECLARE A(20,20),
        B(10) DEFINED A(2*1SUB,2*1SUB);
```

$B$ is a subset of $A$ consisting of every even element in the diagonal of the array, A. In other words, $B(1)$ corresponds to $A(2,2)$, $B(2)$ corresponds to $A(4,4)$.

## The LIKE Attribute

The LIKE attribute is used to indicate that the name being declared is to be given the same structuring as the major structure or minor structure name following the attribute LIKE. For example:

DECLARE 1 BUDGET,
2 RENT,
2 FOOD, 3 MEAT, 3 EGGS, 3 BUTTER.
2 TRANSPORTATION, 3 WORK, 3 OTHER, 2 ENTERTAINNENT, 1 COST_OF_LIVING LIKE BUDGET;

This declaration for COST_OF_LIVING is the same as if it had been declared:

```
DECLARE 1 COST OF LIVING,
    2 RENT,
    2 FOOD,
    3 MEAT.
    3 EGGS,
    3 BUTTER,
2 TRANS PORTATION,
    3 WORK,
    3 OTHER.
2 ENTERTAINMENT;
```

Note: The LIKE attribute copies structuring, names, and attributes of the structure kelow the level of the specified name only. No dimensionality of the specified name is copied. For example, if BUDGET were declared as 1 BUDGET(12), the declaration of COST_OF_IIVING LIKE BUDGET would not give the dimension attribute to $\operatorname{COST} \mathrm{OF}_{-}-$ IIVING. To achieve dimensionality $\overline{\mathrm{f}}$ COST_OF_LIVING, the declaration would have to be DECLARE 1 COST_OF_IIVING(12) LIKE EUDGET.

A minor structure name can be declared IIKE a major structure or LIKE another minor structure. A major structure name can be declared LIKE a minor structure or IIKE another major structure.

## The ALIGNED and UNALIGNED Attributes

The ALIGNED and UNALIGNED attributes are used to specify the positioning in storage cf data elements, to influence speed of access or storage economy respectively.

Note: Use of the UNALIGNED attribute allows data interchange with FORTRAN files.

ALIGNED in System/360 implementations specifies that the data element is tc be aligned on the storage boundary corresponding to its data type requirement.

UNALIGNED in System/360 implementations specifies that each data element is to be stored contiguously with the data element freceding it: a character-string item is to be mapned on the next byte boundary, a bit-string item is to be mapped on the next tit, and a fullword and doubleword item is to be mapped on the next byte boundary.

Defaults are applied at element level. The default for bit-string data, characterstring data, and numeric character data is UNALIGNED; for all other types of data, the default is ALIGNED.

ALIGNED or UNALIGNED can be specified for element, array, or structure variables. The application of either attribute to a structure is equivalent to applying the attribute to all contained elements that
are not explicitly declared ALIGNED or UNALIGNED.

The following example illustrates the effect of ALIGNED and UNAIIGNED declarations for a structure and its elements:

```
DECLARE 1 STRUCTURE,
```



Although UNALIGNED causes economic use of data storage, for System/360 implementations it will increase the amount of code generated to access data items that are not aligned on the required byte boundaries.

## The INITIAL Attribute

The INITIAL attribute specifies an initial value to be assigned to a variable at the time storage is allocated for it. For example:

## DECLARE NAME CHARACTER(10) INITIAL ('JOHN DOE');

DECLARE PI FIXED LECIMAL $(5,4)$ INITIAL (3.1416);

DECLARE TABLE (100,100) INITIAL CALL SUBR (ALPHA) ;

When storage is allocated for NAME, the character string 'JOHN DCE' (padded to 10 characters) will be assigned to it. When PI is allocated, it will be initialized to the value 3.1416. Either value may be retained throughout the program, or it may be changed during execution. The third example illustrates the CAIL option. It indicates that the procedure SUBR is to be invoked to perform the initialization.

For a variable that is allocated when the program is loaded, that is, a static variable, which remains in allocation throughout execution of the program, any value specified in an INITIAL attribute is assigned only once. Fcr automatic variables, which are allocated at sach activation of the declaring klock, any specified initialization is assigned with each allocation. For controlled viriables, which are allocated at the execution of allocate statements, any speci ied initialization is assigned with each allocation. Note, however, that this initialization can be overridden in the ALLOCATE statement.

The compiler does not allow the INITIAL attribute to be specified for based variables.

The INITIAL attribute cannot be given for entry names, file names, DEFINED data, entire structures, parameters, task data, or event data.

Note: The CALL option cannot be used with the INITIAL attribute for static data.

The INITIAL attribute cannot be used without the CAIL option for pointer, offset, or area data. An area variable is automatically initialized with the value of the EMPTY kuilt-in function, on allocation, after which any specified INITIAL CALL is applied.

The INITIAL attribute can be specified for arrays, as well as for element variables. In a structure declaration, only elementary names can be given the INITIAL attrikute.

An array or an array of structures can ke partly initialized or fully initialized. For example:

```
DECIARE A(15) CHARACTER(13) INITIAL
    ('JOHN DOE', 'RICHARD ROW',
    'MARY SMITH'),
B (10,10) DECIMAL FIXED(5)
    INITIAL((25)0,(25)1,(50)0),
1 C(8).
    2 D INITIAL (0),
    2 E INITIAL((8)0);
```

In this example, only the first three elements of A are initialized; the rest of the array is uninitialized. The array $B$ is fully initialized, with the first 25 elements initialized to 0 , the next 25 to 1 , and the last 50 to 0 . The parenthesized numbers ( 25,25 , and 50) are iteration factors, that specify the number of elements to be initialized. In the structure $c$, where the dimension (8) has been inherited Ly $D$, only the first element of $D$ is initialized; where the dimension (8) has keen inherited $k y E_{\text {, all }}$ the elements of $E$ are initialized.

When an array of structures is declared with the LIKE attribute to obtain the same structuring as a structure whose elerents have been initialized, it should be noted that only the first structure in this array cf structures will be initialized. For example:

## DECLARE 1 G ,

2 H INITIAL(0),
2 I INITIAL(0),
$1 \mathrm{~J}(8)$ LIKE G;

In this example, only $J(1) . H$ and $J(1) . I$ are initialized in the array of structures.

For STATIC arrays, iteration factors must be decimal integer constants; for arrays of other storage classes, iteration factors may be constants, variables, or expressions.

The iteration factor should not be confused with the string repetition factor discussed earlier in this chapter. Consider the following example:

DECLARE TABLE (50) CHARACTER (10) INITIAL ( $(10)^{\prime} A \cdot$, (25) (10) $\mathrm{B}^{\prime}$. (24) (1)' C');

This INITIAL attribute scecification contains both iteration factors and repetition factors. It specifies that the first ele-
ment of TABLE is to be initialized with a string consisting of 10 A's, each of the next 25 elements is to be initialized with a string consisting of $10 \mathrm{~B} \cdot \mathrm{~s}$, and each of the last 24 elements is to be initialized with the single character $C$. In the INITIIL attribute specification for a string array, a single parenthesized factor preceding a string constant is assumed to be a string repetition factor (as in (10)'A'). If more than one appears, the first is assumed to te an iteration factor, and the second a string repetition factor. For this reason (as in (24)(1)' C'), a string repetition factor of 1 must be inserted if a single string constant is to be used to initialize more than one element.

The CALL option can be used to initialize arrays, except for arrays of static storage class.


#### Abstract

An expression is a representation of a value. A single constant or a variable is an expression. Combinations of constants and/or variables, along with operators and/ or parentheses, are expressions. An expression that contains operators is an operational expression. The constants and variables of an operational expression are called operands.


Examples of expressions are:

```
2 7
LOSS
A+B
    (SQTY-QTY)*SPRICE
```

Any expression can be classified as an element expression (also called a scalar expression), an array expression, or a structure expression. An element expression is one that represents an element value. An array expression is one that represents an array value. A structure expression is one that represents a structure value.

1 For the TSS/360 PL/I compiler, array variables and structure variables cannot appear in the same expression. Element variables and constants, however, can appear in either array expressions or structure expressions. An elementary name within a structure or a sutscripted name that specifies a single element of an array is an element expression.

Note: If an elementary name of a structure is given the dimension attribute, that elementary name is an array variable and can appear only in array expressions.

In the examples that follow, assume that the variables have attributes declared as follows:

```
DECLARE A(10,10) BINARY FIXED (31).
    B(10,10) BINARY FIXED (31),
    1 RATE, 2 PRIMARY DECIMAL FIXED (4,2),
            2 SECONDARY DECIMAL FIXED (4,2),
    1 COST, 2 PRIMARY DECIMAL FIXED (4,2),
            2 SECONDARY DECIMAL FIXED (4,2),
    C BINARY FIXED (15),
    D BINARY FIXED (15);
    Examples of element expression; are:
        C * D
        A(3,2) + B(4,8)
        RATE.PRIMARY - COST.PRIMARY
        A(4,4) * C
        RATE.SECONDARY / 4
        A(4,6) * COST.SECONDARY
```

All of these expressions are element expressions because each operand is an element variatle or constant leven though some may be elements of arrays or elementary names of structures); hence, each expression represents an element value.

Examples of array expressions are:

$$
\begin{aligned}
& A+B \\
& A * C-D \\
& B / 10 B
\end{aligned}
$$

All of these expressions are array expressions because at least one operand of each is an array variable; hence, each expression recresents an array value. Note that the third example contains the binary fixed-point constant 10B.

## Examples of structure expressions are:

```
RATE * COST
RATE / 2
```

Both of these expressions are structure expressions because at least one oferand of each is a structure variable; hence, each expression represents a structure value.

## USE OF EXPRESSIONS

Expressions that are single constants or single variakles may appear freely throughout a program. However, the syntax of many PL/I statements allows the appearance of operational expressions, so long as evaluation of the expression yields a valid value.

In syntactic descriptions used in this publication, the unqualified term "expression" refers to an element expression, an array expression, or a structure expression. For cases in which the kind of expression is restricted, the type of restriction is noted; for example, the term "element-expression" in a syntactic description indicates that neither an array expression nor a structure expression is valid.

Note: Although operational expressions can appear in a number of different $P L / I$ statements, their most common occurrences are in assignment statements of the form:

$$
A=B+C ;
$$

The assignment statement has no PL/I keyword. The assignment symbol (=) indicates
that the value of the expression on the right ( $B+C$ ) is to be assigned to the variable on the left (A). For purposes of illustration in this chapter, some examples of expressions are shown in assignment statements.

## DATA CONVERSION IN OPERATIONAL EXPRESSIONS

An operational expression consists of one or more single operations. A single operation is either a prefix operation (an operator preceding a single operand) or an infix operation (an operator between two operands). The two operands of any infix operation, when the operation is performed, usually must be of the same data type, as specified by the attrikutes of a variable or the notation used in writing a constant.

The operands of an operation in a PL/I expression are automatically converted, if necessary, to a common representation before the operation is performed. General rules for conversion of different data types are discussed in the following paragraphs and in a later section of this chapter, "Concepts of Data Conversion." Detailed rules for specific cases, including rules for computing the precision or length of a converted item, can be found in part II, Section 6, "Problem Data Conversion."

Data conversion is mainly confined to Eloblem data. The only conversion possible with program control data is conversion between offset and pointer types.

## PROBLEM DATA CONVERSION

Data conversion can be applied to all types of problem data, as listed below.

## Bit-string to Character-String

The bit 1 becomes the character 1; the bit 0 becomes the character 0 .

## Character-String to Bit-string

The character string should contain the characters 1 and 0 only, in which case the character 1 becomes the bit 1, and the character 0 becomes the bit 0 . The CONVERSION condition is raised by an attempt to convert any character other than 1 or 0 to a bit.

## Character-String to Arithmetic

The character string must be in the form of a signed or unsigned arithmetic onstant (or an expression representation of a COMPLEX data item). The constant may be surrounded by blanks, but blanks must not be
imbedded in a number. Any character other than those allowed in arithmetic data will raise the CONVERSION condition if conversion is attempted.

Note: In the conversion, for an infix cperation, of a character string that represents a fixed-point constant -- either decimal or binary -- any fractional portion will be lost if it is converted to fixedI point. For the TSS/360 PL/I compiler, integer digits will be truncated if the character string contains more than 5 decimal integer digits or 15 binary digits. If the conversion is to floating-point, it will retain its fractional value. Rules for the frecision of such conversion are listed in Part II, Section 6. "Problem Data Conversion."

## Arithmetic to Character-String

The value of an internal coded arithmetic operand is converted to its character representation. The converted field is a character string in the form of a valid arithmetic constant. The length of the character string is dependent upon the precision of the arithmetic data item.

## Eit-string to Arithmetic

A bit string is interpreted as an unsigned binary integer and is converted to fixed-point binary of positive value. The tase and scale are further converted, if necessary.

## Arithmetic to Bit-string

The absolute value is converted, if necessary, to a real fixed-point binary integer. Ignoring the plus sign, the integer is then interpreted as a bit string. The length of the kit string is dependent upon the precision of the original unconverted arithmetic data item.

## Arithmetic Mode Conversion

If a complex data item is converted to a real data item, the result is the real part cf the complex item.

A real data item is converted to a complex data item by adding an imaginary part of zero.

## Arithmetic Base and Scale Conversion

The precision of the result of an arithmetic base or scale conversion is dependent upon the precision of the original arithmetic data item. The rules are listed in Part II, Section 6, "Problem Data Conversion."

## LOCATOR DATA CONVERSION

Only offset to pointer conversion occurs as a result of an operational expression (locator variables are restricted to $=$ and $\mathrm{y}=$ comparison operations), but either of the following types of conversion can result from assignment. (See also Part I. Section 14. "Based Storage and List Processing.")

## Offset to Pointer

An offset value is converted to pointer by combining the offset value with the pointer value relating to the start of the area named in the OFFSET attribute.

## Pointer to Offset

A pointer value is converted to offset by effectively deducting the pointer value for the start of the area from the pointer value to be converted. This conversion is limited to pointer values that relate to addresses within the area named in the OFFSET attribute.

## CONVERSION BY ASSIGNMENT

In addition to conversion performed as the result of an operation in the evaluation of an expression, conversion will also occur when a data item -- or the result of an expression evaluation -- is assigned to a variable whose attrikutes differ from the attributes of the item assigned. The rules for such conversion are generally the same as those discussed above and in Part II, Section 6, "Problem Data Conversion."

## EXPRESSION OPERATIONS

An operational expression can specify one or more single operations. The class of operation is dependent upon the class of operator specified for the operation.
There are four class of operations -arithmetic, bit-string, comparison, and concatenation.

## ARITHMETIC OPERATIONS

An arithmetic operation is one that is specified by combining operands with one of the following operators:

The plus sign and the minus sign can appear either as prefix operators (assocjated with and preceding a single operand such as $+A$ or $-A$ ) or as infix operators idssociated with and between two oferands, such as $A+B$
or A-B). All other arithmetic operators can appear only as infix operators.

An expression of greater complexity can be composed of a set of such arithmetic operations. Note that prefix operators can precede and te associated with any of the operands of an infix operation. For example, in the expression $A *-B$, the minus sign preceding the variable $B$ indicates that the value of $A$ is to be multiplied by the negative value of $B$.

More than one prefix operator can frecede and be associated with a single variable. More than one positive prefix operator will have no cumulative effect, but two consecutive negative prefix operators will have the same effect as a single positive prefix operator. For example:
-A The single minus sign has the effect of reversing the sign of the value that A represents.
--A One minus sign reverses the sign of the value that $A$ represents. The second minus sign again reverses the sign of the value, restoring it to the original arithmetic value represented by $A$.
---A Three minus signs reverse the sign of the value three times, giving the same result as a single minus sign.

## Data Conversion in Arithmetic Operations

The two operands of an arithmetic operation may differ in type, base, mode, frecision, and scale. When they differ, conversion takes place according to rules listed kelow. Certain other rules -- as stated kelow -- may apply in cases of exponentiation.

TYPE: Character-string operands, numeric character field operands (digits recorded in character form), and kit-string operands are converted to internal coded arithmetic type. The result of an arithmetic operation is always in coded arithmetic form. Note that type conversion is the only conversion that can take place in an arithmetic prefix operation.

BASE: If the tases of the two operands differ, the decimal operand is converted to kinary.

MODE: If the modes of the two operands differ, the real operand is converted to complex mode (ky acquiring an imaginary part of zero with the same base, scale, and precision as the real part). The exceftion to this rule is in the case of exponentiation when the second operand (the exponent of the operation) is fixed-point real with
a scale factor of zero. In such a case, no conversion is necessary.

PRECISION: If only precisions differ, no type conversion is necessary.

SCALE: If the scales of the two operands differ, the fixed-point operand is converted to floating-point scale. The exception to this rule is in the case of exponentiation when the first operand is of floating-point scale and the second operand (the exponent of the operation) is fixedpoint with a scale factor of zero, that is, a fixed-point integer constant or a variable that has been declared with precision ( $\mathrm{p}, 0$ ). In such a case, no conversion is necessary, but the result will be floating-point.

If both operands of an exponentiation operation are fixed-point, conversions may occur, as follows:

1. Both operands are converted to floating-point if the exponent has a precision other than ( $p, 0$ ).
2. The first operand is converted to floating-point unless the exponent is an unsigned fixed-point integer constant.
3. The first operand is converted to floating-point if precisions indicate that the result of the fixed-point exponentiation would exceed the maximum number of digits allowed for the implementation (for System/360, 15 decimal digits or 31 binary digits). Further details and examples of conversion in exponentiation are included in the section "Concepts of Data Conversion" in this chapter.

## Results of Arithmetic Operations

The "result" of an arithmetic operation, as used in the following text, may refer to an intermediate result if the operation is only one of several operations specified in a single operational expression. Any result may require further conversion if it is an intermediate result that is used as an operand of a subsequent operation or if it is assigned to a variable.

After required conversions have taken place, the arithmetic operation is performed. If maximum precision is exceeded and truncation is necessary, the truncation is performed on low-order fractional digits, regardless of base or scale of the operands. In some cases involving fixedpoint data, however, high-order digits may sometimes be lost when scale factc"s are such that point alignment does not allow for the declared number of integer digits.

The kase, scale, mode, and precision of the result depend upon the operands and the cperator involved.

For frefix operations, the result has the same base, scale, mode, and precision as the converted operand. Note that the result of $-A$, where $A$ is a string, is an arithmetic result, since A must first be converted to coded arithmetic form before the operation can te performed.

For infix operations, the result depends upon the scale of the operands in the following ways:

FLOATING-POINT: If the converted operands of an infix operation are of floating-point scale, the result is of floating-point scale, and the base and mode of the result are the common base and mode of the operands. The precision of the result is the greater of the precisions of the two cperands.

FIXEC-POINT: If the converted operands of an infix operation are of fixed-point scale, the result is of fixed-point scale, and the base and mode of the result are the common base and mode of the operands. The precision of a fixed-point result depends upon operands, according to the rules listed below.

In the formulas for computing precision, the symbols used are as follows:
p represents the total number of digits of the result
$q$ represents the scale factor of the result
$p_{1}$ represents the total number of digits of the first operand
$q_{1}$ represents the scale factor of the first operand
$p_{2}$ represents the total number of digits of the second operand
$q_{2}$ represents the scale factor of the second operand

ADDITION AND SUBTRACTION: The total number of digits in the result is equal to 1 plus the number of integer digits of the operand having the greater number of integer digits flus the number of fractional digits of the operand having the greater number of fractional digits. The total number of positions cannot exceed the maximum number of digits allowed (15 decimal digits, 31 kinary digits). The scale factor of the result is equal to the larger scale factor cf the two oferands.

Formulas:

$$
\begin{aligned}
& \mathrm{p}=1+\underset{\operatorname{maximum}\left(\mathrm{p}_{1}-\mathrm{q}_{1}, \mathrm{p}_{2}-\mathrm{q}_{2}\right)}{ }+\underset{\operatorname{maximum}\left(\mathrm{q}_{1}, q_{2}\right)}{ } \\
& \mathrm{q}=\operatorname{maximum}\left(\mathrm{q}_{1}, \mathrm{q}_{2}\right)
\end{aligned}
$$

Example:

$$
\underset{\mathrm{A}}{12354.2385}+\underset{\mathrm{B}}{222.11111}
$$

The total number of digits in the result would be equal to 1 plus the number of digits in A plus the number of digits in $D$. The scale factor of the result would be equal to the number of digits in $D$. Precision of the result would be (11,5).

MULTIPLICATION: The total number of digits in the result is equal to one plus the number of digits in operand one plus the number of digits in operand two. The total number of digits cannot exceed the maximum number of digits allowed for the implementation (15 decimal, 31 binary). The scale factor of the result is the sum of the scale factors of the two operands.

Formulas:

$$
\begin{aligned}
& \mathrm{p}=\mathrm{p}_{1}+\mathrm{p}_{2}+1 \\
& \mathrm{q}=\mathrm{q}_{1}+\mathrm{q}_{2}
\end{aligned}
$$

Example:

$$
\underset{\mathrm{A}}{345.432} \underset{\mathrm{~B}}{24} \underset{\mathrm{C}}{22.45}
$$

The total number of digits in the result would be equal to 1 plus the sum of the number of digits in $A, B, C$, and $D$. The scale factor of the result would be the sum of the number of digits in $B$ and $D$. Precision of the result would be (11,5).

DIVISION: The total number of digits in the quotient is equal to the maximum allowed by the implementation (15 decimal, 31 binary). The scale factor of the quotient is dependent upon the number of integer digits of the dividend ( $A$ in the example below), and the number of fractional digits of the divisor ( $D$ in the example below). The scale factor is equal to the total number of digits of the result minus the sum of $A$ and $D$.

Formulas:

$$
\begin{aligned}
& p=15 \text { decimal, } 31 \text { binary } \\
& q=15(\text { or } 31)-\left(\left(p_{1}-q_{1}\right)+q_{2}\right)
\end{aligned}
$$

Example:

$$
\begin{gathered}
432.432 / 2 \\
\mathrm{~A} \\
\mathrm{~B}
\end{gathered}
$$

The total number of digits in the quctient would be 15 (the maximum number allowed). The scale factor would be 15 minus the sum cf 3 ( $A$, the number of integer digits in the dividend) and zero ( $D$, the number of fractional digits in the divisor). Precision of the quotient would be (15,12).

Note that any change in the number of integer digits in the dividend or any change in the number of fractional digits in the divisor will change the precision of the quotient, even if all additional digits are zeros.

## Examples:

$$
\begin{aligned}
& 00432.432 / 2 \\
& 432.432 / 2.0000
\end{aligned}
$$

Precision of the quotient of the first example would te (15,10); scale factor is equal to $15-(5+0)$. Precision of the quotient of the second example would be (15,8); scale factor is equal to $15-(3+4)$.

Caution: In the use of fixed-point division oferations, care should be taken that declared precision of variables and apparent precision of constants will not give a result with a scale factor that can force the result of subsequent operations to exceed the maximum number of digits allowed by the implementation.

EXPONENTIATION: If the second operand (the exponent) is an unsigned nonzero real fixed-point constant of precision ( $p, 0$ ), the total number of positions in the result is equal to one less than the product of a number that is one greater than the number of digits in the first operand multiplied ky the value of the second operand (the exponent). The scale factor of the result is equal to the product of the scale factor of the first operand multiplied by the value of the second operand (the expcnent).

Note: Some special cases of exponentiation are iefined as follows:

1. Real mode, $x * * y$
a. If $x=0$ and $y>0$, the result is 0 .
b. If $x=0$ and $y \leq 0$, the ERROR condition is raised.
c. If $x \neq 0$ and $y=0$, the result is 1 .
d. If $x<0$ and $y$ is not fixed-point with precision ( $\mathrm{p}, 0$ ), the ERROR condition is raised.
2. Complex mode, $x * * y$
a. If $x=0$ and $y$ has its real part $>0$ and its imaginary part $=0$, the result is 0.
b. If $x=0$ and the real part of $y \leq 0$ or the imaginary part of $y \neq 0$, the ERROR condition is raised.
(As pointed out under "Data Conversion in Arithmetic operations," if the exponent is not an unsigned real fixed-point integer constant, or if the total number of digits of the result would exceed 15 decimal digits or 31 binary digits, the first operand is converted to floating-point scale. and the rules for floating-point exponentiation apply.)

Formulas:

```
p}=((\mp@subsup{p}{1}{}+1)*(value-of-exponent))-
q}=\mp@subsup{q}{1}{** (value-of-exponent)
```

Example:

$$
32 * 5
$$

The total number of digits in the result would be 14. This is arrived at by multiplying a number equal to one plus the number of digits in the first operand $(1+2)$ by the value of the exponent and subtracting one. The scale factor of the result would be zero $0 * 5$, scale factor of the first operand multiplied by the value of the exponent).
3. The expression $X * *(-N)$ for $N>0$ is evaluated by taking the reciprocal of $X * * N$. This may cause the OVERFLOW condition to occur as the intermediate result is computed, which corresponds to UNDERFLOW in the original expression.

## BIT-STRING OPERATIONS

A bit-string operation is one that is specified by combining operands with one of the following operators:

$$
7 \varepsilon \text { I }
$$

The first operator, the "not" symbol, can be used as a prefix operator only. The second and third operators, the "and" symbol and the "or" symbol, can te used as infix operators only. (The operators have the same function as in Boolean algebra.)

Operands of a bit-string operation are, if necessary, converted to bit stri; gs cefore the operation is performed. If the operands of an infix operation are ot
unequal length, the shorter is extended on the right with zeros.

The result of a bit-string operation is a bit string equal in length to the length of the oferands (the two operands, after conversion, always are the same length). If either is a varying-length bit string, the result is of varying length.

Bit-string operations are perforred on a bit-by-bit basis. The effect of the "not" operation is bit reversal; that is, the result of 11 is 0 ; the result of 00 is 1. The result of an "and" operation is 1 only if both corresfonding lits are 1; in all other cases, the result is 0 . The result cf an "or" oferation is 1 if either or both of the corresponding bits are 1; in all cther cases, the result is 0 . The following table illustrates the result for each bit position for each of the operators:


More than one bit-string operation can te combined in a single expression that yields a bit-string value.

In the following examples, if the value of ocerand $A$ is '010111'B, the value of operand $B$ is $111111^{\prime} B$, and the value of cperand C is ${ }^{\prime} 110^{\circ} \mathrm{B}$, then:

$$
\begin{aligned}
& 7 \text { A yields '101000'B } \\
& \text {, C Yields '001'B } \\
& \text { C } \xi \text { B yields ' } 110000^{\circ} \mathrm{B} \\
& \text { A | B yields '111111'B } \\
& \text { C | B yields ' } 11111^{\circ} \mathrm{B} \\
& \text { A } \mid(, C) \text { yields '011111*B } \\
& 7(1, C) \mid(7 B)) \text { yields } 110111^{\prime} B
\end{aligned}
$$

## COMPARISON OPERATIONS

A comparison operation is one that is specified by combining operands with one of the following operators:

$$
<1 \ll=1=>=\gg
$$

These oferators specify "less than," "not less than," "less than or equal to." "equal to." "not equal to," "greater than or equal
to." "greater than," and "not greater than."

There are three types of comparisons:

1. Algebraic, which involves the comparison of signed arithmetic values in internal coded arithmetic form. If operands differ in tase, scale, precision, or mode, they are converted according to the rules for arithmetic operations. Numeric character data is converted to coded arithmetic before comparison.
2. Character, which involves left-toright, character-by-character comparisons of characters according to the collating sequence.
3. Bit, which involves left-to-right, bit-by-bit comparison of binary digits.

If the operands of a comparison are not immediately compatible (that is, if their data types are appropriate to different types of comparison), the operand of the lower comparison type is converted to conform to the comparison type of the operand of the higher type. The priority of comcarison types is (1) algekraic (highest), (2) character string, (3) bit string. Thus, for example, if a tit string were to be compared with a fixed decimal value, the bit string would be converted to arithmetic (i.e., tixed binary) for algebraic comparison with the decimal value (which would also be converted to fixed binary for the comparison).

If operands of a character-string comparison, after conversion, are of different lengths, the shorter operand is extended on the right with blanks. If operands of a bit-string comparison are of different lengths, the shorter is extended on the right with zeros.

In the execution of $\mathrm{PL} / \mathrm{I}$ programs, comparisons of character data will observe the collating sequence resulting from the representations of characters in bytes of System/360 storage, in extended kinary coded decimal interchange code (EBCDIC).

The result of a comparison operation always is a bit string of length one; the value is '1'B if the relationship is true. or ' $0^{\prime} B$ if the relationship is not true.

The most common occurrences of comparison operations are in the $I F$ statement, of the following format:

```
IF A = B
    THEN action-if-true
        ELSE action-if-false
```

The evaluation of the expression $A=B$ yields either $1^{\prime} \mathrm{B}$ or $0^{\prime} \mathrm{B}$. Depending upon the value, either the THEN portion or the ELSE portion of the IF statement is executed.

Comparison operations need not be limited to IF statements, however. The following assignment statement could be valid:

$$
X=A<B ;
$$

In this example, the value '1'B would be assigned to $X$ if $A$ is less than $B$; otherwise, the value '0'B would be assigned. In the same way, the following assignment statement could be valid:

$$
X=A=B ;
$$

The first symbol $(=)$ is the assignment symcol: the second $(=)$ is the comparison operator. If $A$ is equal to $B$, the value of $X$ will be ' $1^{\prime} B$; if $A$ is not equal to $B$, the value of $X$ will be ' 0 'B.

Only the comparison operations of "equal" and "not equal" are valid for comparisons of complex operands, or comparisons of locator operands. Comparison operations with program control data other than locator data are not allowed.

## CONCATENATION OPERATIONS

A concatenation operation is one that is specified by combining operands with the concatenation symbol:

## 11

It signifies that the operands are to be joined in such a way that the last character or bit of the operand to the left will immediately precede the first character or bit of the operand to the right, with no intervening bits or characters.

The concatenation operator can cause conversion to string type since concatenation can be performed only upon strings. either character strings or kit strings. If both operands are character strings or if both operands are bit strings, no conversion takes place. Otherwise both ocerands are converted to character strings.

The results of concatenation operations are as follows:

Eit String: A rit string whose length is equal to the sum of the lengths of the two kit-string operands.

Character String: A character string whose length is equal to the sum of the lengths of the two character-string operands. If an operand requires conversion for the concatenation operation, the result is dependent upon the length of the character string to which the operand is converted.

For example, if $A$ has the attributes and value of the constant '010111'B, $B$ of the constant ' $101^{\prime} B, C$ of the constant ${ }^{\prime} X Y, Z$ ', and $D$ of the constant ' $A A / B B$ ', then

```
    A||B yields '010111101'B
A||A||B yields '010111010111101'B
    C||D yields 'XY,ZAA/BB'
    D||C yields 'AA/BBXY,Z'
    E|D yields "101AA/BB'
```

Note that, in the last example, the bit string " 101 "B is converted to the character stifig '101' berore the concatenation is performed. The result is a character suring consisting of eight characters.

Noie: If either of the operands of a concateration operation has the VARYING attribute, the result will be a VARYING string. When, VARYING strings are concatenated, the interfiediate string created has a length equal to the sum of the maximum lengths. If the maximum lengths are known at compile time and their sum exceeds 32767, then a truncated intermediate string of length 32767 will be created and an error message produced. If the maximum length of either operand is not known at compile time and their sum exceeds 32767, a truncated intermediate string of length 32767 will be created but there will be no diagnostic message.

[^1]
## COMBINATIONS OF OPERATIONS

Different types of operations can be combined within the same operational expression. Any combination can be used. For example, the expression shown in the following assignment statement is valid:

$$
\text { RESULT }=A+B<C E D ;
$$

Each operation within the expression is evaluated according to the rules for that kind of cperation, with necessary data conversions taking place before the operation is performed.

Assume that the variables given above are declared as follows:

```
DECIARE RESULT BIT(3),
    A FIXED DECIMAL(1),
    B FIXED BINARY (3),
    C CHARACTER(2), D BIT(4);
```

- The decimal value of $A$ would be converted to kinary base.
- The kinary addition would be performed, adding $A$ and $B$.
- The kinary result would be compared with the converted binary value of $C$.
- The bit-string result of the corparison would ke extended to the length of the bit string $D$, and the "and" operation would be performed.
- The result of the " and" operation, a bit string of length 4 , would be assigned to RESULT without conversion, but with truncation on the right.

The expression in this example is described as being evaluated operation-byoperation, from left to right. Such would ke the case for this particular expression. The order of evaluation, however, depends upon the priority of the operdtors appearing in the expression.

## Priority of operators

In the evaluation of expressions, priority of the operators is as follows:


If two or more operators of the highest priority appear in the same expression, the order of priority of those operators is from right to left; that is, the rightmost
exponentiation or prefix operator has the highest priority. Each succeeding exponentiation or prefix operator to the left has the next highest priority.

For all other operators, if two or more operators of the same priority appear in the same expression, the order of priority of those operators is from left to right.

Note that the order of evaluation of the expression in the assignment statement:

$$
\text { RESULT }=A+B<C E D ;
$$

is the result of the priority of the operators. It is as if various elements of the expression were enclosed in parentheses as follows:

$$
\begin{aligned}
& (A)+(B) \\
& (A+B)<(C) \\
& (A+B<C) \quad(D)
\end{aligned}
$$

The order of evaluation (and, consequently, the result) of an expression can Le changed through the use of parentheses. The above expression, for example, might be changed as follows:

$$
(A+B)<(C \& D)
$$

The order of evaluation of this expression would yield a bit string of length cne, the result of the comparison operation. In such an expression, those expressions enclosed in parentheses are evaluated first, to be reduced to a single value, Lefore they are considered in relation to surrounding operators. Within the language, however, no rules specify which of two parenthesized expressions, such as those in the above example, would be evaluated first.

The value of $A$ would be converted to fixed-point binary, and the addition would be performed, yielding a fixed-point binary result (RESULT_1). The value of $c$ would be converted to a bit string (if valid for such conversion) and the "and" operation would be performed.

At this point, the expression would have been reduced to:

## RESULT 1 < RESULT 2

RESULT 2 would be converted to binary, and the algebraic comparison would be performed, yielding the bit-string result of the entire expression.

The priority of operators is deEined only within oferands (or sub-operands). does not necessarily hold true for an entire expression. Consider the following example:

## $A+(B<C) \varepsilon(D| | E * * F)$

The friority of the operators specifies, in this case, only that the exponentiation will occur before the concatenation. It does not specify the order of the operation in relation to the evaluation of the other operand $(A+(B<C))$.

Any operational expression (except a prefix expression) must eventually be reduced to a single infix operation. The cperands and operator of that operation determine the attributes of the result of the entire expression. For instance, in the first example of combining operations (which contains no parentheses), the "and" operator is the operator of the final infix cperation; in this case, the result of evaluation of the expression is a bit string of length 4. In the second example (becuase of the use of parentheses), the operator of the final infix operation is the comparison operator, and the evaluation yields a bit string of length 1.

In general, unless parentheses are used within the expression, the operator of lowest priority determines the operands of the final operation. For example:

$$
A+B * * 3 \| C * D-E
$$

In this case, the concatenation operator indicates that the final operation will be:

$$
(A+B * * 3)|\mid(C * D-E)
$$

The evaluation will yield a characterstring result.

Subexpressions can be analyzed in the same way. The two operands of the expression can be defined as follows:

$$
\begin{aligned}
& A+(B * * 3) \\
& (C * D)-E
\end{aligned}
$$

## ARRAY EXPRESSIONS

An array expression is a single array variajle or an expression that includes at least one array operand. Array expressicns ray also include operators -- both prefix and infix -- element variables and constants.

Evaluation of an array expression yields an array result. All operations performed on arrays are performed on an element-byelement kasis, in row-major order. Therefore, all arrays referred to in an array expression must be of identical bounds.

Although comparison operators are valid for use with array operands, an array operand cannot appear in the IF clause of
an IF statement. Only an element expression is valid in the IF clause, since the IF statement tests a single true or false result.

Note: Array expressions are not always expressions of conventional matrix algebra.

For the TSS/360 Compiler the level of nesting in array expressions is limited by the following rule:

For each level of nesting of array expressions, add 2 for the maximum number of dimensions in the array, add 3 for each subscript or argument list in the expression or assignment, and finally, add 5. The total for the whole nest should not exceed 900.

## PREFIX GPERATORS AND ARRAYS

The result of the operation of a prefix operacor on an array is an array of identical hounds, each element of which is the result of the operation having been performed upon each element of the original array. For example:

| If $A$ is the array | 5 | 3 | -9 |
| :---: | ---: | ---: | ---: |
|  | 1 | -2 | 7 |
|  | 6 | 3 | -4 |
| then -A is the array | -5 | -3 | 9 |
|  | -1 | 2 | -7 |
|  | -6 | -3 | 4 |

## INFIX OPERATORS AND ARRAYS

Infix operations that include an array variable as one operand may have an element or another array as the other operand.

## Array and Element Operations

The result of an operation in which an element and an array are connected by an infix operator is an array with bounds identical to the original array, each element of which is the result of the operation performed upon the corresponding element of the original array and the single element. For example:

| If $A$ is the array | 5 | 10 | 8 |
| :--- | ---: | ---: | ---: |
|  | 12 | 11 | 3 |
| then $A * 3$ is the array | 15 | 30 | 24 |
|  | 36 | 33 | 9 |

The element of an array-element operation can be an element of the same array. For example, the expression $A * A(2,3)$ would give the same result in the case of the array $A$ above, since the value of $A(2,3)$ is 3.

Consider the following assignment statement:

$$
A=A * A(1,2) ;
$$

Again, using the above values for $A$, the newly assigned value of $A$ would be:

$$
\begin{array}{lll}
50 & 100 & 800 \\
1200 & 1100 & 300
\end{array}
$$

Note that the original value for $A(1,2)$, which is 10, is used in the evaluation for only the first two elements of A. Since the result of the expression is assigned to $A$, changing the value of $A$, the new value cf $A(1,2)$ is used for all subsequent operations. The first two elements are multiElied by 10 , the original value of $A(1,2)$; all other elements are multiplied by 100 , the new value of $A(1,2)$.

## Array and Array Operations

If two arrays are connected by an infix operator, the two arrays must be of identical bounds. The result is an array with kounds identical to those of the original arrays; the operation is performed upon the corresponding elements of the two original arrays.

Note that the arrays must have identical kounds. They must have the same number of dimensions, and corresponding dimensions must have identical lower bounds and identical upper bounds. For example, the bounds of an array declared $X(10,6)$ are not identical to the kounds of an array declared Y(2:11, 3:8) although the extents are the same for corresponding dimensions, and the number of elements is the same.

Examples of array infix expressions are:

| If $A$ is the array | 2 | 4 | 3 |
| :---: | :---: | :---: | :---: |
|  | 6 | 1 | 7 |
|  | 4 | 8 | 2 |
| and if $B$ is the array | 1 | 5 | 7 |
|  | 8 | 3 | 4 |
|  | 6 | 3 | 1 |
| then $A+B$ is the array | 3 | 9 | 10 |
|  | 14 | 4 | 11 |
|  | 10 | 11 | 3 |
| and $A * B$ is the array | 2 | 20 | 21 |
|  | 48 | 3 | 28 |
|  | 24 | 24 | 2 |

## Array and Structure Operations

For the TSS/360 PI/I compiler, no reference can be made to both an array and a structure in the same expression or in the same assignment statement.

Data Conversion in Array Expressions
The examples in this discussion of array expressions have shown only single arithmetic operations. The rules for combining operations and for data conversion of operands are the same as those for element operations.

## STRUCTURE EXPRESSIONS

A structure expression is a single structure variable or an expression that includes at least one structure operand and does not contain an array operand. Element variables and constants can te operands of a structure expression. Evaluation of a structure expression yields a structure result. A structure operand can be a major structure name or a minor structure name.

Although comparison operators are valid for use with structure operands, a structure operand cannot appear in the IF clause of an IF statement. Only an element expression is valid in the IF clause, since the IF statement tests a single true or false result.

All operations performed on structures are performed on an element-by-element basis. Except in a BY NAME assignment (seebelow), all structure variables appearing in a structure expression must have identical structuring.

Identical structuring means that the structures must have the same minor structuring and the same number of contained elements and arrays and that the positioning of the elements and arrays within the structure (and within the minor structures if any) must be the same. Arrays in corresponding positions must have identical bounds. Names do not have to be the same. Data types of corresponding elements do not have to be the same, so long as valid conversion can be performed.

For the TSS/360 Compiler the level of nesting in structure expressions is limited by the following rule:

For each level of nesting of structure expressions, add 2 for the maximum number of dimensions in the structure, add 2 for the maximum level in a structure c epression, add 3 for each subscript or argument list in the expression or assignment, and final-
ly, add 15. The total for the whole nest should not exceed 900 .

## PREFIX OPERATORS AND STRUCTURES

The result of the operation of a crefix cperator on a structure is a structure of identical structuring, each element of which is the result of the operation having been performed upon each element of the original structure.

Note: Since structures may contain elements of many different data types, a prefix operation in a structure expression would be meaningless unless the operation can be validly performed upon every element represented by the structure variable, which is either a major structure name or a minor structure name.

## INFIX OPERATCRS AND STRUCTURES

Infix operations that include a structure variable as one operand may have an element or another structure as the other cperand.

Structure operands in a structure expression need not be major structure names. A minor structure name, at any level, is a structure variable. Thus, if M.N is a rinor structure in the major structure $M$, the following is a structure expression:

$$
\text { M.N E } \cdot 1010^{\prime} B
$$

## Structure and Element Operations

When an operation has one structure and cne element operand, it is the same as a series of operations, one for each element in the structure. Each sub-operation involves a structure element and the single element.

Consider the following structure:
1 A
2 B
3 C
3 D
3 E
2 F
3 G
3 H
3 I
If $X$ is an element variable, then $A * X$ is equivalent to:


## Structure and Structure Operations

When an operation has two structure operands, it is the same as a series of element operations, one for each corresponding pair of elements.

For example, if $A$ is the structure shown in the previous example and if $M$ is the following structure:

1 M 2 N

30
3 P
3 Q
2 R
3 S
3 T
3 U
then $A$ || $M$ is equivalent to:

| A.C | $\\|$ | M.O |
| :--- | :--- | :--- |
| A.D | $\\|$ | M. P |
| A.E | $\\|$ | M.Q |
| A.G | $\\|$ | M.S |
| A.H | $\\|$ | M.T |
| A.I | $\\|$ | M.U |

## Structure Assignment BY NAME

One exception to the rule that operands of a structure expression must have the same structuring is the case in which the structure expression appears in an assignment statement with the BY NAME option.

The BY NAME appears at the end of a structure assignment statement and is preceded by a comma. Examples are shown below.

Consider the following structures and assignment statements:


ONE = TWO, BY NAME;
ONE.PART1 = THREE.PART1, BY NAME;
ONE = TWO + THREE, BY NAME;
The first assignment statement would he the same as the following:

```
ONE.PART1.RED = TWO.PART1.RED;
ONE. PART2. YELLOW = TWO.PART2.YELLOW;
```

The second assignment statement would be the same as the following:

ONE.PART1.RED $=$ THREE.PART1.RED;
The third assignment statement would be the same as the following:

$$
\begin{aligned}
& \text { ONE. PART1.RED }=\text { TWO. PART1. RED } \\
&+ \text { THREE.PART1.RED; } \\
& \text { ONE.PART2. YELLOW }= \text { TWO.PART2.YELLOW } \\
&+ \text { THREE.PART2.YELLOW; }
\end{aligned}
$$

The BY NAME option can appear in an assignment statement only. It indicates that assignment of elements of a structure is to be made only for those elements whose names are common to both structures.
Except for the highest-level qualifier specified in the assignment statement, all qualifying names must be identical.

If an operational expression appears in an assignment statement with the BY NAME option, operation and assignment are performed only upon those elements whose names have been declared in each of the structures. In the third assignment statement above, no operation is performed upon ONE. PART2.GREEN and THREE.PART2.GREEN, because GREEN does not appear as an elementary name in PART2 of TWO.

## OPERANDS OF EXPRESSIONS

An operand of an expression can be a constant, an element variable, an array variable, or a structure variable. An operand can also be an expression that represents a value that is the result of a computation, as shown in the following assignment statement:

$$
A=B * \operatorname{SQRT}(C) ;
$$

In this example, the expression SQRT(C) represents a value that is equal to the square root of the value of $c$. Such an expression is called a function reference.

## FUNCTION REFERENCE OPERANDS

A function reference consists of a name and, usually, a parenthesized list of one cr more variables, constants, or other expressions. The name is the name of a block of coding written to perform specific computations upon the data represented ky the list and to substitute the computed value in place of the function reference.

Assume, in the above example, that $C$ has the value 16. The function reference SQRT (C) causes execution of the coding that would compute the square root of 16 and replace the function reference with the value 4. In effect, the assignment statement would become:

$$
\mathrm{A}=\mathrm{B} * 4 ;
$$

The coding represented ty the name in the function reference is called a function. The function SQRT is one of the PL/I built-in functions. Built-in functions, which provide a number of different operations, are a part of the PL/I language. A complete discussion of each appears in Part II, Section 7, "Built-In Functions and pseudo-Variables." In addition, a user may write functions for other furposes (as described in Part I, Section 12, "Subroutines and Functions"), and the names of those functions can be used in function references.

The use of a function reference is not limited to operands of operational expressions. A function reference is, in itself. an expression and can be used wherever an expression is allowed. It cannot be used in those cases where a variable represents a receiving field, such as to the left of an assignment symbol.

There are, however, ten built-in functions that can be used as pseudo-variables. A pseudo-variable is a built-in function name that is used in a receiving field. Consider the following example:

DECLARE A CHARACTER (10);
B CHARACTER (30);

$$
\operatorname{SUBSTR}(A, 6,5)=\operatorname{SUBSTR}(B, 20,5) ;
$$

In this assignment statement, the SUBSTR built-in function name is used both in a normal function reference and as a pseudo-variable.

The SUBSTR built-in function extracts a substring of specified length from the named string. As a pseudo-variable, it indicates the location, within a named string, that is the receiving field.

In the above example, a substring five characters in length, keginning with character 20 of the string $B$, is to be assigned to the last five characters of the string A. That is, the last five characters of $A$ are to be replaced by characters 20 through 24 of $B$. The first five characters of $A$ remain unchanged, as do all of the characters of $B$.

All ten of the built-in functions that can be used as pseudo-variables are discussed in Part II, Section 7, "Built-In Functions and Pseudo-Variables". No userwritten function can be used as a pseudo-variable.

## CONCEPTS OF DATA CONVERSION

Data conversion is the transformation of the representation of a value from one form
to another. PL/I makes very few restrictions upon the use of the available forms of data representation or upon the mixing cf different representations within an expression.

Users who want to make use of this freedom must understand that mixed expressions imply conversions. If conversions take flace at execution time, they will slow down the execution, sometimes significantly. Unless care is taken, conversions can result in loss of precision and can cause unexpected results. A lack of understanding of conversions can lead to logical errors and inaccuracies that are sometimes hard to trace.

This section is concerned primarily with the concepts of conversion operations. Specific rules for each kind of conversion are listed in Part II, Section 6, "Problem Data Conversion." Earlier sections of this chapter discuss circumstances under which conversion can occur during evaluation of expressions. This section deals with the processes of the conversion.

The subject of conversion can be considered in two parts, first, determining the target attributes, and, second, the conversion oceration with known source and target attributes. This section deals with determining target attributes. Rules for conversion operations are given in Part II, Section 6, "Problem Data Conversion." Within each section, here and in Part II, arithmetic conversion and type conversion are considered separately.

The target of a conversion is the receiving field to which the converted value is assigned. In the case of a direct assignment, such as $A=B$, in which conversion must take place, the variable to the left of the assignment symbol (in this case. A) is the target. Consider the following example, however:

```
DECLARE A CHARACTER (8) , B FIXED DECIMAL(3,2), C FIXED BINARY(10);
```

$$
A=B+C ;
$$

During the evaluation of the expression $\mathrm{B}+\mathrm{C}$ and during the assignment of that result, there are four different targets, as follows:

1. The compiler-created temporary to which the converted binary equivalent of $B$ is assigned
2. The compiler-created temporary to which the binary result of the addition is assigned
3. The temporary to which the converted decimal fixed-point equivalent of the binary result is assigned
4. A, the final destination of the result, to which the converted character-string equivalent of the decinal fixed-point representation of the value is assigned

The attributes of the first target are determined from the attributes of the source (B), from the operator, and from the attributes of the other operand (if one operand of an aithmetic infix operator is binary, the other is converted to binary Lefore evaluation). The attributes of the second target are determined from the attributes of the source ( $C$ and the converted representation of $B$ ). The attritutes of the third target are determined in part from the source (the second target) and in part from the attributes of the eventual targer (A). (The only attribute determined from the eventual target is DECIMAL, since a binary arithmetic representation must be converted to decimal recresentation before it can be converted to a character string.) The attributes of the fourth target (A) are known from the DECLARE statement.

When an expression is evaluated, the target attributes usually are partly derived from the source, partly from the operation being performed, and partly from the attributes of a second operand. Some assumptions may be made, and some implementation restrictions (for example, maximum precision) and conventions exist. After an expression is evaluated, the result may te further converted. In this case, the target attributes usually are independent of the source. Since the process of determining target attributes is different for expression operands and for the results of expression evaluation, the two cases are dealt with separately.

A conversion always involves a source data item and a target data item, that is, the original representation of the value and the converted representation of the value. All of the attributes of both the source data item and the target data item are known, or assumed, at compile time.

It is possicle for a conversion to involve intermediate results whose attributes may depend upon the source value. For example, conversion from character string to arithmetic may require an intermediate conversion and, thus, an intermediate result, before final conversior. is completed. The final target attributes in such cases, however, are always determined from the source data item and are independent of the values of the variabies.

The maximum number of temporary results which may exist during the evaluation of an expressicn or during an assignment statement is 200. An estimate of the number of tempcrary results which may exist during the evaluation of an expression can be cbtained from the following:

At each level of parentheses, count one for each operator which is forced to be evaluated kefore an inner level of parentheses. For each such operator, count one for each operand which requires conversion tefore use, count one for each nested function, count one for each subscripted variable used as a target in an assignment statement, and finally, count one for each pseudo-variable and each argument of a fseudo-variatle.

It should be realized that constants also have attributes; the constant 1.0 is different from the constants 1, '1'E, '1', 1B, or 1E0. Constants may be converted at compile time or at execution time, kut in either case, the rules are the same.

## TARGET ATTRIBUTES FOR TYPE CONVERSION

When an expression operand requires type conversion, some target attributes must be assumed or deduced from the source. Some cf these assumptions can be made based on the operator, as shown in Figure 2.

## BIT TO CHARACTER AND CHARACTER TO BIT

In the conversion of bit to character, and character to bit, the length of the target (in bits or characters) is the same as the length of the source (in bits or characters).


## ARITHMETIC TO STRING

In the conversion of arithmetic to bitstring or character-string data, the length of the target is deduced from the precision of the source. Algorithms for determining the length of the target are given below under the headings "Lengths of Bit-string Targets" and "Lengths of Character-String Targets." In the case of expression operands, there is no truncation of the resulting character-string value, since the length of the target is the length of the intermediate string.

## STRING TO ARITHMETIC

In the conversion of kit-string or character-string data to arithmetic, the string must consist of digits that represent a valid arithmetic constant. The compiler has no way of determining the attributes of the constant represented by the string; therefore, attributes must be assumed for the target.

In the case of character-string to arithmetic conversion, the attributes assumed for the target are those attributes that would have been assumed if a fixedpoint decimal integer of precision $(15,0)$ had appeared in place of the string. Similarly, for a bit-string source that is to
) be converted to arithmetic type, the attributes of the target are the attributes that would have been given to the target if a fixed-point binary integer of precision $(31,0)$ had appeared in place of the bit string.

Target Attrikutes for Arithmetic Expression operands

Except for exponentiation, the target attributes for arithmetic conversion are assumed as follows:

BINARY unless both operands are DECIMAL, in which case no base conversion is performed

FLOAT

COMPLEX
precision cf scurce
unless both operands are FIXED, in which case no scale conversion is performed
unless both operands are REAL, in which case no mode conversion is performed
unless base or scale conversion is ferformed (see Figure 3 .
"Precision for Arithmetic Conversion")

In the case of exponentiation, the base and precision are determined as for other cperations. The target scale of the first operand is always fLOAT unless the first cperand source is FIXED and the second operand (the exponent) is an unsigned fixed-point integer constant with a value small enough that the result of the exponentiation will not exceed the maximum number of digits allowed (for Syster/360 implementations, 31, if binary, or 15 , if decimal). The target scale of the second cperand is floAT unless it is an integer constant or a variable of precision ( $\mathrm{F}, 0$ ). If either of the operands is COMPLEX, the target mode is COMPLEX for both operands

| \|Source Attributes | Target Attributes | Target Precision |
| :---: | :---: | :---: |
| \| DECIMAL FIXED (p,q) | DECIMAL FLOAT | p |
| (DECIMAL FIXED ( $p, q$ ) | BINARY FIXED | $1+\mathrm{p} 3.32 . \mathrm{q} * 3.32$ |
| fobcimal fixed (p,q) |  | $1+\mathrm{p} * 3.32, \mathrm{q} * 3.32$ |
| \| DECIMAL FIXED (p,q) | BINARY FLOAT | p*3.32 |
| \| DECIMAL FLOAT(p) | BINARY FLOAT | p*3.32 |
|  |  |  |
| \| BINARY FIXED ( $\mathrm{p}, \mathrm{q}$ ) | BINARY FLOAT | p |
|  |  |  |
| \| BINARY FIXED (p,q) | DECIMAL FIXED | 1+p/3.32, q/3.32 |
| \| BINARY FIXED ( $\mathrm{p}, \mathrm{q}$ ) | DECIMAL FLOAT | p/3.32 |
|  |  |  |
| \| BINARY FLOAT (p) | DECIMAL FLOAT | $\mathrm{p} / 3.32$ |
| Note: Conversion from floating-point to fixed-point scale will occur only when a target lprecision is known, as in assignment to a fixed-pcint variakle. If the target \|precision is incapable of holding the floating-point value, truncation on both left |and right will occur, and the SIZE condition will be raised (if enabled) if significant ldigits are lost. |  |  |
|  |  |  |
|  |  |  |
|  |  |  |

Figure 3. Precision for Arithmetic Conversion
unless the second operand is a REAL integer constant or variable of precision ( $p, 0$ ). In either case, the target mode for the second operand is REAL (that is, its mode is not converted).

In the exarfeles of exponentiation shown Lelow, the variables are those named in the following DECLARE statement:

```
DECLARE A FIXED DECIMAL(2),
    B FIXED DECINAL(3,2),
    C FLOAT DECIMAL(4),
    D FLOAT DECIMAL(7),
    E FIXED CECIMAL(8),
    F FIXED DECIMAL(15),
    G COMPLEX FLOAT DECIMAL(6);
```

Note: If only one digit appears in the precision attribute specification for a fixed-point variable, the scale factor is, ry default, zero; the precision is ( $p, 0$ ).

| L | ** |  | No conversion necessary. Both oferands are floating-point. |
| :---: | :---: | :---: | :---: |
| A |  | 4 | No conversion necessary. |
|  |  |  | Second operand is unsigned |
|  |  |  | fixed-point integer constant, and the result will not exceed |
|  |  |  | 15 digits. |
| D |  | 5 | NC conversion necessary. First |
|  |  |  | cperand is floating-point; |
|  |  |  | second is fixed-point with precision ( $\mathrm{p}, 0$ ). |
| D |  | A | No conversion necessary. First |
|  |  |  | operand is floating-point; |
|  |  |  | second is fixed-point with precision ( $\mathrm{p}, 0$ ). |
| E | ** A | A | First operand is converted to |
|  |  |  | floating-point because second |
|  |  |  | operand is not unsigned fixed- |
|  |  |  | point integer constant. Second operand is not converted |
|  |  |  | because it has precision ( $\mathrm{p}, 0$ ). |
| L | ** B | B | second operand is converted to |
|  |  |  | floating-point because it does |
|  |  |  | not have precision ( $\mathrm{p}, 0$ ). Even |
|  |  |  | if $B$ had an integer value with |
|  |  |  | a fractional part of $z \in r o$, it still would be converted, since |
|  |  |  | its declared precision is |
|  |  |  | $(3,2)$. |
| G | ** B | B | First operand is complex. |
|  |  |  | Second operand is converted to |
|  |  |  | floating-point complex because |
|  |  |  | its precision is not ( $\mathrm{p}, 0$ ). |

Note: All of these examples would be the same if they had been declared binary rather than decimal, except that the maximum number of rinary digits allowed is 31.

Precision and Length of Expression Operand Targets

The following rules apply to all calculaticns of precision and length:

1. Precision and length specifications are always integers. If any of the calculations given below produces a nonintegral value, the next largest integer is taken as the resulting precision. In the case of scale factors, which can ke negative, it is the absolute (positive) value that is used to take the next largest integer; the result, of course, will be negative if the source scale factor is negative.

The following illustrates how precision would be computed in a conversion from DECIMAI FIXED $(13,-4)$ to EINARY FIXED:

```
1 + 13 * 3.32 = 44.16 resulting number
                                    of digits (p) is
                                    4 5
-4*3.32 = -13.28 resulting scale
    factor (q) is
                                    -14
```

Thus, the resulting precision is (45.14): however, due to rule 2 below, it becomes $(31,-14)$.
2. There is an implementation-defined maximum for the precision of each arithmetic representation. If any calculation yields a value greater than the implementation-defined lirit, then the implementation limit is used instead. In System/360 implementations, these limits are:

$$
\begin{aligned}
& \text { FIXEL DECIMAL -- } 15 \text { digits } \\
& \text { FIXED BINARY -- } 31 \text { digits } \\
& \text { FLOAT DECINAL -- } 16 \text { digits } \\
& \text { FLOAT BINARY -- } 53 \text { digits }
\end{aligned}
$$

Because of the particular values for these implementations, these limits wili usually come into effect only for conversions from fixed-point decimal to fixed-point binary.

The scale factor for both binary and decimal base has the range +127 to -128 in System/360 implementations. This limit will rarely concern the user.

## Precision for Arithmetic Conversions

Figure 3 gives the target precision for an oferand if base or scale conversion occurs.

| SSource Attributes | Conditions | Target Length |
| :---: | :---: | :---: |
| \| DECIMAL FIXED (p,q) | If $\mathrm{p}>=\mathrm{q}>=0$ | $p+3$ |
| , |  |  |
| 1 | If $q>p$ | $\mathrm{p}+3+\mathrm{k}$ |
| 1 | or | (where $k=$ number of decimal |
| 1 | $q$ negative | digits to express scale |
| 1 |  | factor) |
| 1 l |  |  |
| \| DECIMAL FLOAT(p) |  | $p+6$ |
| \|Numeric character field |  | Same as source |

Figure 4. Lengths of Character-String Targets

The target precision of one operand of an expression is not affected ky the precision of the other operand. This can have a significant effect on accuracy, particularly if one of the operands is a constant.

## Lengths of Character-String Targets

The length of a character-string target is related to the precision of the decimal source, as shown in Figure 4.

Note: If a binary data item is converted to character, it is first converted to decimal. The frecision of this intermediate conversion result controls the length of the final character-string target. Algorithms for computing the intermediate precision of a decimal item converted from binary are shown in Figure 3.

For complex coded arithmetic sources, the target length is one greater than twice the length of the target for the corresponding real source. For complex numeric character data, the target length is twice the length of the real part of the source.

## Lengths of Bit-string Targets

When converting arithmetic operands to bit string, the arithmetic source is converted to a positive binary integer. The precision of the binary integer target is the same as the length of the bit-string target as given in Figure 5.

| Source Attributes | Target Length |
| :--- | :--- |
| DECIMAL FIXED $(p, q)$ | $(p-q) * 3.32$ |
| \|DECIMAL FLOAT $(p)$ | $p * 3.32$ |
| $\mid B I N A R Y$ FIXED $(p, q)$ | $p-q$ |
| $\mid$ BINARY FLOAT $(p)$ | $p$ |

Figure 5. Lengths of Bit-String Targets

Note that $p-q$ represents the number of binary or decimal digits to the left of the coint. This could be zero or negative, in which case no conversion is perforred and, for the TSS/360 PL/I compiler, the final result is a null string.

Conversion of the value of an Expression
The result of a completely evaluated exfression may require further conversion. The circumstances in which this can occur, and the target attributes for each situation, are given in Figure 6. In addition, certain ruilt-in functions cause conversion. Any subscript reference is converted to binary integer.

## CONVERSION OPERATIONS

As in the case of determining target attributes, conversion operations may also Le considered in two staqes: type conversion and arithmetic conversion. For example, when a character-string source is converted to a coded arithmetic target, the string is first converted to an arithretic form whose attritutes are determined by the constant expressed by the string. This intermediate result is then converted (if necessary) to the attributes of the target. These two stages may not be separated in an actual implementation, but for the purpose of description it is convenient to consider them sefarately.

There are six cases of type conversion:

> Arithmetic to character-string
> Character-string to arithmetic
> Arithmetic to kit-string
> Bit-string to arithmetic
> Character-string to kit-string
> Bit-string to character-string

For specific rules for each of the cases cf type conversion and for arithmetic conversion, see Part II, Section 6, "Proklef Data Conversion."


Figure 6. Circumstances that can Cause Conversion

## THE CONVERSION, SIZE, FIXEDOVERFLOW, AND OVERFLOW CONDITIONS

When data is converted from one representation to another, the CONVERSION or SIZE conditions may be raised. The OVERFLOW and FIXEDOVERFLOW conditions are raised only when the result of an arithmetic operation exceeds the implementationdefined limit. When an operand is converted from one representation to another. if the value of the result will not fit in the declared precision for the new representation, the SIZE condition is raisel.

The SIZE condition is raised when significant digits are lost from the left-hand
side of an arithmetic value. This can occur during conversion within an expression, or upon assigning the result of an expression. It is not raised in conversion to character string or bit string even if the value is truncated. It is raised on conversion to $E$ or $F$ format in editdirected transmission if the field width specified will not hold the value of the list item. The SIZE condition is normally disakled, so an interruption will occur only if the condition is raised within the scoce of a SIZE prefix.

The CONVERSION condition is raised when the source field contains a character that is invalid for the conversion keing per-
formed. For example, CONVERSION would be raised if a character string being converted to arithmetic contains any character other than those allowed in arithmetic constants, or if a character string that is being converted to bit contains any character other than 0 and 1. Each invalid character raises the CONVERSION condition once, so a single conversion operation causes several interruptions if more than one invalid character is encountered. The CONVERSION condition is normally enabled, so when the condition is raised, an interruption will occur. It can be disatled by a NOCONVERSION prefix, in which case an interruption will not occur when the condition is raised.

Note that the OVERFLOW and FIXECOVERFLOW conditions are raised when an implementation maximum is exceeded, while the SIZE condition is raised when a declared precision is exceeded. For example, if the addition of two kinary halfword values resulted in an overflow into a sixteenth digit fosition, and the result were assigned to a kinary halfword variable, SIZE would be raised (if enabled). Note that, in such a case, SIZE would be the only indication that an error had cccurred, whereas if a similar situation arose with fullword binary values (i.e.. an attempted overflow past the thirty-first digit position), FIXEDCVERFLOW would be raised during the actual computation, before the attempt.

This section classifies statements according to their functions. Statements in each functional class are listed, the purpose of each statement is described, and examples of their use are shown.

A detailed description of each statement is not included in this section kut may be found in Part II, Section 10, "Statements."

## CLASSES OF STATEMENTS

Statements can be grouped into the following six classes:

## Descriptive

Input/Output
Data movement and Computational
Program Structure
Preprocessor
Control
Exception Control
The names of the classes have been chosen for descriptive purposes only; they have no fundamental significance in the language. Some statements are included in more than one class, since they can have more than one furction.

## DESCRIPTIVE STATEMENTS

When a PL/I program is executed, it may manipulate many different kinds of data. Each data item, except a constant, is referred to in the program by a name. The PL/f language requires that the properties (or attributes) of data items referred to must be known at the time the program is compiled. There are a few exceptions to this rule; the bounds of the dimensions of arrays, the length of strings, and some file attributes may be determined during execution of the program.

## The DECLARE Statement

The DECLARE statement is the principal means of specifying the attributes of a name. A name used in a program need not always appear in a DECLARE statement; its attributes often can be determined by context. If the attributes are not specifically declared and if they cannot be determined by context, then default rules are applied. The combination of defa.it rules and context determination can make it unnecessary, in some cases, to use a DECLARE statement.

DECLARE statements are always needed for fixed-point decimal and floating-point binary variables, character- and bit-string variables, label variables, arrays and structures, static, controlled, and based variables, offset variables, and all data with the PICTURE attribute. An ENTRY declaration must be made in a DECLARE statement for the name of any function that returns a value with attributes different from the default attributes that would be assumed for the name -- FIXED BINARY(15) if the first letter of the name is I through N ; otherwise, DECIMAL FLOAT (6). (The default precisions are those defined for System/360 implementations.) An ENTRY declaration also must be made if arguments and farareters do not match exactly, as may be the case when constants are passed as arguments.

DECLARE statements may also be an important part of the documentation of a program; consequently, users may make liberal use of declarations, even when default attributes apply or when a contextual declaration is possible. Because there are no restrictions on the number of DECLARE statements, different DECLARE statements can le used for different groups of names. This can make modification easier and the interpretation of diagnostics clearer.

## Other Descriptive Statements

The OPEN statement allows certain attributes to be specified for a file nare and nay, therefore, also be classified as a descriptive statement. The FORMAT statement may be thought of as describing the layout of data on an external medium, such as on a page or an input card.

## INPUT/OUTPUT STATEMENTS

The principal statements of the inqut/ output class are those that actually cause a transfer of data between internal storage and an external medium. Other input/out put statements, which affect such transfers, may be considered input/output control statements.

In the following list, the statements that cause a transfer of data are grouped into two sutclasses, RECORD I/O and STREAM I/O:

RECORD I/O Transfer Statements READ
WRITE

## REWRITE <br> LOCATE <br> DELETE

STREAM I/O Transfer Statements

GET<br>PUT<br>I/O Control Statements<br>OPEN<br>CLOSE<br>UNLOCK

A related statement, discussed with these statements, is the DISPLAY statement.

There are two important differences between STREAM transmission and RECORD transmission. In STREAM transmission, each data item is treated individually, whereas RECORD transmission is concerned with collections of data items (records) as a whole. In STREAM transmission, each item may be edited and converted as it is transmitted; in RECORD transmission, the record on the external medium is an exact copy of the record as it exists in internal storage, with no editing or conversion performed.

As a result of these differences, record transmission is particularly applicable for processing large files that are written in an internal representation, such as in binary or packed decimal. Stream transmisIsion can be used for processing typed or keypunched data and for producing readable output, where editing is required. Since files for which stream transmission is used tend to be smaller, the larger processing overhead can be ignored.

## RECORD I/O Transfer Statements

The READ statement transmits records directly into working storage or makes records available for processing. The WRITE statement creates new records, transferring collections of data to the output device. The LOCATE statement allocates storage for a variable within an output buffer, setting a pointer to indicate the location in the buffer, having previously caused any record already located in a buffer for this file to be written out.

The REWRITE statement alters existing records in an UPDATE file. The D SLETE statement removes records from an UPDATE file.

## STREAM I/O Transfer Statements

Only sequential files can ke processed with the GET and PUT statements. Record
boundaries generally are ignored; data is considered to be a stream of individual data iters, either coming from (GET) or going to (PUT) the external medium.

The GET and PUT statements may transmit a list of items in one of three modes, data-directed, list-directed, or editdirected. In data-directed transmission, the names of the data items, as well as their values, are recorded on the external medium. In iist-directed transmission, the data is recorded externally as a list of constants, separated by blanks or commas. In edit-directed transmission, the data is recorded externally as a string of characters to be treated character by character according to a format list.

Data-directed transmission is most useful for reading a relatively small number of values and for producing self-annotated debugging output. List-directed infut is suitable for reading in larger volumes of data punched in free form. Edit-directed transmission is used wherever format must be strictly controlled, for example, in producing reforts and for reading cards punched in a fixed format.

Note: The GET and PUT statements can also ke used for internal data movement, by specifying a string name in the STRING option instead of specifying the FILE option. Although the facility may be used with READ and WRITE statements for moving data to and from a buffer, it is not actually a part of the input/output operation. GET and PUT statements with the STRING option are discussed in the section "Data Movement and computational Statements," in this section.

## Input/Output Control Statements

The OPEN statement associates a file name with a data set and prepares the data set for processing. It may also specify additional attritutes for the file.

A:i OPEN statement need not always be wricten. Execution of any input or output transmission statement that specifies the name of an unofened file will result in an automatic opening of the file before the data transmission takes place.

The OPEN statement may be used to declare attributes for a file; for a PRINT file, the length of each printed line and the number of lines per page can be specified only in an OPEN statement. The OPEN statement can also be used to specify a name (in the TITIE option) other than the file name, as a link between the data set and the file.

The CLOSE statement dissociates a data set from a file. All files are closed at termination of a program, so a CLOSE statement is not always required.

The UNLOCK statement is accepted, but is of no significance to the TSS/360 compiler, since TSS/360 data management automatically locks records being read, if the file has Leen opened for direct access.

## The DISPLAY Statement

lne DISPLAY statement is used to write messages on the user's terminal. It may aiso be used, with the REPLY option, to allow the user to communicate with the program by typing in a code or a message. The REFLY option ray be used merely as a means of suspending program execution until the usex acknowleages the message.

## DATA MOVEMENT AND COMPUTATIONAL STATEMENTS

Irternal data movement involves the assignment of the value of an expression to a stecified variable. The expression may be a constant or a variable, or it may be an expression that specifies computations to re made.

The most commonly used statement for internal data movement, as well as for specifyjng computations, is the assignment statement. The GET and PUT statements with the sTRING oction also can be used for internal data movement. The PUT statement can, in addition, specify computations to te made.

## The Assignment Statement

The assignment statement, which has no keyword, is identified by the assignment symion ( $=$ ). It generally takes one of two forms:

$$
\begin{aligned}
& A=B ; \\
& A=B+C ;
\end{aligned}
$$

The first form can be used purely for internal data movement. The value of the variable (or constant) to the right of the assignment symbol is to be assigned to the variable to the left. The second form includes an operational expression whose value is to be assigned to the variable to the left of the assignment symtol. The second form specifies computations to be made, as well as data movement.

Since the attributes of the variable on the left may aiffer from the attributes of the result of the expression (or of the variable or constant), the assignment statement can also be used for conversion and editing.

The variable on the left may be the name of an array or a structure; the expression on the right may yield an array or structure value. Thus the assignment statement can be used to move aggregates of data, as well as single items.

## Multiple Assignment

The value of the expression in an assignment statement can be assigned to more than one variakle in a statement of the following form:

$$
A, X=B+C
$$

Such a statement is executed in exactly the same way as a single assignment, except that the value of $B+C$ is assigned to both $A$ and $X$. In general, it has the same effect as if the following two statements had been written:

$$
\begin{aligned}
& A=B+C ; \\
& X=B+C ;
\end{aligned}
$$

Note: If multiple assignment is used for a structure assignment BY NAME, the elementary names affected will be only those that are common to all of the structures listed to the left of the assignment symbol.

## The STRING Ortion

If the STRING option appears in a GET or PUT statement in place of a FILE option, execution of the statement will result only in internal data movement; neither input nor cutput is involved.

Assume that NAME is a string of 30 characters and that FIRST, MIDDLE, and LAST are string variables. Consider the following example:

```
GET STRING (NAME) EDIT
    (FIRST,MIDDLE, LAST)
    (A(12),A(1),A(17));
```

This statement specifies that the first 12 characters of NAME are to be assigned to FIRST, the next character to MIDDLE, and the remaining 17 characters to LAST.

The puT statement with the string option specifies the reverse operation, that is, that the values of the specified variables are to be concatenated into a string and assigned as the value of the string named in the STRING option. For example:

$$
\begin{aligned}
\text { PUT } & \text { STRING (NAME) EDIT } \\
& \text { (FIRST, MIDDLE, LAST) } \\
& (A(12), A(1), A(17)) ;
\end{aligned}
$$

This statement specifies that the values of FIRST, MIDDLE, and LAST are to be conca-
tenated, in that order, and assigned to the string variable NAME.

Computations to be performed can be specified in a PUT statement ky including operational expressions in the data list. Assume, for the following example, that the variables $A, B$, and $C$ represent arithmetic data and BUFFER represents a character string:

PUT STRING (BUFFER) LIST ( $\mathrm{A} * 3, \mathrm{~B}+\mathrm{C}$ );
This statement specifies that the character string assigned to BUFFER is to consist of the character representations of the value of A multiplied by 3 and the value of the sum of $B$ and $C$.

Operational expressions in the data list of a PUT statement are not limitєd to PUT statements with the STRING option. Operational expressions can appear in PUT statements that specify output to a file.

## PROGRAM STRUCTURE STATEMENTS

The program structure statements are those statements used to delimit sections of a program into blocks and groups, and to control the allocation of storage within a program. These statements are the PROCEDURE statement, the END statement, the ENTRY statement, the BEGIN statement, the DO statement, the ALLOCATE statement, and the FREE statement. The concept of blocks and groups is fundamental to a proper understanding of $P L / I$ and is dealt with in detail in Sections 6, 7, and 12 in Part I.

Proper division of a program into blocks simplifies the writing and testing of the program, particularly when a number of users are cooperating in writing a single program. It may also result in more efficient use of storage, since dynamic storage of the automatic class is allocated on entry to the block in which it is declared.

## The PROCEDURE Statement

The principal function of a procedure tlock, which is delimited by a PROCEDURE statement and an associated END statement, is to define a sequence of operations to be performed upon specified data. This sequence of operations is given a name (the label of the PROCEDURE statement) and can be invoked from any point at which the name is known.

Every program must have at least one FROCEDURE statement and one END statement. A program may consist of a number of separately written procedures link d together. A procedure may also contain other procedures nested within it. These internal
frocedures may contain declarations that are treated (unless otherwise specified) as local definitions of names. Such definitions are not known outside their own klock, and the names cannot be referred to in the containing procedure. Storage associated with these names is generally allocated upon entry to the block in which such a name is defined, and it is freed upon exit fron the klock.

The sequence of statements defined by a procedure can te executed at any point at which the procedure name is known. A procedure is invoked either by a CALL statement or ly the appearance of its name in an expression, in which case the procedure is called a function procedure. A function reference causes a value to be calculated and returned to the function reference for use in the evaluation of the expression.

Communication between two procedures is ky means of arguments passed from an invoking procedure to the invoked procedure, ky a value returned from an invoked procedure, and by names known within both procedures. A procedure may therefore operate upon different data when it is invoked from different points. A value is returned from a function procedure to a function reference ky means of the RETURN statement.

## The ENTRY Statement

The ENTRY statement is used to provide an alternate entry point to a procedure and, possibly, an alternate parameter list to which arguments can be passed, corresponding to that entry point.

Note: It is important to distinguish between the ENTRY statement, which specifies an entry to the procedure in which it occurs, and the ENTRY attribute specification, which describes the attributes of parameters of procedures that are invoked from the procedure in which the ENTRY attribute specification appears.

## The BFGIN Statement

Local definitions of names can also be made within kegin blocks, which are delimited by a BEGIN statement and an associated END statement. Begin blocks, however, are executed in the normal flow of a program, either sequentially or as a result of a GO To or an IF statement transfer. One of the most common uses of a begin block is as the on-unit of an on statement, in which case it is not executed through normal flow of control, but only upon occurrence of the specified condition. It is also useful for delimiting a section of a program in which some automatic storage is to be allccated.

Each begin block must be nested within a procedure or another begin block.

## The EIDD Statement

The END statement is used to signify the tnd of a block or group. Every block or group must have an END statement. However, the END statement may be explicit or implicii; a single END statement can be applied to a number of riested klocks and groups by the inclusion of the label of the containing block or group after the keyword END. ' 'he other END statements are then implied by the one containing the lakel, and need not De given explicitly. If no label follows END, the statement applies to only one group ci block. (Multiple closure is discussea in more detail in section 6 . *Rlocks, Flow of Control, and Storage Allucation.")

Execution of an END statement for a block terminates the block. However, it is not the unly means of terminating a block, fven though each block must have an END statenent. For example, a procedure can be termit nated by execution of a RE'IURN statewent (see "Control Statements," below).

The effect of execution of an END statement for a group depends on whether or not the grovip is iterative. If the group is iterative, execution of the END statement causes controi to return to the keginning of the group until all iterations are completer unless control is passed out of the group before then. (See "Control Statements," below.) If the group is noniterative, the END statement merely delimits the group (to enable the group to be treated as a single statement), and control passes to the next statement.

## The ALLOCATE and FREE Statements

As with many other conventions in PL/I, the convention concerning storage allocation and the scope of definitions of names can be overridden by the user. The storage class attribute AJTOMATIC is assumed for most variables. However a variable can be declared STATIC, in which case it is allocated throughout the entire program; or it can be declared CONTROLLED, or BASED, in which case its allocation can be explicitly specified by the user.

The ALLOCATE statement is used to assign storage to controlled and based data, independent of block boundaries. The bouncis of controlled arrays and the length of controlled strings, as well as their initial values, may also be specified at the time the ALLOCATE statement is executed. The FREE statement is used to free controlled and based storage after it has been allocated.

## PREPROCESSOR STATEMENTS

PL/I allows a degree of control over the contents of the source program during the compilation. The programmer can specify, for example, that any identifier appearing in the source program will be changed; he can select parts of the program to be compiled without the rest; he can include text from an external source. These operations are performed by the preprocessor stage of the compiler, and are specified by preprocessor statements that appear among the other statements within the source program itself.

In general, preprocessor statements are identified by a leading percent symbol kefore the keyword; several of them have the same keyword as standard PL/I statements, and these have a similar effect at compile-time to that of their counterpart at execution time.

The complete list of preprocessor statements is:
\% ACTIVATE
\% a ssignment
\% DEACTIVATE
\% DECLARE
\% DO
\% END
\% GO TO
\% IF
\% INCLUDE
\% null
\% PROCEDURE
RETURN

These statements are discussed in Part $I$, Section 15. "Compile-Time Facilities," and in Part II, Section 10, "Statements,"

## CONTROL STATEMENTS

Statements in a PL/I program, in general, are executed sequentially unless the flow of control is modified by the occurrence of an interruption or the execution cf one of the following control statements:

GO TO
IF
DC
CALL
RETURN
END
STOP
EXIT

## The GO TO Statement

The GO TO statement is most frequently used as an unconditional branch. If the destination of the GO TO is specified by a label variable, it may then be used as a
switch by assigning label constants, as values, to the label variable.

If the label variable is subscripted. the switch may be controlled by varying the subscript. Since multidimensional label arrays are allowed, and since logical values may be used as subscripts, quite subtle switching can be effected. It is usually true, however, that simple control statements are the most efficient.

The keyword of the GO TO statement may be written either as two words separated by a blank or as a single word, GoTO.

## The IF Statement

The IF statement provides the most common conditional branch and is usually used with a simple comparison expression following the word IF. For example:

```
IF A = B
    THEN action-if-true
    ELSE action-if-false
```

If the comparison is true, the THEN clause (the "action to be taken") is executed. After execution of the THEN clause, control branches around the ELSE clause (the "alternate action"), and execution continues with the next statement. Note that the THEN clause can contain a GO To statement or some other control statement that would result in a different transfer of control.

If the comparison is not true, control branches around the THEN clause, and the EISE clause is executed. Control then continues normally.

The IF statement might be as follows:

```
IF A = B
    THEN C = D;
    ELSE C = E;
```

If $A$ is equal to $B$, the value of $D$ is assigned to $C$, and control branches around the ELSE clause. If $A$ is not equal to $B$, control branches around the THEN clause, and the value of $E$ is assigred to $C$.

Either the THEN clause or the ELSE clause can contain some other control statement that causes a branch, either conditional or unconditional. If the THEN clause contains a GO TO statement, for example, there is no need to specify an ELSE clause. Consider the following example:

```
IF A}=\textrm{B
    THEN GO TO LABEL 1:
    next-statement
```

If $A$ is equal to $B$, the $G O$ TO statement of the THEN clause causes an unconditional branch to LABEL_1. If $A$ is not equal to $B$. control branches around the THEN clause to the next statement, whether or not it is an ELSE clause associated with the IF statement.

Note: If the THEN clause does not cause a transfer of control and if it is not followed by an ELSE clause, the next statement will be executed whether or not the THEN clause is executed.

The expression following the IF kєyword can be only an element expression; it cannot be an array or structure expression. It can, however, be a logical expression with more than one operator. For example:

$$
\begin{aligned}
\text { IF } & A=B E C=D \\
& \text { THEN GO TO R; }
\end{aligned}
$$

The same kind of test could be made with nested IF statements. The following three examples are equivalent:

$$
\begin{aligned}
& \text { IF } A=B E C=D \\
& \text { THEN GO TO R; } \\
& \mathrm{B}=\mathrm{B}+1 \text {; } \\
& \text { IF } A=B \\
& \text { THEN IF } C=D \\
& \text { THEN GO TO R; } \\
& B=B+1 ; \\
& \text { IF } A_{7}=B \text { THEN GO TO } S \text {; } \\
& \text { IF } C_{7}=D \text { THEN GO TO } S \text {; } \\
& \text { GO TO R: } \\
& S: \quad B=B+1 \text {; }
\end{aligned}
$$

## The DO Statement

The most common use of the DO statement is to specify that a group of statements is to be executed a stated number of times while a control variable is incremented each time through the loop. Such a group might take the form:

```
DO I = 1 TO 10;
    -
END;
```

The statements to be executed iteratively must be delimited by the $D O$ statement and an associated END statement. In this case. the group of statements will be executed ten times, while the value of the control variable $I$ ranges from 1 through 10. The effect of the DO and END statements would be the same as the following:

$$
I=1 ;
$$

A: IF I $>10$ THEN GO TO B;

```
    I = I+1;
    GO TO A:
    B: next statement
```

Note that the increment is made before the control variable is tested and that, in general, control goes to the statement following the group only when the value of the control variable exceeds the limit set in the DO statement. If a reference is made to a control variable after the last iteration is completed, the value of the variable will be one increment beyond the specified limit.

The DO statement can also be used with the WHILE option and no control variable. as follows:

$$
\text { DO WHILE }(A=B):
$$

This statement, heading a group, causes the group to be executed repeatedly so long as the value of $A$ remains equal to the value of $B$.

The WHILE option can be combined with a control variable of the form:

$$
\text { DO } I=1 \text { TO } 10 \text { WHILE }(A=B) ;
$$

This statement specifies two tests. Each time that $I$ is incremented, a test is made to see that I has not exceeded 10. An additional test then is made to see that $A$ is equal to $B$. only if both conditions are satisfied will the statements of the group be executed.

More than one successive iteration specification can be included in a single DO statement. Consider each of the following DO statements:

$$
\begin{aligned}
& \text { DO } I=1 \text { TO } 10,13 \text { TO 15; } \\
& \text { DO } I=1 \text { TO } 10 ; 11 \text { WHILE }(A=B) ;
\end{aligned}
$$

The first statement specifies that the DO group is to be executed a total of thirteen times, ten times with the value of $I$ equal to 1 through 10 , and three times with the value of $I$ equal to 13 through 15. The second DO statement specifies that the group is to be executed at least ten times. and then (provided that $A$ is equal to $B$ ) once more; if $B Y 0^{\circ}$ were inserted after "11". execution would continue with $I$ set. to 11 as long as A remained equal to $B$. Note that in both statements a comma is used to separate the two specifications. This indicates that a succeeding specification is to be considered only after the preceding specification has been satisfied.

The control variable of a DO statement can be used as a subscript in statements
within the Do-group, so that each iteration deals with successive elements of a table or array. For example:

$$
\text { DO } \begin{aligned}
& I=1 \text { TO } 10: \\
& A(I)=I ; \\
& \text { END; }
\end{aligned}
$$

In this example, the first ten elements of A are set to 1,2,....10, respectively.

The increment in the iteration specification is assumed to be one unless some other value is stated, as follows:

$$
\text { DO } I=2 T C 10 \text { BY } 2 ;
$$

This specifies that the loop is to be executed five times, with the value of $I$ equal to $2,4,6,8$, and 10.

## Noniterative DO Statements

The DO statement need not specify repeated execution of the statements of a DO-group. A simple DO statement, in conjunction with a DO-group, can be used as follows:

```
DO;
    \bullet
```



```
    END;
```

The use of the simple DO statement in this manner merely indicates that the DO-group is to be treated logically as a single statement. It can be used to specify a number of statements to be executed in the THEN clause or the ELSE clause of an IF statement, thus maintaining sequential control without the use of a begin block. COnly a single statement, a DO-group, or a begin block can be specified in the THEN clause or in the ELSE clause.)

## The CALL, RETURN, and END Statements

A subroutine may be invoked by a CALL statement that names an entry point of the subroutine. Control is returned to the activating, or invoking, procedure when a RETURN statement is executed in the subroutine or when execution of the END statement terminates the subroutine.

The RETURN statement with a parenthesized expression is used in a function procedure to return a value to a function reference. This form is used to return a value from a procedure that has been invoked by a function reference.

Normal termination of a program occurs as the result of execution of the final END statement of the main procedure or of a RETURN statement in the main procedure,
either of which returns control to the system.

Note: A CALL statement must not contain a multitasking option if any part of the program containing the CALL statement is to be executed on TSS/360.

## The STOP and EXIT Statements

The STOP and EXIT statements are both used to cause termination of execution and return of control to the command system.

## EXCEPTION CONTROL STATEMENTS

The control statements, discussed in the preceding section, alter the flow of control whenever they are executed. Another way in which the sequence of execution can be altered is by the occurrence of a program interruption caused by an exceptional condition that arises.

In general, an exceptional condition is the occurrence of an unexpected action, such as an overflow error, or of an expected action, such as an end of file, that occurs at an unpredictatle time. A detailed discussion of the handling of these conditions appears in part $I$, Section 13. Exceptional Condition Handling and Program Checkout."

The three exception control statements are the ON statement, the REVERT statement, and the SIGNAL statement.

## The ON Statement

The ON statement is used to specify action to be taken when any subsequent occurrence of a specified condition causes a program interruption. ON statements may. specify particular action for any of a number of different conditions. For all of these conditions, a standard system action exists as a part of PL/I, and if no ON statement is in force at the time an interruption occurs, the standard system action will take place. For most conditions, the standard system action is to print a message and terminate execution.

The ON statement takes the form:

ON condition-name \{SYSTEM; |on-unit\}
The condition name is one of the keywords listed in Part II, Section 8 . ${ }^{\circ} \mathrm{ON}-$ Conditions." The "on-unit* is a single statement or a begin block that specifies action to be taken when that condition arises and an interruption ccurs. For example:

ON ENDFILE(DETAIL) GO TO NEXT MASTER;

This statement specifies that when an interruption occurs as the result of trying to read beyond the end of the file named DETAIL, control is to be transferred to the statement iateled NEXT_MASTER.

When execution of an on-unit is successfully completed, control will normally return to the foint of the interruption or to a point immediately following it, depending upon the condition that caused the interruption.

An important use of the ON statement is for derugging. The CHECK condition causes debugging information to be printed whenever the value of one of a list of specified variables is changed or whenever a specified statement is executed.

The effect of an on statement, the establishment of the on-unit, can be changed within a block (1) by execution of another ON statement naming the same condition with either another on-unit or the word SYSTEM, which reestablishes standard syster action, or (2) by the execution of a REVERT statement naming that condition. On-units in effect at the time another block is activated remain in effect in the activated tlock, and in other blocks activated by it, unless another on statement for the same condition is executed. When control returns to an activating block, on-units are reestablished as they existed.

## The REVERT Statement

The REVERT statement is used to cancel the effect of all on statements for the same condition that have been fxecuted in the block in which the REVERT statement apeears.

The REVERT statement, which must specify the condition narre, reestablishes the onunit that was in effect in the activating block at the time the current block was invoked.

## The SIGNAL Statement

The sIGNAL statement simulates the occurrence of an interruption for a named condition. It can be used to test the coding of the on-unit established by execution cf an on statement. For example:

SIGNAL OVERFLOW:

This statement would simulate the occurrence of an overflow interruption and would cause execution of the on-unit established for the OVERFLOW condition. If an on-unit has not reen established, standard system action is taken.

SECTION 6: BLOCKS, FLOW OF CONTROL, AND STORAGE ALLOCATION

This section discusses how statements can be organized into blocks to form a PL/I program, how control flows within a program from one block of statements to another, and how storage may be allocated for data within a block of statements.

## BLOCKS

A block is a delimited sequence of statements that constitutes a section of a program. It localizes names declared within the block and limits the allocation of variables. There are two kinds of blocks: procedure blocks and begin blocks.

## PROCEDURE BLOCKS

A procedure block, simply called a procedure, is a sequence of statements headed by a PROCEDURE statement and ended by an END statement, as follows:


All procedures must be named because the procedure name is the primary point of entry through which control can be transferred to a procedure. Hence, a PROCEDURE statement must have at least one label. A label need not appear after the keyword END in the END statement, but if one does appear, it must match the label (or one of the labels) of the PROCEDURE statement to which the END statement corresponds. (There are exceptions; see Use of the END Statement with Nested Blocks and DO-Groups" in this chapter.) An example of a procedure:

A: READIN: |  | PROCEDURE |
| ---: | :--- |
|  | statement-1 |
|  | statement-2 |
|  | $\cdot$ |
|  |  |
|  |  |
|  |  |
|  | statement-n |
|  | END READIN; |

In general, control is transferred to a procedure through a reference to the name (or one of the names) of the procedure. Thus, the procedure in the above example would be given control by a reference to either of its names, $A$ or READIN.

A Pl/l program consists of one or more such procedures, each of which may contain other procedures andor begin blocks.

## BEGIN BLOCKS

A begin block is a set of statements headed by a BEGIN statement and ended by an END statement, as follows:
[label:]... BEGIN;

END [label];
Unlike a procedure block, a label is optional for a begin block. If one or more labels are prefixed to a BEGIN statement, they serve only to identify the starting point of the block. (Control may pass to a begin block without reference to the name of that block through normal sequential execution, although control can be transferred to a labeled BEGIN statement by execution of a GO TO statement.) The label following END is optional. However, a label can appear after END, matching a label of the corresponding BEGIN statement. (There are exceptions; see "Use of the END Statement with Nested Blocks and DO-Groups" in this chapter.) An example of a begin block:

B: CONTROL: BEGIN;
statement-1
statement-2
statement-n
END B;
Unlike procedures, beqin blocks generally are not given control through special references to them. The normal sequence of control governing ordinary statement execution also governs the execution of begin blocks. Control passes into a begin block sequentially, following execution of the preceding statement.

Begin blocks are not essential to the construction of a PL/I program. However. there are times when it is advantageous to use begin blocks to delimit certain areas of a program. These advantages are discussed in this section and in Part $I_{\text {. Sec- }}$ tion 7. "Recognition of Names."

## INTERNAL AND EXTERNAL BLOCKS

Any block can contain one or more blocks. That is, a procedure, as well as a kegin block, can contain other procedures and begin blocks. However, there can be no overlapping of blocks; a block that contains another block must totally encompass that block.

A procedure block that is contained within another block is called an internal frocedure. A procedure klock that is not contained within another block is called an external procedure. There must always be at least one external procedure in a PL/I. program. (Note: With System/360 implementations, each external procedure is compiled separately. Entry names of external procedures cannot exceed seven characters.)

Begin blocks are always internal; they must always be contained within another tlock.

Internal procedure and begin blocks can also be referred to as nested klocks. Nested blocks, in turn, may have blocks nested within them, and so on. The outermost block always must be a procedure. Consider the following example:

A: PROCEDURE;
statement-a1
statement-a2
statement-a3
B: BEGIN;
statement-b1
statement-b2
statement-b3
END B;
statement-a4
statement-a5
C: PROCEDURE;
statement-c1
statement-c2
D: BEGIN;
statement-d1
statement-d2
statement-d3
E: PROCEDURE;
statement-e1
statement-e2
END E;
statement-d4
END D ;

## END C;

statement-a6
stat ement-a7
END A;
In the above example, procedure block $A$ is an external procedure because it is not contained in any other block. Blcak B is a begin block that is contained in $A$; it contains no other blocks. Block ; is an internal procedure; it contains regin block D, which, in turn, contains internal proce-
dure E. This example contains three levels cf nesting relative to $A ; B$ and $C$ are at the first level, $D$ is at the second level (but the first level relative to $C$ ) and $E$ is at the third level (the second level relative to $C$, and the first level relative to D).

There must not be more than 50 levels of nesting at any point in the compilation. The degree of nesting at any point is the number of PROCEDURE, BEGIN, or DO statements without a corresponding END statement, plus the number of currently active IF compound statements, plus the number of currently unmatched left parentheses, plus the number of dimensions in each active array expression, plus the maximum number of dimensions in each active array expression, plus the maximum number of dimensions in each active structure expression.

Use of the END Statement With Nested Blocks and LO-Groups (Multiple Closure)

The use of the END statement with a procedure, kegin klock, or DO-group is governed by the following rules:

1. If a label is not used after END, the END statement closes (i.e., ends) that unclosed block headed by the BEGIN or PROCEDURE statement, or that unclosed DO-group headed by the DO statement, that physically precedes, and appears closest to, the END statement.
2. If the optional label is used after END, the END statement closes that unclosed klock or DO-group headed by the BEGIN, PROCEDURE, or DO statement that has a matching label, and that physically precedes, and appears closest to, the END statement. Any unclosed blocks or DO-groups nested within such a block or DO-group are automatically closed by this END statement; this is known as multiple closure.

From the second rule, it is evident that nested blocks sometimes make it possible for a single END statement to close more than one block. For example, assure that the following external procedure has been defined:

FRST: PRCCEDURE;
statement-f1
statement-f2
ABLK: BEGIN;
statement-a1
statement-a 2
SCND: PROCEDURE;
statement-s1
BBLK: BEGIN;
statement-b1
END;

## END;

statement-a3 END ABLK;
END FRST;
In this example, begin block BBLK and internal crocedure SCND effectively end in the same place; that is, there are no statements between the END statements for each. This is also true for begin block ABLK and external procedure FRST. In such cases, it is not necessary to use an END statement for each block, as shown; rather, one END statement can ke used to end BBLK and SCND, and another END can be used to end $A B L K$ and FRST. In the first case, the statement would be END SCND, tecause one END statement with no following label would close only the begin block BBLK (see the first rule above). In the second case. only the statement END FRST is required; the statement END ABLK is superfluous. Thus, the exancle could ke specified as follows:

FRST: FROCEDURE;
stat $\&$ menc-f1
statement-f2
ABLK: BEGIN;
statement-a1
statement-a2
SCND: PROCEDURE;
statement-s1
statement-s2 BBLK: BEGIN;
statement-b1
statement-b2
END SCND;
statement-a3
END FRST;
Note the following example:
CBIK:
PROCEDURE;
statement-c1
statement-c2
DGP: $\quad \mathrm{DO} \mathrm{I}=1 \mathrm{TO} 10$;
statement-d1
GO TO LBL; statement-d2
LBL: END CBLK;
In this example, the END CBLK statement closes the block CBLK and the iterative LO-group DGP. The effect is as if an unlabeled END statement for DGP appeared immediately after statement-d2, so that the transfer to LBL would prevent all but the first iteration of DGP from taking place. and statement-d2 would not be executed.

## ACTIVATION ANE TERMINATION OF BLOCKS

## ACTIVATION

Although the begin block and the procedure have a physical resemblance and play
the same role in the allocation and freeing of storage, as well as in delimiting the scope of names, they differ in the way they are activated and executed. A begin block, like a single statement, is activated and executed in the course of normal sequential Erogram flow (except when specified as an on-unit) and, in general, can appear wherever a single statement can appear. For a procedure, however, normal sequential program flow passes around the procedure. from the statement before the PROCEDURE statement to the statement after the END statement of that procedure. The only way in which a procedure can be activated is by a procedure reference.

A procedure reference is the appearance of an entry name (defined below) in one of the following contexts:

1. After the keyword CALL in a CAIL statement
2. After the keyword CALL in the CALL option of the INITIAL attribute (see the discussion of the INITIAL attribute in Part II, Section 9. "Attributes," for details)
3. As a function reference (see Part $I$, Section 12. "Subroutines and Functions," for details)

This chapter uses examples of the first of these; that is, with the procedure reference of the form:

## CALI entry-name;

The material, however, is relevant to the other two forms as well.

An entry name is defined as either of the follcwing:

1. The label, or one of the labels, of a PROCEDURE statement
2. The label, or one of the labels, of an ENTRY statement appearing within a procedure

The first of these is called the primary entry coint to a procedure; the second is known as a secondary entry point to a procedure. The following is an example of a procedure containing secondary entry points:

## A: PROCEDURE;

statement-1 statement-2
ERRT: ENTRY;
statement-3
statement-4
statement-5

NEXT: RETR: ENTRY;
statement-6
statement-7
statement-8 END A;

In this example, $A$ is the primary entry point to the procedure, and ERRT, NEXT, and RETR specify secondary entry points. Actually, since they are both labels of the same ENTRY statement, NEXT and RETR specify the same secondary entry point.

When a procedure reference is executed, the procedure containing the specified entry point is activated and is said to be invoked; control is transferred to the specified entry point. The point at which the procedure reference appears is called the point of invocation and the block in which the reference is made is called the invoking block. An invoking klock remains active even though control is transferred from it to the block it invokes.

Whenever a procedure is invoked at its primary entry point, execution begins with the first executable statement in the invoked procedure. However, when a procedure is invoked at a secondary entry point, execution begins with the first executable statement following the ENTRY statement that defines that secondary entry point. Therefore, if all of the numbered statements in the last example are executable, the statement CALL A would invoke procedure A at its primary entry point, and execution would begin with statement-1; the statement CALL ERRT would invoke procedure A at the secondary entry point ERRT, and execution would begin with statement-3; either of the statements CALL NEXT or CALL RETR would invoke procedure A at its other secondary entry point, and execution would begin with statement-6. Note that any ENTRY statements encountered during sequential flow are never executed; control flows around the ENTRY statement as though the statement were a comment.

Any procedure, whether external or internal, can always invoke an external procedure, but it cannot always invoke an internal procedure that is contained in some other procedure. Those internal procedures that are at the first level of nesting relative to a containing procedure can always be invoked ky that containing procedure, or by each other. For example:

PRMAIN: PROCEDURE;
statement-1
statement-2
statement-3
A: PROCEDURE;
statement-a1
statement-a2

B: PROCEDURE;
statement-b1
statement-b2
END $A$;
statement-4
statement-5
C: PROCEDURE;
sta tement-c1
statement-c2
END $C$ :
statement-6
statement-7
END PRMAIN;

In this example, PRMAIN can invoke procedures $A$ and $C$, but not $B$; procedure $A$ can invoke procedures $B$ and $C$; procedure $B$ can invoke procedure $C$; and procedure $C$ can invoke procedure A but not B.

The foregoing discussion about the activation of klocks presupposes that a frogram has already been activated. A PL/I program becomes active when a calling prograif invokes the initial procedure. This calling program usually is the time-sharing system, although it could be another program. For System/360 implementations, the initial frocedure, called the main procedure, must be an external procedure whose PROCEDURE statement has the OPTIONS (MAIN) specification, as shown in the following example:

## CONTRL: PROCEDURE OPTIONS (MAIN); CALI A; <br> CALL B; <br> CAII C: END CONTRL;

In this example, CONTRL is the initial procedure and it invokes other procedures in the program.

The fcllowing is a summary of the activation of blocks:

- A program becomes active when the initial procedure is activated by the s.stem.
- Except for the initial procedure, external and internal procedures contained in a program are activated only when they are invoked by a procedure reference.
- Begin blocks are activated through normal sequential flow or as on-units.
- The initial procedure remains active for the duration of the program.
- All activated klocks remain active until they are terminated (see below).


## TERMINATION

In general, a procedure block is terminated when, by some means other than a procedure reference, control passes back to the invoking block or to some other active block. Similarly, a begin block is terminated when, by some means other than a procedure reference, control passes to another active block. There are a number of ways by which such transfers of control can te accomplished, and their interpretations differ according to the type of block being terminated.

## Begin Block Termination

A begin block is terminated when any of the following occurs:

1. Control reaches the END statement for the block. When this occurs, control moves to the statement physically following the END, except when the block is an on-unit.
2. The execution of a GO TO statement within the begin block (or any block activated from within that kegin block) transfers control to a point not contained within the rlock.
3. A STOP or EXIT statement is executed (thereby terminating execution).
4. Control reaches a RETURN statement that transfers control out of the begin block and out of its containing procedure as well.

A GO TO statement of the type described in item 2 can also cause the termination of other blocks as follows:

If the transfer point is contained in a block that did not directly activate the block being terminated, all intervening blocks in the activation sequence are terminated.

For example, if begin klock $B$ is contained in begin block $A$, then a GO TO statement in E that transfers control to a point contained in neither $A$ nor $B$ effectively terminates both $A$ and $B$. This case is illustrated below:

```
FRST: PROCEDURE OPTIONS (MAIN):
    statement-1
    statement-2
    statement-3
    A: BEGIN;
        statement-a1
        statement-a2
        B: BEGIN;
                statement-b1
                statement-b2
```

GO TO LAB;
statement-b3
END B;
statement-a3
END A;
statement-4
statement-5
LAB:
statement-6
statement-7
END FRST;
After FRST is invoked, the first three statements are executed and then begin block $A$ is activated. The first two statements in $A$ are executed and then begin klock $B$ is activated (A remaining active). When the GO TO statement in $B$ is executed, control passes to statement-6 in FRST. Since statement-6 is contained in neither $A$ nor $B$, both $A$ and $B$ are terminated. Thus, the transfer of control out of begin block $B$ results in the termination of intervening klock $A$ as well as termination of klock $B$.

## Procedure Termination

A procedure is terminated when one of the following occurs:

1. Control reaches a RETURN statement within the frocedure. The execution of a RETURN statement causes control to ke returned to the point of invocation in the invoking procedure. If the point of invocation is a CALL statement, execution in the invoking procedure resumes with the statement following the CALL. If the point of invocation is one of the other forms of procedure references (that is, a CALL option or a function reference), execution of the statement containing the reference will be resumed.
2. Control reaches the END statement of the procedure. Effectively, this is equivalent to the execution of a RETURN statement.
3. The execution of a GO TO statement within the frocedure (or any block activated from within that procedure) transfers control to a point not contained within the procedure.
4. A STOP or EXIT statement is executed (thereby terminating execution).

Items 1, 2, and 3 are normal procedure terminations; item 4 is abnormal pxocedure termination.

As with a begin klock, the type of termination described in item 3 can sometimes result in the termination of several procedures and/or begin blocks. Specifically, if the transfer Eoint specified by the GO To statement is contained in a block that
did not directly activate the block being terminated, all intervening blocks in the activation sequence are terminated. Consider the following example:

A: PROCEDURE OPTIONG (MAIN) :
statement-1
statement-2
B: BEGIN;
statement-b1
statement-b2
CALL C; statement-b3 END B;

## statement-3

statement-4
C: PROCEDURE;
statement-c1
statement-c2
statement-c3
D: BEGIN;
statement-d1
statement-d2
GO TO LAB;
statement-d3
END D;
statement-c4
END C;
statement-5
LAB: statement-6
statement-7
END A;
In the above example, A activates B , which activates $C$, which activates $D$. In D, the statement GO TO LAB transters control to statement-6 in A. Since this statement is not contained in $D, C$, or $B$. all three blocks are terminated; A remains active. Thus, the transfer of control out of $D$ results in the termination of intervening blocks $B$ and $C$ as well as the termination of block $D$.

## Program Termination

A program is terminated when any one of the following occurs:

1. Control for the program reaches an EXIT statement. This is abnormal termination.
2. Control for the program reaches a sTop statement. This also is abnormal termination.
3. Control reaches a RETURN statement or the final END statement in the main procedure. This is normal termination.
4. An on-unit for the ERROR condition is executed with normal return (that is, a GO TO statement does not transfer control out of the on-unit) or the FINISH condition is raised as a result of the standard system action for the ERROR condition.
5. Execution of a restricted function (for example, multitasking or REGIONAL I/O) is called for.

Note: The termination of a program. whether normal or abnormal, raises the FINISH condition. The standard system action for this condition is to return control to the system. For normal termination, the system will then pass control to the calling program, if any. for abnormal termination, it will terminate execution. (See Part II, Section 8. "ON-Conditions.")

## storage allocation

Storage allocation is the process of associating an area of storage with a variable so that the data items to be represented by the variable may be recorded internally. When storage has been associated with a variable, the variable is said to be allocated. Allocation for a given variable may take place statically. that is, before the execution of the program, or dynamically, during execution. A variable that is allocated statically remains allocated while the program i:; loaded. A variable that $i s ;$ allocated dynamically relinquishes its storaqe either upon the termination of the block containing that variable or at the reguest of the user. depending upon its storage class.

The manner in which storage is allocated for a variable is determined by the storage. class of that variable. There are tour storage classes: sitatic, dutomatic, controlled, and based. Each storage clas:; is specified by it:; corresponding storage class attribute: sTATIC, hUTOMATIC, CONTROLLED, and BASED, respectively. The last three define dynamic storage allocation.

Storage class attributes may be deciared explicitly for element, array, and major structure variables. If a variable is an array or a major structure variable, the storaye class declared for that variable applies to all of the elements in the drray or structure.

All variables that have not been explicitly declared with a storage class attribute are assumed to have the AUTOMATIC attribute, with one exception: any variable that has the EXTEKNAL attribute is assumed to have the STATIC attribute.

## Static Storage

All variables that have the STATIC attribute are fart of the compiled program. They are allocated storaqe when the program is loaded and they remain allocated until the program is unloaded. Static variables that are given initial values can therefore be said to be initialized before the first execution after a load, but they are not reinitialized for any subsequent execution unless the program is unloaded first. If the values of static variables are changed, they remain changed for subsequent executions. Example:

OUTP: PROCEDURE; DECLARE X FIXED STATIC INITIAL (1):

```
    \bullet
        PUT DATA (X);
        x = x+1;
        END OUTP;
```

In the above example, the first time that procedure ouTp is invoked, $x$ has the value 1 and execution of the PUT statement causes the item $X=1$ to be written. Before OUTP is terminated, the assignment statement $x=x+1$ increases the value of $x$ by 1 . If OUTP is invoked a second time during the same load, and if the value of $X$ is not changed elsewhere in the program, $x$ has the value 2. ( $X$ is not reinitialized to 1.) $X$ would also have the value 2 if:

- OUTP were a main procedure.
- X were declared as an EXTERNAL static variable.

When the PUT statement is executed for the second time, the item $X=2$ is written into the streail.

Thus, the static variable $X$ might be used to record the number of times OUTP is invoked.

## Automatic Storage

A variable that has the AUTOMATIC attribute is allocated storage upon activation of the block in which that variable is declared. The variable remains allocated as long as the block remains active; it is freed when the block is terminated. Once a variable is freed, its value is lost.

## Controlled Storage

A variable that has the CONTROLLED attribute is allocated storage only upon the execution of an ALLOCATE statement specifying that variable. Storage remains allocated for that variable until the execution of a FREE statement in which the variable is specified. This allocation remains even after termination of the block in which it is allocated. Thus, the allocation and freeing of storage for variables declared with the CONTROLLED attribute is directly under the control of the user.

A controlled variable may be stacked; that is, storage may be allocated for a controlled variable even when a previous allocation for that variable exists. In terms of ALLOCATE and FREE statements. stacking occurs when an allocated controlled variable is specified in an ALLOCATE statement without first having been
specified in a FREE statement. When this occurs, the previous allocation is not released; its value remains the same but, for the time being, this value is not available to the user. Conceptually, the new allocation is stacked on top of the previous allocation, with the result that the previous allocation is "pushed-ciown" in the stack. Subsequent allocations are always added to the top of the stack.

Any reference to a stacked controlled variable always refers to the most recent allocation for that variable, that is, to the allocation at the top of the stack. Thus, a FREE statement specifying a stacked controlled variable will cause the allocation at the top of the stack to be freed. When this occurs, the other allocations in the stack are "popped-up", the most recent previous allocation coming to the top and being available once again. When an allocation is popped up to the top of a stack, its value is the same as it was when it was; pushed down.

Based Storage
Based storage is similar to controlled storage in that it can be allocated by the ALLOCATE statement and freed by the FREL statement: and more than one allocation can exist for one variable. However, the usior has a much greater degree of control with based storage. For example, all current based allocations are available at any time: unique reference to a particulir allocation is provided by a pointer value qualifying the based variable referencr.

The use of based storage also allow: data to be processed in an I/O buffer without it having to be moved from the buffer to a variable (that is, to a work area). By means of the LOCATE statement and the READ statement with the SET option. the structure of the based variable is superimposed on the data in the output or input buffer respectively, so that any reference to that allocation of the based variable is a reference to that data.

Based sturage is the most powerful of the PL/I storage classes, but it must bt used carefully? many of the safeguards against error that are provided for ot her storage classes cannot be provided for based.

For full details of based storage, see Part I, Section 14, "Based Storage and List Processing."

## REACTIVATION OF AN ACTIVE PROCEDURE (RECUR:SION)

An active procedure that can be reactivated from within itself or from within another active procedure is said to be a
For full details of based storage, see Part I, Section 14, "Based Storage and List Processing."
REACTIVATION OF AN ACTIVE.PROCEDURE (RECURSION)
An active procedure that can be reactivated from within itself or from within another active procedure is said to be a
recursive procedure; such reactivation is called recursion.

A procedure can be invoked recursively only if the RECURSIVE option has keen specified in its PROCEDURE statement. This option also applies to the names of any secondary entry points that the procedure might have.

The environment (that is, values of automatic variables, etc.) of every invocation of a recursive procedure is preserved in a manner analogous to the stacking of allocations of a controlled variable. An environment can thus be thought of as being "cushed down" at a recursive invocation, and "popped up" at the termination of that invocation. Note that a label constant always contains information identifying the current invocation of the block that contains the lakel. Hence, if a label constant is assigned to a label variable in a particular invocation, a GO TO statement naming that variable in another invocation could restore the environment that existed when the assignment was performed.

Consider the following example:
RECURS: PROCEDURE RECURSIVE;
DECLARE X STATIC EXTERNAL INITIAL (0);
$\mathrm{x}=\mathrm{x}+1$;
PUT DATA (X);
IF $X=5$ THEN GO TO LAB;
CALL AGN;
$\mathrm{X}=\mathrm{X}-1$;
PUT DATA (X);
-

LAB: ENL RECURS;
AGN: PROCEDURE RECURSIVE;
DECLARE X STATIC EXTERNAL INITIAL (0); $\cdot$
$\mathrm{X}=\mathrm{X}+1$;
PUT DATA (X);
-
-
CALL RECURS;
$\mathrm{X}=\mathrm{X}-1$;
PUT LATA (X);
END AGN;
In the above example, RECURS and AGN are both recursive procedures. Since $X$ is static and has the INITIAL att ibute, it is allocated and initialized tefore execution of the program begins.

The first time that RECURS is invoked, $x$ is incremented ky $l$ and $X=1$ is transmitted ky the PUT statement. Since X is less than 5. AGN is invoked. In AGN, $X$ is incremented by 1 and $x=2$ is transmitted (also by a PUT statement). AGN then reinvokes RECURS.

This second invocation of RECURS is a recursive invocation, because RECURS is still active. $X$ is incremented as kefore, and then $\mathrm{X}=3$ is transmitted. X is still less than 5, so AGN is invoked again. Since AGN is active when invoked, this invocation of AGN is also recursive. $X$ is incremented once again, $X=4$ is transmitted, and RECURS is invoked for the third time.

The third invocation of RECURS results in the transmission of $X=5$. But, since $X$ is nc longer less than 5, GO TO LAB is executed, and then RECURS is terminated. However, only the third invocation of RECURS is terminated, with the result that control returns to the procedure that invoked RECURS for the third time; that is, control returns to the statement following CALL RECURS in the second invocation of AGN. At this point $X$ is decremented by 1 and $X=4$ is transmitted. Then the second invocation of AGN is terminated, and control returns to the procedure that invoked AGN for the second time; that is, control returns to the statement following CALI AGN in the second invocation of RECURS. Here $X$ is decremented again and $\mathrm{X}=3$ is transmitted, after which the second invocation cf RECURS is terminated and control returns to the first invocation of AGN. $X$ is decremented again, $X=2$ is transmitted, the first invocation of $A G N$ is terminated, and control returns to the first invocation of RECURS. $X$ is decremented, $X=1$ is transmitted, $X$ is reset to 0 , and the first invocation of RECURS is terminated. Control then returns to the procedure that invoked RECURS in the first place.

Note the difference between recursive and reenteratle procedures. A procedure is recursive only if the RECURSIVE option is specified in the PROCEDURE statement. Every procedure compiled by the TSS/360 PL/T compiler is reenterable; that is, it is a procedure that does not modify itself during its execution, so that subsequent execution of the procedure with the same data will always give the same result.

## Effect of Recursion on Storage classes

Allocation cf static variables (as illustrated above) is not affected by recursion, because they are allocated storage outside the environment of a recursive procedure. Allocation of controlled variables is likewise unaffected because their allocation and release is completely under the
control of the user. However, allocation of dutomatic variables is affected, because they are a part of the environment of a particular invocation and also because their allocation and release is not directIy controlled by the user. This applies to kased variables also, but with the provision that the storage class of the pointer variable must be taken into account.

Each time a procedure is invoked recursively, storage for each automatic variable is reallocateds and the previous allocation i. pushed down in a stack. Each time an activation of a recursive procedure is terminated, automatic storage is popped up to yield the next most recent generation of automatic storage. Hence, each generation of automatic storage is preserved as part of the environment of the corresponding recursive activation.
pointer vaziables, unless they are explicitly declared otherwise, are automatic $L_{i}$ default, and are therefore subject to the stacking ryocess described akove. Consefuently, when reference is made to a based variable in a recursive procedure, the programaer should take care to ensure the validity and accuracy of the pointer qualifier.

## ZROLUGUES AND EPILOGUES

Each time a block is activated, certain activities must be performed before control can reach the first executable statement in the block. This set of activities is called a prologue. Similarly, when a block is terminated, certain activities must be performed before control can ke transferred out of the biock; this set of activities is called an epiloque.
erologues and ecilogues are the responsibility of the compiler and not of the user. They are discussed here because knowledge of them may assist the user in inproving the ferformance of his program.

## Prologues

A prologue is a compiler-written routine logically appended to the beginning of a block and executed as the first step in the activation of a block. In general, activities performed by a prologue are as follows:

- Computing dimension bounds and string lengths for automatic and DEFINED
variables and ENTRY declarations.
- Allocating storage for automatic variables and initialization, if specified.
- Letermining which currently active klocks are known to the procedure, so that the correct generations of automatic storage are accessible, and the correct on-units may be entered.
- Allocating storage for dummy arguments that may be passed from this block.

The prologue may need to evaluate expressions defining lengths, bounds, iteration factors, and initial values. Note that if an item is referred to in an expression and the allocation or initialization of a second item depends on that expression, then the first item must be in no way decendent on the second item for its own allocation and initialization. Further, the first item must be in no way dependent on any other item that so depends on the second item. For example, the following declaration is invalid:

> DCL A(B(1)) INITIAL(2); B(A(1)) INITIAL(3);

However, the following declaration is valid:

```
DCL N INITIAL(3),
    A(N),
    B CHAR(N);
```


## Epiloques

An epilogue is a compiler-written routine logically appended to the end of a block and executed as the final step in the termination of a block. In general, the activities performed by an epilogue are as follows:

- Reestablishing the on-unit environment existing kefore the block was activated.
- Releasing storage for all automatic variables allocated in the block.

A PL/I program consists of a collection of identifiers, constants, and special characters used as operators or delimiters. Identifiers themselves may be either keywords or names with a meaning specified by the user. The PL/I language is constructed so that the compiler can determine from context whether or not an identifier is a keyword, so there is no list of reserved words that must not be used for userdefined names. Any identifier may be used as a name; the only restriction is that at any point in a program a name can have one and only one meaning. For example, the same name cannot be used for both a file and a floating-point variable.

Note: The above is true so long as the 60-character set is used. Certain identifiers of the 48 -character set cannot be used as user-defined identifiers in a program written using the 48 -character set; these identifiers are: GT, GE, NE, LT, NG, LE. NL, CAT, OR, AND, NOT, and PT.

It is not necessary, however, for a name to have the same meaning throughout a program. A name declared within a block has a meaning only within that block. Outside the block it is unknown unless the same name has also been declared in the outer block. In this case, the name in the outer block refers to a different object. This enables users to specify local definitions and, hence, to write procedures or begin blocks without knowing all the names being used by other users writing other parts of the program.

Since it is possible for a name to have more than one meaning, it is important to define which part of the program a particular meaning applies to. In PL/I a name is given attributes and a meaning by a declaration (not necessarily explicit). The part of the program for which the meaning applies is called the scope of the declaration of that name. In most cases, the scope of a name is determined entirely by the position at which the name is declared within the program (or assumed to be declared if the declaration is not explicit). There are cases in which more than one generation of data may exist with the same name (such as in recursion); such cases are considered separately.

In order to understand the rules for the scope of a name, it is necessary to understand the terms "contained in" and "internal to. ${ }^{-}$

Contained In: All of the text of a block, from the PROCEDURE or BEGIN statement through the corresponding END statement, is said to be contained in that block. Note. however, that the labels of the BEGIN or PROCEDURE statement heading the block, as well as the labels of any ENTRY statements that apply to the block, are not contained in that block. Nested blocks are contained in the block in which they appear.

Internal To: Text that is contained in a block, but not contained in any other block nested within it, is said to be internal to that block. Note that entry names of a procedure (and labels of a BEGIN statement) are not contained in that block. Consequently, they are internal to the containing block. Entry names of an external procedure are treated as if they were external to the external procedure.

In addition to these terms, the different types of declaration are important. The three different types -- explicit declaration, contextual declaration, and implicit declaration -- are discussed in the following sections.

## EXPLICIT DECLARATION

A name is explicitly declared if it appears:

1. In a DECLARE statement
2. In a parameter list
3. As a statement label
4. As a label of a PROCEDURE or ENTRY statement

The appearance of a name in a parameter list is the same as if a DECLARE statement for that name appeared immediately following the PROCEDURE or ENTRY statement in which the parameter list occurs (though the same name may also appear in a DECLARE statement internal to the same block).

The appearance of a statement label prefix constitutes explicit declaration of a statement label constant.

The appearance of a name as the label of either a PROCEDURE or ENTRY statement is the same as if it were declared in a DECLARE statement immediately preceding the PROCEDURE statement for the procedure to which it refers.

## SCOPE OF AN EXPLICIT DECLARATION

The scope of an explicit declaration of a name is that block to which the declaration is internal, but excluding all contained blocks to which another explicit declaration of the same identifier is internal.

For example:
P: PROCEDURE;
DECLARE A, B;
Q: PROCEDURE;
DECLARE B, C;
END Q:
END $P$;


The lines to the right indicate the scope of the names. $B$ and $B^{\prime}$ indicate the two distinct uses of the name $B$.

## CONTEXTUAL DECLARATION

When a name appears in certain contexts, some of its attributes can be determined without explicit declaration. In such a case, if the appearance of a name does not lie within the scope of an explicit declaration for the same name, the name is said to be contextually declared.

A name that has not been declared explicitly will be recognized and declared contextually in the following cases:

1. A name that appears in a CALL statement, in a CALL option, or followed by a parenthesized list in a function reference (in a context where an expression is expected) is given the ENTRY and EXTERNAL attributes.
2. A name that appears in a FILE option, or a name that appears in an ON, SIGNAL, or REVERT statement for a condition that requires a file name, is given the FILE and EXTERNAL attributes.
3. A name that appears in an ON CONDITION, SIGNAL CONDITION, or REVERT CONDITION statement is recognized as a user-defined condition name.
4. A name that appears in an EVENT option or in a WAIT statement is given the EVENT attribute.
5. A name that appears in a TASK option is given the TASK attribute.
6. A name that appears in the BASED attribute, in a SET option, or on the left-hand side of a pointer qualification symbol is given the POINTER attribute.
7. A name that appears in an IN option, or in the OFFSET attribute is given the AREA attribute. Note, however, that all contextually declared area variables are given the AUTOMATIC attribute. The compiler requires that the variable named in the OFFSET attribute must be based; if a nonbased area variable is named, the offset variable will be changed to a pointer variable. Hence, unless the variable named in the OFFSET attribute is explicitly declared, OFFSET effectively becomes POINTER, and a severe error occurs.
8. If an undeclared identifier appears:
a. before the equal sign in an assignment statement, or
b. before the assignment symbol in a DO statement (or in a repetitive specification), or
c. in the data list of a GET statement
and if that identifier is neither enclosed within an argument list nor immediately followed by an argument list, that identifier is contextually declared to be a variable and not a reference to a built-in function or pseudo-variable. This rule does not apply to the identifiers ONCHAR. ONSOURCE, and PRIORITY.

Examples of contextual declaration are:
READ FILE (PREQ) INTO (Q); ON CONDITION (NEG) CALL CREDIT;

In these statements, PREQ is given the FILE attribute, NeG is recognized as a userdefined condition name, and CREDIT is given the ENTRY attribute. The EXTERNAL attribute is given to all three by default.

## SCOPE OF A CONTEXTUAL DECLARATION

The scope of a contextual declaration is determined as if the declaration were made in a DECLARE statement immediately following the PROCEDURE statement of the external procedure in which the name appears.

Note that contextual declaration has the same effect as if the name were declared in the external procedure, even when the statement that causes the contextual declarations is internal to a block (called $B$, for example) that is contained in the external procedure. Consequently, the name is known throughout the entire external procedure, except for any klocks in which the name is explicitly declared. It is as if block $B$ has inherited the declaration from the containing external procedure.

Since a contextual declaration cannot exist within the scope of an explicit declaration, it is impossible for the context of a name to add to the attributes established for that name in an explicit declaration.

For example, the following procedure is invalid:

```
P: PROC (F);
    \bullet
READ FILE(F) INTO(X);
    \bullet
    .
    END P;
```

The identifier $F$ is in a parameter list and is, therefore, explicitly declared. It is given the attributes REAL DECIMAL FLOAT by default. Since $F$ is explicitly declared. its appearance in the FILE option does not constitute a contextual declaration. Such use of the identifier is in error.

## IMPLICIT DECLARATION

If a name appears in a program and is not explicitly or contextually declared, it is said to be implicitly declared. The
scope of an implicit declaration is determined as if the name were declared in a LECLARE statement immediately following the first PROCEDURE statement of the external frocedure in which the name is used.

An implicit declaration causes default attributes to ke applied, depending upon the first letter of the name. If the name kegins with any of the letters I through $N$ it is given the attributes REAL FIXED EINARY $(15,0)$. If the name begins with any other letter including one of the alphabetic extenders $\$$, \#, or 2 , it is given the attributes REAL FLOAT DECIMAL (6). (The default precisions are those defined for System/360 implementations.)

## EXAMPLES OF DECLARATIONS

Scopes of data declarations are illustrated in Figure 7. The brackets to the left indicate the klock structure; the brackets to the right show the scope of each declaration of a name. In the diagram, the scopes of the two declarations of $Q$ and $R$ are shown as $Q$ and $Q^{\prime}$ and $R$ and $R^{\prime}$.
$P$ is declared in the block $A$ and known throughout $A$ since it is not redeclared.
$Q$ is declared in $A$, and redeclared in $B$. The scope of the first declaration is all of $A$ except $B$; the scope of the second declaration is block $B$ only.
$R$ is declared in block $C$, but a reference to $R$ is also made in block $B$. The reference to $R$ in klock $B$ results in an implicit declaration of $R$ in $A$, the external procedure. Two separate names with different scopes exist, therefore. The scope cf the explicitly declared $R$ is $C$; the scope of the implicitly declared $R$ is all of $A$ except block $C$.


Figure 7. Scopes of Lata Declarations

I is referred to in block C. This results in an implicit declaration in the External procedure A. As a result, this declaration applies to all of $A$, including the contained procedures $B, C$ and $D$.
$S$ is explicitly declared in procedure $D$ and is known only within $D$.

Scopes of entry name and statement lakel declarations are illustrated in Figure 8. The exanmle shows two external procedures. The names of these procedures, $A$ and $E$, are assumed to be explicitly declared with the LXMERNAL attribute within the procedures to which they apfly. In addition, $E$ is contextually declared in $A$ as an EXTERNAL -ntry name by its appearance in the CALL statement in block $C$. The contextual declaration of $E$ applies throughout block $A$ and is linked to the explicit declaration رf E that applies throughout klock E. The scope of the name $E$ is all of block $A$ and all of block F . The scofe of the name $A$ is only all of the block $A$, and not $E$. in $E$. sirce the CALL statement itself would provide a contextual declaration of $A$, which would then result in the scope of $A$ being all of $A$ and all of $E$.

The label L1 appears with statements internal to $A$ and to $C$. Two separate declarations are therefore established; the first applies to all of tlock A except Llock C , the second applies to block C only. Therefore, when the GO TO statement in block $B$ is executed, control is transferred to L1 in block $A$, and block $B$ is terminated.

D and $B$ are explicitly declared in block $A$ and can be referred to anywhere within $A$; kut since they are INTERNAL, they cannot be referred to in block $E$ (unless passed as an argument to $E$ ).
$C$ is explicitly declared in $B$ and can be referred to from within $B$, but not from cutside B.

L2 is declared in $B$ and can be referred to in block $B$, including $C$, which is contained in $B$, but not from outside $E$.

## APPLICATION OF DEFAULT ATTRIBUTES

The attrikutes associated with a name comprise those explicitly, contextually, or implicitly declared for that name, as well as those assumed by default. The default for each attribute is given in Part II, Section 9, "Attributes."

## THE INTERNAL AND EXTERNAL ATTRIBUTES

The scope of a name with the INTERNAL attribute is the same as the scope of its declaration. Any other explicit declaration of that name refers to a new object with a different, nonoverlapping scope.

A name with the EXTERNAL attribute may be declared more than once in the same program, either in different external procedures or within blocks contained in external frocedures. Each declaration of the name establishes a scope. These declarations are linked together and, within a program, all declarations of the same identifier with the EXTERNAL attribute refer to the same name. The scope of the name is the sum of the scopes of all the declarations of that name within the program.

Note: External names cannot be more than seven characters long for TSS/360 implementation.

Since these declarations all refer to the same thing, they must all result in the
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same set of attributes. It may te impossible for the compiler to check this, particularly if the names are declared in different procedures, so care should be taken to ensure that different declarations of the same name with the EXTERNAL attribute do have matching attributes. The attribute listing, which is available as optional output from the compiler, helps to check the use of names. The following example illustrates the above points in a program:

```
A: PROCELURE;
    DECLARE S CHARACTER (20);
    CALL SET (3);
E: GET LIST (S,M,N);
    B: BEGIN;
        DECLARE X(N,N), Y(N);
        GET LIST (X,Y);
        CALL C(X,Y);
        C: PROCEDURE (P,Q);
                DECLARE P(*,*), Q(*),
                    S BINARY FIXED EXTERNAL;
            S = 0;
                DO I = 1 TO M;
                IF SUM (P(I,*)) = Q(I)
                THEN GO TO B;
                S = S+1;
                IF S = 3 THEN CALL OUT (E);
                CALL D(I);
            B: END;
            END C;
            D: PROCEDURE (N);
                PUT LIST ('ERRCR IN ROW ',
                N, 'TABLE NAME ', S);
                END D;
            END B;
        GO TO E;
        END A;
OUT: PROCEDURE (R);
        DECLARE R LABEL,
            (M,L) STATIC INTERNAL
                INITIAL (0),
            S BINARY FIXED EXTERNAL,
            Z FIXED DECIMAL(1);
        M = M+1; S=0;
        IF M<L THEN STOP; EISE GO TO R;
SET: ENTRY (Z);
        L=Z;
        RETURN;
        END OUT;
```

A is an external procedure name: its scope is all of block $A$, plus any other blocks where A is declared (explicitly or contextually) as external.
$S$ is explicitly declared in block A and block C. The character string deciaration applies to all of block A except block C: the fixed binary declaration applies only within block C. Notice that although $D$ is called from within block $C$, th. reference to $S$ in the PUT statement in $D$ is to the character string $S$, and not to the $S$ declared in block $C$.

N appears as a parameter in block $D$, but is also used outside the block. Its apearance as a parameter establishes an explicit declaration of $N$ within $D$; the references outside D cause an implicit declaration of N in block A . These two declarations of the name $N$ refer to different objects, although in this case, the objects have the same data attributes, which are, by default, FIXED (15,0), RINARY, and INTERNAL.
$X$ and $Y$ are known throughout $B$ and could ke referred to in block $C$ or $D$ within $E$, but not in that part of $A$ outside $B$.
$P$ and $Q$ are parameters, and therefore their appearance in the parameter list is sufficient to constitute an explicit declaration. However, a separate LECLARE statement is required in order to specify that $P$ and $Q$ are arrays. Note that although the arguments $X$ and $Y$ are declared as arrays and are known in block $C$, it is still necessary to declare $P$ and $Q$ in a DECLARE statement to establish that they, too, are arrays. (The asterisk notation indicates that the bounds of the parameters are the same as the bounds of the arguments.)

I and $M$ are not explicitly declared in the external procedure $A$; they are therefore implicitly declared and are known throughout $A$, even though I appears only within block $C$.

Within the external procedure A, OUT and SET are contextually declared as entry names, since they follow the keyword call. They are therefore considered to be declared in $A$ and are given the EXTERNAL attribute ky default.

The second external procedure in the example has two entry names, SET and OUT. These are considered to be explicitly declared with the EXTERNAL attribute. The two entry names SET and OUT are therefore known throughout the two procedures.

The label $B$ appears twice in the program, once as the lakel of a begin klock, which is an explicit declaration, as a label in A. It is redeclared as a label within block $C$ by its appearance as a prefix to the END statement. The reference to $E$ in the GO TO statement within block $C$ therefore refers to the label of the END statement within block $C$. Outside block $C$, any reference to $B$ would be to the label of the begin blcck.

Note that $C$ and $D$ can be called from any point within $B$ but not from that part of $A$ outside $B$, nor from another external procedure. Similarly, since $E$ is known throughcut the external procedure $A$, a transfer to
t may be made from any point within A. The label $B$ within block $C$, however, can only he referred to from within c. Transfers out of a block by a GO TO statement can be nide; but such transfers into a nested Llock generally cannot. An exception is shown in the external procedure out, where the label E from block $A$ is passed as an atgument to the label parameter $R$.

The statement GO TO $R$ causes control to fass to the label $E$, even though $E$ is declared within $A$, and not known within out .

The variables $M$ and $L$ are declared within the block OUT to be STATIC, so their valit:s are preserved between calls to OUT.

In order to identify the $S$ in the procecure out as the same $S$ in the procedure $c$. soth have been declared with the attribute LASERNAI.

Scope of Member Names of External
Winen a major structure name is declared wi:s the EXIERNAL attribute in more than one hlock, the attributes of the correspunding structure members must be the same in sach case, although the corresponding member names need not be identical. Memif $r$ s of structures always have the INTERNAL ac*ribute, and cannot re declared with any scope attribute. However, a reference to a memper of an external structure, using the meruber name known to the block containing the reference, is effectively a reference to that member in all klocks in which the extexral name is known, regardless of
whether the corresponding member names are identical. For example:

## PROCA: PROCEDURE;

DECLARE 1 A EXTERNAL,
2 B,
2 C ;
-
-
END PROCA;

```
PROCB: PROCEDURE;
    DECLARE 1 A EXTERNAL,
        2 B,
        2 D;
    -
    \bullet
END PROCB;
```

In this example, if $A . B$ is chanc 2 d in PROCA, it is also changed for PROCB, and vice versa; if A.C is changed in PROCA, A.D is changed for $P R O C B$, and vice versa.

## MULTIPLE DECLARATIONS AND AMBIGUOUS REFERENCES

Two or more declarations of the same identifier internal to the same block constitute a multicle declaration, unless at least one of the identifiers is declared within a structure in such a way that name qualification can $k e$ used to make the names unique.

Two or more declarations anywhere in a frogram of the same identifier as different names with the EXTERNAL attribute constitute a multifle declaration.

Multiple declarations are in error.
A name need have only enough qualification to make the name unique. Reference to a name is always taken to apply to the identifier declared in the innermost block containing the reference. An ambiguous reference is a name with insufficient qualification to make the nare unique.

The following examples illustrate both multiple declarations and ambiguous references:

> DECLARE $1 \mathrm{~A}, 2 \mathrm{C}, 2 \mathrm{D}, 3 \mathrm{E} ;$ BEGIN;
> DECLARE $1 \mathrm{~A}, 2 \mathrm{~B}, 3 \mathrm{C}, 3 \mathrm{E} ;$ $\mathrm{A} . \mathrm{C}=\mathrm{D} . \mathrm{E} ;$

In this example, A.C refers to $C$ in the inner block; D.E refers to $E$ in the outer rlock.

DECLARE 1 A, 2 B, $2 \mathrm{~B}, 2 \mathrm{C}, 3 \mathrm{D}, 2 \mathrm{C}$;
In this example, $B$ has been multiply declared. A.D refers to the second $L$, since $A . D$ is a complete qualification of cnly the second $D$; the first $D$ would have to be referred to as A.C.D.

DECLARE $1 \mathrm{~A}, 2 \mathrm{~B}, 3 \mathrm{C}, 2 \mathrm{D}, 3 \mathrm{C}$;
In this example, A.C is ambiguous recause neither $C$ is completely qualified by this reference.

DECLARE $1 \mathrm{~A}, 2 \mathrm{~A}, 3 \mathrm{~A}$;
In this example, A refers to the first $A$, $A . A$ refers to the second $A$, and $A . A . A$ refers to the third $A$.

## DECIARE X;

DECIARE $1 \mathrm{Y}, \quad 2 \mathrm{X}, 3 \mathrm{Z}, 3 \mathrm{~A}$,
In this example, $X$ refers to the first LECLARE statement. A reference to $Y$. $Z$ is ambiguous: Y.Y.Z refers to the second $Z$; and Y.X. $Z$ refers to the first $Z$.

PL/I includes input and output statements that enable data to te transmitted between the internal and external storage devices of a computer. A collection of data external to a program is called a data set. Transmission of data from a data set to a program is termed input, and transmission of data from a program to a data set is called output.

PL/I input and output statements are concerned with the logical organization of a data set and not with its physical characteristics; a program can be designed without specific knowledge of the input/ output devices that will be used when the program is executed. To allow a source program to deal primarily with the logical aspects of data rather than with its physical organization in a data set, PL/I employs a symbolic representation of a data set called a file. A file can be associated with different data sets at different times during the execution of a program.

Two types of data transmission can be used by a PL/I program. In stream-oriented transmission, the organization of the data in the data set is ignored within the program, and the data is treated as though it actually were a continuous stream of individual data items in character form; data is converted from character form to internal form on input, and from internal form to character form on output. In recordoriented transmission, the data set is considered to be a collection of discrete records. No data conversion takes place during record transmission; on input the data is transmitted exactly as it is recorded in the data set, and on output it is transmitted exactiy as it is recorded internal1y. It is possible for the same data set to be processed at different times by either stream transmission or record transmission; however, all items in the data set would have to be in character form.

Stream-oriented transmission is ideal for simple acplications, particularly those that use terminal or punched card input and have limited output; a minimum of coding is required of the user, especially for terminal or punched card infut and printed output. However, compared with recordoriented transmission, stream-oriented transmission is less efficient in terms of execution time because of the data conversion it involves, and more skece is required on external storage devices because all data is in character form.

Although record-oriented transmission may demand rather more effort from the user, it is more versatile than streamoriented transmission, with regard to the ranner in which data can be processed and the types of data set that can be processed. Since data is recorded in a data set exactly as it appears in main storage, any data format is acceptable; no conversion proklems will arise, but the user must have a greater awareness of the structure of his data.

This section discusses those aspects of PL/I input and output that are common to stream-oriented and record-oriented transmission, including files and their attributes, and the relationship of files to data sets. Sections 9 and 10 describe the input and output statements that can be used in a PL/I program, and the various data set organizations that are recognized in PI/I. Stream-oriented transmission is dealt with in Part 1 , Section 9, and record-oriented transmission in Part $I$, Section 10.

## LATA SETS

Data sets are stored on a variety of external storage media, such as punched cards, reels of magnetic tape, and disks. Despite their variety, these media have many corrmon characteristics that permit standard methods of collecting, storing, and transmitting data. For convenience, the general term volume is used to refer to a unit of external storage, such as a reel of magnetic tape or a disk pack, without regard to its specific physical composition.

The data items within a data set are arranged in distinct physical groupings called blocks. These blocks allow the data set $\leq 0$ be transmitted and processed in portions rather than as a unit. For processing purposes, each block may consist of cne or more logical subdivisions called records, each of which contains one or more data items. (Sometimes a klock is called a physical record, because it is the unit of data that is physically transmitted to an its logical sukdivisions are called logical records.)

When a block contains two or more reccrds, the records are said to be blocked. Elocked records often permit more compact and efficient use of storage. Consider how data is stored on magnetic tape: the data
between two successive interrecord gaps is one block, or physical record. If several logical records are contdined within one block, the number of gaps is reduced, and nuch more data can be stored on a full length of tape. For example, on a tape of density 800 characters/inch with an interrecord gap of 0.6 inches, a card image of 80 characters would take up 0.1 inches. If the records were unblocked, each record wolld require 0.1 inches, plus 0.6 inches for the interblock gap, making a total of 0.7 inches. 100 records would therefore take up 70 inches of tape. If the records were blocked, however, at, say, 40 records t: a block, each block of 10 records would take up 1 inch, plus 0.6 inches for the gap, making a total of 1.6 inches. Thus, 100 records would now take up only 16 inches of tape: this is less than 25 percent of the amount needed for the unblocked records.

Most data frocessing applications are roncerned with logical records rather than nlock: Therffore, the input and output statements of PL/I generally refer to logical records; this allows the user to conCentraite on the data to be processed, without being directly concerned about its physical organization in external storage.

## FILES

To allow a source program to deal primarily with the logical aspects of data rather than with its physical organization in a data set, PL/I employs a symbolic representation of a data set called a file. This symbolic representation determines how input and output statements access and process the associated data set. Unlike a data set, however, a file has a significance only within the source program and does not exist as a physical entity external to the program.

PL/I requires a file name to be declared for a file, and allows the characteristics of the file to be descrited with keywords called file attributes, which are specified for the file name. The following lists show the attributes that are applicable for each type of data transmission:

| Stream-Oriented | Record-Oriented <br> Transmission |
| :--- | :--- |
| Fransmission |  |

ENVIRCNMENT |  | BUFFERED |
| :--- | :--- |
|  | UNBUFFERED |
|  | EXTERNAL |
|  | INTERNAL |
|  | BACKWARDS |
|  | KEYED |
|  | EXCLUSIVE |
|  | ENVIRONMENT |

The TRANSIENT attribute is designed to allow teleprocessing applications programs to be written in PL/I. Since teleprocessing is not supported in TSS/360, the TRANSIENT attribute is accepted by the compiler, but the UNDEFINEDFILE condition is raised when an attempt is made to use a file with the TRANSIENT attribute.

A detailed description of each of these attributes appears in Part II, Section 9, "Attributes." The discussions below give a trief descriftion of each of the file description attributes and show how these attributes are declared for a file. The scope attributes, EXTERNAL and INTERNAL, are discussed in Part I, Section 7. "Recognition of Names."

## THE FILE ATTRIBUTE

The file attribute indicates that the associated identifier is a file narre. For example, the identifier MASTER is declared to be a file name in the following statement:

## DECLARE MASTER FILE;

The attributes associated with the FILE attribute fall into two categories: alternative attritutes and additive attributes. An alternative attribute is one that is chosen from a group of attributes. If no explicit or implicit declaration is given for one of the alternative attributes in a group and if one of the alternatives is required, a default attribute is assumed, although this is deferred until OPEN time, when some attributes can be supplied in the PL/I OPEN statement.

An addicive attribute is one that must be stated explicitly or is implied ky another explicitly stated attribute or name. The additive attribute KEYED can be implied ky the DIRECT attribute. The additive attribute PRINT can be implied by the standard output file name SYSPRINT. An additive attrikute can never be applied by default.

Note: With the exception of the INTERNAL and EXTERNAL scope attributes, all the alternative and additive attributes imply the FILE attribute. Therefore, the FILE attribute need not be specified for a file that has at least one of the alternative or
additive attributes already specified explicitly. The FILE attribute must be specified explicitly, however, if only the INTERNAL or EXTERNAL attrizute is specified; otherwise, the identifier will be assumed, by default, to ke an arithmetic variable rather than a file name.

## ALTERNATIVE ATTRIBJTES

PL/I provides five groups of alternative file attributes. Each group is discussed individually. Following is a list of the groups and the default for each:

| Group | Alternative | Default |
| :---: | :---: | :---: |
| Type | Attributes | Attribute |
| Usage | STREAM\|RECORD | STREAM |
| Function | INPUT \| OUTPUT/UPDATE | InPUT |
| I Access | SEQUENTIAL\|DIRECT | SEQUENTIAL |
| Buffering | BUFFERED \| UNBUFFERED | BUFFERED |
| Scope | EXTERNAL\|INTERNAL | EXTERNAL |

The scope attributes are discussed in detail in Part II, Section 9, "Attributes"; a brief descriftion of alternative attrikutes is given below.

## The STREAM and RECORD Attributes

The STREAM and RECORD attributes describe the type of data transmission (stream-oriented or record-oriented) to be used in input and output operations for the file.

The STREAM attribute causes a file to be treated as a continuous stream of data items recorded only in character form.

The RECORD attribute causes a file to be treated as a sequence of records, each record consisting of one or more data items recorded in any internal form.

> DECLARE MASTER FILE RECORD, DETAIL FILE STREAN;

The INPUT, OUTPUT, and UPDATE Attributes
The function attributes determine the direction of data transmission permitted for a file. The INPUT attribute applies to files that are to be read only. The output attribute applies to files that are to be written only. The UPDATE attribute describes a file that is to be used for both input and output; it al lows records to be inserted into an existiny file and other records already in that file to ke altered or deleted.

## DECLARE

detail file input,
REPORT FILE OUTPUT,
MASTER FIIE UPDATE:

The SEQUENTIAL and DIRECT Attributes
The access atributes apply only to a file with the RECORD attribute, and provide information regarding access to the contents of the file.

The SEQUENTIAL attribute specifies that successive records in the file are to be accessed on the basis of their successive physical positions, such as they are on magnetic tape.

The DIRECT attribute specifies that a record in a file is to be accessed on the tasis of its location in the file and not on the basis of its position relative to the record previously read or written. The location of the record is determined by a character-string which is called a key; therefore, the DIRECT attribute implies the KEYEL attrikute. The associated data set must be in a direct-access volume.

## The BUFFERED and UNBUFFERED Attributes

The tuffering attributes apply only to files that have the SEQUENTIAL and RECORL attributes. The BUFFERED attribute indicates that records transmitted to and from a file must pass through an intermediate internal-storage area. Use of the RUFFFRED attribute enables the system to automatically overlap data transmission with other processing. The size of a buffer is usually related to the size of the blocks (physical records) in the data set associated with the file.

The UNBUFFERED attribute indicates that a record in a data set need not pass through a kuffer but may be transmitted diiectly to and from the internal storage associated with a variable. Any desired overlapping of data transmission with other frocessing is the responsibility of the user, who can use the EVENT option for this furpose. The tlocks and records are generally the same size in a data set that is associated with an UNBUFFERED file.

Note: Specification of UNBUFFERED does not freclude the use of buffers. In some cases, "hidden buffers" are required. These cases are listed in the discussion of the BUFFERED and UNBUFFERED attributes in Part II, Section 9. "Attributes."

## ADDITIVE ATTRIEUTES

The additive attributes are:
PRINT
BACKWARDS
KEYED
EXCLUSIVE
ENVIRONMENT (option-list)

## Ihe ERINT Attribute

The PRINT attribute applies only to files with the STREAM and OUTPUT attrisutes. It indicates that the file is eventualiy to be printed, that is, the data associated wich the file is to appear on printed pages, although it may first be waicten on some other medium. The PRINT artilluae causes the initial byte of each ?ecora of the associated data set to be sexrved for a pxinter control character.

## LiE: EACKWARDS Attribute

? $\mathrm{H}_{\mathrm{C}} \mathrm{BACKWAKn}$ attribute applies only to files with the SEQUENTIAI, RECORD, and linwr sttrabutes and only to data sets on magnetic tape. It indicates that a file is c) it accessed in reverse order, leginning with the last record and proceeding through - he silt until the first record is accessed.

## The KEYEI; Attribute

'I'he KEYED attribute indicates that recolds in the file are to te accessed using one of the key oftions (KEY, KEYTO, or KEY?ROM) of data transmission statements or of the DELEAE statement. Note that the KEYED attrinute does not necessarily indicate trat the actual keys exist or are to be written in the data set; consequently, it need not be specified unless one of the key options is to be used. The STREAM attrisute cannot be applied to a file that has the KEYED attribute. The nature and use of keys is discussed in detail in section 10 . "Reword-criented Transmission."

## The EXCLUSIVE Attribute

The EXCIUSIVE attritute applies only to flles with the RECORD, DIRECT, and UPDATE attributes. Under TSS/360, the EXCLUSIVE attribute need not be declared, since record-locking is automatic and cannot be suppressed by a NOLOCK option.

## The ENVIRONMENT Attribute

The ENVIRONMENT attritute provides information that allows the compiler to determine the method of accessing the data associated with a file. It specifies the physical organization of the data set that
will be associated with the file, and indicates how the data set is to be handled.

The general format of the ENVIRONMENT attribute is:

## ENVIRONMENT (option-list)

The options appropriate to the two types of data transmission are described in the relevant sections in part $I$, Section 9 , "Stream-oriented Transmission," and Section 10, "Record-Oriented Transmission."

## OPENING AND CLCSING FILES

Before the data associated with a file can be transmitted by input or output statements, certain file preparation activities must occur, such as checking for the availability of external storage media, fositioning the media, and allocating appropriate programming support. Such activity is known as opening a file. Also, when processing is completed, the file must ke closed. closing a file involves releasing the facilities that were established during the opening of the file.

PL/I provides two statements, OPEN and CLOSE, to perform these functions. These statements, however, are optional. If an OPEN statement is not executed for a file, the file is opened automatically when the first data transmission statement for that file is executed; in this case, the automatic file preparation consists of standard system frocedures that use information about the file as specified in a DECLARE statement (or assumed from a contextual declaration). Similarly, the file is closed automatically on termination of the program that opened it, if it has not been explicitly closed tefore termination.

## The OPEN Statement

Execution of an OPEN statement causes cne or more files to be opened explicitly. The OPEN statement has the following basic format:

> OPEN FILE(file-name) [option-list] [,FILE(file-name) [option-list]]...;

The option list of the OPEN statement can specify any of the alternative and additive attributes, except the INTERNAL, EXTERNAL, and ENVIRONMENT attributes. Attributes included as options in the OPEN statement are merged with those stated in a DECLARE statement. The same attributes need nct be listed in toth an OPEN statement and a DECLARE statement for the same file, and, cf course, there must be no conflict. Other options that can appear in the OPEN statement are the TITLE option, used to
associate the file name with the data set, and the PAGESIZE and LINESIZE options, used to specify the layout of a data set. The TITLE option is discussed below under "Associating Data Sets with Files," and the PAGESIZE and LINESIZE options, which apply only to STREAM files, in Part I, Section 9. The option list may precede the FILE (file name) specification.

I For the TSS/360 PL/I compiler, the OPEN statement is executed by library routines that are loaded dynamically at the time the OPEN statement is executed. Consequently, execution time can be reduced if more than one file is specified in the same OPEN statement.

For a file to be opened explicitly, the OPEN statement must be executed before any of the input and output statements listed below in "Implicit opening" are executed for the file.

## Implicit Opening

An implicit opening of a file occurs when one of the statements listed below is executed for a file for which an OPEN statement has not already been executed. The type of statement determines which unspecified alternatives are applied to the file when it is opened.

The following list contains the statement identifiers and the attributes deduced from each:

Statement Identifier
GET
PUT
READ

WRITE

LOCATE

REWRITE
DELETE
UNLOCK

Attributes Deduced STREAM, INPUT

STREAM, OUTPUT
RECORD, INPUT
(see Note)
RECORD, OUTPUT (see Note)

RECORD, OUTPUT SEQUENTIAL, BUFFERED

RECORD, UPDATE
RECORD, UPDATE
RECORD, DIRECT, UPDATE, EXCLUSIVE

Note: INPUT and OUTPUT are deduced from $\overline{\text { READ }}$ and WRITE only if UPDATE has not been explicitly declared.

An implicit opening caused ky one of the above statements is equivalent :o preceding the statement with an OPEN statement that specifies the deduced attributes.

## Merging of Attributes

There must be no conflict between the attributes specified in a file declaration and the attributes merged, explicitly or implicitly, as the result of opening the file. For example, the attributes INPUT and UPDATE are in conflict, as are the attributes UPDATE and STREAM.

After the attributes are merged, the attribute implications listed below are applied prior to the application of the default attributes discussed earlier. Implied attributes can also cause a conflict. If a conflict in attributes exists after the application of default attrilutes, the UNDEFINEDFILE condition is raised.

Following is a list of merged attributes and attributes that each implies after merging:

Merged Attributes
Implied Attributes
UPDATE RECORD

| SEQUENTIAL | RECORD |
| :--- | :--- |
| DIRECT | RECORD, KEYED |
| BUFFERED | RECORD |
| UNBUFFERED | RECORD |
| PRINT | OUTPUT, STREAM |
| BACKWARDS | RECORD, SEQUENTIAL |
| KEYED | INPUT |
| EXCLUSIVE | RECORD |
|  | RECORD, KEYED, |
|  | DIRECT, UPDATE |

Note: The attributes SEQUENTIAL or DIRECT and RUFFERED or UNBUFFERED do not apply to a file with the STREAM attribute.

The following two examples illustrate attribute merging for an explicit opening and fry an implicit opening.

Explicit opening:
DECLARE LISTING FILE STREAM;

OPEN FILE(LISTING) PRINT:
Attributes after merge due to execution of the OPEN statement are STREAM and PRINT. Attributes after implication are STREAM, PRING and OUTPUT. Attributes after default application are STREAM, PRINT, OUTPUT, and EXTERNAL.

## Implicit opening:

```
DECLARE MASTER FILE KEYED INTERNAL;
    *
READ FILE (MASTER) INTO
(MASTER_RECORD) KEYTO(MASTER_KEY) :
```

Attributes after merge due to the opening caused by execution of the READ statement are KEYED, INTERNAL, RECORD, and INPUT. Attributes after implication are KEYED, INTERNAL, RECORD, and INPUT (no additional attributes are implied). Attributes after default application are KEYED, INTERNAL, RECORD, INPUT, SEQUENTIAL, and BUFFERED.

## Associating Data Sets With Files

With TSS/360, the association of a file with a specific data set is accomplished using the TSS/360 command system, outside the $P L / I$ program. At the time a file is opened, the PL/I file name is associated with the name (ddname) of a DDEF command, which is, in turn, associated with the name of a specific data set (dsname). Note that the direct association is with the name of a DDEF command, not with the name of the data set itself.

A ddname can be associated with a PL/I file either through the file name or through the character-string value of the expression in the TITLE option of the associated OPEN statement.

If a file is opened implicitly, or if no TITLE option is included in the OPEN statement that causes explicit opening of the file, the ddname is assumed to be the same as the file name. If the file name is longer than eight characters, the ddname is assumed to be composed of the first eight characters of the file name.

Note: Since external names are limited to seven characters for the compiler, an external file name of more than seven characters is shortened into a concatenation of the first four and the last three characters of the file name. Such a shortened name is not, however, the name used as the ddname in the associated DDEF command.

Consider the following statements:

## 1. OPEN FILE (MASTER); <br> 2. OPEN FILE (OLDMASTER); <br> 3. READ FILE(DETAII)...;

When statement number 1 is executed, the file name MASTER is taken to te $t$.e same as the ddname of a DDEF command in the current task. When statement number 2 is executed,
the name OLDMASTE is taken to be the same as the ddname of a DDEF command in the current task. The first eight characters of a file name form the ddname. Note, however, that if OLCMASTER is an external name, it will be shortened by the compiler to OLDMTER for use within the program.) If statement number 3 causes implicit ofening cf the file DETAIL, the name DETAIL is taken to be the same as the ddname of a LDEF command in the current task.

1 For RECORD I/O, in each of the above cases, a corresponding DDEF command must appear in the task; otherwise, the UNDEFINEDFILE condition would be raised. The three DDEF commands would appear, in part, as follows:

1. DDEF DDNAME=MASTER,DSNAME=...
2. DDEF DDNAME=OLDMASTE, DSNAME=...
3. DDEF DDNAME=DETAIL, DSNAME $=\ldots$

For STREAM I/O, if no DDEF is given, the records are read from/to SYSIN/SYSPRINT.

If a file is opened explicitly by an OPEN statement that includes a TITLE cption, the ddname is taken from the TITLE option, and the file name is not used outside the program. The TITLE option appears in an OPEN statement as shown in the following format:

OPEN FILE(file-name) TITLE(expression);
The expression in the TITLE option is evaluated and converted to a character string, if necessary, that is assumed to be the ddname identifying the appropriate data set. If the character string is longer than eight characters, only the first eight characters are used. The following OPEN statement illustrates how the TITLE option might be used:

## OPEN FILE(DETAIL) TITLE('DETAIL1');

If this statement were executed for RECORD I/O, there must be a DDEF command in the current 'ask with DETAIL1 as its ddname. It might appear, in part, as follows:

DDEF DDNANE=DETAIL1, DSNAME=DETAILA, ...
Thus, the data set DETAILA is associated with the file DETAIL through the daname DETAIL1.

Although a data set name represents a specific collection of data, the file name can, at different times, represent entirely different data sets. Using the above example of the OPEN statement, whatever data set is named in the DSNAME parameter of the DETAIL1 DDEF command is the one that
is associated with DETAII at the time it is opened.

Use of the TITLE option allows a user to choose dynamically, at open time, one among several data sets to be associated with a particular file name. Consider the following example:

```
DECLARE 1 INREC, 2 FIELD_1....
            2 FILE_IDENT CHARACTER(8),
        LETAIL FIILE INPUT...,
        MASTER FILE INPUT...;
OPEN FILE(DETAIL);
READ FILE(DETAIL) INTO (INREC);
OPEN FILE(MASTER) TITLE(FILE_IDENT);
```

Assume that the program containing these statements is used to process several different detail data sets, each of which has a different corresponding master data set. Assume, further, that the first record of each detail data set contains, as its last data item, a character string that identifies the appropriate master data set. The following DDEF commands might appear in the current task:

> DDEF DDNAME=$=$ DETAIL, LSNAME $=.$.
> DDEF DDNAME=MASTER1A, DSNANE $=$ MASTER1A
> DDEF DDNAME=MASTER1B,DSNAME=MASTER1B
> DDEF DDNAME=MASTER1C, DSNAME=MASTER1C

In this case, MASTER1A, MASTER1B, and MASTER1C represent three different master files. The first record of DETAIL would contain as its last item, either 'MASTER1A', 'MASTER1B', or 'MASTER1C'. which is assigned to the character-string variable FILE IDENT. When the OPEN statement is executed to open the file MASTER, the current value of FILE_IDENT would be taken to be the ddname, and the appropriate data set identified by that ddname would be associated with the file name MASTER.

Another similar use of the TITLE option is illustrated in the following statements:

```
DCL IDENT(3) CHAR(1)
        INITIAL('A', 'B', 'C');
DO I = 1 TO 3;
    OPEN FILE(MASTER)
        TITLE('MASTER1'||DENT(I));
        •
        CLOSE FILE(MASTER);
    END;
```

In this excmple, ILENT is declarel as a character-string array with three elements having as values the specific character strings 'A'. 'B', and 'C'. When $\mathcal{A} A S T E R$ is opened during the first iteration of the DO-group, the character constant 'MASTER1' is concatenated with the value of the first element of IDENT, and the associated ddname
is taken to be MASTER1A. After processing, the file is closed, dissociating the file name and the ddname. During the second iteration of the group, MASTER is opened again. This time, however, the value of the second element of IDENT is taken, and MASTER is associated with the ddname MASTER1B. Similarly, during the final iteration of the group, MASTER is associated with the ddname MASTER1C.

Note: The TSS/360 command system does not allow the break character ( - ) to appear in names. Consequently, this character cannot appear in ddnames. Care should thus be taken to avoid using break characters among the first eight characters of file names, unless the file is to be opened with a TITLE option with a valid ddname as its expression. The alphabetic extender characters $\$$, ఎ, and \#, however, are valid for ddnames, except in the first position.

## The CLOSE Statement

The basic form of the CLOSE statement is:

## CLOSE FILE (file-name) <br> [, FILE (file-name)]...;

Executing a CLOSE statement dissociates the specified file from the data set with which it became associated when the file was opened. The CLOSE statement also dissociates from the file all attributes established for it by the implicit or explicit opening frocess. If desired, new attributes may be specified for the file name in a suksequent OPEN statement. However, all attributes explicitly given to the file name in a DECLARE statement remain in effect.

As with the OPEN statement, closing more than one file with a single CLOSE statement can save execution time.

Note: Closing an already closed file or opening an already opened file has no effect.

## STANLARD FILES

Two standard files are provided that can ke used ky any PI/I program. One is the standard system file called SYSIN. The cther is the standard PL/I output file called SYSPRINT. On program execution, this PL/I file kecomes the system file SYSOUT. Standard files can be used only with stream-oriented transmission, and they differ from normal files in that their records cannot be reread or replaced.

These files need not be declared or opened explicitly; they are opened automat-
ically, with a standard set of attributes. For SYSIN, these attritutes specify that it is a stream-oriented input file. For SYSPRINT, the standard attributes specify stream-oriented output. Both file names, SYSIN and SYSPRINT, are assumed to have the external attribute, even though SYSPRINT contains more than seven characters.

These file names need not be explicitly stated in GET and PUT statements when these files are to be used. GET and PUT I/O statements that do not name any file, or that name a file which is not defined by a DDEF command in the current task, are equivalent to:

```
GET FILE(SYSIN)...;
PUT FILE(SYSPRINT)...;
```

It is more advantageous to name a file; this gives the user the option of substituting for SYSIN or SYSPRINT at any time, by issuing a CLEF command for the file.

Any references to SYSIN and SYSPRINT other than those in GET and PUT statements must be stated explicitly.

The identifiers SYSIN and SYSPRINT are not reserved for the specific purposes described above. These identifiers can ke used, except as external names, for other
purposes besides identifying standard system files. Other attributes can be applied to them, either explicitly or contextually, kut the PRINT attribute is applied automatically to SYSPRINT unless it is declared explicitly and without the STREAM OUTPUT attributes.

Note: Special care must be taken when SYSIN or SYSPRINT is declared by the user as anything other than a STREAM file. The compiler causes, in effect, the identifier SYSIN to be inserted into each GET statement in which no file name is explicitly stated and the identifier SYSPRINT to be inserted into each PUT statement in which no file name is explicitly stated. Consequently, the following would be in error:

```
DECLARE (SYSIN,SYSPRINT) FIXEL
    DECIMAL (4,2);
        •
GET LIST (A,B,C);
PUT LIST (D,E,F);
```

The identifier SYSIN would be inserted into the GET statement, and SYSPRINT in the PUT statement. In this case, however, they would not refer to the standard files, but to the fixed-point variables declared in the block.

This section describes the input and output statements used in stream-oriented transmission, which is one of the two types of data transmission available in PL/I. Those features that apply equally to stream-oriented and record-oriented transmission, including files, file attributes, and opening and closing files, are described in Section 8, which forms a general introduction to this section and to Section 10.

In stream-oriented transmission, a data set is treated as a continuous stream of data items in character form; within a program, block and record boundaries are ignored. However, a data set is considered to consist of a series of lines of data, and each data set that is created or accessed by stream-oriented transmission has a line size associated with it. In general, a line is equivalent to a record in the data set; however, the line size does not necessarily equal the record size.

There are three modes of stream-oriented transmission: list-directed, datadirected, and edit-directed. The transmission statements used in all three modes generally require the following information

1. The name of the file associated with the data set from which data is to be obtained or to which data is to be assigned.
2. A list of program variables to which data items are to be assigned during input or from which data items are to be obtained during output. This list is called a data list. On output, the data list can also include constants and other expressions.
3. The format of each data item in the stream.

Under certain conditions all of this required information can be implied; in other cases, only a portion of it need be stated explicitly. In list-directed and data-directed transmission, the formats of data items are not specified in the statements. And in data-directed transmission, even the data list is optional.

## LIST-DIRECTED TRANSMISSION

List-directed transmission permits the user to specify the variables to which data is assigned and to specify data to be transmitted without specifying the format.

Input: In general, the data items in the stream are character strings in the form of optionally signed valid constants or in the form of expressions that represent complex constants. The variables to which the data is to be assigned are specified by a data list. Items are separated by a comma and or one or more blanks.
output: The data values to be transmitted are specified by a variable, a constant, or an expression that represents a data item. Each data item placed in the stream is a character-string representation that reflects the attributes of the variable. Items are separated by a blank. Leading zeros of arithmetic data are suppressed. Binary fixed-point and floating-point items, however, are character sitrings that express the value in decimal
representation.
For PRINT files, data items are dutomat ically aligned on implementation-defined preset tab positions. For the TSS:/360 $\mathrm{FL} / \mathrm{L}$ compiler, these positions are 1, 25, 49, 73. 97, and 121, but provision is niade for the user to alter these values (see rL/l proyrammer's (;uide).

## DATA-DIRECTED TKAN: MIS:SION

Data-directed transmission permits the user to transmit self-identifying data.

Input: Each data item in the stream $1:$ in the form of an assignment statement that specifies both the value and the variable to which it is to be assigned. In meneral, values are in the form of constants. Item; are separated by a comma and/or one or more blanks. A semicolon must end each group of items to be accessed by a single get statement. A data list in the GET statement is optional, since the semicolon determines the number of items to be obtained from the stream.
output: The data values to be transmitted may be specified by an optional data list. Each data item placed in the stream has the form of an assignment statement without a semicolon. Items are separated by a blank. The last item transmitted by each put statement is followed by a semicolon. Leading zeros of arithmetic data are suppressed. The character representation of each value reflects the attributes of the variable, except for fixed-point and floating-point binary items, which appear as values expressed in decimal notation.

If the data list is omitted, it is assumed to specify all variables that are known within the block containing the statement and are permitted in datadirected output.

For PRINT files, data items are automatically aligned on the implementationdefined preset tab positions referred to under "List-Directed Transmission."

## EDIT-DIRECTED TRANSMISSION

Edit-directed transmission permits the user to specify the variables to which data is to be assigned or to specify data to be transmitted, and to specify the format for each item on the external medium.

Input: Data in the stream is a continuous string of characters; different data items are not separated. The variables to which the data is to be assigned are specified by a data list. Format items in a format list specify the number of characters to be assigned to each variable and describe characteristics of the data (for example, the assumed location of a decimal point).
output: The data values to be transmitted are defined by a data list. The format that the data is to have in the stream is defined by a format list.

## DATA TRANSMISSION STATEMENTS

Stream-oriented transmission uses only one input statement, GET, and one output statement, PUT. A GET statement gets the next series of data items from the stream. and a put statement puts a specified set of data items into the stream. The variables to which data items are assigned, and the variables or expressions from which they are transmitted, are generally specified in a data list with each GET or PUT statement. The statements may also include options that specify the origin or destination of the data or indicate where it appears in the stream relative to the preceding data.

The following is a summary of the stream-oriented data transmission statements and their options:

## STREAM INPUT:

GET[[FILE(filename)][data-specificaticn]
[COPY] (SKIP[(expression)]]\}|
\{STRING (character-string-name)
data-specification\};

## STREAM OUTPUT:

PUT\{[FILE(filename)][data-specification] [SKIP[(expression)]]\}|
(STRING(character-string-name) data-specification\};

STREAM OUTPUT PRINT:
PUT [FILE (file-name)] [data-specification]
[PAGE [LINE(expression)] $\left[\begin{array}{l}\text { SKIP[(expression)] } \\ \text { IINE (expression) }\end{array}\right]$

The options; may appear in any order. The data specification can have one of the following forms:

```
LIST (data-list)
DATA [(data-list)]
EDIT (data-list) (format-list)
    [(data-list) (format-list)]...
```

The data specification can be omitted for STREAM OUTPUT PRINT files only if one of the control options (PAGE, SKIP, or LINE) appears. Format lists may use any of the following format items:

```
A,B,C,E,F,
P,R,X,
SKIP [(w)]
COLUMN (w)
```

PAGE
LINE (w)
$A, B, C, E, F, P, R, X$

```
which may be used with any STREAM file
SKIP [(w)]
COLUMN (w)
which can be used with STREAM OUTPUT PRINT files only
which may be used with the STRING option
```

The statements are discussed individudlly in detail in part II, Section 10 .
"Statements."

## OPTIONS OF TRANSMISSION STATEMENTS

The FILE and STRING options
The FILF option :specifirs the name of the file "pon which the operation is to take place. The STRING option allows GET and PUT statements to be used to transmit data between internal storage locations rather than between internal and external storage. If neither the fILE option nor the STRING option appears in a GET statement, the standard input file sysin is assumed; if neither option appears in a put statement, the standard output file sysPRINT is assumed.

Examples of the use of the file option are given in some of the statements below; Part I, Section 11. "Editing and String Handling." illustrates the use of the STRING option.

## The COPY Option

The COPY option should appear only in a GET FILE statement. It specifies that each data item is to be written, exactly as read, into the standard output file sYSPRINT. For example, the statement

```
GET FILE(SYSIN) DATA(A,B,C)COPY;
```

not only transmits the values assigned to $A, B$, and $C$ in the input stream to the variables with these names, but also causes them to be printed out in data-directed format.

## The SKIP Option

The SKIP option specifies a new current line (or record) within the data set. The parenthesized expression is converted to an integer $w$, which must be greater than zero (unless the file is a PRINT file). The data set is positioned to the start of the wth line (record) relative to the current line (record).

For non-PRINT files, if the expression is omitted or if $w$ is not greater than zero, a value of $\overline{1}$ is assumed. For PRINT files, it $w$ is less than or equal to zero, the effect is that of a carriage return with the same current line.

The SKIP option takes effect before the transmission of any values defined by the data specification, even if it appears after the data specification. Thus, the statement

```
PUT LIST(X,Y,Z) SKIP(3);
```

causes the values of the variables $X, Y$, and $Z$ to be printed on the standard output file SYSPRINT commencing on the third line after the current line.

## The PAGE Option

The PAGE option can be specified only for PRINT files. It causes a new current page to be defined within the data set. The PAGE option takes effect before the transmission of any values defined by the data specification (if any), even if it appears after the data specification.

## The LINE Option

The LINE option can be specified only for PRINT files. It causes blank lines to be inserted so that the next line will be the wth line of the current page, where w is the value of the parenthesized expression when converted to an integer. The LINE option takes effect before the transmission of any values defined by the data specification (if any), even if it follows
the data specification. If both the PAGE option and the LINE option appear in the same statement, the PAGE option is applied first. For example, the statement

```
PUT FILE(LIST) DATA(P,Q,R)
        LINE(34) PAGE;
```

causes the values of the variables $P, Q$, and $R$ to be printed in data-directed format on a new page, commencing at line 34.

## DATA SPECIFICATIONS

Data specifications are given in GET and PUT statements to identify the data to be transmitted. The data specifications correspond to the modes of transmission.

## Data Lists

List-directed, data-directed, and editdirected data specifications require a data list to specify the data items to be transmitted.

General format:

## (data-list)

where "Cata list" is defined as: element [,element]...

Syntax rules:
The nature of the elements depends upon whether the data list is used for input or for output. The rules are as follows:

1. On input, a data-list element for edit-directed and list-directed transmission can be one of the following: an element, array, or structure variable, a pseudo-variable, or a repetitive specification (similar to a repetitive specification of a DO group) involving any of these elements. For a data-directed data specification, a data-list element can be an element, array, or structure variable. None of the names in a datadirected data list can be subscripted. but qualified names are allowed.
2. On output, a data-list element for edit-directed and list-directed data specifications can be one of the following: an element expression, an array expression, a structure expression, or a repetitive specification involving any of these elements. For a data-directed data specification, a data-list element can be an element. array, or structure variable, or a repetitive specification involving any of these elements. Subscripts are allowed for data-directed output.
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3. The elements of a data list must be of arithmetic or string data type.
4. A data list must always be enclosed in parentheses.

REPETITIVE SPECIFICATION: The general format of a repetitive specification is shown in Figure 9 .

Syntax rules:

1. An element in the element list of the repetitive specification can be any of those allowed as data-list elements as listed above.
2. The expressions in the specification, which are the same as those in a Do statement, are described as follows:
a. Each expression in the specification is an element expression.
b. In the specification, expression-1 represents the starting value of the control variable or pseudovariable. Expression-3 represents the increment to be added to the control variable after each repetition of data-list elements in the repetitive specification. Expression-2 represents the terminating value of the control variable. Expression-4 represents a second condition to control the number of repetitions. The exact meaning of the specification is identical to that of a DO statement with the same specification. When the last specification is completed, control passes to the next element in the data list.
3. Each repetitive specification must be enclosed in parentheses, as shown in the general format. Note that if a repetitive specification is the only element in a data list, two sets of outer parentheses are required, since the data list must have one set of parentheses and the repetitive specification must have a separate set.
4. As Figure 9 shows, the "specification" portion of a repetitive specification can be repeated a number of times, as in the following form:

$$
\text { DO } I=1 \text { TO 4. } 6 \text { TO } 10
$$

Repetitive specifications can be nested; that is, an element of a repetitive specification can itself be a repetitive specification. Each DO portion must be delimited on the right with a right parenthesis (with its matching left parenthesis added to the beginning of the entire repetitive specification).

When DO portions are nested, the rightmost $D O$ is at the outer level of nesting. For example, consider the following statement:

$$
\begin{gathered}
\text { GET LIST }(((A(I, J) \text { DO } I=1 \text { TO 2) } \\
\text { DO } J=3 \text { TO 4)); }
\end{gathered}
$$

Note the three sets of parentheses, in addition to the set used to delimit the subscript. The outermost set is the set required by the data list; the next is that required by the outer repetitive specification. The third set of parentheses is that required by the inner repetitive specification. This statement is equivalent to the following nested DO-groups:

```
DO J = 3 TO 4;
        DO I = 1 TO 2;
        GET LIST (A (I,J));
        END;
END;
```

It gives values to the elements of the array $A$ in the following order:

$$
A(1,3), A(2,3), A(1,4), A(2,4)
$$

Note: Altbragh the DO keyword is used in the repetitive specification, a corresponding END statement is not allowed.

| $\text { (element [, element]...DO }\left\{\begin{array}{l} \text { variable } \\ \text { pseudo-variallle } \end{array}\right\}=\text { specification[,specification]...) }$ |  |  |
| :---: | :---: | :---: |
| \|A "specification" has the following format: |  |  |
| \|expression-1 $\left[\begin{array}{lll}\text { TO } & \text { expression-2 } & \text { [BY expression-3] } \\ \text { BY } & \text { expression-3 } & \text { [TO expression-2] }\end{array}\right]$ | [WHILE (expression-4)] |  |

Figure 9. General Format for Repetitive Specifications

TRANSMISSION OF DATA-LIST ELEMENTS: If a data-list element is of complex mode, the real part is transmitted before the imaginary part.

If a data-list element is an array variable, the elements of the array are transmitted in row-major order, that is, with the rightmost subscript of the array varying most frequently.

```
    11 a uata-sist element is a structure
variuble, the elements of the structure are
transmitted in the order specified in the
structure declaration.
```

For example, if a declaration is:
DECLARE 1 A (10), $2 \mathrm{~B}, 2 \mathrm{C}$;
then the statement:
PUT FILE(X) LIST(A);
would result in the output being ordered as follows:

$$
\begin{aligned}
& \text { A. B(1) A.C(1) A.B(2) A.C(2) A.B(3) } \\
& \text { A.C(3)...etc. }
\end{aligned}
$$

If, however, the declaration had been:
DECLARE 1 A, $2 \mathrm{~B}(10), 2 \mathrm{C}(10)$;
then the same put statement would result in the output being ordered as follows:

$$
\begin{aligned}
& \text { A.B(1) A.B(2) A.B(3)...A.B(10) } \\
& \text { A.C(1) A.C(2) A.C(3) ...A.C(10) }
\end{aligned}
$$

If, within a data list used in an input statement for list-directed or editdirected transmission, a variable is assigned a value, this new value is used if the variable appears in a later reference in the data list. Example:

GET LIST (N, (X(I) DOI=1 TO (), J, K, SUBSTR (NAME, J,K));

When this statement is executed, data is transmitted and assigned in this order:

1. A new value is assigned to $N$.
2. Elements are assigned to the array $X$ as specified in the repetitive specification in the order $\mathrm{X}(1), \mathrm{x}(2), . . \mathrm{x}$ ( $N$ ), with the new value of $N$ used to specify the number of items to be assigned.
3. A new value is assigned to J.
4. A new value is assigned to K .
5. A substring of length $K$ is assign 3 do the string variable NAME, beginning at the Jth character.

## LIST-DIRECTED DATA SPECIFICATION

The general format of a list-directed data specification, either input or output. is:

## LIST (data-list)

The data list is described under = Data Lists," above. The keyword LIST must appear to specify the list-directed mode of transmission.

## List-Directed Data in the Stream

Data in the stream, either input or nutput, is of character data type and has one of the following general forms:
$\left\{+\mathbb{1}^{-1}\right.$ arithmetic-constant
character-string-constant
bit-string-constant
[+1-] real-constant $\{+1$-]imaginary-constant
These forms correspond exactly to the forms used for writing optionally signed constants in a PL/I program. However, sterling constants cannot be used A string constant must be one of the two permitted forms listed above; iteration and string repetition factors are not allowed. A blank must not precede the central + or in complex expressions.

## List-Directed Input Format

When the data named is an array, the data consists of constants, the first of which is disigned to the first element of the array, the second constant to the second element, etc.. in row-major order.

A structure name in the data list represents a list of the contained element variables and arrays in the order specified in the structure description.

On input, each pair of data items in the stream must be separated either by a blank, a comma, or a carriage return. This separator may be surrounded by an arbitrary number of blanks. A null field in the stream is indicated either by the first non-blank character beinq a comma, or by two commas separated by an arbitrary number of blanks. A null field specifies that the value of the associated item in the data list is to remain unchanqed.

The transmission of the list of constants on input is terminated by expiration of the list or by the end-of-file condition. In the former case, positioning in the stream for the next GET statement is always at the character following the first blank or comma following the last data item
transmitted. More than one blank can separate two data items, and a comma separator may be preceded or followed by one or more blanks. In such cases, a subsequent GET statement will iqnore intervening blanks and the comma (if present) and will access the next datd item. However. if an edit-directed GET statement should follow, the first character accessed will be the character to which the file has been positioned (in other words, the next data item will begin with the first character following the blank or comma that separated it from the previous data item).

If the data is a character-string constant, the surrounding apostrophes are removed, and the enclosed characters are interpreted as a character string.

If the data is a bit-string constant. enclosing apostrophes and the trailing character $B$ are removed, and the enclosed charac ers are interpreted as a bit string.

If the data is an arithmetic constant or complex expression, it is converted to coded arithmetic form with the base, scale, mode, and precision implied by the constant.

Data type conversions follow the rules for conversion from character type, as listed in Part II, Section 6. "Problem Data Conversion."

## List-Directed Output Format

The values of the element variables and expressions in the data list are converted to character representations and transmitted to the data stream.

A blank separates successive data items transmitted. (For PRINT files, items are separated according to program tab settings.)

The length of the data field placed in the stream is a function of the attributes of the data item, including precision and length. Detailed discussions of the conversion rules and their effect upon precision are listed in the sections covering conversion to character type in part II, Section 6. "Problem Data Conversion."

Fixed-point and floating-point binary data items are converted to decimal notetion before being placed in the stream.

For numeric character values, the character-string value is transmitted.

Bit strings are converted to character representation of bit-string constants, consisting of the characters 0 and 1 , enclosed in apostrophes, and followed by the letter $B$.

Character strings are written out. If the file does not have the attribute PRINT, enclosing apostrophes are supplied, and contained apostrophes are replaced by two apostrophes;. The field width is the current length of the string plus the number of added apostrophes. If the file has the attribute IRINT, enclosing apostrophes are not supplied, and contained apostrophes are unmodified. The field width is the current length of the string.

Examples of list-directed data specifications:

```
LIST (CARD, RATE, DYNAMIC_FLOW)
LIST ((THICKNESS (DISTANCE)
        DO DISTANCE = 1 TO 1000))
LIST (P, Z, M, R)
LIST (A*B/C, (X+Y)**2)
```

The specification in the last example can be used only tor output, since it contains operational expressions. Such expressions are evaluated when the statement is executed, and the result is placed in the stream.

## DATA-DIRECTED DATA SPECIFICATION

The general format of a data-directed data specification, for either input or output, is:

DATA[(data-lis;t)]
General rules:

1. The data list is described in "Data Lists" in this section. It cannot include parameters, defined variables, or basied variables. For input, the data list cannot contain subscripted names. Names of structure elements in the data list need only have enough qualification to resolve any ambiguity; full qualification is not required. On input, if the stream contains a name that does not have a counterpart in the data list, the NAME condition is raised.
2. Omission of the data list implies that a data list is assumed. This assumed data list contains all the names that are known to the block and are valid for data-directed transmission. On input, if the stream contains a name not known within the block, the NAME condition is raised. If the assumed data list contains a name that is not included in the stream, the value of the associated variable remains unchanged. On output, all items in the assumed data list are transmitted.

When a name occurs in more than one block, all data with that name in the active blocks is transmitted, not only data with that name within the scope of the current block.
3. On input, recognition of a semicolon or an end of file in the stream causes transmission to cease, whether or not a data list is specified. On output, a semicolon is written into the stream after the last data item transmitted by each PUT statement.

## Data-Directed Data in the Stream

The data in the stream associated with a data-directed transmission statement is in the form of a list of element assignments having the following general format (the optionally signed constants, like the variable names and the equal signs, are in character form):
element-variable $=$ constant
[\{b|, |cr\}element-variable = constant]...;
General rules:

1. The element variable may be a subscripted name. Subscripts must be optionally signed decimal integer constants.
2. On input, the element assignments may be separated by either a blank (b in the above format), a comma, or a carriage return (cr in the above format). Redundant blanks are ignored. On output, the assignments are separated by a blank.
3. Each constant in the stream has one of the forms described for list-directed transmission.

## Data-Directed Input Format

General rules for data-directed input:

1. If the data specification does not include a data list, the names in the stream may be any names known at the point of transmission. Qualified names in the input stream must be fully qualified.
2. If a data list is used, each element of the data list must be an element, array, or structure variable. Names cannot be subscripted, but qualified names are allowed in the datil list. All names in the stream should appear in the data list; however, the order of the names need not be the same, and the data list may include names that do not appear in the stream. For example, consider the following data list, where $A, B, C$, and $D$ are names of element variables:

DATA (B, A, C, D)
This data list may be associated with the following input data stream:

$$
A=2.5, \quad B=.0047, \quad D=125, Z={ }^{\circ} A B C^{\prime} ;
$$

Note: $C$ appears in the data list but not in the stream; its value remains unaltered. 2 , which is not in the data list, raises the NAME condition.
3. If the data list includes the name of an array, subscripted references to that array may appear in the stream although subscripted names cannot appear in the data list. The entire array need not appear in the stream; only those elements that actually appear in the stream will be assigned.

Let $X$ be the name of a two-dimensional array declared as follows:

DECLARE X $(2,3)$ FIXED $(6,2)$;
Consider the following data list and input data stream:

| Data List | $\quad$Input Data Stream <br> DATA $(X)$ <br>  <br>  <br> $(1,1,3)=73 ;$ |
| :--- | :--- |

Although the data list has only the name of the array, the associated input stream may contain values for individual elements of the array. In this case, only three elements are assigned; the remainder of the array is unchanyed.
4. If the data list includes the names of structure elements, then fully qualified names must appear in the stredm, although full qualification is not required in the data list. Consider the following structures:

DECLAKE 1 CARLIN, 2 PARTNO, 2 DESCRP, 2 PRICE, 3 RETAIL, 3 WHSL, 1 CARDOUT, 2 PARTNO, 2 DESCRP, 2 PRICE, 3 RETAIL, 3 WHSL;

If it is desired to read a value for. CARDIN. PRICE.RETAIL, the data specification and input data strean could have the following forms:

Data Specification
DATA (CARDIN. RETAIL)
Infut Data stream
CARDIN.PRICE.RETAIL $=4.28$;
5. Interleaved subscripts cannot appear in qualified names in the stream. All subscripts must be moved all the way to the right, following the last name of the qualified name. For example, assume that $Y$ is declared as follows:

DECLARE $\begin{array}{ll}1 & Y(5,5), 2 \mathrm{~A}(10), 3 \mathrm{~B} \\ & 3 \mathrm{C}, \\ & \end{array}$
An element name would have to appear in the stream as follows:

$$
\text { Y. A. } B(2,3,8)=8.72
$$

The name in the data list could not contain the subscript.

## Data-Directed Output Format

General rules for data-directed output:

1. An element of the data list may be an element, array, or structure variable. or a repetitive specification involving any of these elements or further repetitive specifications. Subscripted names can appear. The names appearing in the data list, together with their values, are transmitted in the form of a list of element assignments separated by blanks and terminated by a semicolon. (for PRINT files, items are separated according to program tab settings.)
2. Array variables in the data list are treated as a list of the contained subscripted elements in row-ma jor order.

Consider an array declared as follows:
DECLARE X (2,4)FIXED;
If $X$ appears in a data list as follows:
DATA ( X )
on output, the output data stream would have the form:

```
X(1,1)=1 X(1,2)=2 X(1,3)=3
X(1,4)=4 X(2,1)=5 X(2,2)=6
X(2,3)=7 X(2,4)=8;
```

Note: In actual output, more than one blank would follow the equal sign. In conversion from coded arithmetic to character, leading zeros are converted to blanks, and up to three additional blanks may appear at the beginning of the field.
3. Subscript expressions that appear in a data list are evaluated and replaced by the value.
4. Items that are part of a structure appearing in the data list are transmitted with the full yualification, but subscripts follow the qualified names rather than being interleaved. If a data list is specified for a structure element transmitted under data-directed output as follows:

DATA (Y(1, - $\mathbf{~ ( 1 ) . Q ) ~}$
the associated data field in the output stream is of the form;

$$
Y . Q(1,-3)=3.756 ;
$$

5. The number of characters in a qualified name must not exceed 256.
6. Structure names in the data list are interpreted as a list of the contained element or elements, and any contained arrays are treated as above.

Consider the following structure:
DECLARE 1 A, $2 \mathrm{~B}, 2 \mathrm{C}, 3 \mathrm{D}$;
If a data list for data-directed output is as follows:

DATA (A)
and the value:; of $B$ and $D$ are 2 and 17. respectively, the associated data fields in the output stream would be:

$$
A \cdot B=2 \text { A.C. } D=17 \text {; }
$$

7. In the tollowing cases, data-directed output is not valid tor subsequent data-directed input:
d. When the precision attribute of a fixed-piint variable is such that the as:umed point is located outside the field with assimed zero: intervening; that is, it for precision ( $\mathrm{F}, \mathrm{G}$ ) p is less than y , or ' 1 is less than zero. (In this cas;. an exponent is transmitted, preceded by a letter $F$ which is not valid for conversion to drithmetic type.)
b. When the character-string value of a numeric character variable doe:; not represent a valid optionally signed arithmetic constant. For example, this is always true fur complex numeric character variables.

## Length of Data-Directed output Fields

The length of the data field on the external medium is a function of the attributes declared for the variable and, since the name is also included, the length of the fully qualified subscripted name. The field length or output items converted from coded arithmetic data, numeric character data, and bit-string data is the same ds that for list-directed output data, and is governed by the rules for data conversion to character type as described in Part II, Section 6, "Problem Data Conversion."

For character-string data, the contents of the character string art written out enclosed in apostrophes. Each apostrophe contained within the character string is represented by two successive apostrophes.

In the example shown in Figure 10, A is declared as a one-dimensional array of six elements: $B$ is a one-dimensional array of seven elements. The procedure calculates and writes out values for $A(I)=B(I+1)+$ B(I) .

## EDIT-DIRECTED DATA SPECIFICATION

General format for an edit-directed data specification, either for input or output, is as follows:

EDIT (data-list) (format-list) [(data-list) (format-list)]...
|Syntax rules:

1. The data list, which must be enclosed in parentheses, is described above in "Data Lists." The format list, which also must be enclosed in parentheses. contains one or more format items. There are three types of format items: data format items, which describe data in the stream; control format items, which describe page, line, and spacing operations; and remote format items. which specify the label of a separate statement that contains the format list to be used. Format lists and format items are discussed in more detail in "Format Lists," below. Edit-directed transmission is the only mode that can be used for reading or writing sterling data, by use of a picture specification.
2. For nonconversational input, data in the stream is considered to be a continuous string of characters not separated into individual data items. The number of characters for each data item is specified by a format item in the format list. The characters are treated according to the associated format item.
3. For conversational input, the preceding rule applies, except that a car-
riage return delimits an incompletely entered item:

- If the target item is a varying string, the input is transmitted as is; no extra blanks are inserted.
- If the target item is not a varying string, the input is padded on the right with blanks to give it the necessary field width.

4. For output, the value of each item in the data list is converted to a format specified by the associated format item and placed in the stream in a field whose width also is specified by the format item.
5. For either input or output, the first data format item is associated with the first item in the data list, the second data format item with the second item in the data list, and so forth. If a format list contains fewer format items than there are items in the associated data list, the format list is reused; if there are excessive format items, they are ignored. Suppose a format list containing five data format items and its associated data list specifies ten items to be transmitted. Then the sixth item in the data list will be associated with the first data format item, and so forth. Suppose a format list contains ten data format items and its associated data list specifies only five items. Then the sixth through the tenth format items will be ignored.
6. An array or structure variable in a data list is equivalent to $n$ items in the data list, where $n$ is the number of element items in the array or structure, each of which will be associated with a separate use of a data format item.

|  |  | Input Stream |
| :---: | :---: | :---: |
|  | DECLARE (A(6), B(7)) FIXED; | Input Stream |
|  |  | $B(1)=1, ~ B(2)=2, \quad B(3)=3$, |
|  | GET FILE (X) DATA (B) ; | $B(4)=1, B(5)=2, B(6)=3, B(7)=4 ;$ |
|  | DO $\mathrm{I}=1 \mathrm{TO}$ 6; |  |
|  | $\mathrm{A}(\mathrm{I})=\mathrm{B}(\mathrm{I}+1)+\mathrm{B}(\mathrm{I})$; |  |
|  |  | Output Stream |
|  | END; |  |
|  |  | $A(1)=3 \quad A(2)=5 \quad A(3)=4 \quad A(4)=3$ |
|  | PUT FILE (Y) DATA (A); |  |
|  |  | $A(5)=5 A(6)=7$; |
|  | END AB; |  |

Figure 10. Example of Data-Directed Transmission (Both Input and Output)
7. If a data list item is associated with a control format item, that control action is executed, and the data list item is paired with the next format item.
8. The specified transmission is complete when the last item in the data list has been processed using its corresponding format item. Subsequent format items, including control format items, are ignored.
9. On output, data items are not automatically separated, but arithmetic data items generally include leading blanks because of data conversion rules and zero suppression.

## Examples:

```
GET EDIT (NAME, DATA, SALARY)
    (A(N), X(2),A(6),F(6,2));
PUT EDIT ('INVENTORY='||INUM,INVCODE) (A,F(5)):
```

The first example specifies that the first $N$ characters in the stream are to be treaded as a character string and assigned to NAME; the next two characters are to be skipped; the next six are to be assigned to DATA in character format; and the next six characters are to be considered as an optionally signed decimal fixed-point constant and assigned to SALARY.

The second example specifies that the character string 'INVENTORY=' is to be concatenated with the value of INUM and placed in the stream in a field whose width is the length of the resultant string. Then the value of INVCODE is to be converted to character to represent an optionally signed decimal fixed-point integer constant and is then to be placed in the stream and is then to be placed in the stream right-adjusted in a field with a width of five characters (leading characters may be blanks). Note that operational expressions and constants can appear in output data lists only.

## Format Lists

Each edit-directed data specification requires its own format list.

General format: (format-list)
where "format list" is defined as:

$$
\left\{\begin{array}{l}
\text { item } \\
\mathrm{n} \text { item } \\
\mathrm{n} \text { (format-list) }
\end{array}\right\}\left[\begin{array}{ll}
, & \text { item } \\
, & n \text { item } \\
, & n \text { (format-list) }
\end{array} \cdots\right.
$$

Syntax rules:

[^2]2. The letter $n$ represents an iteration factor, which is either an expression enclosed in parentheses or an unsigned decimal integer constant. If it is the latter, a blank must separate the constant and the following format item. The iteration factor specifies that the associated format item or format list is to be used $\underline{n}$ successive times. A zero or negative iteration factor specifies that the associated format item or format list is to be skipped and not used (the data list item will be associated with the next format item). If an expression is used to represent the iteration factor, it is evaluated and converted to an integer once for each set of iterations. The associated format item or format list is that item or list of items immediately to the right of the iteration factor.

General rule:
There are three types of format items: data format items, control format items, and the remote format item. Data format items specify the external forms that data fields are to take. Control format items specify the page, line, column, and spacing operations. The remote format item allows format items to be specified in a separate FORMAT statement elsewhere in the block.

Detailed discussions of the various types of format items appear in Part II, Section 5, Edit-Directed Format Itemi.: The following discussions show how the format items are used in edit-dirscted data specifications.

## Data Format Items

On input, each data format item specifies the number of characters to be associated with the data item and how to interpret the external data. The data item is assigned to the associated variable named in the data list, with necessary conversion to conform to the attributes of the variable. On output, the value of the associated element in the data list is converted to the character representation specified by the format item and is inserted into the data stream.

There are six data format items: fixedpoint (F), floating-point (E), complex (C), picture ( $P$ ), character-string (A), and bitstring ( $R$ ). They are, in general, specified as follows:

F (wl.di.pl])
E (w,dl.s])
C (real-format-item [, real-format-item)
P 'picture-specification'

A [(w)]
B [(w)]
In this list, the letter wepresents an expression that specifies the number of characters in the field. The letter d specifies the number of digits to the right of a decimal point; it may be omitted for integers. The real format item of the complex format item represents the appearance of either an $F$, $B$ or $P$ format item. The picture specification of the $P$ fcrmat item can be either a numeric character specification or a character-string specification. On output, data associated with $F$ and $F$ format items is rounded if the internal precision exceeds the external precision.

A third specification ( p ) is allowed in the $F$ format item; it is a scaling factor. A third specification (s) is allowed in the E format item to specify the number of digits that must be maintained in the first subfield of the floating-point number. These specifications are discussed in detail in Part II, Section $5{ }^{*}$ Edit-Directed Format Items."

Note: Fixed-point binary and floatingpoint binary data items must always be represented in the input stream with their values expressed in decimal digits. The $F$ and $E$ format items then are used to access them, and the values will be converted to binary representation upon assignment. On output, binary items are converted to decimal values and the associated $F$ or $E$ format items must state the field width and point placement in terms of the converted decimal number.

The following examples illustrate the use of format items:

## 1. GET FILE (INFILE) EDIT (ITEM) (A(20));

This statement causes the next 20 characters in the file called INFILE to be assigned to ITEM. The value is automatically transformed from its character representation specified by the format item $A(20)$, to the representation specified by the attributes declared for ITEM.

Note: If the data list and format list were used for output, the length of a string item need not be specified in the format item if the field width is to be the same as the lingth of the string, that is, if no blanks are to follow the string.
2. PUT FILE (MASKFLE) EDIT (MASK) (B);

Assume MASK has the attribute BIT (25); then the above statement writes the value of MASK in the file ca..led

MASRFLE as a string of 25 characters consisting of $0^{\prime}$ s and $1^{\prime} \mathrm{s}$. A field width specification can be given in the $B$ format item. It must be stated for input.
3. PUT EDIT (TOTAL) (F(6, 2));

Assume TOTAL has the attributes FIXED (4,2); then the above statement specifies that the value of TOTAL is to be converted to the character representation of a fixed-point number and written into the standard output file SYSPRINT. A decimal point is to be inserted before the last two numeric characters, and the number will be right-adjusted in a field of six characters. Leading zeros will be changed to blanks, and, if necessary, a minus sigh will be placed to the left of the first numeric character.

In conversion from internal decimal fixed-point type to character type. the resultant string always is three characters longer than $p$, the number of digits in the precision specification of a decimal fixed-point variable. The extra characters may appear as blanks preceding the number in the converted string. And, since leading zeros are converted to blanks, additional blanks may precede the number. If a decimal point or a minus sign appears, either will cause one leading blank to be replaced.

In edit-directed output, the field width specification in the format item (in this case, the 6 in the $F(6,2)$ format item) can be used to truncate leading zeros. In this specification, one zero is truncated. TOTAL would be converted to a character string of length seven. If all four digits of the converted number are greater than zero, the number, with its inserted decimal point, will require five digit positions; if the number is negative, another digit position will be required for the minus sign. Consequently, the $F(6,2)$ specification will always allow all digits, the point. and a possible sign to appear, but will remove the extra blank by truncation.
4. GET FILE(A) EDIT (ESTIMATE) (E (10,6));

This statement obtains the next ten characters from the file called $A$ and interprets them as a floating-point decimal number. A decimal point is assumed before the rightmost six digits of the mantissa. An actual point within the data can override this assumption. The value of the number is converted to the attributes
of ESTIMATE and assigned to this variable.

## 5. GET EDIT (NAME, TOTAL) ( P' $^{\prime} A A A A^{*}, P^{\prime} 9999^{\circ}$ ):

When this statement is executed, the standard input file SYSIN is assumed. The first five characters must be alphabetic or blank and they are assigned to NAME. The next four characters must be nonblank numeric characters and they are assigned to TOTAL.

## Control Format Items

The control format items are the spacing format item (X), and the COLUMN, LINE, PAGE, and SKIP format items. The spacing format item specifies relative spacing in the data stream. The PAGE and LINE format items can be used only with PRINT files and, consequently, can only appear in PUT statements. All but PAGE generally include expressions. LINE, PAGE, and SKIP can also appear separately as options in the PUT statement: SKIP can appear as an option in the GET statement.

The following examples illustrate the use of the control format items:

## 1. GET EDIT (NUMBER, REBATE) <br> (A(5), X(5), A(5));

This statement treats the next 15 characters from the standard input file, SYSIN, as follows: the first five characters are assigned to NUMBER, the next five characters are spaced over and ignored, and the remaining five characters are assigned to REBATE.
2. GET FILE (IN) EDIT (MAN, OVERTIME) (SKIP(1), A(6), COLUMN(60), F(4,2));

This statement positions the data set associated with file IN to a new line; the first six characters on the line are assigned to MAN, and the four characters beginning at character position 60 are assigned to OVERTIME,
3. PUT FILE (OUT) EDIT (PART, COUNT)

$$
(A(4), X(2), F(5) ;
$$

This statement places in the file named OUT four characters that represent the value of PART, then two blank characters, and finally five characters that represent the fixed-point value of COUNT.
4. The following examples show the use of the COLUMN, LINE, PAGE, and SKIP format items in combination with one another.

```
PUT EDIT ('QUARTERLY STATEMENT')
    (PAGE, LINE(2), A(19));
PUT EDIT
    (ACCT\#, BOUGHT, SOLD,
        PAYMENT, BALANCE)
    (SKIP(3), A(6), COLUMN(14),
        E(7,2), COLUMN(30), F(7,2),
        COLUMN(45), F(7,2),
        COLUMN (60), F(7,2));
```

The first PUT statement specifies that the heading QUARTERLY STATEMENT is to be written on line two of a new page in the standard output file SYSPRINT. The second statement specifies that two lines are to be skipped (that is. "skip to the third following line") and the value of ACCT\# is to be written, beginning at the first character of the fifth line; the value of BOUGHT, beginning at character position 14; the value of SOLD, beginning at character position 30 ; the value of PAYMENT beginning at character position 45; and the value of BALANCE at character position 60.

Note: Control format items are executed at the time they are encountered in the format list. Any control format list that appears after the data list is exhausted will have no effect.

## Remote Format Item

The remote format item ( $R$ ) specifies the label of a FORMAT statement (or a label variable whose value is the label of a FORMAT statement) located elsewhere; the FORMAT statement and the GET or PUT statement specifying the remote format item must be internal to the same block. The FORMAT statement contains the remotely situated format items. This facility permits the choice of different format specifications at execution time, as illustrated by the łollowing example:

```
DECLARE SWITCH LABEL;
GET FILE(IN) LIST(CODE);
IF CODE = 1
        THEN SWITCH = L1;
    ELSE SWITCH = L2;
GET FILE(IN) EDIT (W,X,Y,Z)
    (R(SWITCH));
L1: FORMAT (4 F(8,3));
L2: FORMAT (4 E(12,6));
```

SWITCH has been declared to be a label variable; the second GET statement can be made to operate with either of the two forMAT statements.

Expressions in Format Items
The w, w , d , and s specifications in data format items, as well as the specifications in control format items, need not
be decimal integer constants. Expressions are allowed. They may be variables or other expressions.

On input, a value read into a variable can be used in a format item associated with another variable later in the data list.

```
PUT EDIT (NAME,NUMBER,CITY)
    (A(N),A(N-4),A(10));
GET EDIT (M,STRING_A,I,STRING_B)
    (F(2),A(M),X(M),F(2),A(I));
```

In the first example, the value of NAME is inserted in the stream as a character string left-adjusted in a field of $N$ characters; NUMBER is left-adjusted in a field of $\mathrm{N}-4$ characters; and CITY is leftadjusted in a field of 10 characters. In the second example, the first two characters are assigned to $M$. The value of $M$ is then taken to specify the number of characters to be assigned to STRING $A$ and also to specify the number of characters to be ignored before two characters are assigned to $I$, whose value then is used to specify the number of characters to be assigned to STRING_B.

## PRINT FILES

The PRINT attribute can be applied only to a STREAM OUTPUT file. It indicates that the data in the file is ultimately intended to be printed (although it may first be written on a medium other than the printed page). The first data byte of each record of a PRINT file is reserved for a ANSI printer control character; the compiler causes the control characters to be inserted automatically when statements con-
taining the control options and format items PAGE, SKIP, and LINE are executed.

The layout of a PRINT file can be controlled by the use of the options and format items listed in Figure 11. (Note that LINESIZE, SKIP, and COLUMN can also be used for non-PRINT files.) LINESIZE and PAGESIZE establish the dimensions of the printed area of the page, excluding headings and footings. The LINESIZE option specifies the maximum number of characters to be included in each printed line; if it is not specified for a PRINT file, a default value of 120 characters is assumed (but there is no default for a non-PRINT file). The PAGESIZE option specifies the maximum number of lines to appear in each printed page; if it is not specified, a default value of 60 lines is assumed.

Consider the following example:
OPEN FILE(REPORT) OUTPUT STREAM PRINT PAGESIZE(55) LINESIZE(110);

This statement opens the file REPORT as a PRINT file. The specification PAGESIZE(55) indicates that each page should contain a maximum of 55 lines. An attempt to write on a page after 55 lines have already been written (or skipped) will raise the ENDPAGE condition. The standard system action for the ENDPAGE condition is to skip to a new page, but the user can establish his own action through use of the ON statement.

The ENDPAGE condition is raised only once per page. Consequently, printing can be continued beyond the specified PAGESIZE after the ENDPAGE condition has been raised the first time. This can be useful, for example, if a footing is to be written at the bottom of each page.

Figure 11. Options and Format Items ior Controlling Layout of PRINT Files

For example:

```
PUT FILE(REPORT) SKIP LIST(FOOTING);
PUT FILE(REPORT) PAGE;
N = N + 1;
PUT FILE(REPORT) LIST('PAGE '||N);
PUT FILE(REPORT) SKIP (3);
END;
```

Assume that REPORT has been opened with PAGESIZE(55), as shown in the previous example. When an attempt is made to write on line 56 (or to skip beyond line 55), the ENDPAGE condition will arise, and the begin block shown here will be executed. The first PUT statement specifies that a line is to be skipped, and the value of FOOTING, presumably a character string, is to be printed on line 57 (when ENDPAGE arises, the current line is always PAGESIZE+1). The second PUT statement causes a skip to the next page, and the ENDPAGE counter is automatically reset for the new page. The page number is incremented, and the character string 'PAGE' is concatenated with the new page number and printed. The final PUT statement causes three lines to be skipped, so that the next printing will be on line 4. Control returns from the begin block to the PUT statement that caused the ENDPAGE condition, and the data is printed. Any SKIP option specified in that statement is ignored, however.

Note that SIGNAL ENDPAGE is ignored if there is no ENDPAGE on-unit, since it may not be possible for standard system action (start a new page) to occur (for example. if the file has not been opened).

The specification LINESIZE(110) indicates that each line on the page can contain a maximum of 110 characters. An attempt to write a line greater than 110 characters will cause the excess characters to be placed on the next line.

## Standard File SYSPRINT

Unless the standard file SYSPRINT is declared explicitly, it is always given the attribute PRINT. When the file is opened, a new page is initiated automatically. If the first PUT statement that refers to the file has the PAGE option, or if the first PUT statement includes a format list with PAGE as the first item, a blank rage will appear.

## THE ENVIRONMENT ATTRIBUTE

The ENVIRONMENT attribute syecifies information about the physical organization of the data set associated with a file. The information is contained in a parenthesized option list; the general format is:

## ENVIRONMENT (option-list)

The opt ions applicable to streamoriented transmission are:
[record-format option]
[HUFFERS $(n)$ ]

## CONSECUTIVE

## LEAVE <br> REW IND

The options may appear in any order and are separated by blanks. The options themselves cannot contain blanks.

The options are discussed below under four headings: record format, buffer allocation, data set organization, and volume disposition. The information supplied by some of the options can alternatively be specified by default or in DDEF commands (see also PL/I Proqrammer's Guide).

## RECORD FORMAT

Although record boundaries are ignored in stream-oriented transmission, record format is important when a data set is being created, not only because it affects the amount of storage space occupied by the data set and the efficiency of the program that processes the data, but also because the data set may later be processed by record-oriented transmission: Having specified the record format, the user need not concern himself with records as long as he uses only stream-oriented transmission; he can consider his data set as a series of characters arranged in lines, and can use the SKIF option or format item (and, for a PRINT file, the PAGE and LINE options and - format items) to select a new line.

Logical records can be in one of three formats: fixed-length (format-F). variable-length (format-V), or undefinedlength (format-U).

Record-format options for VAM data sets are:

$$
\left[\begin{array}{l}
\text { F(record size) } \\
v(\operatorname{maximum-record-size)}) \\
(u(\text { maximum-record-size })
\end{array}\right]
$$

Record-format options for $P S$ data sets are:
$\left.\left[\begin{array}{l}\mathrm{F}(\mathrm{block-size}[, \text { record-size }) \\ \mathrm{V}(\text { maximun-block-size } \\ \text { [, maximum-record-size]) } \\ \mathrm{U}(\text { maximum-block-size) }\end{array}\right\}\right]$
VAM data sets and PS data sets are
described below, under Blocking."

## Blocking

The user's concern with blocking depends on the type of data set that he is using.

Two basic types of data sets can be used in TSS/360: VAM data sets, and physical sequential (PS) data sets. VAM data sets are formatted for use with direct access devices and for interface with the TSS/360 virtual access method (VAM) data management routines. PS data sets are formatted for use with magnetic tape or for communication between TSS/360 programs and programs on the IBM System/360 Operating System or on the Model 44 Programming System. Except when the user specifies (in the DDEF command) that a data set is PS, TSS/360 treats all data sets as VAM data sets.

VAM DATA SETS: Blocking and deblocking for VAM data sets is done automatically by the system. The system uses page-size blocks (4096 bytes), and ignores any attempt by the user to specify a block size. The only restriction placed on the user by the system's blocking facilities is that the records must stay within the specified record size, and format-U records must be multiples of a page in length.

PS DATA SETS: For PS data sets, blocking and deblocking of fixed- and variablelength records is done automatically. However, the block size must be stated (unless the records are unblocked and the record size is given by the LINESIZE option). If no record size or line size is specified, the records are assumed to be unblocked (that is, each block contains only one record). Undefined-length records cannot be blocked by the system; therefore, their record size is not specified.

Block size and record size are specified in number of bytes.

PS fixed-length records are blocked and deblocked in accordance with the specified block size and record size. The block size must be an exact multiple of the record size.

When variable-length records are written onto PS data sets, deblocking information is automatically inserted into each record and block. Four bytes are prefixed to the data in each record to specify deblocking information, including two bytes for the total record size; a further four bytes are prefixed to the first record in each block, two of which specify the total block size.

The user of a PS data set with variablelength records must specify the maximum block size and, for blocked records, the maximum record size. In each case, he must allow an additional four bytes for the
deblocking information. The record size must never exceed the block size. For example, if the maximum data length anticipated is 120 bytes, a block size of not less than 128 bytes must be specified, whether the records are blocked or not, since unbjocked records are considered to be in blocks of one record each; if the records are blocked, the record size must not be less than 124 bytes, and must be at least four bytes less than the specified block size.

For PS undefined-length records, all processing of records is the responsibility of the user. If a length specification is included in the record, the user must insert it himself, and he must retrieve the information himself.

Note: 1. Record format, block size, and record size can be specified in the DCB operand of a DDEF command instead of in the ENVIRONMENT attribute, but all three must appear together in one place or the other. The relevant $D C B$ suboperands are RECFM, BLKSIZE, and LRECL.
2. The record size for a PRINT file must include one byte for a printer control character. If record format, block size, and record size are not specified for a PRINT file, the following default assumptions are made:

Record format
Record size $\quad 125$ bytes

## Line Size and Record Format

The record size for a STREAM OUTPUT file can be given in the LINESIZE option of an OPEN statement. For a non-PRINT file, the valut specified in the LINESIZE option is the actual record size for fixed-length or undefined-length records, but does not include the four bytes for deblocking information in variable-length records. For a PRINT file, the value specified in the LINESIZE option is the actual length of the printed line; it does not include the printer control character. Thus the equivalent record size is one byte more than the line size for fixed-length or undefinedlength records, and five bytes more for variable-length records. See Figure 12.

If the records are unblocked, it is not necessary to specify a block size. If the records are blocked, the block size must be compatible with the record size: for fixed-length records, it must be an exact multiple of the record size; for variablelength (format-VB) records, it must be at


Figure 12. Relationship Between Line size and Record Size
least four bytes larger than the maximum record size.

If neither line size nor block size are specified for a PRINT file, a default line size of 120 characters is applied; there is no default line size for non-PRINT files.

## BUFFER ALLOCATION

A buffer is an internal storage area that is used for the intermediate storage of data transmitted to and from a data set. The use of buffers allows transmission and computing time to be overlapped, and it may help speed up processing, especially where the data set contains format-V or format-U records or where the amount of processing per record is irregular. Buffers are essential for the automatic blocking and deblocking of records.

The option BUFFERS $(n)$ in the ENVIRONMENT attribute specifies the number( $n$ ) of buffers to be allocated for a data set; this number must not exceed 255 (or such other maximum as was established at system generation). If the number of buffers is not specified or is specified as zero, two buffers are assumed.

The number of buffers can be specified in the BUFNO suboperand of a DDEF command instead of in the ENVIRONMENT attribute.

## DATA SET ORGANIZATION

The organization of a data set determines how data is recorded in the data set. and how the data is subsequently retrieved so that it can be transmitted to the pro-
gram. The TSS/360 PL/I compiler recognizes two data set organizations, consecutive and INDEXED. A data set that is to be accessed by stream-oriented transmission must have consecutive organization; since this is the default for data set organization, it need not be specified at all for a STREAM file.

The records in a CONSECUTIVE data set are arranged sequentially in the order in which they were written; they can be retrieved only in the same order cunless record-oriented transmission is used). After the data set has been created, the associated file can be opened for input (to read the data), or for output (to extend the data set by adding records at the end, or to replace the contents of the data set by new data: the effect of using an OUTPUT file to process an existing data set depends on the DISP operand of the associated DDEF command).

## VOLUME DISPOSITION

- The volume disposition options allow the user to specify the action to be taken (1) when the end of a magnetic tape volume is reached and (2) when a data set on a magnetic tape volume is closed normally or abnormally.

The action specified by the LEAVE option depends on the volume position.

1. If the end of the volume has been reached, no repositioning of the tape occurs and the channel is freed.
2. If a data set is closed normally or abnormally before the end of the volume, the tape is repositioned at
the end of the data set (unless it is already there) or at the end of the current volume if a multivolume data set is being accessed.

The REWIND option repositions the magnetic tape to the beginning of the data set.

If neither IEAVE nor REWIND is specified in the oftions list of the ENVIRONMENT attribute, the tape is repositioned at the keginning of the current data set on the current volume.

If both LEAVE and REWIND are specified as options of the ENVIRONMENT attribute, REWIND is ignored.

## INTRODUCTION

This section descrikes the input and output statements used in record-oriented transmission, which is one of two types of data transmission used for input and output in PL/I. Those features of PL/I that apply equally to record-oriented and streamoriented transmission, including files, file attributes, and opening and closing files, are described in Part $I$, Section 8, which forms a general introduction to this section and Section 9 .

In record-oriented transmission, data in a data set is considered to be a collection of records recorded in any format acceptable to the computer. No data conversion is performed during record-oriented transmission: on input, the READ statement causes a single record to te transmitted to a program variable exactly as it is recorded in the data set; on output, the WRITE; REWRITE, or LOCATE statement causes a single record to be transmitted from a program variable exactly as it is recorded internally. Although data is actually transmitted to and from a data set in blocks, the statements used in recordoriented transmission are concerned only with records; the records are rlocked and deblocked automatically.

## DATA TRANSMISSION STATEMENTS

The following is a general description of the record-oriented data transmission statements; they are described in detail in part II. Section 10, "Statements."

The variables involved in recordoriented transmission must be unsubscripted, of level 1 (element and array variables not contained in structures are of level 1 by default), and may be of any storage class. The variables cannot be parameters or defined variables. They can se label, pointer, or event variables, but such data may lose its validity in transmission.

There are four statements that actually cause transmission of records to or from external storage. They are READ, WRITE, LOCATE, and REWRITE. A fifth statement. the DELETE statement, is used to del ate records from an UPDATE file. The attriLutes of the file determine which statements can be used.

## The READ statement

The READ statement can be used with any INPUT or UPDATE file. It causes a record to be transmitted from the data set to the progran, either directly to a variakle or to a buffer. In the case of blocked reccrds, the READ statement causes a record to Le transferred from a buffer to the variable; consequently, every READ statement may not cause actual data transmission from the input device.

## The WRITE Statement

The WRITE statement can be used with any OUTPUT file, DIRECT UPDATE file, but nct with a SEQUENTIAI UPDATE file. It causes a record to be transmitted from the program to the data set. For unblocked records, transmission may be directly from a variable or from a kuffer. For blocked records, the WRITE statement causes a logical record to te placed into a tuffer; only when the blocking of the record is complete is there actual data transmission to the output device.

## The REWRITE Statement

The REWRITE statement causes a record to te replaced in an UPDATE file. For SEQUENTIAL UPDATE files, the REWRITE statement specifies that the last record read from the file is to be rewritten; consequently a record must te read tefore it can te rewritten. For DIRECT UFDATE files, any record can be rewritten whether or not it has first been read.

## The LOCATE Statement

The ICCATE statement can be used only with a BUFFERED OUTPUT SEQUENTIAL cr TRANSIENT file. (Note: A program that uses a TRANSIENT file cannot be executed on TSS/ 360.) It allocates storage within an output buffer for a based variable, setting a Fointer to the location in the buffer as it does so. This pointer can then be used to refer to the allocation so that data can be roved into the kuffer. The record is written out automatically, during execution of a sulsequent WRITE or IOCATE statement for the file, or when the file is closed.

## The DELETE Statement

The DELETE statement specifies that a record in an UPDATE file be deleted. It can only be used for a file associated with an INDEXED data set.

The UNLOCK statement is accepted, but is of no significance to the TSS/360 compiler, since page-level interlocks are automatically set by VISAM data management if a file is opened for direct access.

## OPTIONS OF TRANSMISSION STATEMENTS

Options that are allowed for recordoriented data transmission statements differ according to the attributes of the file and the characteristics of the associated data set. Lists of all of the allowed combinations for each type of file are given in Figures 15, and 17 later in this section.

Each option consists of a keyword followed by a value, which is a file name, a variable, or an expression. This value must always be enclosed in parentheses. In any statement, the options may appear in any order.

## The FILE Option

The FILE option must appear in every record-oriented statement. It specifies the name of the file upon which the operation is to take place. It consists of the keyword FILE followed by the file name enclosed in parentheses. An example of the FILE option is shown in each of the statements in this section.

## The INTO Option

The INTO option can be used in the READ statement for any INPUT or UPDATE file. The INTO option specifies a variable to which the logical record is to be assigned.

READ FILE (DETAIL) INTO (RECORD_1);
This specifies that the next sequential record is to be assigned to the variable RECORD_1.

Note that the INTO option can name an element string variable of varying length; thus it is possible to read a record whose length is unknown to the PL/I user, and is not contained in the data. The current length of the string is set to the length of the record. The LENGTH built-in function can be used to find the lenyth of the record.

When the record variable of a READ statement is a variable length L.t-string, the byte count, and not the bit count, is stored as the current length. This is an implementation restriction because all variable length bit-strings are not both byte aligned and multiples of eight.

## The FROM Option

The FROM option must be used in the WRITE statement for any OUTPUT or DIRECT UPDATE file. It can also be used in the REWRITE statement for any UPDATE file. The FROM option specifies the variable from which the record is to be written. If this variable is a string of varying length, the current length of the string determines the size of the record.

For files other than DIRECT UPDATE or SEQUENTIAL UNBUFFERED UPDATE files, the FROM option can be omitted from a RENRITE statement. If the last record was read by a READ statement with the INTO option, REWRITE without FROM has no effect on the record in the data set; but if the last record was read by a READ statement with the SET option, the record will be updated, in the buffer, by whatever assignments were made.

WRITE FILE (MASTER) FROM (MAS_REC);
REWRITE FILE (MASTER) FROM (MAS_REC);
Both statements specify that the value of the variable MAS_REC is to be written into the file MASTER. - In the case of the WRITE statement, it specifies a new record in a SEQUENTIAL OUTPUT file. The REWRITE statement specieies that MAS_REC is to replace the last record read from a SEQUENTIAL UPDATE file.

## The SET Option

The SET option can be used with a READ statement or a LOCATE statement. It specifies that a named pointer variable is to be set to point to the location in the buffer into which data has been moved during the READ operation, or which has been allocated by the LOCATE statement.

## READ FILE (LIST) SET (P);

This statement specifies that the value of the pointer variable $P$ is to be set to the location in the buffer of the next sequential record.

## The IGNORE Option

The IGNORE option can be used in a READ statement for any SEQUENTIAL INPUT or UPDATE file. It includes an expression whose integral value specifies a number of records to be skipped over and ignored.

READ FILE (IN) IGNORE (3);
This statement specifies that the next three records in the file are to be skipped.
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If a READ statement includes none of the options INTO, SET, and IGNORE, IGNORE(1) is• assumed.

## The KEY Option

The KEY option applies only to REYED files associated with data sets of INDEXED organization. (The types of data set organization applicable to record-oriented transmission are discussed under "Data Set Organization, below.) The option consists of the keyword KEY followed by a parenthesized expression, which may be a characterstring constant, a variable, or any other element expression; if necessary, the expression is evaluated and converted to a character string. The rules governing the length of the character string and what it represents are discussed below under "INDEXED Organization."

The KEY option identifies a particular record. It can be used in a READ statement for an INPUT or UPDATE file, or in a REWRITE or DELETE statement for a DIRECT UPDATE file. (The KEY option can be used in a READ statement for a SEQUENTIAL file only if the associated data set has INDEXED organization.)

## READ FILE (STOCK) INTO (ITEM) KEY (STKEY);

This statement specifies that the record identified by the character-string value of the variable STKEY is to be assigned to the variable ITEM.

## The KEYFROM and KEYTO Options

The KEYFROM and KEYTO options apply only to KEYED files associated with data sets of INDEXED organization. Each option consists of the keyword KEYFROM or KEYTO followed by a parenthesized expression. For KEYFROM, the expression may be a character-string constant, a variable, or any other element expression; if necessary, the expression is evaluated and converted to a character string. For KEYTO, the expression must be a character-string variable. The rules governing the lengths of the character strings and what they represent are discussed below, under "INDEXED Organization."

The KEYFROM option specifies the location within the data set where the record is to be written. It can be used in a WRITE statement for a RECORD OUTPUT or DIRECT UP.. DATE file, or in a LOCATE statement.

## WRITE FILE (LOANS) FROM (LOANREC)

 KEYFROM (LOANNO);This statement specifies that the value of LOANREC is to be written as the next record in the file LOANS, and that the value of LOANNO is to be used as the key.

The KEYTO option specifies the name of the variable to which the key of the record being read is to be assigned. It can be used in a READ statement for a SEQUENTIAL INPUT or SEQUENTIAL UPDATE file.

## READ FILE (DETAIL) INTO (INVTRY) KEYTO (KEYFLD);

This statement specifies that the next record in the file DETAIL is to be assigned to the variable INVTRY, and that the key of the record is to be assigned to the variable KEYFLD.

## The EVENT Option

The EVENT option is specified with the keyword EVENT followed by the parenthesized name of an event variable. (The appearance of a name in the EVENT option constitutes a contextual declaration of an event variable.) The option can appear in any READ, WRITE, REWRITE, or DELETE statement for an UNBUFFERED file.

The EVENT option is designed to be used when asynchronous I/O operation is possible. In TSS/360, the user's execution is suspended while $I / O$ is in progress, except for CONSECUTIVE SEQUENTIAL UNBUFFERED. Only in this case is asynchronous I/O possible. Thus, when a WAIT statement is encountered, I/O is generally complete, so that this option is of little value to the TSS/360 PL/I user.

The EVENT option also specifies that record $I / O$ interruptions (except for UNDEFINEDFILE) are not to occur until a WAIT statement, specifying the same event variable, is executed by the same task. For example:

```
READ FILE (MASTER) INTO (REC_VAR)
    EVENT (RECORD_1);
WAIT (RECORD_1);
```

In this examrle, when the READ statement, is executed, the input operation is started. No I/O interruption for RECORD, TRANSMIT. KEY, or ENDFILE Conditions will take place until the WAIT statement is executed. If. when the WAIT statement is executed, the input operation is not complete possible only for CONSECUTIVE SEQUENTIAL UNBUFFERED files), and if none of the four conditions is raised, inline processing stops, but the operation continues. When the operation is successfully completed, processing continues with the next statement following the WAIT statement. If any of the four conditions arise during execution of the READ statement, an interruption will occur when the WAIT statement is executed. on-
units will be entered in the order in which the interruptions occur (normally, TRANSMIT or ENDFILE, KEY, RECORD). Then upon normal return from all of the on-urits thus entered, processing continues with the next statement following the WAIT statement.

Note that although the EVENT option specifies asynchronous processing, it does not sfecify that interructions will be caused asynchronously; none of the four conditions can cause an interruption until they are synchronized with processing by the WAIT statement.

Other interruptions can occur, nowever. Any condition that arises during the inline processing will, of course, cause an interrupt if it is enabled. In addition, if the I/O statement containing the EVENT option should cause implicit opening of the file, and if the UNDEFINEDFI iE condition should arise because of that implicit opening, the interruption will occur at the time the UNDEFINEDFILE condition is raised. Only the four conditions TRANSMIT, KEY, RECORD, and ENDFILE can te synchronized ty the WAIT statement.

Once a statement containing an EVENT option has been executed, the event variable named in the option is considered to te active; while it is active, the event variable cannct be sfecified again in an EVENT option. The event variable becomes inactive again only after execution of the corresponding WAIT statement.

An input/output event should ke waited for only by the task that initiated the input/output operation.

## The NOLOCK Option

The NOLOCK option is ignored, since page-level interlocks are automatically set by VISAM data management if a file is opened for direct access.

## PROCESSING MODES

Record-oriented transmission offers the user alternative methods of nanding his data. He can process data within the storage area allocated to his frogram; this is termed the move mode Lecause the data is actually moved into or out of program storage either directly or via a buffer. Alternatively, the user can process his data while it remains in a buffer that is, without roving it into the storage area allocated to his program); tnis is termed the locate mode, because the execution of a data transmission statement merely identifies the location of the storage aliocated to a record in the buffer. The locate mode is applicable only to EUFFERED SEQUENTIAL
files. Which mode is used is determined by the data transmission statements and cptions specified ky the user.

## MOVE MODE

In the move mode, a READ statement causes a record to be transferred from external storage to the variable named in the INTO option (via an infut buffer if a EUFFERED file is used); a WRITE or REWRITE statement causes a record to be transferred from the variatle named in the FROM option to external storage (perhaps via an output kuffer). The variables named in the INTO and FROM oftions can be of any storage class.

Consider the following example, which is illustrated in Figure 13:


Figure 13. Input and Output: Move Mcde

The first time the READ statement is executed, a klock is transmitted from the data set associated with the file IN to an input buffer, and the first record in the block is assigned to the variable DATA; further executions of the READ statement assign successive records from the buffer to DATA. When the buffer is empty, the next READ statement causes a new block to be transmitted from the data set. The WRITE statement is executed in a similar manner, building physical records in an output buffer and transmitting them to the data set associated with the file out each time the buffer is filled.

The move mode may be simpler to use than the locate mode since there are no buffer alignment problems. Furthermore, it can result in faster execution when there are numerous references to the contents of the same record, because of the overhead incurred by the indirect addressing technique used in locate mode.

## LOCATE MODE

Locate mode requires the use of based variables. A based variakle is effectively overlaid on the data in the buffer, and different based variables can ke used to access the same data by associating the same pointer with each one: thus the same data can be interpreted in different ways. Locate mode can also be used to read selfdefining records, in which information in one part of the record is used to indicate the structure of the rest of the record; for example, this information could be a count of the number of repetitions of a subfield, or a code identifying which one of a class of structures should be used to interpret the record.

A READ statement causes a block of data to be transferred from the data set to an input buffer, if necessary, and then sets the pointer variable named in the SET option of the next record; the data in the record can then be processed by reference to the based variable associated with the pointer variable. The record is available only until the execution of the next READ statement that refers to the same file.

Locate mode frequently provides faster execution than move since there is less movement of data, and less storage may be required. But it must be used carefully; in particular, the user must be aware of how his data will be aligned in the ouffer and how structured data will be mapped; structure mapping and data alignment are discussed in Part II, section 11.

Figure 14 illustrates the following example, which uses locate mode for input and move mode for output:


The first time the READ statement is executed, a llock is transmitted from the data set associated with the file IN to an input buffer, and the pointer variable $p$ is set to point to the first record in the kuffer; any reference to the variable DATA or to any other based variable qualified by the pointer $P$ will then in effect be a reference to this first record. Further executions of the READ statement set the pointer variable $P$ to point to succeeding records in the kuffer. When the buffer is empty, the next READ statement causes a new block to be transmitted from the data set.


Figure 14. Locate Mode Input, Move Mode Output

It is doubtful whether the usie of locate mode for both input and output in the above example would result in incredsed efficien－ cy．An alternative would the to use move mode tor input and locate mode for output． for example：


Each execution of the LOCATE statement reserves storage in an output buffer for a new allocation of the based variatle DATA and sets the pointer variable $P$ to point to this storage．The first execution of the READ statement causer a block to be trans；－ mitted from the data set associated with the file IN to an input buffer，and the first record in the block to be dssiiqned to the first allocation of DATA；subsequent executions of the $K E A D$ statement assign successive logical records to the current allocation of DATA．When the input buffer is empty，the next READ statement canses a new block to be transmitted from the data set．Each record is available for proces－ sing during the period between the execu－ tion of the READ statement and the next execution of the LoCATE statement．When no further space is available in the output buffer，the next execution of the LOCATE statement causes a block to ve transmitted to the data set associated with the file OUT，and a new buffer to be allocated．

Note that，in each of the foregoing examples，if the data set accessed in the move mode had had unblocked records and the associated file had been declared UNBUF－ FERED，movement of data in internal storage may have been unnecessary；if cossible， each record would have been read into and written from the same buffer．

## THE ENVIRONMENT ATTRIBUTE

The ENVIRONMENT attritute can be speci－ fied only in a DECLARE statement；it cannot be specified as an option of an OPEN state－ ment．It specifies information about the physical organization of the dati set asso－ ciated with a file．The information is contained in a parenthesized option list： the general format is：

ENVIRONMENT（option－lists
The options applicable to record－ oriented transmission，with the exception of teleprocessing applications，are：
［record－format option］
［BUFFER：I（n）］
$\left[\begin{array}{lll}\mid \text { CONSECITTIVI：} \\ \text { INDEXFD } & \mid\end{array}\right]$
$\left[\left\{\begin{array}{ll}\text { LEAVE } & \mid \\ \text { REWIND }\end{array}\right]\right.$
$\left[\left\{\begin{array}{l}\text { CTLAG } A! \\ \text { CTL．} 360 \mid\end{array}\right]\right.$
［COBOL］
［NCP（decimal－integer－constant）］

## 〔TRKOFL〕

Note：The INDEXARFA and NOWRITE options are ignored in TSS／360．

The options：may dppear in any order，and are separated by blanks．The options them－ selves cannot contain blanks．

The options are discussed below under eleven headings：record format．buffer allocation，data set organization，volume disposition，carriage control，data inter－ change，data management optimization，key cldssification，asynchronous operations limit，and track overflow．The information supplied by some of the options can alter－ natively be specified in a DDEF command or by default．The DDEF command is described in IFM ：iystem／360 Time Sharing System： PL／I Proqrammer＇s Guide．

## RECORD FORMAT

Logical records can be in one of three formats：fixed－length（format－F）．
variable－length（format－V），and undefined－ length length（format $U$ ）．

Record－format options for VAM data sets are：
$\left[\left.\begin{array}{l}F(\text { record size }) \\ V(\text { maximum－record－size }) \\ U(\text { maximum－record－size })\end{array} \right\rvert\,\right]$
Record－format outions for PS data sets are： $\left[\left\{\begin{array}{l}F(\text { block－sizel，record－sizel }) \\ V(\text { maximum－block－size } \\ \text {（maximum－record－size］）} \\ U(\text { maximum－block－size })\end{array}\right)\right]$
VAM data sets and PS data sets are described below，under＂Blocking．＊

## Blocking

The user＇s concern with blocking depends on the type of data set that he is using．

Page of GC28-2045-1, Issued september 30, 1971 by TNI GN二B-1185,

Two basic types of datd sets; can be usied in TSS/360: VAM data sets, and physical sequential (PS) data sets. VAM data sets are formatted for use with direct access devices and for interface with the Trss/360 virtual access method (VAM) data management routines. PS data sets are formatted for use with magnetic tape or for communication between TSS/360 programs and programs on the IBM system 360 Operating System or on the Model 44 Programming System. Except when the user specifies (in the DDEF command) that a data set is PS, TSS/360 treats all data sets as virtual storage data sets.

VIRTUAL STORAGE DATA SETS: FORmAT-F, $-V$, and $-U$ records are permitted. Blocking and deblocking are done automatically by the system. The system uses page-size block; ( 4096 bytes), and ignores any attempt by the user to specify a block size. Records must stay within the specified record size, and format-U records must be multiples of a page in length.

PS DATA SETS: Format-F, $-V$, and $-U$ records are permitted. The block size and record size are specified in number of tytes. The block size must always be stated; if no record size is specified, the records are assumed to be unblocked (that is, each block contains only one record).
Undefined-length records cannot be blacked; therefore, the record size can be specified for fixed-length and variable-length records only. Elocking and deblocking of fixed-length and variable-length records are handled automatically.

Fixed-length (format-F) records are blocked and deblocked in accordance with the specified block size and record size. The block size must be an exact multiple of the record size.

When variable-length (format-V) records are written, deblocking information is automatically inserted into each record and block. Four bytes are prefixed to the data in each record to specify deblocking information, including two bytes for the total record size; a further four bytes are prefixed to the first record in each block, two of which specify the total block size.

For format-V records, the user must specify the maximum block size and, for blocked records, the maximum record size; in each case, he must allow an additional four bytes for the deblocking information. The record size must never exceed the block size. For example, if the maximum data length anticipated is 120 bytes, the maximum record size should be specified as 124 bytes, and a block size of not less than 128 bytes should be specified whether the records are blocked or not (unblocked rect ords are considered to be in blocks of one record each).

For undefined-length (format-U) records, all proces:ing of records is the responsibility of the user. If a length specification i:; included in the record, the user must insiert it himself, and he must retrieve the information himself.

Record format, block size, and record size can be :ipecified in the DCB operand of a DDEF command instedad of in the ENVIRONMENT attribute, but all three must appear together in one place or the other. The relevant DCB suboperands are RECFM, BLKSIZE, and LRECL.

## BUFFER ALLOCATION

A buffer is an internal storage area that is used for the intermediate storage of data transmitted to and from a data set. The use of buffers allows transmission and computing time to be overlapped, and it may help speed up processing, especially where the amount of rocessing per record is irregular. Bufters are essential for the automatic blocking and deblocking of records and for locate-mode transmission.

The option RUFFERS $(n)$ in the ENVIRONMENT attribute specifies the number ( $n$ ) of buffers to be allocated for a data set: this number must not. exceed 255 (or such other maximurl as; wa:s established at system generation). If the number of buffers is not specified for a RUFFERFD file or is specified ds zero, two buffers are assumed.

The number of buffers can be specified in the DUFNO sutooperand of a DDEF command instead of in the ENVIRONMENT attribute.

## DATA SET ORGANIZATION

The organization of a data set determines how data is recorded in a data set volume, and how the data is subsequently retrieved so that it can be transmitted to the proyram. Records are stored in and retrieved from a data set either sequentially on the basis: of successive fhysical positions, or directly by the use of keys specified in data transmission statements. These storage and retrieval methods provide PL/I with two general data set organizations: CONSECUTIVE and INDEXED: CONSECUTIVE is assumed by default if no data set organization is specified.

In a data set with CONSECUTIVE organization, records are organized solely on the basis of their successive physical positions; records are retrieved only in sequential order, and keys are not used. The records of an INDEXED data set are arranged in logical sequence according to keys associated with nach record; the record:; are arranged in ascending key

sequence, and indexes, created and maintained by the system, aro u:iod tor retrieval ot record: .

CONSECUTIVE data sets are the :impler of the two types to create and use, and they have the davantaqe that lessi intirnal and external storage is required. However, records in a CONSECUTIVE data set can be updated only in their existing sequence, and if records are to be inserted a new data set must be created. Even sequential updating is not supported for maynetic tape.

Althouyh an INDEXED data set must be created sequentially, once it $+x i: i t:$ records can be retrieved, updated, mdiled, or deleted at random. Seyuential processing of an INDEXED data set is slower than that of a corresponding CONSECUTIVE lata sirt. because the records it containt; are not necessarily arranged in physical sfequence' but are logically chained in order of ascending key values. An INDEXED data set can contain only format- $F$ or forlurt-V records; format-U records are not supported.

The use of the record-oriented transmission statements to process data set:; of each type of organization is discustjed under appropriate headings below.

## VOLJME DIUPOSITION

The volume disposition option allows the user to specify the action to he taken (1) when the end of a magnetic tape volume i:; reached and (2) when a data set on a magnetic tape volume is closed normally or abnormally.

The action specified by the LEAVE option depends on the volume position.

1. If the end of the volume ha:; been reached, no repositioning of the taje. occurs and the channel is freed.
2. If the data set is closed normally or abnormally before the end of the volume, the tape is repositioned at the end of the data set (unlesis it is; already there) or at the end of the current volume if a multivolume data set is being accessed.

The REWIND option repositions the magnetic tape to the beginning of the data set.

If neither LEAVE or REWIND is specified in the options list of the ENVIRONMENT attribute, the tape is repositioned at the? beginning of the current data set on the current volume.

If both LF:AVE: and KriWINI are specifiod at: options; of the ENVIRONMENT attribute. HEWIND isi iunored.

PKINTERノPUNI'H (ONTR(OI,
The winterffurnch control options GTLA:A and CTL360 wply only to OUTPUT files asio ciated with comisorimive data sets. They specify that the first character of a record is to lo interpreted a!; a control character.

1. The ( $\operatorname{~1~TLA:iA~option~specifies~American~}$ Nat iondl :it andard FORTRAN control characters:
2. The CTL360 option specifies IBM System/ 360 machine code control charactars.

INTERCHANGE OF LATA BFITWEEN COBOL AND PL/I PROC;RAM:

The (OHOL option in the ENVIRONMENT attribut? :iffoifies that the file will contain structura: mapyed according to the COiul (F) algorithm. This type of file is :iubject to the tollowing restrictions:

1. Tha tild rint the used only for READ INTO and WKITE FROM statements.
2. The EVENT uption cannot be used with ther above :
3. It arl ON-condition arises as a result ot tha KEAD INTO statement, the variable named in the INTO option cannot be u:if:l in the on-unit. and return from the on-unit must be normal if the completed variable is required.
4. The tile name cannot tee passied as an argument.

## A: Y YNCHRONOH: OPERATION: LIMIT

The asynchronous; operations limit specitius the number of incomplete $I / O$ operations: with the EVENT option that are allowed to exist for the file at one time.

The decimal integer constant specified with NCP must have a value in the range 1 through 99; otherwise, 1 is assumed and an error messiage is issued.

Thi: opt ion is equivalent to the NCP :;uboperand ot the: DCP operand of the DDEF command. : $\because \omega$ Ap Apendix $D$ of PL/I Programmer's guide.

Note: Use of the NCP ontion is valid only for PS data sets accessed by B:inM (i.e.. CONSECUTIVE SEQUENTIAL UNBUFFERED tiles).

## TRACK OVERFLOW

The track overflow option specifies that records transmitted to a direct-access storage device can be written on overflow tracks if necessary.

This option is equivalent to the specification of "T" in the RECFM subparameter of the DCB parameter of the DDEF command.

## CONSECUTIVE ORGANIZATION

In a data set with consecutive organization, the records have no keys. When the data set is created, records are written consecutively in the order in which they are presented. The records can he retrieved only in the order in which they. were written or in the reverse order; therefore, the associated file must have the SEQUENTIAL attribute. A CONSECUTIVE data set can have format-F, format-V, or format-U records.

Note the difference between the CONSECUTIVE option of the ENVIRONMENT attribute and the SEQUENTIAL attribute. CONSECUTIVE specifies the physical organization of a data set; SEQUENTIAL specifies how a file is to be processed. A data set with CoNiseCUTIVE organization must be associated with a SEQUENTIAL file; but a data set with INDEXED organization can be associated with either a SEQUENTIAL or DIRECT file.

A CONSECUTIVE data set on magnetic tape can be read forwards or backwards. If the data set is to be read backwards, the associated file must have the BACKWARDS attribute. If a data set is first read or written forwards and then read backwards in the same program, the LEAVE option should be specified in the ENVIRONMENT attribute to prevent normal rewind when the file is closed (or, with a multivolume data set. when volume-switching occurs). Variablelength records cannot be read backwards.

Once a CONSECUTIVE data set has been created, the file that accesses it can be opened for SEQUENTIAL INPUT or SEQUENTTAL OUTPUT: or it can be opened for SEQUENTIAL UPDATE, provided that the data set is on a direct-access storage device. If it is on magnetic tape and opened for OUTPUT, DISP= MOD must be specified in the DDEF command; records can then be added to the end of the data set. (If DISP $=$ MOD is not specified for a CONSECUTIVE data set that is already created and on magnetic tape, the data set will be overwritten.) Figure 15 lists the
data transmission statements and options that can be u!jed to create and access a CONSECUTIVE data siet.

## :SEUUENTIAL UPDATE

When a consecutive data set is accessed by a SEQUENTIAL UPDATE file, a record must be retrieved with a READ statement before it can be updated by a REWRITE statement; however, every record that is retrieved need not be rewritten. A REWRITE statement will always update the last record read.

Consider the following:
READ FILE(F) INTO(A);
-
READ FILE(F) INTO(B);
-

## REWRITE FILE(F) FROM(A);

The REWRITE statement updates the record which was read by the second READ statement. The record that was read by the first statement cannot be rewritten after the second READ statement has been executed.

Intervening READ statement's are not permitted between a READ statement and a REWRITE statement that refer to the same record in a data set. For example, the following is not valid:


The REWRITE statement will attempt to update the last record read, which, in this instance, is the record read by the first READ statement. (A record accessed by a READ statement with the EVENT option is not considered to have been read until the corresponding WAIT statement has been executed.) Because of the intervention of the second READ statement, the ERROR condition will be raised.

## INDEXED ORGANIZATION

Since a data set with INDEXED organization is a VAM data set (of the virtual indexed type), it must be on a direct access

```
Figure 15. Statements and Options Permitted for Creating and Accessing consecurive Data Sets
```

device. Its records are arranged in logical sequence according to keys that are associated with each record. A key is a character string that usually represents an item within the record, such as a part number, a date, or a name. Logical records are arranged in the data set in ascending key sequence according to the System/360 collating sequence. Indexes included in the data set are used by the operating system data-management routines to locate a record when the key is supplied. Format-v and format-F records can be used in an INDEXED data set.

Unlike CONSECUTIVE organization, INDEXED organization does not require every record to be accessed in sequential frishion. Once an INDEXED data set has keen created, the associated file may have the attribute

SEQUENTIAL or DIRECT as well as INPUT or UPLATE. The INDEXED data set's records can be retrieved, deleted, and replaced at random, or added to the end of the data set. If the associated file has the DIRECT attribute, records can also be inserted at random.

An INDEXED data set can be accessed randomly (i.e., nonsequentially), whether its associated file is SEQUENTIAL or DIRECT. The differences are:

- A SECUENTIAI file is more efficient, if the records are generally accessed in fhysical sequence.
- A SEQUENTIAL file allows either sequential (no keys specified) or random (keys specified) access; all I/O state-
ments used with a LIRECT file must specify a key.
- Only a DIRECT file can be used to add records at random. With a SEQUENTIAI file, records can only be added to the end of the data set, or reclaced (not inserted).
- Only a DIRECT file causes the setting of an interlock while a data set is being updated. (An interlock is a programming device that allows a data set to be updated without interference from other users who have been given access to the data set.)
- For cases where a KEY, KEYTO, or KEYFRON option is in error, the PL/I library gives more complete diagnostic facilities if the cIRECT file is being used.

Figure 17 lists the data-transmission statements and options that can be used to create and access an INDEXED data set.

## KEYS

There are two kinds of keys, recorded keys and source keys. A recorded key is a character string that actually appears with each record in the data set to identify that record; its length cannot exceed 255 characters. A source key is the characterstring value of the expression that appears in the KEY or KEYFROM option of a data transmission statement to identify the statement to which the record refers; for direct access of an INDEXED data set, each transmission statement must include a source key.

The length of the recorded keys in an INDEXED data set is defined ky the KEYLEN suboperand of the DDEF command that defines the data set. If the length of a source key differs from the specified length of the recordea keys, the source key is truncated on the right or padded with blanks on the right to the specified length.

Since the GENKEY (generic key) option is not supported by TSS/360 data management, all source keys should have the length specified in the KEYLEN suboperand of the DDEF command. If a record with a matching key is not found, the KEy condition is raised and the data set is positioned to the first record.

The recorded keys in an INDEXED data set may be separate from, or embedded within, the logical records. The RKP sutonerand of the DDEF command determines how the key is to be maintained. (See Figure 16.) This suboperand specifies the displacement, in


Figure 16. Relationship Between RKP Suboperand and Record Format
kytes, of the key from the beginning of the record. The library maintains the key as an initial (non-emkedded) key if RKP equals zero, for format-F records, or if RKP equals four, for format-V records. The library maintains the key as part of the data if RKP is not zero, for format-F records, or if RKP is greater than four, for format-V records. Maintaining the key as part of the data means that the user must ensure that the key is in position tefore the record is written; on input, the KEYTO option can be used to obtain a cocy of the key.

The use of embedded keys obviates the need for the KEYTO option during sequential input, but the KEYFROM oftion is still required for output. (However, the data specified by the KEYFROM oftion may te the embedded key itself.)

Luring the execution of a LOCATE or WRITE statement that adds a record to a data set with emtedded keys, the value of the expression in the KEYFROM option is compared with the key embedded in the record; if they do not match, the KEy condition is raised. When the KEY condition is raised in this way by a LOCATE statement, the record in the kuffer cannot be transmitted until the key embedded in the record has teen changed to match the value given in the KEYFROM option; if the file is closed ${ }^{1}$ kefore the key has been corrected. the key supflied in the KEYFROM option is automatically substituted for the embedded key, and the record is then transmitted.
${ }^{1}$ In these circumstances, the file could not be closed explicitly (i.e., by a CLOSE statement) but only implicitly on termination of the task that opened the file.


CREATING A DATA SET
When an INCEXED data set is t ing created, if the associated file is opened for SEQUENTIAL OUTPUT, the records must ke presented in the order of ascending key values. (If there is an error in the key sequence, the KEY condition will be raised.) The associated file can also be opened for DIRECT OUTPUT, al though this entails a larger processing overhead than for SEQUENTIAL OUTPUT; the keys can then be presented at random.

Once an INDEXEL data set has been created, the file that accesses it can be opened for SEQUENTIAL INPUT or UPDATE, or for DIRECT INPUT cr UPDATE. It cannot be opened for output.

## SEQUENTIAL ACCESS

A SEQUENTIAL file that is used to access an INDEXED data set may te opened with either the INPUT or the UFDATE attribute. The data transmission statements need not include source keys, nor need the file have the KEYED attribute. Sequential access is in order of ascending recorded-key values; records are retrieved in this crder, and not necessarily in the order in which they were added to the data set.

The rules governing the relationship retween the READ and REWRITE statements for a SEQUENTIAL UPDATE file that accesses an INDEXED data set are identical to those for a Consecutive data set (descrited above).

During sequential access of an INDEXED data set, it is possible to refosition the data set to a particular record $k y$ supplying a source key in the KEY option of a READ statement, and to continue sequential reading from that record. (The associated file must have the KEYED attribute.) Repositioning can occur in either a forward or a backward direction. Thus, a READ statement that includes the KEY option will cause the record whose key is supplied to be read; a subsequent $R E A D$ statement without the KEY option will cause the record with the next higher recorded key to be read.

Since the GENKEY option is not supported in TSS/360, the source key should te the same length as the recorded keys. If the source key is longer, it is truncated on the right. If it is shorter, the source key is padded on the right with klanks.

## DIRECT ACCESS

A DIRECT file that is used to access an INDEXED data set may be opened with either
the INEUT or the UPDATE attribute. All data transmission statements must include source keys; the DIRECT attribute implies the KEYED attribute.

A DIRECT UPLATE file can ke used to retrieve, add, delete, or replace records in an INDEXED data set.

## SUMMARY OF RECORD-ORIENTED TRANSMISSION

The fcllowing points cover the salient features of record-oriented transmissicn:

1. A SEQUENTIAL file specifies that the data set records can be accessed, created, or modified, in a particular order, that is, from the first record of the data set to the last record of the data set (or from the last to the first if the BACKWARDS attribute has been specified).
2. A DIRECT file specifies that the data set records can be accessed, created, or modified, in random order. The particular record of the data set to be operated upon must be identified ky a key.
3. A data set that is accessed, created, or modified by a SEQUENTIAL file may or may not have recorded keys. If it does, the keys can be ignored while accessing sequentially, or they may be extracted fron the data set or flaced into the data set by the KEYFRON and KEYTO options. In general, the most efficient way to create a data set containing recorded keys is as a SEQUENTIAL OUTPUT file. It then can be accessed as a DIRECT file.
4. SEQUENTIAL INPUT and SEQUENTIAI UPDATE files may be positioned to a particular record within the data set by a READ operation that specifies the key of the desired record. Thereafter, successive READ statements without the KEY option will access the records sequentially. This kind of accessing may be used only if the data set has INCEXED organization and if the file has the KEYED attrikute.
5. Existing records of a data set in a SEQUENTIAL UPDATE file can be rewritten, modified, ignored, or deleted. The DELETE statement used with this type of file specifies that the last record read is to be deleted. 1 Oreration with a DIRECT UPDATE file, howev-
${ }^{1}$ If the DELETE statement is used with a sequential file, the data set must have INDEXED organization.
er, can specify which record is to be deleted by means of a key; also, records can be added to the data set by means of the WRITE statement. An existing record in an UPDATE file can be replaced through use of a REWRITE statement.
6. Although the EXCLUSIVE attribute, the NOLOCK oftion, and the UNIOCK option are accepted by the compiler, they have no meaning in TSS/360. Interlocks are applied automatically whenever a file is opened for DIRECT access.
7. A WRITE statement adds a record to a data set, while a REWRITE statement replaces a record. Thus, a WRITE statement may be used with OUTPUT files, and DIRECT UPDATE files, but a REWRITE statement may be used with UPDATE files only. Moreover, for DIRECT files, a REWRITE statement uses the KEY option to identify the existing record to be replaced; a WRITE statement uses the KEYFROM option, which not only specifies where the record is to be written in the data set, but also specifies an identifying key to be recorded in the data set.
8. Records of a SEQUENTIAL INPUT or SEQUENTIAL UPDATE file can be skipped over and ignored ky use of the IGNORE option of a READ statement. The expression of the IGNORE option specifies the number of records to be skipped. A READ statement in which only the FILE option appears indicates that one record is to b e skifped.

## EXAMPLES OF DECLARATIONS FOR RECORD FILES

Following are examples of declarations of files, including the ENVIRONMENT attribute:

## DECLARE INVNTRY UPDATE BUFFERED ENVIRONMENT (F(100) INDEXED):

This declaration also specifies only three file attributes: UPDATE, BUFFERED, and

ENVIRONMENT. Implied attributes are FILE, RECORD, and SECUENTIAL (the last two attrikutes are implied ky BUFFERED). Scope is EXTERNAI, by default. The data set is of INLEXED organization, and it contains fixed-length records of 100 bytes each. Note that although the data set actually contains recorded keys, the KEYTO oftion cannot be specified in a READ statement. since the KEYEL attribute has not been specified.

Ncte that for both of the akove declarations, all necessary attributes are either stated or implied in the DECLARE statement. None of the attributes can be changed in an OPEN statement or in a DDEF command. The second declaration might have been written:

## DECLARE INVNTRY ENVIRONMENT(F(100) INDEXED);

With such a declaration, INVNTRY can be opened for different purposes. It could. for example, be opened as follows:

```
OPEN FIIE (INVNTRY)
        UPDATE SEQUENTAIAL BUFFERED;
```

With this OPEN statement, the file attrikutes would be the same as those specified (or implied) in the DECLARE statement in the second example above (the number of tuffers would have to be stated in the associated DDEF command). The file might se opened in this way, then closed, and then later opened with a different set of attributes, for example:

## OPEN FIIE (INVNTRY) INPUT SEQUENTIAL KEYED;

This OPEN statement allows records to ke read with either the KEYTO or the KEYED cption. Because the file is SEQUENTIAL and the data set is INDEXED, the data set is INDEXED, the data set may be accessed in a furely sequential manner; or, by means of a READ statement with a KEY option, it may be accessed randomly. A KEY option in a READ statement with a file of this description causes a specified record to be obtained. Subsequent READ statements without a KEY cption access records sequentially, beginning with the next record.

The data manipulation performed by the aritnmetic, comparison, and kit-string operators are extended in PL/I by a variety of string-handling and editing features. These features are specified by data attriLutes, statement options, built-in functions, and pseudo-variakles.

The following discussions give general descriptions of each feature, along with illustrative examples.

## EDITING BY ASSIGNMENT

The most fundamental form of editing performed by the assignment statement involves converting the data type of the value on the right side of the assignment symbol to conform to tne attributes of the receiving variable. Because the assigned value is made to convorm to the attributes of the receiving field, the precision or length of the assigned value may be altered. Such alteration can involve the addition of digits or characters to and the deletion of digits or characters from the converted item. The rules for data conversion are discussed in Part I, Section 4, "Expressions and Data Conversion," and in Part II, Section 6, "Proklem Data Conversion."

## ALTERING THE LENGTH OF STRING DATA

When a value is assigned to a string variable, it is converted, if necessary, to the same string type (character or bit) as the receiving string and also, if necessary, is truncated or extended on the right to conform to the declared length of the receiving string. For example, assume SUBJECT has the attributes CHARACTER (10), indicating a fixed-length character string of ten characters. Consider the following statement:

```
SUBJECT = 'TRANSFORNATIONS';
```

The length of the string on the right is fifteen characters; therefore, five characters will be truncated from the right end of the string when it is assigned to SUBJECT. This is equivalent to executing:

```
SUBJECT = 'TRANSFORMA';
```

If the assigned string is shorter than the length declared for the receiving string variable, the assigned string is extended on the right either with blanks,
in the case of a character-string variable, or with zeros, in the case of a bit-string variable. Assume SUBJECT still has the attributes CHARACTER (10). Then the following two statements assign equivalent values to SUBJECT:

```
SUBJECT = 'PHYSICS';
SUBJECT = 'PHYSICSbbb';
```

The letter $\underline{b}$ indicates a blank character.
Let CCDE Le a bit-string variable with the attributes BIT(10). Then the following two statements assign equivalent values to CODE:

```
CODE = '110011'B;
CODE = '1100110000' B;
```

Note, however, that the following statements do not assign equivalent values to SUBJECT if it has the attributes CHARACTER (10):

```
SUBJECT = '110011'B;
SUBJECT = '1100110000'B;
```

When the first statement is executed, the kit-string constant on the right is first converted to a character string and is then extended on the right with blank characters rather than zero bits. This statement is equivalent to:

```
SUBJECT = '110011 bbbb';
```

The second of the two statements requires only a conversion from bit-string to character-string type and is equivalent to:

$$
\text { SUBJECT }=\text { '1100110000'; }
$$

A string value, however, is not extended with blank characters or zero bits when it is assigned to a string variable that has the VARYING attribute. Instead, the length specification of the receiving string variable is effectively adjusted to describe the length of each assigned string. Truncation will occur, though, if the length of the assigned string exceeds the maximum length declared for the varying-length string variakle.

For the TSS $/ 360$ compiler the length, in characters or kits, of a string variable or intermediate string result is limited to 32,767.

## OTHER FORMS OF ASSIGNMENT

In addition to the assignment statement, PL/I provides other ways of assigning values to variables. Among these are two methods that involve input and output statements: one in which actual input and output operations are performed, and one in which data movement is entirely internal.

## Input and output operations

Although the assignment statement is concerned with the transirission of data ketween storage locations internal to a computer, input and output operations can also be treated as related forms of assignment in which transmission occurs between the internal and external storage facilities of the computer.

Record-oriented operations, however, do not cause any data conversion of items in a logical record when it is transmitted. Required editing of the record must ke performed within internal storage either before the record is written or after it is read.

Stream-oriented operations, on the other hand, do provide a variety of editing functions that can be applied when data items are read or written. These editing functions are :iimilar to those provided by the assignment statement, except that any data conversion always involves character type. conversion from character type on input, and conversion to character type on output.

The STRING Option in GET and PUT Statements
The STRING option in GET and PUT statements allows the statements to be used to transmit data between internal storage locations rather than between the internal and external storage facilities. In both GET and PUT statements, the FIIE oftion, specified by FILE (file-name), is replaced by the STRING option, as shown in the following formats:

GET STRING (character-string-variable) data-specification;

PUT STRING (character-string-variable) data-sfecification;

The GET statement specifies that data items to be assigned to variables in the data list are tc be obtained from the specified character string. The PUT statement specifies that data items of the data list are to be assigned to the specified characterstring variable. The "data-specification" is the same as described for i.put and output. In general, it takes one of the following forms:

```
DATA [(data-list)]
LIST (data-list)
EDIT (data-list) (format-list)
```

Although the STRING option can ke used with each of the three modes of streamcriented transmission, it is most useful with edit-directed transmission, which considers the input stream to be a continuous string of characters. For list-directed and data-directed GET statements, individual items in the character string must be separated ky commas or blanks; for datadirected GET statements, the string must also include the transmission- terminating semicolon, and each data item must appear in the form of an assignment staterent. Edit-directed transmission provides editing facility by means of the format list.

The STRING option permits data gathering cr scattering operations to be performed with a single statement, and it allows stream-oriented processing of character strings that are transmitted by recordcriented statements.

Consider the following statement:

> PUT STRING (RECORD) EDIT (NAME, PAY\#, HOURS*RATE) (A(12), A(7), P'\$999V.99');

This statement specifies that the character-string value of NAME is to be assigned to the first (leftmost) 12 character positions of the string named RECORD, and that the character-string value of PAY\# is to be assigned to the next seven character fositions of RECORD. The value of HOURS is then to be multiplied ky the value of RATE, and the product is to be edited into the next seven character positions, according to the picture specification.

Frequently, it is necessary to read records of different formats, each of which gives an indication of its format within the record by the value of a data item. The STRING oftion provides an easy way to handle such records; for example:

```
REAL FILE (INPUTR) INTO (TEMP);
GET STRING (TEMP) EDIT (CODE) (F(1));
IF CODE % = 1 THEN GO TO OTHER TYPE;
GET STRING (TEMP) EDIT (X,Y,Z)
    (X(1), 3 F(10,4));
```

The READ statement reads a record from the input file INPUTR. The first GET statement uses the STRING option to extract the code from the first byte of the record and to assign it to CODE. The code is tested to determine the format of the record. If the code is 1, the second GET statement then uses the STRING option to assign the items
in the record to $X, Y$, and $Z$. Note that the second GET statement specifies that the first character in the string TENP is to be ignored (the X(1) format item in the format Iist). Each GET statement with the STRING option always specifies that the scanning is to begin at the first character of the string. Thus, the character that is ignored in the second GET statement is the same character that is assigned to CODE by the first GET statement.

In a similar way, the PUT statement with a STRING option can be used to create a record within internal storage. In the following example, assume that the file CUTPRT is eventually to be printed.

```
PUT STRING (RECORD) EDIT
    (NAME, PAY#, HOURS*RATE)
    (X(1), A(12), X(10), A(7), X(10),
        P'$999V.99');
```


## WRITE FILE (OUTPRT) FROM (RECORD);

The puT statement specifies, by the $\mathrm{X}(1)$ spacing format item, that the first character assigned to the character-string variable is to be a single blank, the ANSI carriage-control code that specifies a single space before printing. Following that, the values of the variables NAME and PAY\# and of the expression HOURS*RATE are assigned. The format list specifies that ten blank characters are to be inserted between NAME and PAY\# and ketween PAY\# and the expression value. The WRITE statement specifies that record transmission is to be used to write the record into the file OUTPRT.

## THE PICTURE SPECIFICATION

Picture specifications extend the editing facilities available in PL/I, and provide the user with greater control over his data formats. A picture specification consists of a sequence of character codes enclosed in apostrophes which is either part of the PICTURE attribute, or part of the $P$ (picture) format-item:

DECLARE PRICE
PUT FILE(SYSPRINT)

```
PICTURE'\$Z9V99'; EDIT
('PART NUMBER', PART\#) (A(12), P'AAA99 \({ }^{\circ}\) );
```

Picture specifications are of two types:

- numeric character specifications
- character-string picture specifications

A numeric character specificatior in a PICTURE attribute indicates that the data item represents a numeric quantity, but that it is to be stored as a character
string; it also indicates how the numeric value is to be represented in the string. A numeric character, specified in a p format item, indicates how a numeric value is, or is to be, represented as a character string on the external medium.

A character-string picture specification is an alternative way of describing a fixed-length character string, with the additicnal facility of specifying positions in the string that can only contain characters from certain subsets of the complete set of characters available on the IBM System/360 Operating System.

The concepts of the two types of picture specifications are described separately kelow, and a detailed description of each ficture character, together with examples of its use, appears in Part II, Section 4, "Picture specification Characters." It is sufficient here to note that the presence of an $A$ or $X$ picture character defines a picture specification as a character-string ficture specification; otnerwise it is a numeric character specification.

## Numeric Character Specifications

A numeric character specification specifies that the associated data item has a numeric value, but is to be maintained within the computer for, is represented in the external medium) as a character string. It also specifies the form the character string is to take, and exactly how the numeric value is represented in the string. For example:

DCL PRICE PICTURE' $\$ 29 \mathrm{~V} 99^{\circ}$;
This specifies that PRICE is to be represented by a character string of length 5 . The first character is always $\$$, the second is a blank or non-zero digit, and the third, fourth, and fifth characters are digits. The numeric value is the four characters that can represent digits, regarded as FIXED DECIMAL $(4,2)$, and is always positive. 13.25 is represented as ' $\$ 1325^{\prime}$ and .95 as $\$ 1095^{\prime}$.

The numeric character specification has two major uses:

- The first use is for data items that will be concerned with input/output operations, kut can be used anywhere in a program where numeric data can occur. However, on IBM System/360 Time Sharing System, most numeric operations on pictured data are considerably less efficient than the same operations on coded numeric data.
- The second use stems from the fact that a pictured data item effectively has
two values. When the item i: user in a numeric context, the numeric value is: obtained from or stored into the. chatactor string, by the conversion process; defined by the picture specification; when the item is used in a character context, the actual character string that represents the value is used. For example:

```
DCL COUNT PICTURE'999' INITIAL(0),
    STRING CHAR (3);
cOUNT = COUNT +1;
:STRING = COUNT;
```

The initial representation of count is - 000 . In the first assignment statement this is converted to FIXED DECIMAL (3.0); the addition is performed; and the result is converted back to the pictured form '001'. In the second assignment statement the value of string is set to '001'.

Note that "character context" includes defining. A numeric-character data item may be defined on a character string and vice versa.

When a character-string value i:s assiqned to a numeric character data item (whether by direct assignment, or as the result of streanrorient $1 /(0)$, the source must contain a constant that is valid according to the rules; for constants in $\mathrm{PL} / \mathrm{I}$ source proyrams. The value of this; constant is then converted and edited to the wicture specification.

The following example will therefore result in a conversion error:

```
DCL A PICTURE '$$$9V.99';
    A = '$17.95';
```

The currency symbol makes the: character-string constant invalid for conversion to the arithmetic value of the numeric character variable, even though its character-string value contains a currency symbol.

Correct examples are:

$$
\begin{aligned}
& A=17.95^{\prime} ; \\
& A=17.95 ;
\end{aligned}
$$

either of which would result in $A$ having the character-string value $b \$ 17.95$.

The '9' Picture Character in Numeric

## Character Specifications

The picture character '9' is the simplest form of numeric character specification. A string of $n$, ' $9^{\prime}$ picture characters specifies that the item is to be
represented by a fixed-length character eitring of length $h$, each character of which is a digit (zero through nine). The numeric value i:; the value of the djgit:; a:; an unsigned decimal number (i.e.e FIXED DECIMAL ( $n, 0$ ) . for example:

DCL DIGIT PICTURE ${ }^{\circ} 3^{\circ}$, COUNT PICTURE'999'. XYZ IICTURE '(10)9':

The last lint shows; an alternative way of writing the picture character '9' ten times.

Example of use:

```
DCL 1 CARD_IMAGE,
            2 DATA CHAR(72).
            2 IDENTIFICATION CHAR(3),
            2 :SEQUENCE PIC'99999';
•
```

SEQUENCE = SEQUENCE + 1;
WRITE FILE(OUTPUT) FROM(CARD_IMAGE);

Note that the definition of '9' in a character-string picture allows the corresfonding character to be either a blank or a digit.

## The $Z$ and * Picture Characters

It is; often preferable to replace leading zeros in numbers by blanks: In picture sipecifications, this is accomplished by using the $Z$ picture character. A picture specification containing only $Z^{\prime \prime} s$ and $9^{\prime}$ s has one or more $z$ 's optionally followed by one or more $9 \cdot \mathrm{~s}$. The representation of numeric data is as for the '9' picture specification, except that if the digit to be held would otherwise be zero and if all digit positions to the left would also be zero, then the character string will contedin a blank in this position. Example:

DCL PAGE_ IUIMBER PICTURE' $229^{\circ}$;
197 is hela ds ' $197^{\prime}, 69$ as 'b69', 5 as 'bbs', and zero as 'bbo'. With a picture specification of all $Z^{\circ} \mathrm{s}$, a value of zero is held as an all-blank string.

The asteri:jk picture character has the same effect as the ' 2 ', except that an '*' is held in the string instead of a blank. This can be used, for example, when printing checks, when it is desired not to leave blank spaces within fields. For example:

## DCL CREIIT PICTURE ' $\$ * * 9.99^{\circ}$;

(The \$ and . picture characters are described below.) A value of 95 is held as ' $\$ * * 0.95^{\circ}$; a value of 12350 is held as - $\$ 123.50^{\circ}$.

## The V Picture Character

Up to now, numeric character :ipecitications have only represented non-negative integer values. The $V$ picture character indicates the position of an assumed decimal point within the character string. For example:

## DCL VALUE PICTURE 'Z9V999';

The string ' $12345^{\prime}$ represents the numeric value 12.345. Note that the $V$ does not specify a character position in the character-string representation; on assignment to the data item, a decimal point is not included in the character string.

The Insertion Picture Characters: B. 1
A decimal point picture character (.) can appear in a numeric picture specification. It merely indicates that d decimal point is to be included in the character representation of the value. Therefore, the decimal point is a part of it: character-string value. The decimal point picture character does not cause decimal point alignment during assignment: it is not a part of the variable's arithmetic value. Only the $v$ picture character causes alignment of decimal points. For example:

## DECLARE SUM PICTURE '999V.99';

SUM is a numeric character variable representing numbers of five digits with a decimal point assumed between the third and fourth digits. The actual point specified by the decimal point insertion character is; not a part of the arithmetic value; it is, however, part of its character-string value. (The decimal point picture character can appear on either side of the character V. See Part II, Section 4, "Picture Specification Characters.") The following two statements assign the same character string to SUM:

$$
\begin{aligned}
& \text { SUM }=123 ; \\
& \text { SUM }=123.00 ;
\end{aligned}
$$

In the first statement, two zero digits are added to the right of the digits 123.

Note the effect of the following declaration:

DECLARE RATE PICTURE •9V99.99':
Let RATE be used as follows:
RATE $=7.62 ;$
When this statement is executed, decimal point alignment occurs on the character $v$
and not on the decimal point picture character that appoars in the picture specification for RATE. If RATE were printed, it would appear as '762.00', but its arithmetic value would be 7.6200 .

Unlikt the $V$ picture character, which can appear only once in a picture specification, the decimal point picture character can appear more than once; this allows digit groups within the numeric character data item to be separated by points, as is common in Lewey decimal notation and in the numeric notations of some European
countries.
Because a decimal point picture character causes a period character to be inserted into the character-string value of d numeric character data item, it is called an insertion character. PL/I provides three other insertion characters: comma (,), sldsh (/), and blank (B), which are used in the same way as the decimal point picture character except that a comma, slash, or blank is inserted into the character string. Consider these statements:

```
DECLARE RESULT PICTURE '9.999.999.V99';
RESULT = 1234567;
```

The character-string value of RESULT would be '1.234.567.00'. Note that decimal point alignment occurs before the two rightmost digit positions, as specified by the $V$ picture character. If RESULT were assigned to a coded arithmetic field, the value of the data converted to arithmetic would be 1234567.00 .

## The s licture character

The $\$ \mathrm{picture}$ character controls the appearance of the currency symbol (\$) in specified positions of numeric character data items. For example, a dollar sign can be appended to the left of a numeric character item, as indicated in the following statements:

```
DECLARE PRICE PICTURE '$99V.99';
PRICE = 12.45;
```

The character-string value of PRICE is equivalent to the character-string constant ' $\$ 12.45^{\circ}$. Its arithmetic value, however. is 12.45 .

Sign Specification in Numeric Character Specifications

There are several ways in which signed information can be held in a numeric char-
acter data item. The simplest of these is the $S$ character specification. This specifies a character in the character-string representation that contains ${ }^{\prime}+$ " if the value is positive or zero, and '-' if the value is negative. It must occur either to the right or to the left of all digit positions. For example:

## DCL ROOT PICTURE 'S999';

50 is held as ' $+050^{\prime}$, zero as ' $+000^{\prime}$, and -243 as '-243'. Similarly the ' ' ' $^{\prime}$ picture character specifies a corresponding character position containing ' +' for positive or zero, and blank for negative values; the - -' picture character specifies a corresponding character position containing blank for positive or zero, and '-' for negative values.

## Overpunched Sign-Specification Characters:

 T, I, and RAn alternative way of representing signed values, which does not require an additional character in the string, is by an overpunched sign specification. This representation arose from the custom of indicating signs in numeric data held on punched cards, by superimposing a 12-punch (to represent + ) or an 11 -punch (to represent -) on top of a column containing a digit (usually the last one in a field). The resulting card code is, in most cases, the same as that for an alphabetic character, e.g.. 12-punch superimposed on 1 through 9 gives A through I, 11-punch superimposed on 1 through 9 gives $J$ through R. The 12-0 and 11-0 combinations are not characters in the PL/I set but are within the set of characters accepted by the IBM System/360 Time Sharing System implementations for character data.

The $T$ picture character specifies a character in the character-string representation that holds a digit and sign, in the representation described above, i.e., 12punch superimposed on 1 through 9 (A through I) for positive or zero, 11-punch superimposed on 1 through 9 (J through R) for negative. It can appear anywhere a '9' picture specification character could have occurred. For example:

```
DCL CREDIT PICTURE 'ZZV9T':
```

The character-string representati on of CREDIT is 4 characters. +21.05 is held as '210E'. -0.07 is held as 'bb0P'.

The I picture character specifies a character position that holds the representation of a digit overpunched with a 12punch if the value is positive or zero, or a digit without overpunch, if the value is negative.

The $R$ picture character specifies a character position that holds the representation of a digit overpunched with an 11punch if the value is negative, or a digit without overpunch, if the value is posi. tive. For example:

GET EDIT (X) ( $\mathrm{P}^{\circ} \mathrm{R99}{ }^{\circ}$ );
sets $X$ to (+) 132 on finding ${ }^{\prime} 132^{\prime}$ in the next 3 positions of the input stream, but to -132 on finding 'J32'.

## other Numeric-Character Facilities

Further details of usage of the above picture specification characters, together with details of picture specification characters for floating signs and currency symbols, floating point values, and sterling values, appear in Part II. Section 4. "Picture Specification Characters."

The full list of numeric-characterspecification characters is $9, V, Z, *, Y$. (.), (, ), 1, B, $S, 4,-, \$, C R, D B, T, I, R, K, E, F, 8,7,6$ P, H,G, G, H, and $M$, of which all except $R, V$, F,G, and M specify the occurrence of a character in the character-string representation.

## Character-string Picture Specifications

A character-string picture specification is an alternative way of describing a fixed-length character string, with the additional facility of specifying positions in the string that only contain characters from certain subsets of the complete set of characters available on the IBM System/ 360 Time Sharing System.

A character-string picture specification is recognized by the occurrence of an $A$ or $x$ picture character. The only valid characters in a character-string picture specification are $A, X$, and 9 . Each of these specifies the presence, in the character string, of one character position that can contain the following:
x. Any character recognized by the particular implementation (for the IBM System/360 Time Sharing System, any of the 256 bit combinations that can occur in the 8 -bit byte).

A Any alphabetic character, or blank.
9 Any digit, or blank. Note the difference from the 9 picture character in numeric character specifications.

When a character-string value is assigned, or transferred, to a pictured characterstring data item, the particular character in each position is checked for validity.
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as specified by the corresponding picture specification character. If the character is invalid, the CONVERSION condition is raised. For example:

DECLARE PART\# PICTURE 'AAA99X':
The following values are valid for assignment to PART\#.

```
- ABC 12 M
' bbb09/'
'XYZb13'
```

The following values are not (the invalid characters are underscored);
'AB123M'

- $\mathrm{AB} \overline{\mathrm{C}} 1 / \mathbf{2}^{\prime}$
' Mb\#A5;'


## BIT-STRING HANDLING

The following examples illustrate some of the facilities of PL/I that can be used in bit-string manipulations.

DECLARE 1 PERSONNEL_RECORD,
2 NAME,
3 LAST CHARACTER(15),
3 FIRST CHARACTER(10),
3 MIDDLE CHARACTER(1),
2 CODE STRING,
MALE BIT(1),
3 SECRETARIAL BIT(1),
3 AGE. 4 (UNDER 20,

TWENTY TO_30,
OVER $3 \overline{0}$ ) $\bar{B} I T(1)$,
3 HEIGHT, 4 (OVER_6.

FIVE_SIX TO_6, UNDER_5_ $\overline{6}$ ) $\bar{B} I T(1)$.
3 WEIGHT, 4 (OVER 180

ONE TEN_TO_180,
UNDER_1 $\overline{1} 0$ ) $\operatorname{BIT}(1)$,
3 EYES, 4 (BLUE.

BROWN,
HAZEL,
GREY,
OTHER) BIT(1),
3 HAIR 4 (BROWN,

BLACK, BLOND,
RED,
GREY,
BALD) BIT(1).
3 EDUCATION, 4 (COLLEGE,

HIGH SCHOOL, GRAMMAR_SCHOOL) BIT(1);

This structure contains NAME, a minor structure of character-strings, and CODE-

STRING, a minor structure of bit-strings.

- By default, the elements of PERSONNEL_RECORD have the UNALIGNED attribute. Consequently, CODE_STRING is mapped with eight elements per byte, that is, in the same way as a bit-string of length 25.

Each of the first two bits of the string represents only two alternatives: MALE or ๆMALE and SECRETARIAL or 1 SECRETARIAL. The other categories (at level 3) list several alternatives each. (Note that the level number 4 and the attributes BIT(1) are factored for each category.)

The following portion of a program might be used with PERSONNEL_RECORD:

INREC: READ FILE (PERSONNEL)
INTO (PERSONNEL_RECORD);
IF (7MALE $\delta$ SECRETARIAL
$\xi$ UNDER 20
E UNDER_5_6
$\varepsilon$ UNDER-110
$\delta$ BLUE
$\varepsilon$ (HAIR. BROWN|BLOND)
$\varepsilon$ HIGH_SCHOOL)
(MALE $\varepsilon$, SECRETARIAL
$\varepsilon$ OVER_30
$\varepsilon$ OVER 6
$\varepsilon$ OVER-180
$\varepsilon$ EYES.GREY
$\xi$ BALD
$\varepsilon$ COLLEGE)
THEN PUT LIST (NAME);
GO TO INREC;
Another way to program the same information retrieval operation, as shown in the following coding, would result in considerably shorter execution time:

DECLARE PERS_STRING BIT(25) DEFINED CODE_STRING;

IF PERS STRING
$=-\cdot 0110000100110000100000010^{\circ} \mathrm{B}$ THEN GO TO OUTP;

IF PERS_STRING
$=-.0110000100110000001000010^{\circ} \mathrm{B}$ THEN GO TO OUTP;

IF PERS STRING
$=-1000110010000010000001100^{\prime} \mathrm{B}$
THEN GO TO OUTP;
GO TO INREC;
OUTP: PUT LIST (NAME);
GO TO INREC;
In this example, the bit string PERS STRING is defined on the minor structure

CODE_STRING. Bit-string constants are constructed to represent the values of the information being sought. The bit string then is compared, in turn, with each of the bit-string constants. Note that the first and second constants are identical except that the first tests for brown hair and the second tests for blond hair. These two
variations are specified in the first example by (HAIR.BROWN|BLOND).

Note that the second method of testing PERSONNEL_RECORD could not be used if the structure were ALIGNED (the base identifier for overlay defining must be UNALIGNED).

The first method, if it were used, would be more efficient with an ALIGNED structure.

The tests might also te made with a series of IF statements, either nested or unnested, in which each Lit would be tested with a single IF statement. It would require a greater amount of coding, but it would be faster at execution time than an IF statement containing many bit-string operators.

CHARACTER-STRING AND BIT-STRING BUILT-IN FUNCTIONS

PL/I provides a number of kuilt-in functions, some of which also can be used as pseudo-variables, to add power to the string-handling facilities of the language. Following are brief descriptions of these functions fmore detailed descriptions appear in Part II, Section 7, "Built-In Functions and Pseudo-Variables").

The BIT built-in function specifies that a data item is to be converted to a bit string. The built-in function allows a user to specify the length of the converted string, overriding the length that would result from the standard rules of data conversion.

The CHAR built-in function is exactly the same as the BIT built-in function, except that the conversion is to a character string of a specified length.

The SUBSTR built-in function, which can also serve as a pseudo-variable in a receiving field, allows a specific substring to be extracted from (or assigned to, in the case of a pseudo-variable) a specified string value.

The INDEX built-in function allows a string, eitner a character string or a bit string, to be searched for the first occurrence of a specified substring, which can be a single character or bit. The value returned is the location of the first character or bit of the substring, relative to the beginning of the string. The value is expressed as a binary integer. If the sub-
string dces not occur in the specified string, the value returned is zero.

The LENGTH kuilt-in function gives the current length of a character string or bit string. It is particularly useful with strings that have the VARYING attribute.

The HIGH built-in function provides a string of a specified length that consists of repeated occurrences of the highest character in the collating sequence. For System/360 implementations, the character is hexadecimal FF.

The LOW built-in function provides a string of a specified length that consists of repeated occurrences of the lowest character in the collating sequence. For System/360 implementations, the character is hexadecimal 00.

The REPEAT kuilt-in function permits a string to be formed from repeated cccurrences of a specified substring. It is used to create string patterns.

The STRING built-in function which can also be used as a pseudo-variatle, concatenates all the elements in an aggregate variable into a single string element.

The BOOL built-in function allows up to 16 different Boolean operations to be apflied to two sfecified tit strings.

The UNSPEC kuilt-in function, which can also be used as a pseudo-variable, specifies that the internal coded representation of a value is to be regarded as a bit string with no conversion.

The TRANSIATE built-in function translates a specified string according to a translation table defined by two other strings.

The VERIFY built-in function verifies that each character or Lit in a given source string is represented in a given verification string; in other words, it tests the validity of each character or bit according to user-specified criteria.

## ARGUMENTS AND PARAMETERS

Data can be made known in an invoked procedure by extending the scope of the names identifying that data to include the invoked procedure. This extension of scope is accomplished by nesting procedures or by specifying the EXTERNAI attribute for the names.

There is yet another way in which data can be made known in an invoked procedure. and that is to specify the names as arguments in a list in the invoining statement. Each argument in the list is an expression, a file name, a statement label constant or variable, or an entry name that is to be passed to the invoked procedure.

Since arguments are passed to it, the invoked procedure must have some way of accepting them. This is done by the explicit declaration of one or more parameters in a list in the PROCECURE or ENTRY statement that is the entry point at which the procedure is invoked. A parameter is a name used within the $1 n v o k e d$ procedure to represent another name (cr expression) that is passed to the procedure as an argument. Each parameter in the parameter list of the invoked procedure has a corresconding argument in the argument list of the invoking statement. This correspondence is taken from left-to-right; the first argument corresponds to the first parameter, the second argument corresponds to the second parameter, and so forth. In general, any reference to a parameter within the invoked procedure is treated as a reference to the corresponding argument. The number of arguments and parameters must be the same. The maximum number of farameters permitted at any entry point is 64.

The example delow illustrates how parameters and arguments may ke used:

```
PRMAIN: PROCEDURE;
LECLARE NAMF CHARACTER (20).
    ITEM BIT(5);
        *
CALL OUTSUB (NANE, ITEM);
        -
        END PRMAIN;
```

```
OUTSUB: PROCEDURE (A,B);
DFCLARE A CHARACTER (20),
    B BIT(5);
PUT LIST (A,B);
    .
    END OUTSUB;
```

In procedure PRMAIN, NAME is declared as a character string, and ITEM as a bit string. The CALL statement in PRMAIN invokes the procedure called OUTSUB, and the farenthesized list included in this procedure reference contains the two arguments being passed to OUTSUB. The PROCE[URE statement defining OUTSUB declares two parameters, $A$ and $B$. When OUTSUB is invoked, NAME is associated with $A$ and ITEM is associated with $B$. Each reference to $A$ in oUTSUB is treated as a reference to NAME and each reference to $B$ is treated as a reference to ITEN. Therefore, the PUT LIST ( $A, B$ ) statement causes the values of NAME and ITEM to be written into the standard system output file, SYSPRINT.

Note that the passing of arguments usually involves the passing of names and not merely the values represented by these names. (In general, the name that is passed is usually the address of the value or an address that can be used to retrieve the value.) As a result, storage allocated for a variable kefore it is passed as an argument is not duplicated when the procedure is invoked. Any change of value specified for a parameter actually is a change in the value of the argument. Such changes are in effect when control is returned to the invoking block.

A parameter can be thought of as indirectly representing the value that is directly represented by an argument. Thus, since both the argument and the parameter represent the same value, the attributes of a parameter and its corresponding argument must agree. For example, an obvious error exists if a parameter has the attribute FILE and its corresponding argument has the attribute FIOAT. However, there are cases in which such an error may not be so obvious, for example, when an argument is a constant. Certain inconsistencies between the attributes of an argument and its associated parameter can be resolved by specifying, in an invoking procedure, the ENTRY attribute for an entry name to be invoked.

The ENTRY attribute specification provides the facility to specify that the compiler is to qenerate coding to convert one or more arguments to conform with the attributes of the associated parameters. This topic is discussed later in this chapter in the sections "The FNTRY Attribute" and "Dummy Arguments."

A name is explicitly declared to be a parameter by its appearance in the parameter list of a PROCEDURE or ENTRY statement. However, its attributes, unless defaults apply, must be explicitly stated within that procedure in a DECLARE statement.

Parameters, therefore, provide the means for generalizing procedures so that data whose names may not be known within such procedures can, nevertheless, be operated upon. There are two types of generalized procedures that can be written in PL/I: subroutine procedures (called simply, subroutines) and function procedures (functions).

## SUBROUTINES

A subroutine is a procedure that is invoked by a CALL statement and usually requires arguments to be passed to it. It can be either an external or internal procedure. A reference to such a procedure is known as a subroutine reference. The general format of a subroutine reference is as follows:

CALL entry-name [(argument [,argument]...)];
Note that a subroutine can also be invoked through the CALL option of an INITIAL attribute specification.

Whenever a subroutine is invoked, the arguments of the invoking statement are associated with the parameters of the entry point, and control is then passed to that entry point. The subroutine is thus activated, and execution begins.

Upon termination of a subroutine, control normally is returned to the invoking block. A subroutine can be terminated normally in any of the following ways:

1. Control reaches the final END statement of the subroutine. Execution of this statement causes control to be returned to the first executable statement logically following the statement that originally invoked the subroutine. There is an exception, however: return of control from a subroutine invoked by the call option is to the statement containing the CALL option at the point immediately following that option. Either of
these is considered to be a normal return.
2. Control reaches a RETURN statement in the subroutine. This causes the same normal return caused by the END statement.
3. Control reaches a GO TO statement that transfers control out of the subroutine. (This is not permitted if the subroutine is invoked by the call option.) The GO TO statement may specify a label in a containing block (the label must be known within the subroutine), or it may specify a parameter that has been associated with a label argument passed to the subroutine. Although this is considered to be normal termination of the subroutine, it is not normal return of control, as effected by an END or RETURN statement.

A STOP or EXIT statement encountered in a subroutine abnormally terminates execution of that subroutine and of the entire program associated with the procedure that invoked it.

The following example illustrates how a subroutine interacts with the procedure that invokes it:

```
A: PROCEDURE;
    DECLARE RATE FLOAT (10), TIME FLOAT(5),
        DI!;TANCE FLOAT(15), MASTER FILE;
    •
    •
    CALL KEADCM (RATE, TIME, DISTANCE,
        MASTER);
    .
    END A;
READCM: PROCEDURE (W,X,Y,Z);
    DECLARE W FLOAT (10), X FLOAT(5),
            Y FLOAT(15), z FILE;
        l
```

The arguments KATE, TIME, DISTANCE, and MASTER are passed to the parameters $W$, $X$. $Y$, and 2 . Consequently, in the subroutine, a reference to $W$ is the same as a reference to RATE, $X$ the $:$ ime as TIME, $Y$ the same as DISTANCE, and $Z$ the same as MASTER.

## FUNCTIONS

A function is a procedure that always returns a single value to the point of invocation. It usually requires aryuments to be passed to it when it is; invoked, and is invoked by the appearance of the function name (and associated argument:;) in an expression. Such an appedrance i:i called a function reference. Like a subroutine, a function can operate upon the aryuments passed to it and upon other known data. But unlike a subroutine, a function is written to compute a single value which is returned, with control, to the point of invocation, the function reference. This single value can be of arithmetic, string (including picture data). locator, or area type. The maximum number of different data types or precisions returned by one function may not exceed 256. An example of a function reference is contained in the following procedure:

## MAINP: PROCEDURE;

```
•
GET LIST (A, B, C, Y);
    .
        X=Y**3+SPROD(A,B,C);
    .
        END MAINP;
```

In the above procedure, the assignment statement

$$
X=Y * * 3+\operatorname{SPROD}(A, B, C) ;
$$

contains a reference to a function called SPROD. The parenthesized list following the function name contains the aryuments that are being rassed to SPROD. Assume that SPROD has been defined as follows:

SPROD: PROCEDURE (U,V,W);

IF U $>\mathrm{V}+\mathrm{W}$
THEN RETURN (0):
ELSE RETURN (U*V*W);
-

END SPROD:
When SPROD is invoked by MAINP, the arguments $A$, $B$, and $C$ are associated with the parameters $U, V$, and $W$, respectively. Since attributes have not been expicitly declared for the arguments and parameters. default attributes of FLOAT DECIMAL (6) are
applied to each argument and parameter. (The default precision is that defined for system 360 implementations.) Hence, the attributes; dre consistent, and the association of the arguments with the parameters produces; no error.

During the extcution of SPROD, the IF statement is encountered and a test is made. If $U$ is greater than $V+W$, the statement associated with the THEN clause is executed; otherwise, the statement associated with the ELSE clause is executed. In either case, the executed statement is a RETURN statement.

The RETURN statement is the usual way by which a function is terminated and control is returned to the invoking procedure. Its urse in a function differs somewhat from its use in a subroutine; in a function, not only does it return control but it also returns a value to the point of invocation. The general form of the RETURN statement. when it i:s used in a function, is as follows:

## RETURN (element-expression):

The expression must be present and must represent a single value; i.e., it cannot be an array or structure expression. It is this value that is returned to the invoking procedure at the point of invocation. Thus, for the above example; SPROD returns either 0 or the value represented by $U * V \neq W$, along with control to the invoking expression in MAINP. The returned value then effectively replaces the function reference, and evaluation of the invoking expression continues.

A function can also be terminated by execution of a GO TO statement. If this method is used, evaluation of the expression that invoked the function will not be completed, and control will go to the designated statement. As in a subroutine, the transfer point specified in a GO TO statement may be a parameter that has been associated with a label argument. For example. assume that MAINP and SPROD have been defined as follows:

MAINP: PROCEDURE;
-
GET $\operatorname{LIST}(A, B, C, Y)$; $X=Y * 3+\operatorname{SPROD}(A, B, C, L A B 1) ;$ -

LAB1: CALL ERRT:
-


In MAINP, LAB1 is explicitly declared to be a statement label constant by its appearance as a label for the CAIL ERRT statement. When SPROD is invoked, IAB1 is associated with parameter $z$. Since the attributes of $A$ must agree with those of LAB1, $Z$ is declared to have the LABEL attribute. When the IF statement in SPROD is executed, a test is made. If $U$ is greater than $V+W$, the THEN clause is executed, control returns to MAINP at the statement labeled LAB1, and evaluation of the expression that invoked SPROD is discontinued. If $U$ is not greater than $V+W$, the ELSE clause is executed and a return to MAINP is made in the normal fashion. Additional information about the use of label arguments and label parameters is contained in the section Relationship of Arguments and Parameters in this section.

Note: In some instances, a Eunction may be so defined that it does not require arguments. In such cases, the appearance of the function name within an expression will be recognized as a function reference only if the function name has been explicitly or contextually declared to be an entry name. See The ENTRY Attribute in this section for additional information.

## Attributes of Returned Values

The attributes of the value returned by a function may be declared in two ways:

1. They may be declared by default according to the first letter of the function name.
2. They may be explicitly declared in the RETURNS option of the PROCEDURE (or ENTRY) statement for the function.

The value of the expression in the REIURN statement is converted within the function, whenever necessary, to conform to the attributes specified by one of the two methods above.

Attributes specified in ENTRY statements can be different from those specified in the encompassing PROCEDURE statement.

In the previous examples of MAINP and SPROD, the PROCEDURE statement of SPROD contains no attxibutes declared for the value it returns. Thus, these attributes must be determined from the first letter of its name. S. The attributes of the returned value are therefore FLOAT and DECIMAL. Since these are the attributes that the returned value is expected to have, no conflict exists.

Note: Unless the invoking procedure provides the compiler with information to the contrary, the attributes of the value returned by a function to the invoking procedure are always determined from the first letter of the function name.

The RETURNS Option: The way in which attributes can be declared for the returned value in the PROCEDURE or ENTRY statement is illustrated in the following example. Assume that the PROCEDURE statement for SPROD has been specified as follows:

## SPROD: PROCEDURE (U,V,W,Z) RETURNS (FIXED BINARY):

With this declaration, the value returned by SPROD will have the attributes FIXED and BINARY. However, since these attributes differ from those that would be determined from the first letter of the function name, this difference must be stated in the invoking procedure to avoid a possible error. The $P L / I$ user communicates this information to the compiler with the RETURNS attribute specified in a DECLARE statement in the invoking procedure.

The RETURNS Attribute: The RETURNS attribute is specified in a DECLARE statement for an entry name. It specifies the attril bute of the value returned by that function. It further specifies, by implication, the ENTRY attribute for the name; consequently, it is an entry name attribute specification. Unless default attributes for the entry name apply, any invocation of a function must appear within the scope of a RETUFNS attribute declaration for the entry name. For an internal function, the REYURNS attribute can be specifled only in a DECLARE statement that is internal to the same block as the function procedure.

The general format of the RETURNS attribute is:

## RETURNS (attribute-1ist)

A RETURNS attribute specifies that within the invoking procedure the value returned from the named entry point is to be treated as though it had the attributes given in the attribute list. The word treated is used because no conversion is performed in an invoking block upon any value returned to it. Therefore, if the attributes of the
returned value do not agree with those in the attribute list of the RETURNS attribute, an error will probably result.

In order to specify to the compiler that coding for MAINP is to handle the FIXED BINARY value being returned by SPROD, this declaration must be given within MAINP:

## DECLARE SPROD RETURNS (FIXED BINARY);

Note what is implied in the above discussion. During compilation of the invoking block, there is no way for the compiler to check a function procedure to determine the attributes of the value it returns. In the absence of explicit information in a RETURNS attribute specification, the compiler can only assume that the attributes will be consistent with the attributes implied by the first letter of the function name. This is true even if the function procedure is contained in the invoking procedure. If the returned value does not have the attributes that the invoking procedure is prepared to receive, no conversion can be performed. The RETURNS attribute must be declared for a function that returns any value.

## Built-In Functions

Similar to function procedures that a user can define for himself is a comprehensive set of pre-defined functions called built-in functions.

The set of built-in functions is an intrinsic part of PL/I. It includes not only the commonly used arithmetic functions but also other necessary or useful functions related to language facilities, such as functions for manipulating strings and arrays.

Built-in functions are invoked in the same way that user-defined functions are invoked. However, many built-in functions can return array or structure values, whereas a user-defined function can return only an element value.

Note: Some built-in functions may actually be compiled as in-line code rather than as procedure invocations. All are referred to in a PL/I source program, however, by function references, whether or not they result in an actual procedure invocation.

Neither the ENTRY attribute nor the RETURNS attribute can be specified for ans built-in function name. The use of the name in a function reference is recognized without need for any further identification; attributes of values returned by built-in functions are known by the compiler.

But since built-in function names are PLI keywords, they are not reserved; the same identifiers can be used as userdefined names. Consequently, ambiguity might occur if a built-in function reference were to be used in a block that is contained in another block in which the same identifier is declared for some other purpose. To avoid this ambiguity, the BUILTIN attribute can be declared for a built-in function name in any block that has inherited, from a containing block, some other declaration of the identifier. Consider the following example.

```
A: PROCEDURE:
    B: BEGIN;
        DECLARE SQRT FLOAT BINARY;
            .
        C: BEGIN;
        DECLARE SQRT BUILTIN;
        END C;
            \bullet
        END B;
        -
        END A;
```

    Assume that in external procedure \(A\).
    SQRT is neither explicitly nor contextually
    declared for some other use. Consequently.
    any reference to SQRT would refer to the
    built-in function of that name. In \(B\).
    however, SQRT is declared to be a floating-
    point binary variable, and it cannot be
    used in any other way. Finally, in C, SQRT
    is declared with the BUILTIN attribute so
    that any reference to SQRT will be recog-
    nized as a reference to the built-in func-
    tion and not co the floating-point binary
    variable declared in \(B\).
    Note that a variable having the same identifier as a built-in function can be contextually declared by its appearance on the left-hand side of an assignment symbol (in an assignment statement, a DO statement, or a repetitive specification) or in the data list of a GET statement, provided that it is neither enclosed within nor immediately followed by an argument list. (This does not apply to the names ONCHAR. ONSOURCE, and PRIORITY which are pseudovariables that do not require arguments.) For example, if the statement SQRT $=1$ had appeared in procedure $B$ instead of the explicit declaration, SQRT would have been
contextually declared as a floating-point decimal variable.

A user can even use a built-in function name as the entry name of a user-written function and, in the same program, use both the built-in function and the user-written function. This can be accomplished by use of the BUILTIN attribute and the ENTRY attribute. (The ENTRY attribute, which is used in a DECLARE statement to specify that the associated identifier is an entry name, is discussed in a later section of this section.)

The following example illustrates use of the ENTRY attribute in conjunction with the BUILTIN attribute.

SQRT: PROCEDURE (PARAM) FIXED (6,2); DECLARE PARAM FIXED (12);
-
$\cdot$ ENL SQRT;

A: PROCEDURE;
DECLARE SQRT ENTRY RETURNS (FIXED(6,2)), Y FIXED(12);
-
$\mathrm{X}=\operatorname{SQRT}(\mathrm{Y})$;
.
.
B: BEGIN; DECLARE SQRT BUILTIN; $Z=S Q R T(P) ;$
-

END B;
$\stackrel{\rightharpoonup}{\bullet}$

A;
END A;
The use of SQRT as the label of the first PROCEDURE statement is an explicit declaration of the identifier as an entry name. Since, in this case, SQRT is not the built-in function, the entry name must be explicitly declared in A (and the RETURNS attribute is specified because the attributes of the returned value are not apparent in the function name). The function reference in the assignment statement in A thus refers to the user-written SQRT function. In the begin klock, the identifier SQRT is declared with the BUILTIN attribute. Consequently, the function reference in the assignment statement in B refers to the built-in SQRT function.

If a user-written function using the name of a built-in function is external. any frocedure containing a reference to that function name must also contain an entry declaration of that name; otherwise a reference to the identifier would be a reference to the built-in function. In the above example, if the PROCEDURE $B$ were not contained in $A$, there would be no need to specify the BUILTIN attribute; so long as the identifier S¢RT is not known as some other name, the identifier would refer to the ruilt-in function.

If a user-written function using the name of a tuilt-in function is internal. any reference to the identifier in the containing klock would be a reference to the user-written function, provided that its name is known in the block in which the reference is made. No entry name attributes would have to ke specified if attrikutes to the returned value could be inferred from the entry name.

## RELATIONSHIP OF ARGUMENTS AND PARAMETERS

When a function or subroutine is invoked, a relationship is established between the arguments of the invoking statement or expression and the parameters cf the invoked entry point. This relationship is dependent upon whether or not durmy arguments are created.

## DUMMY ARGUMENTS

In the introductory discussion of arguments and parameters, it is pointed out that the name of an argument, not its value, is passed to a subroutine or function. However, there are times when an argument has no name. A constant, for example, has no name; nor does an operational expression. But the mechanisf that associates arguments with parameters cannot handle such values directly. Therefore, the compiler must provide storage for such values and assign an internal nare for each. These internal names are called dummy arguments. They are not accessible to the PL/I user, but he should be aware of their existence kecause any change to a parameter will be reflected only in the value cf the dummy argument and not in the value of the original argument from which it was constructed.

A dummy argument is always created for any cf the following cases:

[^3]3. If an argument is an expression in parentheses
4. If an argument is a variable whose data attributes are different from the data attributes declared for the parameter in an entry name attribute specification appearing in the invoking block
5. If an argument is itself a function reference containing arguments
6. If, for the TSS/360 PL/I compiler, an argument is a controlled array or string associated with a simple parameter, unless the asterisk notation is used.

In all other cases, the argument name is passed directly. The parameter becomes identical with the passed argument; thus, changes to the value of a parameter will be reflected in the value of the original argument oniy if a dummy argument is not passed.

A task variable cannot ke passed as an argument if this would cause a dummy argument to be created.

Note: When a dummy argument is created for an argument that is a constant, the attributes of the dummy argument will ke those indicated by the constant. For example, if SUB is a subroutine that expects to be passed a fixed binary argument, the statement

## CALL SUB(2);

will lead to error, since the dummy argument will be fixed decimal. This can be avoided either by assigning the value 2 to a fixed binary variable and passing the variable name, e.g.,

## $\mathrm{I}=2$;

CALL SUB(I);
or by using the ENTRY attribute.

## THE ENTRY ATTRIBUTE

There is no way during compilation of a subroutine or function that the compiler can know the attributes of arguments that will be passed to a parameter. The compiler must assume that the attrikutes of each argument will agree with the attributes of its associated parameter. Wherever there is disagreement, the program must provide. in the invoking procedure, an ENTRY attribute declaration for the entry name of the subroutine or function being invoked. The general form of the ENTRY attribute is as follows:

## ENTRY [(parameter-attribute-list [, parameter-attribute-list]...)]

Note that the above format allows the keyword ENTRY to be specified without accompanying parameter attribute lists, as it might be used to identify a function entry name that does not require arguments.

Each parameter attribute list in the ENTRY attribute specification corresponds to one parameter of the subroutine or function involved and specifies the attributes of that parameter. In general, if the attributes of an argument do not agree with those of its corresponding parameter (as specified in a parameter attribute list), a dummy argument is constructed for that argument if conversion is possible. The dummy argument contains the value cf the original argument converted to conform with the attributes of the corresponding farareter. Thus, when the subroutine or function is invoked, it is the dummy argument that is passed to it.

If an ENTRY attribute with parameter attribute lists is not used, the compiler assumes that the arguments are compatible and acts according to the default attrikutes cf the parameters. If the argument attributes do not agree with the attrikutes of the corresponding parameter, no conversion occurs, and an error probably results. For example, if a fixed decimal argurent, which should be kyte aligned, is passed to a procedure which expects a fixed binary argument, then a specification interruption probably occurs when the argument is treated as fullword binary.

When the above form of the ENTRY attribute is used, each parameter of the subroutine or function must be accounted for. If there is no need to specify the attributes of a particular parameter, its place must ke kept by a comma. For example, the statement:

DECLARE SUBR ENTRY (FIXED, FLOAT);
specifies that $S U B R$ is an entry name that has three rarameters: the first and third have the attributes FIXED and FLOAT, respectively, while the attributes of the second are presumably the same as those of the argurent being passed. Since the attributes of the second parameter are nct stated, no assumptions are made and no conversions are performed.

As mentioned earlier, the ENTRY attrikute may be specified without parameter attribute lists. It is used in this way to indicate that the associated identifier is an entry name. Such an indjcation is necessary if an identifier is not otherwise recognizable as an entry name, that is, if
it is not explicitly or contextually declared tc be an entry name in one of the following ways:

1. By its appearance as a label of a PROCEDURE or ENTRY statement (explicit)
2. By its appearance immediately following the keyword CALI (contextual)
3. By its appearance as the function name in a function reference that contains an argument list (contextual)

Therefore, if a reference is made to an entry name in a block in which it does not appear in one of these three ways, the identifier must be given the ENTRY attritute explicitly, or by implication (see "Note" below), in a DECLARE statement within the block. For example, assume that the following has been specified:

A: PROCEDURE;

```
    .
PUT LIST (RANDOM);
    •
END A;
```

Assume also that $A$ is an external procedure and RANDOM is an external function that requires no arguments and returns a random number. As the procedure is shown above, RANDOM is not recognizatle within A as an entry name, and the result of the PUT statement therefore is undefined. In order for RANDOM to be recognized within $A$ as an entry name, it must be declared to have the ENTRY attribute. For example:

```
A: PROCEDURE;
    DECLARE RANCOM ENTRY;
        PUT LIST (RANLOM);
        •
        END A;
```

Now, RANDOM is recognized as an entry name, and the appearance of RANDOM in the PUT statement cannot be interpreted as anything but a function reference. Therefore, the PUT statement results in the output transmission of the random number returned by RANDOM.

Note: The ENTRY attribute is implied -and therefore need not be stated explicitly -- for an identifier that is drslared in a CECLARE statement to have the RETURNS attribute.

## Entry Names as Arguments

When an entry name is specified as an argument of a function or subroutine reference, one of the following applies:

1. If the entry name argument, call it $M$, is specified with an argument list of its own, it is recognized as a function reference; $M$ is invoked, and the value returned by $M$ effectively replaces $M$ and its argument list in the containing argument list.
2. If the entry name argument affears without an argument list, but within an operational expression or within parentheses, then it is taken to be a function reference with no arguments. For example:

CALI A((B));
This passes, as the argument to procedure $A$, the value returned by the function procedure $B$.
3. If the entry name argument appears without an argument list and neither within an operational expression nor within parentheses, the entry nare itself is passed to the function or subroutine being invoked. In such cases, the entry name is not taken to be a function reference, even if it is the name of a function that does not require arguments. for example:

## CALL A(B);

This passes the entry name $B$ as an argument to procedure $A$.

There is an exception to this rule, however: if an identifier is known as an entry name and appears as an argument and if the parameter attribute list for that argument specifies an attribute other than ENTRY, the entry name will te invoked and its returned value passed. For example:

A: PRCCEDURE; DECLARE B ENTRY, C ENTRY(FLOAT);

.

END A ;
In this case, $B$ is invoked and its returned value is passed to $C$.

Consider the following example:

```
CALLP: PROCEDURE;
            DECLARE RREAD ENTRY,
                SUBR ENTRY (ENTRY, FLOAT,
                    FIXED BINARY, LABEL);
    GET LIST (R,S);
        •
        CALL SUBR (RREAD, S¢RT(R), S,
                LAB1);
            -
            •
IABI: CALL ERRT(S);
        \bullet
        END CALLP;
SURR: PROCEDURE(NAME, X, J, TRANPT);
        DECLARE NANE ENTRY, TRANPT LABEL;
        *
        IF X > J THEN CAII NANE (J);
            ELSE GO TO TRANPT;
        -
        END SUBR;
```

In this example, assume that cALLP, SUBR, and RREAD are external. In CALLP, both RREAD and SUBR are explicitly declared to have the ENTRY attribute. (Actually, the explicit declaration for $S U B R$ is used principally to provide information about the characteristics of the parameters of SUBR.) Four arguments are specified in the CALL SUBR statement. These arguments are interpreted as follows:

1. The first argument, RREAD, is recognized as an entry name (because of the ENTRY attribute declaration). This argument is not in conflict with the first parameter as specified in the parameter attribute list in the ENTRY attribute declaration for SUBR in CALLP. Therefore, since RKEAD is recognized as an entry name and not as a function reference, the entry name is passed at invocation.
2. The second argument, SQRT (R), is recognized as a function reference because of the argument list accompanying the entry name. SQRT is invoked, and the value returned by SQRT is assigned to a dummy arcument. which effectively replaces the reference to SQRT. The attributes of the dummy argument agree with those of
the second farameter, as specified in the parameter attricute list declaration. When subr is invoked, the dummy argument is passed to it.
3. The third argument, $S$, is simply a decimal floating-point element variable. However, since its attributes do not agree with those of the third parameter, as specified in the parameter attribute list declaration, a dumry argument is created containing the value of $S$ converted to the attributes of the third parameter. When SUBR is invoked, the dummy argument is passed.
4. The fourth argument, LAB1, is a statement-label constant. Its attributes agree with those of the fourth parameter. But since it is a constant, a dummy argument is created for it. When SUBR is invoked, the dummy argument is passed.

In SUER, four parameters are explicitly declared in the PROCEDURE statement. If no further explicit declarations were given for these parameters, arithmetic default attributes would be supplied for each. Therefore, since NAME must represent an entry name, it is explicitly declared with the ENTRY attribute, and since TRANPT must represent a statement lakel, it is explicitly declared with the LABEL attribute. X and $J$ are arithmetic so the defaults are allowed to apply.

Note that the appearance of NAME in the CALL statement does not constitute a contextual declaration of NAME as an entry name. Such a contextual declaration can be made only if no explicit declaration applies, and the appearance of NAME in the PROCEDURE statement of SUBR constitutes an explicit declaration of NAME as a parameter. If the attributes of a pararfeter are not explicitly declared in a complementary DECLARE statement, arithmetig defaults apply. Consequently, NAME must be explicitly declared to have the ENTRY attribute; ctherwise, it would be assumed to be a kinary fixed-point variable, and its use in the CALI statement would result in an error.

## ALLOCATION OF PARAMETERS

A parameter cannot be declared tc have any cf the storage class attributes STATIC, AUTONATIC, or BASED. It can, however, be declared to have the CONTROLLED attribute. Thus, there are two classes of parameters, as far as storage allocation is concerned: those that have no storage class, i.e. simple carameters, and those that have the CONTROLIED attritute, i.e., controlled parameters.

A simple parameter may be associated with an argument of any storage class. However, if more than one generation of the argument exists, the parameter is associated only with that generation existing at the time of invocation.

A controlled parameter must always have a corresponding controlled argument. Such an argument cannot be subscripted, cannot be an element of a structure, and cannot cause a dummy to be created. If more than one generation of the argument exists at the time of invocation, the parameter corresponds to the entire stack of these generations. Thus, at the time of invocation, a controlled parameter represents the current generation of the corresponding argument. A controlled parameter can be allocated and freed in the invoked procedure, thus allowing the manipulation of the allocation stack of the associated argument. A simple parameter cannot be specified in an ALLOCATE or FREE statement.

Parameter Bounds, Lengths, and Sizes
If an argument is a string, array, or area, the length of the string, the bounds of the array, or the size of the area must be declared for the corresponding parameter. The number of dimensions and the bounds of an array parameter, the length of a string parameter, or the size of an area parameter must be the same as that for the current generation of the corresponding argument. Usually, this can be ensured simply by specifying actual numbers for the bounds, length, or size of the parameter. However, the actual bounds, length, or size may not always be known at the time that the subroutine or function is written. Whenever this is the case, bounds, length, or size for a simple parameter can be specified by asterisks; bounds, length, or size for a controlled parameter can be specified either by asterisks or by expressions.

Simple Parameter Bounds, Lengths, and Sizes
When the actual length, bounds, or size of a simple parameter is not known, it can be specified in a DECLARE statement by asterisks. When an asterisk is used, the
I length, size, or bounds is taken from the current generation of the corresponding argument; if no current generation exists, any reference to the variable is an error. If an asterisk is used to represent the bounds of one dimension of an arra'/ parameter, the bounds of all other dimensions of that parameter must be specified by asterisks.

Controlled Parameter Bounds, Lengths, and Sizes

The bounds, length, or size of a controlled parameter can be represented in a

DECLARE statement either by asterisks or by element expressions.

Asterisk Notation: When asterisks are
I used, size, length, or bounds of the controlled parameter is taken from the current generation of the corresponding argument. Any subsequent allocation of the controlled parameter uses the same bounds, length, or size, unless it is overridden by a different bounds, length, or size specification in the ALLOCATE statement. If no current generation of the argument exists, the asterisks only determine the dimensionality of the parameter, and an ALLOCATE statement in the invoked procedure must specify
I bounds, length, or size for the controlled parameter before other references to the parameter can be made.

Expression Notation: The bounds, length.
I or size of a controlled parameter can also be specified by element expressions. These expressions are evaluated at the time of allocation. Each time the parameter is allocated, the expressions are re-evaluated
Ito give current bounds, length, or size for the new allocation. However, such expressions in a DECLARE statement can be over-
I ridden by a bounds, length, or size specification in the ALLOCATE statement itself.

If a current generation of the argument exists at the time of invocation, the expressions evaluated at invocation must give
I the same bounds, length, or size as the argument. If a current generation does not exist, then nc requirements are made on the values of these expressions. They are evaluated each time the parameter is allocated, except in those cases where the expressions are overridden by a bounds.
I length, or size specification in the ALLOCATE statement itself. For example:

MAIN: PROCEDURE OPTIONS (MAIN) ; DECLARE (A(20), B(30), C(100). D(100)) CONTROLLED. NAME CHARACTER (20), I $\operatorname{FIXED}(3,0)$;

Allocate A, B;
CALL SUB1 (A,B);

FREE A, B;

FREE A, B;
GET LIST (NAME,I) ;
CALL SUB2 (C, D, NAME, I);

FREE C.D;

Page of GC28-2045-1. Issued September 15. 1970 by TNL GN28-3111


END SUB2:
In the procedure MAIN, the arrays $A, B, C$, and $D$ are declared with the CONTROLLED storage class attribute; NAME and I are AUTOMATIC by default.

When SUB1 is invoked, $A$ and $B$, which have been allocated as declared, are passed. SUB1 declares its parameters with the asterisk notation. The ALLOCATE statement, however, specifies bounds for the arrays; consequently, the allocated arrays, which are actually a second generation of $A$ and $B$, have bounds different from the first generation lif no bounds were specified in the ALLOCATE statement, the bounds of the new generation would be identical to those of the first generation).

After control returns to MAIN, the first FREE statement frees the second generation of $A$ and $B$ (allocated in SUB1 as parameters), and the second FREE statement frees the first generation (allocated in MAIN).

When SUB2 is invoked, $C$ and $D$ are passed to $X$ and $Y$, NAME is passed to NAMEA, and $I$ is passed to $N$. In SUB2, $X$ and $Y$ are declared with bounds that depend upon the value of $I$ (passed to $N$ ). When $X$ and $Y$ are allocated, this value determines the bounds of the allocated array.

Although NAME (corresponding to NAsteA) is not controlled, the asterisk notation for the length of NAMEA indicates that the length is to be picked up from the declaration of the argument (NAME).

## ARGUMENT AND PARAMETER TYPES

In general, an argument and its corresponding parameter may be of any data organization and type. For example, an argument may be a statement label, provided that the corresponding parameter is declared with the LABEL attribute; it may be an entry name, provided that the corresponding parameter is an entry name, and so on. However, not all parameter/argument relationships are so clear-cut. Some need further definition and clarification. Such cases are given below.

If a parameter is an element, i.e., a variable that is neither a structure nor an array, the argument must be an element expression. If the argument is a subscripted variable, the subscripts are evaluated before the subroutine or function is invoked and the name of the specified element is passed. If the argument is a constant, the attributes of the corresponding parameter must agree with the attributes indicated by the constant, unless the ENTRY attribute is specified for the entry name.

If a parameter is an array, the argument must be an array expression or an element expression. If the argument is an element expression, the corresponding parameter attribute list must specify the bounds of the array parameter. (Note, however, that in this case the bounds in the parameter attribute list cannot be asterisks.) This causes the construction of a dumm array argument, whose bounds are those of the array parameter. The value of the element expression tixan becomes the value of each element of the dummy array argument.

If a parameter is a structure, the argument must be a structure expression or an element expression. If the argument is an element expression, the corresponding parameter attribute list must specify the structure description of the structure parameter conly level numbers need be used -see the discussion of the ENTRY attribute in Part II, Section 9. Attributes, for details). This causes the construction of a dumny structure argument, wose description matches that of the structure parameter. The value of the element expression then becomes the value of each element of the dummy structure argument. The relative structuring of the argument and the parameter must be the same; the level numbers need not be identical. The element value must be one that can be converted to conform with the attributes of all the elementary names of the structure.

If a parametex is an element label variable, the axgument must be either an element label variable or a label constant.

If the argument is a label constant, a dummy argument is constructed.

If the parameter is an array label variable, the argument must be an array label variable, an element label variable, or a label constant. If the argument is either of the latter two, the corresponding parameter attribute list must specify that the parameter is a label array, giving the kounds of that array. This causes the construction of a dummy array label argument, whose bounds are those of the label array parameter.

If a parameter is an entry name, the argument must be an entry name. Note that the name of a mathematical built-in function can be passed as an argument, but no other built-in function names can be passed.

If a parameter is a file name, the argument must be a file name. The attributes of the file name parameter are always ignored.

If a parameter is a fixed-length string variable, the argument should be a fixedlength string. If the argument is of varying length, a parameter attribute list describing the parameter as a fixed-length string must be given in the invoking procedure. Similarly, if a parameter is a varying-length string variable, the argument should be a varying-length string. If the argument is of fixed length, a parameter attribute list describing the parameter as a varying-length string must be given in the invoking procedure. Whenever a varying-length string argument is passed to a non-varying string parameter whose length is undefined (i.e., specified by an asterisk), the maximum length of the argument is passed to the invoked procedure. This is true even when the argument is an element; the object of passing the maximum length rather than the current length is to maintain a consistent rule for both element and array arguments. (If the argument were a varying-length string array passed to a non-varying undefined-length parameter, only one length could te passed, and this would naturally be the maximum length.)

Example:
DECLARE A CHARACTER(50) VARYINC, PROC1 ENTRY (CHARACTEK(*));
$\mathrm{A}={ }^{\prime} 123^{\prime}$;
CALL PROC1 (A) ;
PROC1: PROCEDURE (B);
DECLARE B CHARACTER(*), C CHARACTER(5);

```
\(\mathrm{C}=\mathrm{B}| |\).45';
/* \(\mathrm{C}={ }^{\prime} 123 \mathrm{bb}\) ' NOT '12345' */
-
```

In this example, to pass $A$, a dummy of length 50 (i.e.. the maximum length of $A$ ) is created. In the concatenation operaticn, '45' is concatenated at the right of the character string of length 50 (which contains '123' followed by 47 blanks). The result is then truncated to fit into $C$, which has length 5 , so that $\mathrm{C}=\mathrm{I}^{\prime} 123 \mathrm{bb}$ '.

If a parameter is a locator variable of either pointer or offset type, the argument must be a locator variable of either type. If the types differ, a dummy argument is created. (See also Part I, Section 14, "Based Storage and List Processing.")

## GENERIC NAMES AND REFERENCES

A generic name represents a family of procedure entry points, each member of which can te invoked by a generic reference, that is, a procedure reference using the generic name in place of the actual entry name. The member invoked is determined according to the number and attributes of the arguments specified in the generic reference; it is that member whose parameters match the arguments in number and attributes.

A generic name must be declared with the GENERIC attribute. The general format of this attribute is as follows:
generic-name GENERIC (member-declaration [,rember-declaration]...)

Each rember declaration corresponds to one frocedure entry point in the family. It specifies the entry name of the nember, followed by the ENTRY attribute and its associated parameter attribute list; this list gives the number and attributes of the parameters for that entry name. Fcr example, consider the following statement:

## LECLARE CAIC GENERIC <br> (FXDCAL ENTRY(FIXED, FIXED), FLOCAL ENTRY(FLOAT, FLOAT), MIXED ENTRY (FLOAT,FIXED));

This statement defines CALC as a generic name having three members, FXDCAL, FLOCAL, and MIXED. One of these three function frocedures will ke invoked by a generic reference to CALC, depending on the characteristics of the two arguments in that reference. For example, consider the following statement:

$$
\mathrm{Z}=\mathrm{X}+\operatorname{CALC}(\mathrm{X}, \mathrm{Y}) ;
$$

If $X$ and $Y$ are floating-point and fixedpoint, respectively, MIXED will be invoked.

## PASSING AN ARGUMENT TO THE MAIN PROCEDURE

When invoking a procedure, a single argument can be passed in apostrophes, using the operand field of the procedure name. See IBM System/360 Time Sharing System, PL/I Programmer's Guide. If this facility is used, the first argument should be declared as a VARYING character string; the maximum length is 100 , and the current length is set equal to the argument length at object time. The argument can also be a fixed-length character string. For example:

PLI TOMMOD
TOM: PROC (PARAM) OPTIONS (MAIN): DCL PARAM CHAR (100) VARYING;
-

END:
_END

After compiling TOM, the user can execute it by issuing the statement TOMMOD
'ABC123'. The length of PARM is set equal
to 6, and the character string ABC123 is
passed to TOM.

When a PL/I program is executed, a large number of oxceptional conditions are monitored by the system and their occurrences are automatıcally detected whenever they arise. These exceptional conditions may be errors, such as overflow or an input/output transmission error, or they may be conditions that are expected rut infrequent, such as the end of a file or the end of a page when output is being frinted. When checking out a program, a user can also get a selective flow trace and dumps by specifying that $t$ he occurrence of any one of a list of identifiers be treated as an exceptional condition.

Each of the conditions for which a test may be made has been given a name, and these names are used by the user to control the handling of exceptional conditions. The list of condition names is part of the $\mathrm{PL} / \mathrm{I}$ language. For keyword names and descriptions of each of the conditions, see part II, Section 8, "ON-Conditions."

## ENABLED CONDITIONS AND ESTABLISHED ACTION

A condition that is being monitored, and the occurrence of whicn will cause an interruption, is said to ke enabled. Any action specified to take place when an occurrence of the condition causes an interruption, is said to be established.

Most conditions are checked for automatically, and when they occur, the system will take control and ferform some standard action specified for the condition. These conditions are enabled by default, and the standard system action is estaklished for them.

The most common system action is to raise the ERROR condition. This provides a common condition that may be used to check for a number of different types of errors, rather than checking each error type individually. Standard system action for the ERROR condition is tc raise the FINISH condition and terminate the task.

The user may specify whether or not some conditions are to be enabled, that is, are to be checked for so that they will cause an interruption when they arise. If a condition is disabled, an occurrerce of the condition will not cause an incerruption.

All input/output conditions and the ERROR, FINISH, and AREA conditions are always enabled and cannot be disabled.
of the computational conditions and the frogran checkout conditions may be enabled or disabled. The program checkout conditions and the SIZE condition must be explicitly enabled if they are to cause an interruption; all other conditions are enabled ky default and must be explicitly disabled if they are not to cause an interruction when they occur.

## Condition Prefixes

Enabling and disabling can be specified for certain conditions by a condition prefix. A condition prefix is a list of one cr more condition names, enclosed in parentheses and separated by commas, and connected to a statement (or a statement lakel) by a colon. The prefix always precedes the statement and any statement labels. A condition name in a prefix list indicates that the corresponding condition is enabled within the scope of the prefix. Some condition names can be preceded by the word NO, without a separating blank or connector, to indicate that the corresponding condition is disabled.

## Scope of the Condition Prefix

Tne scope of the prefix, that is, the fart of the frogram throughout which it applies, is usually the statement to which the prefix is attached. The prefix does not apply to any functions or subroutines that may be invoked in the execution of the statement.

A condition prefix to an IF statement afplies only to the evaluation of the expression following the IF; it does nct affly to the statements in the THEN or ELSE clauses, although these may tnemselves have prefixes. Similarly, a prefix to the oN statement has no effect on the statements in the on-unit. A condition prefix to a DO statement applies only to the evaluation of any expressions in the DO statement itself and not to any other statement in the Dogroup.

Condition prefixes to the PROCEDURE statement and the BEGIN statement are special (though commonly used) cases. A condition prefix attached to a PROCEDURE or BEGIN statement applies to all the staterents up to and including the corresponding END statement. This includes other PROCELURE or BEGIN statements nested within that block. It does not apply to any frocedures lying outside that klock, which may be invoked during execution of the program.

The enabling or disabling of a condition ray be redefined within a klock ky attaching a prefix to statements within the block, including FROCEDURE and BEGIN statements (thus redefining the enabling or disabling of the condition within nested tlocks). Such a redefinition applies only to the execution of the statement to which the prefix is attached. In the case of a nested PROCEDURE or BEGIN statement, it applies only to the block the statement defines, as well as any blocks contained within that block. When control passes out of the scope of the redefining prefix, the redefinition no longer applies. A condition prefix can be attached to any statement except a DECLARE ur ENTRY statement.

## The ON Statement

A system action exists for every condition, and if an interruption occurs, the system action will be ferformed unless the user has specified an alternate action in an ON statement for that condition, and that on statement has been executed. The purpose of the on statement is to establish the action to be taken when an interruption results from an exceptional condition that has been enabled, either by default or by a condition prefix.

Note: The action specified in an on statement will not be executed during any portion of a erogram thronghout which the condition has been disabled.

The form of the ON statement is:
ON condition-name [SNAP] on-unit SYSTEM;
(See Part II, Section J, "Statements" for a full description.)

The keyword SYSTEM followed by a semicolon specifies standard system action whenever an interruption occurs. It reestablishes system action for a condition for which some other action has been established. The on-unit is used ty the user to specify an alternate action to be taken whenever an interruption occurs.

The SNAP option specifies that when an interruption occurs, debugging information will be written in a debugging file. The form and content of the information depends upon the implementation. For the TSS/3.j0 $\mathrm{PL} / \mathrm{I}$ compiler, it is a list of all active procedures. The information is written in the standard system file SYSPRINT. If SNAP is specified, the action of the SNAP option precedes the action of the on-unit. If SNAP SYSTEM is specified, the system action message is followed immediately ry a list of active procedures.

The on-unit must be either a single, unlabeled, simple staterent or an unlakeled kegin tlock. The single statement cannot Le a RETURN, FORMAT, or DECLARE statement. It cannot te either of the two compound statements, IF and ON, or a DO-group. (PROCEDURE, BEGIN, END, and DC staterents can never appear as single statements.) The implementation limit for the number of on-units that can be active at any time is 127. The begin block, if it appears, can contain any statement except RETURN, al though the RETURN statement can appear within a procedure rested in the begin klock.

The single statement on-unit, or the begin blcck on-unit, is executed as though it were a procedure (without parameters) that was called at the point in the program at which the interruption occurred. If the on-unit is a single statement it behaves exactly as though it were enclosed by PROCEDURE and END statements; when execution reaches the END statement of the unit, control returns to the point from which the tlock was invoked. Just as with a procedure, control may be transferred out of an on-unit ly a GC TO statement; in this case, control is transferred to the point specified in the GO TO, and a normal return does not occur.

Note: The specific point to which control returns from an on-unit varies for different conditions. In some cases, it returns to the point that immediately follows the action in which the condition arose. In other cases, control returns to the actual point of interruption, and the action is reattempted. An example of the latter case is the return from the on-unit of an ON CONVERSION statement. When an interruption occurs as the result of a conversion error, control returns from the on-unit to reattempt conversion of the character that caused the error (on the assumption that the invalid character has been changed during execution of the onunit). If the invalid character is not changed, the ERROR condition is raised.

## The Null on-Unit

A special case of an on-unit is the null statement. The effect of this is to say "when an interruption occurs as a result of this condition, Jo nothing."

Use of the null on-unit is not the same as disabling, for two reasons: first, a null on-unit may be specified for any condition, but not all conditions can be disabled; and, second, disakling a condition, if possible, may save time by avoiding any checking for this condition. If a null cn-unit is scecified, the system must still check for occurrence of the condition,
transfer control to the on-unit whenever an interruption occurs, and then, after doing nothing, return from the on-unit.

I Note: With the TSS/360 PL/I compiler, a null on-unit for the CONVERSION condition will not cause a permanent loop if a conversion error occurs, because no conversion is re-attempted unless the invalid character is changed in the on-unit. If it is not changed, the ERROR condition is raised.

## Scope of the on Statement

The execution of an on statement associates an action specification with the named condition. Once this association is established, it remains until it is overridden or until termination of the block in which the $O N$ statement is executed.

An established interruption action passes from a block to any block it activates, and the action remains in force for all subsequently activated blocks unless it is overridden by the execution of another ON statement for the same condition. If it is overridden, the new action remains in force only until that block is terminated. When control returns to the activating block, all established interruption actions that existed at that point are reestablished. This makes it impossible for a subroutine to alter the interruption action established for the block that invoked the subroutine.

If more than one $O N$ statement for the same condition appears in the same block, each subsequently executed on statement permanently overrides the previously established condition. No reestablishment is possible, except through execution of another ON statement with an identical action specification (or re-execution, through some transfer of control, of an overridden ON statement).

## The REVERT Statement

The REVERT statement is used to cancel the effect of one or more freviously executed $O N$ statements. It can affect only ON statements that are internal to the block in which the REVERT statement occurs and which have been executed in the same invocation of that block. The effect of the REVERT statement is to cancel the effect of any ON statement for the named condition that has been executed in the same block in which the REVERT sta ement is executed. It then reestablishes the action that was in force at that time of activation of that block. This statement has the form:

REVERT condition-name;

A REVERT statement that is executed in a klock in which no on-unit has been established for the named condition is treated as a null statement.

## The SIGNAL Statement

The user may simulate the occurrence of an ON condition ly means of the SIGNAL statement. An interruption will occur unless the named condition is disabled. This statement has the form:

SIGNAL condition-name;
The SIGNAL statement causes execution of the interruption action currently established for the specified condition. The principal use of this statement is in program checking, to test the action of an on-unit, and to determine that the correct action is associated with the condition.

If the signaled condition is not enabled, the SIGNAL statement is treated as a null statement.

## The CONDITION Condition

The ON-condition of the form:

## CONDITION (identifier)

allows a user to establish an on-unit that will be executed whenever a SIGNAL statement is executed specifying condition and that identifier.

As a detugging aid, this condition can be used to establish an on-unit whose execution results in printing information that shows the current status of the program. The advantage of using this technique is that the statements of the on-unit need be written only once. They can be executed from any point in the program through flacement of a SIGNAL statement.

Following is an example of how the CONEITION condition might be included in a program:

## ON CONDITION (TEST) BEGIN;

- 

END;
Execution of the begin block would be caused wherever the following statement appears:

## SIGNAL CONDITION (TEST):

The CONDITION condition always is enabled, but it can be raised only by the SIGNAL statement.

## The CHECK Condition

The CHECK condition is an important tool provided in $\mathrm{PL} / \mathrm{I}$ for program testing. The keyword CHECK in a prefix list is followed by a parenthesized name list. The names in the list may be statement lakel constants, entry names, and variables, including array and structure variables, label variakles, task variables, event variables, area variables, and locator variakles. Subscripted names are not allowed but qualified names can be used. Parameters, and variables with the DEFINED or BASED attributes cannot be checked.

The CHECK prefix may be attached only to PROCEDURE or BEGIN statements, and therefore, it always applies to an entire block.

An interruption will generally occur immediately after the execution of a statement in which the value of a variable in a check list may have been altered. Exceptions are as follows:

1. With the compiler, during datadirected input, the interruption occurs after the first checked variable receives its value.
2. With statement labels and entry names, the interruption occurs immediately before the execution of the statement or the invocation of the entry name.

The system action for the CHECK condition is to print the identifier causing the interruption and, if it is a variakle (other than a program control variable), to print its new value in the form of datadirected output. For label variables and other progran control variables, only the variable is printed; no value is included.

Thus, ky preceding a klock with a CHECK prefix, as shown in the example in Figure 18, the user can obtain selective dumps in a readable format by specifying variables; he can obtain a flow trace by specifying labels and entry names.

The CHECK condition may also ke specified in an ON statement, if other than system action is required. This gives the user all the facilities of PL/I, including the simplicity of data-directed output for controlling and editing his debugging information.

## The SUBSCRIPTRANGE Condition

Another ON condition that is used principally for program checkout, but that may also be used in production, is the SUBSCRIPTRANGE condition. This condition must ke enabled in a condition prefix. When it is enabled, each subscrift in an array
reference is checked every time it is evaluated to see that it lies within the specified bounds. The condition is raised if any sukscript is too high or too low.

Since this checking involves a substantial overhead, it usually is used only in frogram testing, and is removed for production programs.

## The STRINGRANGE Condition

The STRINGRANGE condition is not enabled unless it appears in a condition frefix. It is raised by an invalid reference to the SUBSTR built-in function and pseudovariable, the arguments to which must lie within certain bounds (see "SUBSTR String Euilt-in Function," in Part II, Section 7). It allows execution to continue with a subSTR reference that has keen revised either automatically (that is, by standard system action) or by the user specifying an on-unit.

## Condition Built-In Functions and Condition codes

When an on-unit is invoked, it is as if it were a procedure without arguments. It is therefore impossible to pass to the onunit any information akout the interruption (other than the name of the condition). To assist the user in making use of on-units, some special functions are provided that may te used to inquire akout the cause of an interruption and possibly to attempt to correct the error.

These condition built-in functions can be used only in on-units or in blocks invoked by on-units. They are listed in Part II, Section 7, "Built-In Functions and Pseudo-Variakles."

The condition built-in functions provide information such as the name of the procedure in which the interruption occurred. the character or character string that caused a conversion interruption, the value of the key used in the last record transmitted, ind so on. Some can be used as pseudo-variables for error correction.

The ONCODE function provides a binary integer whose value depends on the cause of the last interruption. This function, used in conjunction with the ERROR condition, allows the user to deal with errors that may be detected ky the implementation, but that are not represented by condition names in the language.

## EXAMPLE OF USE OF ON-CONDITIONS

The routine shown in Figure 18 illustrates the use of the ON statement, the


SIGNAL and REVERT statements, and condition prefixes. The routine reads batches of card images containing test readings. Each batch has a header card with a sample number, called SNO, of zero and a trailer card image with SNO equal to 9999. If a conversion error is found, one retry is attempted with the error character set to zero. Two data fields are used to calculate a subscript; if the subscript is out of range, the sample is ignored. If thi re is more
than one subscript error or more than one conversicn error in a batch, that katch is then ignored.

The numbers to the right of each line are sequence numbers, which are not part of the program itself.

The CHECK prefixes in lines 1 and 25 are included to help with debugging; in a production program, they would be removed.

The prefix specifies that just before the statements HEADER, NEWBATCH, and BADBATCH are executed, just before the procedure INPUT is invoked, and whenever the value of the variable SAMPLE changes, interruptions will occur. Since no on statement has been executed for the CHECK condition, system action is performed. This will result in the appropriate name being written on SYSPRINT, together with the new value, if any, of SAMPLE.

Since the labels used within the internal procedure INPUT are not known in DIST, they cannot be specified in a CHECK list for DIST. A separate CHECK prefix is therefore inserted just tefore the procedure statement heading INPUT. This check list specifies the labels in INPUT, and the array TABLE.

It is worth noting again that the CHECK condition prefix can be applied only to PROCEDURE and BEGIN blocks, and not to individual statements. The first statement executed is on the ON ENDFILE statement on line 9. This specifies that the external procedure SUMMARY is to ke called when an ENDFILE interruption occurs. This action applies within DIST and within INPUT and within all other procedures called by DIST, unless they establish their own action for ENDFILE.

Throughout the procedure, any conditions except SIZE, SUBSCRIPTRANGE, STRINGRANGE, and CHECK are enabled by default: and for all conditions except those mentioned explicitly in ON statements, the system action applies. This system action, in most cases, is to generate a message and then to raise the ERROR condition. The action specified for the ERROR condition on line 13 is to display the contents of the card being processed. When the ERROR action is completed, the FINISH condition is raised, and execution of the program is terminated.

The statement on line 10 specifies action to be taken whenever a CONVERSION interruption occurs. Since this action consists of more than one statement, it is bracketed by REGIN and END statements.

The main loop of the program starts with the statement HEADER. Since the CHECK condition is enabled for HEADER, an interr $1 p-$ tion will occur before HEADER is executed. The READ statement with the INTO option will cause a CHECK condition to be raised for the variable specified in the INTO option (unless, for the TSS $/ 360$ compiler, the EVENT option is used): consequently. the input is listed in the form of datadirected output.

The card image read is assumed to be a header card. If it is not, the SIGNAL CONVERSION statement causes execution of the BEGIN block, which in turn calls a procedure (not shown here) that reads on, ignoring card images until it reaches a header card image. The begin block ends with a GO TO statement that terminates the on-unit.

The GET statement labeled NEWBATCH uses the STRING option to get the different test numbers that have keen read into the character string READINGS, which is an element cf SAMPLE. Since the variables named in the data list are not explicitly declared, their appearance causes implicit declaration with the attributes FLOAT DECIMAI (6).

The array TABLE is initialized to zero before the procedure INPUT is called. This frocedure inherits the on-units already established in DIST, but it can override them.

The first statement of INPUT estaklishes a new action for CONVERSION interruptions. Whenever an interruption occurs, the ONCODE is tested to check that the interruption is due to an illegal $P$ format input character and that the illegal character is a blank. If the illegal character is a blank, it is replaced by a zero, and control is transferred to ERR1.

ERR1 is internal to the procedure INPUT. The statement, REVERT CONVERSION, nullifies the ON CONVERSION statement executed in INPUT and restores the action specified for conversion interrupts in DIST (which causes the katch to. be ignored).

After a routine is called to write an error message, control goes to IN2, which retries the conversion. If another conversion exror occurs, the interruption action is that specified on lines 10 and 11.

The second on statement in INPUT establishes the action for a SUBSCRIPTRANGE interruption. This condition must be exflicitly enakled by a SUBSCRIPTRANGE prefix for an interruption to occur. If an interruption does occur, the on-unit causes a transfer to ERR2, which establishes a new on-unit for SUBSCRIPTRANGE interruptions, cverriding the action specified in the $O N$ statement on line 35 . Any subsequent sukscrift errors in this batch will, therefore, cause control to go to BADBATCH, which signals the CONVERSION condition as it existed in the procedure DIST. Note that on leaving INPUT, the on-action reverts to that established in DIST, which in this case calls SKIPBCH to get to the next header card.

After establishment of a new on-unit, a message is printed, and a new sample card image is read.

The statement labeled IN1 reads an 80column card image into the structure SAMPLE. A READ statement does not cause incut data to be checked, so the CONVERSION condition cannot arise.

The statement IN2 checks and edits the data in columns 11 through 19 according to
the picture format item. A nonnumeric character (including blank) in these columns will cause a conversion interruption, with the results discussed abcve.

The next statement (line 41) has a SUBSCRIPTRANGE Fr efix. The data just read is used to calculate a double subscript. If either subscript falls outside the kounds declared for TABLE, an interruption occurs. If both fall outside the range, two interruptions occur.

This section describes the PL/I based storage facilities of the TSS/360 PL/I compiler, and gives some indication of their use.

## INTRODUCTION

Storage allocation is the association of the requisite amount of storage with a variable; it is effectively a two-way process: the stcrage is associated with a variable, and the variable is associated with the storage. Allccation will be made either statically that is, before the program is executed), or dynamically (that is, during execution). A statically allocated variable remains allocated for the duration of the program, but a dynamically allocated variable may relinquish its storage before the program has finished.

The storage class attributes determine which kind of allocation is to apply to a given variable. STATIC specifies that allocation will be made statically; AUTOMATIC, CONTROLLED, and BASED each specify a type of dynamic allocation. Automatic storage is allocated automatically on entry to the block in which the variable is declared, and freed automatically when the klock is terminated; once freed, the value of the variable is lost. Controlled storage allocation is under the direct control of the user, using the ALlocate and FREE statements. Based storage allocation is also under the direct control of the user, but with some essential differences from controlled allocation.

When the user reallocates a controlled variable without first freeing it, the value of the earlier allocation is not lost. All values are held, but in such a way that only one value is available for use at a given time. Effectively, the values are stacked. On the other hand, when a based variable is reallocated without first being freed, all the values are not only held, but are also available for use at any time.

Whenever a based variable is allocated, a pointer variable is set to a value relating to the address of the allocation; by including this pointer variakle in a reference to the based variable, the user can distinguish between different allocations of one based variatle. In other words, reference to the based vari ble can be qualified by a pointer value. The pointer variable is one of two types of
locator variable. The other type, the offset variable, is discussed later.

The based variatle can be a structure containing a locator for another allocation, which in turn can contain a locator for yet another allocation, and so cn. This is the fundamental concept underlying PL/I list erocessing; different allocations can be chained together in a specific crder. In fact, they can ee chained together in several different orders at cnce by using several different sets of locators. Thus, for example, it is possitle to sort a list without duplicating the list items or moving them around; any sequence can be specified ky a set of locators. This facility can also be used to chain like items together without necessarily implying a particular order.

A list or chain of associated based variables could ke scattered over a large ared of storage. linked only by fointers. However, to facilitate input/output and assignment, the based variables can be collected together into a reserved area. The relative locations of the items can then be established. The reason for this frovision is that the value of a pointer is absolute and refers to only one allocation of a variable; for example, if a list of associated based structures containing pointers were written out and later read in again, this would constitute a reallocation, within which the pointer values would be meaningless because the addresses would se different. However, another kind of locator variable, called an offset variable, is available, which establishes the location of an item relative to the start of an area. Because it is redative, the value of an offset variable retains its meaning across input/output and assignment.

As well as groviding a list processing facility, based storage allows the user to make more efficient use of record-oriented input/output. This type of input/output normally involves the use of intermediate buffers and work areas; but a kased variable can be virtually overlaid on a kuffer. and processing can take place within the buffer. Several separate based variables can ke effectively overlaid on the same buffer at once; this allows easy handling of files containing different types of record. (The type of record would be designated within the record itself; the correct based variable could then be determined from a test made after the record has keen read into the buffer.) This type of
input/output using based variables is the PL/I form of locate mode input/output.

## BASED VARIABLES AND POINTER VARIABLES

A based variable is a variable that can be allocated in more than one location in storage, thus simultaneously representing a number of values, any of which can be retrieved by specifying a pointer variable associated with the relevant storage location.

When a based variable is declared, it is associated with a pointer variable. The form of the declaration is:
identifier BASED (pointer-variable)

## Example:

## DECLARE $X$ BASED (P);

This declaration also contextually declares $P$ to be a pointer variable unless an explicit declaration for $P$ exists. Pointer variables can be declared explicitly, with the following format:

## identifier POINTER

When an unqualified reference is made to the based variable, the value of the pointer variable included in the declaration will be used to determine which allocation is concerned. For example:

$$
x=x+1 ;
$$

In this statement, the pointer variable used to determine the location of $x$ will in both cases be $P$; that is, the references to $x$ are implicitly gualified by the pointer P. Note, however, that $X$ could have been explicitly qualified by other pointer variables. Explicit pointer qualification is discussed below.

## POINTER QUALIFICATION

Reference to a based variable can be explicitly qualified by means of the following format:
pointer-variable $->$ based-variable
The pointer variable must be neither subscripted nor based; a qualified name is allowed. For example:

$$
P \rightarrow X=Q \rightarrow X
$$

This statement means simply that the value of one allocation of $X$ is to be assigned to another allocation of $x$; the $x$ allocated in the location associated with $P$ is to be
made equal to the $X$ allocated in the location associated with $Q$. The appearance of $P$ and $Q$ in the statement contextually declares them as pointer variables, unless explicit declarations exist for $P$ and $Q$.

The arrow or pointer qualifier, is a composite symbol made up of a minus sign followed by a greater-than sign. Its equivalent in the 48-character set is PT. It does not signify an operation; its function is similar to that of the period symbol in an ordinary qualified name.

## RULES AND RESTRICTIONS

Full details of the rules governing based variables and pointer variables are given under the respective attributes in Section $I$, Attributes. However, the following points should be carefully noted:

1. Based variables may not have the EXTERNAL, VARYING, or INITIAL attributes.
2. The bounds of based arrays and the lengths of based strings must be declared using decimal integer constants, with the exception that the REFER option (see "The REFER option" in this section) allows. one adjustable array bound, string length, or area size to be declared within a based structure.
3. Based label arrays cannot be initialized by subscripted label prefixes.
4. Based variables cannot be checked by means of a CHECK condition prefix.
5. Based variables cannot be transmitted using data-directed input/output.
6. The pointer variable qualifying a based variable (whether implicitly or explicitly) cannot itself be based, nor can it be subscripted; it must be an element variable, or an element of a structure; a qualified name is allowed. (Arrays of pointer variables are allowed, but the value of an element of such an array would have to be assigned to an element pointer variable before it could be used to qualify a based reference.)
7. Pointer variables cannot be operands of any operators except the comparison operators $=$ and ${ }_{7}=$. The value of $a$ pointer variable can be compared with that of any other locator variable, or with a locator value returned by a function.
8. Assignment of a pointer variable value can be made only to another locator variable.
9. Pointer variables cannot be transmitted using STREAM input/output.
10. The pointer variable declared with a based variable is not given the value of the NuLL built-in function by the declaration.
11. Only the INITIAL CALL form of the INITIAL attribute is allowed in pointer declarations.
12. The implementation of offsets and pointers does not support bit addressing. This restriction has no practical effect on ALIGNED bit strings. With UNALIGNED bit strings belonging to arrays or structures, however, only offsets or pointers to major structures or minor structures with byte (or higher) alignment should be used.

Note: The allocation of a based variable will always take at least eight bytes of storage, even if the based variable is a bit-string variable of length 1.

## Pointer Defining

A pointer variable can be defined on another pointer variable using overlay or correspondence defining.

SELF-DEFINING DATA
A self-defining record is one which contains, within itself, information about its own fields, such as the length of a string. PLI allows the user to declare a based structure in a way that is designed to help manipulate such data. A based structure can be declared to have either one adjustable array bound, one adjustable string length, or adjustable area size, governed by a variable contained within the structure itself. This variable is given a value when the structure is allocated; the value is assigned from a variable outside the structure. Note that the variable outside the structure is used only on allocation (either by an ALLOCATE statement or by a LOCATE statement); for any other reference to the structure (such as READ with SET, discussed later in this section). the variable inside the structure will apply.

## The REFER option

The REFER option is used in the leclaration of a based structure to specify that, on allocation of the structure, the value of a variable outside the structure is to
be assigned to an element of the structure, and that this value will be the length. size, or bound of another element of the same allocation of the structure.

The REFER option has the following general form:
element-variable REFER (element-variable)
The element variables must be unsubscripted fixed binary integer variables, and can be fullword or halfword, but must have the same precision. The variable on the lefthand side of the keyword must not belong to the structure; it can be qualified or pointer-qualified. The variable on the right-hand side must belong to the structure.

For example:

$$
\begin{aligned}
& \text { DCL } 1 \text { STR BASED (P) } \\
& 2 Y \text { FIXED BINARY, } \\
&2 \mathrm{Z} \text { (B.X REFER }(Y)) ;
\end{aligned}
$$

This declaration specifies that the hased structure STR will consist of an array $Z$ and an element $Y$; when STR is allocated, the upper bound of $Z$ is set equal to the current value of $B . X$, and this value is assigned to Y. For any other reference to the variable, the bound value is taken from Y.

Note that this option can be used only once in a declaration. If it is used to specify an array bound, the bound must be the upper bound of the leading dimension of the element with which it is used, and the dimension must belong to the last element in the structure declaration, or to a minor structure containing the last element.

For example:

```
DCL 1 STR BASED (E),
        2 A,
            3 B FIXED BINARY.
            3 C (20).
        2 D,
            3 B FIXED BINARY.
            3 C (0:X REFER (D.B), 0:9);
```

In this declaration, the REFER option is used to specify an adjustable upper bound for the array D.C: in this cas. it could not have appeared in any place other than that shown. Note that even though the rule states that the variable on the right-hand side of the REFER keyword must belong to the structure containing the REFER option, this variable must still be sufficiently qualified to avoid ambiguity with members of other structures. In this case, a reference to $B$ alone would not be sufficient, since structure A also contains a
member named B. This would aftly even if $A$ and $D$ were separate major structures.

Note: Since the adjustable bound must be part of the leading dimension of the element with which it is declared, it is not possible for that element to inherit a dimension from a higher level. (Inherited dimensions would automatically become the leading dimensions of the lower-level member.)

For example:

$$
\begin{aligned}
& \text { DCL } 1 \text { STR BASED }(P), \\
& 2 \mathrm{E}(10), \\
& 3 \mathrm{E}(50) ; \\
& 3 \mathrm{~F}(50) ;
\end{aligned}
$$

In this declaration, both $E$ and $F$ would have implied bounds of 1:10, inherited from D; the REFER option could not have been used with them but could have keen used with $D$ (in place of 10).

If the REFER option is used to specify a string length, that string must be an element variable, and it must be the last element variable in the structure declaration.

If the element variakle on the righthand side of REFER varies during the program then:

1. The structure must not be freed until the element variakle is restored to the value it had when allocated;
2. The structure must not ke written out while the element variable has a value greater than the value with which it was allocated.
3. The structure may be written out when the element variable has a value equal to or less than the value it had when allocated. The number of elements or the string length actually written will be that indicated by the current value of the variable.

For example:
DCL 1 REC BASED (P), 2 N, 2 A (M REFER(N)), M INITIAL (100);


In this example, 86 elements of REC are written. It would be an error to attempt
to free REC at this point, since $N$ must be restored to the value it had when allocated (i.e., 100). If $N$ was assigned a value greater than 100, an error would cccur when the WRITE statement was encountered.

POINTER SETTING, BASED STORAGE ALLOCATION, AND INPUT/OUTPUT

Before a reference can be made tc a tased variatle, the qualifying pointer variable must have a value. This value can ke set in any of five different ways:

1. With the SET option of a READ statement;
2. By a locAte statement;
3. By an Allccate statement;
4. By assignment of the value of arother locator variable, or a locatcr value returned $k y$ a user-defined function;
5. By assignment of an ADDR built-in function value.

Note that the actual value is in all cases set ky the compiler. The user has no direct control over addressing; he cannot, for example, assign a constant to a pointer variabie.

A special form of assignment tc a pointer variable is made using the NULL kuilt-in function. This assigns a special value to the pointer, that cannot be related to any address; its purpose is to give a fositive indication that the pointer does not currently identify any allocation of a variable.

## READ WITH SET

The READ statement with the SET option has the following basic format:

```
READ FILE (file-name)
    SET (pcinter-variakle);
```

Thr pointer variable can be any variable that represents a single pointer value. This forif of the READ statement causes a record to be read into a buffer and the specified pointer variakle to be set to point to the buffer. A based variable reference, qualified by the same pointer, will then relate to the fields of the record.

A based variable used to descrike a record in a kuffer is effectively overlaid on the buffer. The result of a reference to an element of the based variable is the same as it would be if the record had been read directly into the structure described.

If the REFER option is used in the declaration of a structure, and the pointer to the structure is set $E y$ a READ statement with the SET option, the value for the appropriate array bound, string length, or area size is taken from the variatle inside the structure (i.e.e from the record itself), not from the variable outside the structure. For example:

DCL 1 REC BASED(P), 2 N , 2 A(M REFER (N)). M INITIAL (100), INFILE FILE RECORD;
ALLOCATE REC;
-
-
FREE REC;
-
.
READ FILE(INFILE) SET(P);
In this example, when REC is first allocated, the array $A$ has 100 elements and $N$ has the value 100. On execution of the READ statement, however, the number of elements in the array is specified in that part of the record effectively overlaid by $N$; the value of $M$ has no effect.

## LOCATE WITH AND WITHOUT SET

The LOCATE statement has the following kasic format:

LOCATE based-variable FILE (file-name)
[SET (pointer-variable)];
The pointer variable can be any variable that represents a single pointer value.

This statement allocates stcrage, in an output buffer, for a based variatle. The action is similar to that of the READ and SET, in that the based variable is, in effect, overlaid on the buffer. In this case, however, data is moved lby subsequent statements) into the output kuffer in such a way that the fields of the record are located relative to the elements of the based variable; the record is automatically written onto the specified file immediately refore execution of the next WRITE, LOCATE, or CLOSE statement (or implicit close operation) for the file. This ineans that the user must assign values to the variable after allocation and before the next input/ output operation on the file.

Again, a pointer variable is set to coint to the cuffer. This pointer variable will be that specified in the SET option, if the option appears; if the option is omitted, the pointer variakle that was
declared with the specified based variable is set.

## ALLOCATE WITH AND WITHOUT SET

The ALLOCATE statement, as used with based variables, has the following kasic format:

ALLOCATE based-variable [IN(area-variable)] [SET(Ecinter-variatle)];

The effect of this statement is similar to that of the LOCATE statement, in that it allocates storage for the based variable and sets a pointer to point to the allocation. In this case, however, no outcut is implied; the storage is not allocated in a buffer. If the SET option appears, the specified fointer variable is set; if the option is omitted, the pointer variatle that was declared with the specified based variable is set.

The IN option, if included, specifies that the allocation is to be made within the reserved area of storage named. Areas are discussed in detail later in this chapter. The area variable can be any variable that represents a single area; the pointer variable can be any variable that represents a singie pointer value.

## POINTER ASSIGNNENT

The value of a pointer variable may be assigned to another pointer variable in a simple assignment statement. Assume that $P$ and $Q$ are pointer variables and that $P$ has a valid pointer value.

$$
\mathscr{G}=P_{i}
$$

This statement specifies that $Q$ is to be set to point to the same location that $P$ Eoints to. A reference to a based variakle qualified $k y$ Q will then be effectively identical to a reference to the same based variable qualified $\mathrm{ty} P$. For example (assuming that $X$ is a based variable associated with the pointer $P$ ky declaration). the references $X, P \rightarrow X$, and $Q \rightarrow X$ will te identical in effect.

## The ADCR Built-in Function

The value returned by the ADDR built-in function is a valid pointer value that specifies the location of a data variable narred as the argument of the function reference. For example:

$$
\mathrm{P}=\operatorname{ADLR}(\mathrm{X})
$$

Execution of this statement will give the pointer variable $P$ a value so that it
points to the location of the data variable $x$. The value of an ADDR function reference can be assigned to a locator variable only.

The argument can be a variable that represents an element, an array, a structure, an area, an element of an array, a minor structure, or an element of a structure. The value returned is always a pointer value. Note that if a based variable has not been allocated, its ADDR is undefined; however, the ADDR value of an unallocated controlled variable is null.

The ADDR of an element of an array or structure returns a value that relates to the address of the element. However, a pointer qualifying a subscripted or qualified variable is assumed to point to the array or structure in which the element is contained, not to the element itself. For example:

```
DCL A (10,10) CHARACTER (20) BASED (P),
    B CHARACTER (20) BASED (Q),
    C (10,10) CHARACTER (20);
```

Given this declaration,if ADDR (C) is assigned to $P$, then $A(1,1)$ will refer to the first element of $C$. If ADDR (C(2,3)) is assigned to $Q$, then $B$ is effectively overlaid on the third element in the second row of $C$. (This technique, like the other overlaying techniques made possible by the use of based variables and pointers, is extremely powerful; however, such techniques should be used only with the understanding that the compiler has no means of recognizing incompatibilities between the attributes of the based variable and the attributes of the variable being effectively overlaid.)

Since ADDR returns a single value only, the elements of an array or structure argument must occupy successive locations in storage. For example:

$$
\text { DCL A }(10,10) \text {; }
$$

For the array declared above, ADDR would not be permitted for the cross-section AA (*, 10), because each element in the crosssection would belong to a different row, and would be separated from its column neighbor by other elements in its row. ADDR would, however, be permitted for the cross-section $A(10, *)$; this cross-section consists of one entire row whose elements occupy successive locations in stcrage.

Note also that since the TSS/360 PL/I compiler does not support based-sturage bit addressing, the argument to the ADDR builtin function must be aligned ol a byte (or higher) boundary. In the case of bit strings belonging to unaligned arrays and structures, therefore, ADDR should be used only for the level 1 name or for minor
structures that are not composed entirely of bit strings.

## The NULL Built-in Function

The NULL built-in function requires no arguments; it returns a null pointer value (that is, a special pointer value that cannot relate to any address in storage). Its purpose is to provide a positive indication that a pointer does not currently identify any allocation of a variable. Examples of its use include the following:

1. If NULL is assigned to a pointer at the start of a program, a later test of the pointer against NULL will show whether a based variable qualified by the pointer has been allocated or not.
2. A terminal pointer in a chain can be set to the value of NULL so that the beginning or end of the chain can be recognized.

## FREEING BASED STORAGE

The storage that has been associated with a based variable by one of the allocation methods described above can be freed explicitly or, in certain cases, implicitly, for possible reuse. Once the storage for a based variable has been freed, a reference to the associated pointer becomes invalid.

## THE FREE STATEMENT

The FREE statement, as applied to based variables, has the following basic format:

## FREE qualified-reference <br> [IN(area-variable)] <br> [, qualified-reference <br> [IN(area-variable)]]...;

where "qualified-reference" is defined as:
[pointer-variable ->] based-variable
This statement frees the storage associated with one or more allocations of one or more specified based variables. The allocations are identified by the current values of the specified pointers. If a pointer is omitted, it is assumed to be that declared with the based variable concerned.

IN (area-variable) must be specified if the allocation was made within an area; otherwise, it must be omitted. Areas are discussed later in this section.

The amount of storage freed depends on the attributes of the based variable, including the current value of any adjust-
able bound or length specification. The user is responsible for ensuring that the amount freed coincides with the amount originally allocated. For example:

```
DECLARE 1 S BASED (P),
    2 N,
    2 X(M REFER (N));
•
.
M = 50;
ALLOCATE S;
/*X HAS 50 ELEMENTS AND THE VALUE OF N IS
SET TO 50*/
*
.
M = 80; /*THIS HAS NO EFFECT ON THE CUR-
RENT ALLOCATION OF S*/
P-> N = 10;
FREE S;
/*THIS IS IN ERROR BECAUSE STORAGE EQUIV-
ALENT TO 40 ELEMENTS OF X IS LEFT
UNFREED*/
```

It is an error to attempt to free based variables that have not been allocated.

## IMPLICIT FREEING

In certain circumstances, based storage is freed without the use of an explicit FREE statement, as follows:

1. Storage that has been allocated by the LOCATE statement is freed after the variable is written out.
2. Storage that has been effectively allocated by a READ statement with the SET option is freed by the next read or close operation on the file.

## AREAS AND OFFSETS

Based variables can be allocated within an area of storage that has been reserved by allocation of an area variable. This has the effect of grouping the data items together so that they can be easily transmitted or assigned as a single unit while still retaining their individual identities. The items stay in their relative locations, which can be identified by. offsets from a pointer that identifies the start of the area. This does not mean that pointers cannot be used within areas; however, offsets have the advantage of remaining valid during area transmission and assignment.

Offsets, like pointers, can be used to build chains of data; however, they cannot be used directly as based variable qualifiers nor can they appear in a SET option. Assignment from pointer to offset implies
conversion to offset; similarly, assignment from offset to pointer implies conversion to pointer. Hence, an offset variable can be given a value by assigning a pointer value to it: and, in order to use an offset as a qualifier, its value is assigned to a nonbased pointer.

## AREA VARIABLES

The AREA attribute defines an area of storage that is to be reserved for the allocation of based variables. It has the following general format:

## AREA [(size)]

Note: The size can be an expression or an asterisk.

The number of bytes of storage is speciI fied by an asterisk or by the integral value of the expression, if present; otherwise, an implementation defined value of 1000 bytes is assumed. This value is the size of the area.

The implementation defined maximum size of an area is 32,767 bytes.

The size of an area is the amount of storage that is reserved by the area allocation for the allocation of based variables. The amount of the reserved storage that is actually in use is known as the extent of the area; it is defined as the amount of storage between the start of the reserved area and the end of that unfreed allocation which is furthest from the start of the area. In addition to the declared size, the implementation requires an extra 16 bytes of control information, giving such details as the size, and the length of the current extent. These 16 bytes are allocated immediately before the start of the reserved area, and are added to the area size to obtain the length of the area, i.e., the actual amount of storage needed for the area allocation. The distinction between area size and length is important to the discussion of area I/O later in this section.

## Example:

DECLARE A STATIC AREA (2000), B AREA, C AREA (N) ;

This statement specifies that:

1. A is a static area variable reserving 2000 bytes of storage. (The size of an area of static storage class, if specified, must be specified as an unsigned fixed decimal integer constant.)
2. $B$ is an automatic area variable reserving 1000 bytes of storage.
3. $C$ is an automatic area variable whose size depends on the value of $N$ current at the time of entry to the block.

## Rules and Restrictions

The following rules apply to area variables:

1. Data of the area type cannot be converted to any other data type; an area can be assigned to an area variable only.
2. No operators can be applied to area variables.
3. Only the INITIAL CALL form of the INITIAL attribute is allowed with area variables.
4. When an area is allocated, it is automatically given the EMPTY state (see "The EMPTY Built-in Function" in this section, for explanation of EMPTY).
5. An asterisk can be used to specify the size if the area variable being declared is controlled or is a parameter. In the case of a controlled area variable where size is declared with an asterisk, the size must be specified in the ALLOCATE statement used to allocate the area. In the case of a parameter declared with an asterisk, the size is inherited from the argument.

## OFFSET VARIABLES

Declaration of an offset variable must be explicit. The OFFSET attribute has the following form:

## OFFSET (variable)

The variable within the parentheses must be an unsubscripted level 1 based area variable.

The function of an offset variable is to provide a locator value that points to the location of a based variable relative to the start of a based area. If the containing area is transmitted or assigned, the offsets will still point to the correct locations of the components.

## Example:

## DECLARE A AREA BASED(P), o OFFSET(A), <br> $X$ BASED(Q);

This declaration specifies that $A$ is a based area variable, that the value of 0 will point to a location relative to the start of $A$, and that $X$ is a based variable. If $X$ were now allocated within $A$, the $V$ lue of its pointer could be assigned to 0 to establish the location of $x$ relative to the start of $A$. If $A$ and $O$ were written out and then read back in again, o would still point to $X$ relative to the start of $A$, although the pointer for A itself would have been reser.

## Rules and Restrictions

The following rules apply to offset variables:

1. Offset variables cannot be used to qualify a based reference.
2. Assignment of an offset value can be made only to a locator variable. When an offset value is assigned to an offset variable, the area variables named in the OFFSET attributes are ignored. A pointer value can be assigned to an offset variable, with implicit conversion.
3. Offset variables cannot be operands of any operators except the comparison operators $=$ and ${ }_{7}=$. The value of an offset variable can be compared with that of any other locator variable, or with a locator value returned by any function.
4. Offset variables cannot be transmitted using STREAM input/output.
5. Offset variables cannot appear in any SET option.

## Allocation within an area

Based variables are allocated within an area by means of an ALLOCATE statement with the IN option. This sets a pointer which can Le converted to offset by assignment to an offset variable. For example:

```
DECLARE A AREA BASED(V),
        1 B BASED(P),
        2 O OFFSET(A).
        2 VALNE.
        Q POINTER:
Allocate A;
•
-
ALLOCATE B IN (A);
•
•
ALLOCATE B IN (A) SET (Q);
O=Q;
```

The first ALLOCATE statement causes the area $A$ to be allocated, reserving 1000 bytes of storage for allocation of based variables, and sets $V$.

The second ALLOCATE statement causes B to be allocated within the area $V \rightarrow A$, and sets $P$.

The third ALLOCATE statement causes another allocation of $B$ (different from $P$. $->B)$ to be made within the area $V$-> $A$, and sets $Q$.

The assignment statement causes the value of $Q$ to be converted to offset (relative to the pointer $V$ ) and assigned to $P$ $>0$. Thus, the first allocation of the structure $B$ contains an offset value that points to the second allocation of $B$. The setting of offset values is discussed below.

## SETTING OFFSET VALUES

An offset variable can be given a value by assignment only, since it cannot appear in a SET option, nor is any implicit setting possible. In the above example, $P$ $>0$ was given its value by assignment from Q. Note, however, that the reference $0->$ VALUE, for example, would be invalid, since offsets cannot be used as qualifiers.

## The NULLO Built-in Function

The NULLO built-in function is the offset equivalent of the NULL built-in function as used with pointers. It requires no arguments, and returns a null value that can be assigned to offset variables only.

Note: A null offset value cannot be converted to a null pointer value, nor can a null pointer value be converted to a null offset value. Therefore, the value of the NULLO built-in function cannot be assigned, even indirectly, to a pointer variable; nor can the value of the NULL built-in function be assigned to an offset variable. For example:

```
DECLARE O OFFSET(A),
    P POINTER;
-
-
\(\mathrm{P}=\) NULL;
\(\mathrm{O}=\mathrm{P}\);
\(\mathrm{O}=\mathrm{NULLO}\);
\(\mathrm{P}=\mathrm{O}\);
```

The second and fourth assignments in the above example would be invalid. They could be made valid by inserting $I F$ statements, such as the following:

IF $\mathrm{P}=$ =NULL THEN O=NULLO; ELSE $O=P$;

## AREA ASSIGNMENT AND INPUT/OUTPUT

The value of an area expression can be assigned to one or more area variables by an assignment statement. Area-to-area assignment has the effect of freeing all allocations in the target area and then assigning the extent of the source area to the target area, in such a way that all allocations in the source area maintain their locations relative to each other; that is, any gaps left by freeing operations in the source area are maintained during the assignment (such a gap might have been left, for example, if the second of three contiguous allocations had been freed; if the gaps were automatically closed up, some offset values might lose their meaning).

If a source area containing no allocations is assigned to a target area, the effect is merely to free all allocations in the target area.

A possible use for area assignment is to allow for expansion of a list of based variables beyond the bounds of its original area. When an attempt is made to allocate a based variable within an area that contains insufficient free storage to accommodate it, the AREA condition is raised (see below). The on-unit for this condition could be to change the value of a pointer qualifying the reference to the inadequate area, so that it pointed to a different area; on return from the on-unit, the allocation would be attempted again, within the new area. Alternatively, the on-unit could write out the area and reset it to EMPTY.

## The EMPTY Built-in Function

The EMPTY built-in function requires no arguments and returns an area of zero size and extent. The effect is to free all allocation, in the target area.

Example:

```
DECLARE A AREA,
                                    I BASED(P).
                                    J BASED(Q);
.
AllOCATE I IN(A), J IN (A);
•
A=EMPTY;
/*EQUIVALENT TO:
    FREE I IN (A), J IN (A); */
```


## The AREA ON-Condition

The AREA condition is raised in any of the following circumstances:

1. When an attempt is made to allocate a based variable within an area that contains insufficient free storage for the allocation to ke made.
2. When an attempt is made to perform an area assignment, and the target area contains insufficient storage to accomodate the extent of the source area.
3. When a SIGNAL AREA statement is executed.

The ONCODE kuilt-in function can be used to determine whether the condition was raised by an allocation, an assignment, or a SIGNAL statement.

On normal return from the on-unit, the action is as follows:

1. If the condition was raised by an allocation, the allocation is reattempted. If the on-unit has changed the value of a pointer qualifying the reference to the inadequate area so that it foints to another area, the allocation is reattempted within the new area. Note that if the on-unit does not effectively correct the fault, a loop may result.
2. If the condition was raised by an area assignment, or by a SIGNAI statement, execution continues at the point of interruption.

If no on-unit is specified, the system will comment and raise the ERROR condition.

## Input and outcut

The area facility is designed to allow easy input and output of complete lists of kased variables as one unit, to and from RECORD files. The control information is transmitted with the area. consequently, the record length required is governed by the area length (i.e., area size + 16): the RECORD condition is raised if the length of an area named in the INTO option of a READ statement, or in the FROM option of a WRITE statement, differs from the relevant record length. Note that even though the RECORD condition is raised, incorrect control information will be transmitted; when an area is written out, it must not be read back into an area of different size.

In the case of READ with SET, the length of the input area in the ruffer is equal to
the length of the area used to create the record.

AREA AND OFFSET DEFINING
An offset can be defined on an offset, using overlay or correspondence defining. In the declarations of the defined offset and the kase offset, the variakles named in the two CFFSET atttributes need not be the sarre.

Similarly, an area can ke defined on an area, using overlay or correspondence defining. The kase area must have a size equal to that of the defined area.

## COMMUNICATION BETWEEN PROCEDURES

Similarly to variatles of other data types, locator and area variables in one procedure can $k \in$ related to those in another procedure by reans of arguments and farameters, and the general rules are as described in Part I, Section 12, "Subroutines and Functions." There are necessarily some restrictions, which will be explained in the following discussion; but a general rule is that where it is pcssible to assign the value of one variable to another variable, it is also possitle to relate the two variables by an argument and a parameter.

## ARGUMENTS ANL PARAMETERS

A locator argument of either pointer or offset type can be passed to a locatcr parameter cnly. The parameter can be of either type, but if the argument type differs from the parameter type, a dummy argument is created by the compiler, and a change in the value of the parameter will not be reflected in the value of the original argument.

## Pointer to Pointer

No conversion is necessary when a pointer argument is passed to a pointer parameter; normally, therefore, no dummy argument is created, and a change in the value of the parameter will be reflected in the value of the argument. Note, however, that this reflected change could be avoided, if necessary. ky fassing the argument as an expression in parentheses: this causes a dummy argument to ke created. For example:

PRCC1: PROCEDURE;
DECLARE ( $\mathrm{P}, \mathrm{Q}$ ) POINTER; -
.
CALL PROC2 ( $(\mathrm{P}), \mathrm{Q})$;

PROC2: PROCEDURE(R,S); LECLARE (R,S) POINTER;

END PROC1;
In this example, a change in the value of $S$ will be reflected in the value of $Q$, but a change in the value of $R$ will have no effect on P.

## Offset to Pointer

Passing an offset argument to a pointer parameter implies conversion to a dummy pointer argument, which is then passed to the entry point. The entry must be declared with the POINTER attribute in the parameter attribute list. For example:

```
PROC3: PROCEDURE;
    DECLARE PROC4 ENTRY
    (POINTER),
                                O OFFSET(A),
                                A AREA BASED(P);
    •
    -
    CALL PROC4(O);
PROC4: PROCEDURE(Q);
    DECLARE Q POINTER;
    .
    •
    END PROC3;
```

In this example, the values of $P$ and $O$ are used to obtain the value of the dummy pointer argument to be passed to PROC4.

## Offset to Offset

When an offset argument is passed to an offset parameter, variables named in the OFFSET attribute of the offset declarations are ignored, just as they are ignored for offset assignment; if they differ, the fact that they differ does not imply conversion to a dummy argument. For example:

PROC5: PROCEDURE;
DECLARE OA OFFSET(A), A AREA BASED (P), B AREA BASED( $Q$ ), ...
-
-
CALL PROC6(OA);
PROC6: PROCEDURE(OB); DECLARE OB OFFSET (B) ....
-
-
END PROC5:
In this example, $O A$ would be passed directly to $O B$.

## Pointer to offset

Passing a pointer argument to an offset parameter implies conversion to a dummy offset argument, which is then passed to the entry point. The entry must be declared with the OFFSET attribute in the parameter attribute list, and the two OFFSET attribute specifications must name the same variakle. For example:

```
PROC7: PROCEDURE;
    DECLARE PROC8 ENTRY (OFFSET(A)),
                                    p POINTER,
```

                                    A AREA BASED(Q);
    - 
- 

CALL PROC8 (P) ;
PROC 8: PRCCEDURE( O );
DECLARE O OFFSET (A) ;
-
ENL PROC7;

In this example, the values of $P$ and $Q$ are used to obtain the value of the dummy offset argument to be passed to PROC8.

The variakle following the keyword OFFSET is not considered during selection of a generic entry point.

## Area to Area

An area argument can be passed only to an area parameter. If the size of the argument differs from the size appearing in the parameter attribute list of the relevant entry declaration, the argument is first assigned to a dummy area argument with the size specified in the entry declaration; the dummy argument is then passed to the entry point.

The size of an area argument is not considered during selection of a generic entry foint.

## RETURNS FROM ENTRY POINTS

An entry point can return a locator value or an area; hence, the PROCEDURE and ENTRY statements and the RETURNS attribute may specify the POINTER, OFFSET, or AREA attributes.

## Iocator Returns

Either type of locator variable can appear in a RETURN statement in a procedure that returns a locator value. If the procedure is to return an offset value but the RETURN statement specifies a pointer, there is implicit conversion to offset, and vice versa. For example:

```
PROCA: PROCELURE POINTER;
    DECLARE A AREA BASED(P).
        O OFFSET(A);
    •
    RETURN (C):
END PROCA;
```

The values of $O$ and $P$ are used to obtain the pointer value to be returned.

```
PROCB: PROCEDURE OFFSET(B);
    DECLARE B AREA BASED (Q).
        R POINTER:
    •
    RETURN(R);
ENL PROCB;
```

The values of $Q$ and $R$ are used to obtain the offset value to be returned. Note that the OFFSET attribute is specified in the PROCEDURE statement complete with the name of the relevant area variable; the keyword OFFSET alone is not sufficient.

Similarly, a locator value returned by a function may undergo implicit conversion. For example:

```
DECLARE O ENTRY RETURNS(CFFSET(A)),
        A AREA BASED(P),
        Q POINTER;
•
.
Q=O;
```

The value of $P$ and the value returned by $O$ are used to obtain the pointer value to be assigned to $Q$.

## Area Returns

If a return statement identifies an area that has an extent different from that specified in the relevant PROCEDURE or ENTRY statement, assignment is made to a dummy area with the correct extent, thus effectively performing a conversion.

## VARIABLE LENGTH PARAMETER IISTS

In $P L / I$, a procedure can have only a fixed number of parameters, all of which must be specified. However, ky passing an array of pointers as a single argument, it is possible to simulate a variable length parameter list, since the array can have adjustable bounds.

The following procedure sorts a variable number of based character-strir! variables according to their values in relation to the collating sequence. The pointers qual-
ifying these based variables are passed as an array argument to the procedure.

Assume that the calling procedure contains an array of pointers, KEYPOINTS, with one dimension, which is named as an argument in the CAIL statement, and whose elements each foint to a based characterstring variable.

```
SORT: PROCELURE(P);
    DECIARE
        P(*) POINTER,
        (H,L) FIXED BINARY,
        LISTEL BASED (POINTER1)
        CHARACTER(60).
        POINTER2 POINTER;
```

            \(\mathrm{H}=\mathrm{HBOUND}(\mathrm{P}, 1)\);
            L=LBOUND ( \(\mathrm{P}, 1\) );
            \(/ \neq T H E\) HBOUND AND LBOUND BUILT-IN
            FUNCTIONS RETURN THE UPPER AND
            IOWER BOUNDS OF THE SPECIFIED
            DIMENSION (IN THIS CASE, THE FIRST
            AND ONLY DIMENSION). THESE VALUES
            ARE USED IN SETTING THE CONTROL
            VARIABLES OF THE FOLLOWING
            DO-GROUPS SO THAT THE NUMBER OF
            ITERATIONS IS CORRECT FOR THE
            NUMBER OF PARAMETERS*/
            I1: DO I=L TO \(\mathrm{H}-1\);
        POINTER1=P(I);
        \(1 *\) THE VARIABLE LISTEL NOW HAS A
        VALUE*/
        DO \(J=I+1\) TO H ;
        POINTER2=P(J);
        \(/\) *THIS IS NECESSARY, SINCE THE
        IMPLEMENTATION DOES NOT
        SUPPORT SUBSCRIPTED POINTER
        QUALIFIERS*/
        IF LISTEL/*IMPLICITLY QUALIFIED
                    BY POINTER1*/
                >POINTER2->LISTEL
                THEN DO:
                /*REORDER ARRAY ELEMENTS*/
                \(P(I)=P(J)\);
                P(J)=POINTER1;
                FOINTER1 \(=\) P(I) ;
    END I1:
END SORT;
After execution of this procedure, the elements of KEYPOINTS will have been rearranged so that the first element points to the kased variakle with the lowest value according to the collating sequence, the second element points to the based variable with the next lowest value, and so on. Thus, the kased variables will have been logically sorted without changing the physical order of the data.

## EXAMPLES OF LIST PROCESSING TECHNIQUE

The following examples illustrate the use of based storage, locator variables, and areas, for list processing and input/output.

## Example 1

This procedure kuilds a two-directional chain through items that are allocated in the calling procedure and identified in turn by passing a pointer parameter. Each item consists of an allocation of a basic structure that contains two pointers and a data value (in this case, a character string). One pointer identifies the preceding item, and the other identifies the following item. The ends of the chain are recognized by a nuil value for a contained pointer (for example, the tackwards pointer in the first item is null). The locations of the ends of the chain are identified ly a head pointer and a tail pointer. Figure 19 shows a diagrammatic representation of the chain.

```
/*EXAMPLE 1*/
BUILD_CHAIN: PROCELURE(ELEMPTR);
    DEC\overline{L}ARE
            1 ELEMENT BASED(EIENPTR),
                    2 BACK_CHAIN POINTER,
                    2 FWD_\overline{CHAIN POINTER,}
                    2 FWD_CHAIN POINTER,
            ELEMPTR POINTER,
            (HEAD, TAIL) POINTER STATIC EXTERNAL;
```

```
/*ASSUME THAT HEAD AND TAII ARE
INITIALLY ASSIGNED THE VALUE OF THE
NULL BUILT-IN FUNCTION IN THE PROCEDURE
THAT CAILS BUILD_CHAIN*/
IF HEAD=NUIL
    THEN /*FIRST ELEMENT*/
        HEAD=EIENPTR; /*SET HEAD POINTER*/
    ELSE /*NOT FIRST ELEMENT*/
        TAIL->FWD CHAIN=ELEMPTR;
        /*UPDATE FWD CHAIN*/
BACK_CHAIN=TAII;
/*UPDATE BACK CHAIN*/
TAIL=EIEMPTR; /*UPDATE TAIL POINTER*/
FWD CHAIN=NULL; /*SET END INDICATOR OF
FWD CHAIN*/
END BUIID_CHAIN;
Note that the parameter ELEMPTR may identify a nonbased structure, provided that this structure has the same structuring and attributes as ELEMENT.
```


## Example 2

```
This procedure deletes an item from the chain created ky the procedure in example 1. The item to be deleted is identified by a pointer parameter.
```

```
/* EXANPIE 2 */
```

/* EXANPIE 2 */
ALTER_CHAIN: PROCEDURE(ELEMPTR);
ALTER_CHAIN: PROCEDURE(ELEMPTR);
DECİARE

```
    DECİARE
```



Figure 19. Example of Two-Directional Chain

```
        1 ELEMENT BASED(ELENPTR).
            2 BACK CHAIN POINTER.
            2 FWD \overline{CHAIN POINTER,}
            2 DATA}\mathrm{ CHARACTER(50),
        ELEMPTR POINTER,
        (HEAD, TAIL) POINTER STATIC EXTERNAL,
        (PRED, SUCC) POINTER STATIC;
/*SET POINTERS TO PREDECESSOR AND
    SUCCESSOR OF ELEMENT BEING DELETED.
    PRED AND SUCC ARE USED BECAUSE
    BACK_CHAIN AND FWD_CHAIN, BEING BASED,
    CANNOTT BE USED AS QUUALIFIERS*/
PRED=BACK_CHAIN;
SUCC=FWD_CHAIN;
/*UPDATE FORWARD CHAIN*/
IF PRED=NULL
    THEN HEAD=SUCC; /*DEIETE HEAD*/
    ELSE PRED->FWD_CHAIN=SUCC;
/*UPDATE BACKNARD CHAIN*/
IF SUCC=NULL
    THEN TAIL=PRED; /*LELETE TAIL*/
    ELSE SUCC->BACK_CHAIN=PRED;
END ALTER_CHAIN;
```


## Example 3

This procedure kuilds a sequential list through several allocations of an area variable. Within each area allocation, the procedure builds a chain of structure allocations, each of which contains an offset identifying the following item in the chain, a character string value, and a value (passed from the calling procedure) indicating the length of the string. The location of the first item in the chain is indicated by an offset attached to the area. This offset is part of a structure containing the first offset and the area; consequently, the area is a level 2 variable. Since a level 2 variable cannot be named in the OFFSET attribute, a dummy level 1 area variable is effectively overlaid on the level 2 area, and this dummy is named in the OFFSET attributes.

The procedure sets pointers to the start of the area and to each item in the area. These pointers are external, and are therefore known to the calling procedure.

Each area allocation is in output buffer space, and when filled, is written onto a data set, using locate-mode output. This output process is controlled by an on-unit for the AREA condition. The items in the area are chained by offsets to ensure that the chain is not invalidated ky in out/ output operations on the list. It is assumed that the output file is opened and closed by the calling procedure.
/*EXAMPLE 3*/
BUILD_LIST: PROCEDURE(N);

CECLARE
N FIXED BINARY.
1 LIST BASED(LISTPTR), 2 FIRST OFFSET (DUMMY) 2 BOLY AREA,
1 ELEM BASED (ELEMPTR), 2 CHAIN OFFSET (DUMMY), 2 STRING.

3 LENGTH FIXED BINARY. 3 DATA CHARACTER (N REFER (IENGTH)),
(ELEMPTR, LISTPTR) POINTER STATIC
EXTERNAL, /*THESE POINTERS ARE
INITIALIZED TO NULL BY THE CAIIING
PRCCEDURE*/
LFILE FILE RECORD SEQUENTIAL EXTERNAI,
LASTELEM POINTER STATIC,
DUNMY AREA BASED (DPTR);

CN AREA
BEGIN; /*ALLOCATE OUTPUT BUFFER
SPACE*/
LOCATE LIST FILE(LFILE) SET (LISTPTR);
DPTR=ADDR (BODY) ;
LASTELEM=NULL; /*INDICATES NEW AREA*/ END:

IF IISTPTR=NULL
THEN SIGNAL AREA; /*CREATE FIRST AREA*/ ALLOCATE ELEM IN (BODY) ; /*ELEMPTR IS SET AUTOMATICAILY*/
IF LASTELEM=NULL/*SET FORWARD CHAIN*/ THEN FIRST=ELEMPTR; /*FIRST ELEMENT OF AREA*/
ELSE LASTEIEM->CHAIN=ELEMPTR; /*OTHER ELEMENTS*/
CHAIN=NULLO; /*SET END-OF-CHAIN
INDICATOR*/
LASTELEM=EIEMPTR; /*SAVE POINTER TO NEW ELEMENT*/
END BUILD_IIST;
Note that LFILE in examples 3 and 4 should have a record length of 1020 to accommodate the records created by allocations of the structure LIST. This is made up of 1000 bytes (default size for an area) flus 16 kytes of area control information, plus 4 bytes for the offset variable FIRST.

## Example 4

This procedure sequentially retrieves the list items created by the procedure in example 3. The procedure sets a pointer to the next item in the list, or if the item has been retrieved, sets the pointer to null.

[^4]```
    ON ENDFILE(LFILE)
    BEGIN;
        ELEMPTR=NULL; **AIL ELEMENTS
        RETRIEVED*/
        CLOSE FILE(LFILE);
        GO TO EXIT;
        END;
    IF LISTPTR=NULL /*FIRST ELEMENT TEST*/
    THEN DO;
        OPEN FILE(LFILE);
        GO TO READ_AREA;
    END:
    IF LASTELEM->CHAIN=NULLO/*END-OF-AREA
    TEST*/
        THEN READ_AREA: /*READ RECORD INTO
        BUFFER*/
            DO;
            READ FILE(LFILE) SET (LISTPTR);
            DPTR=ADDR(BODY);
            ELEMPTR=FIRST; /*SET PTR TO FIRST
            ELEMENT*/
            ENE;
    ELSE ELEMPTR=LASTEIEN-->CHAIN; /*SET
    POINTER TO FOLLOWING ELEMENT */
    LASTELEM=ELENPTR; /*SAVE PCINIER TO NEW
    ELEMENT*/
EXIT: END GET_ELEMENT;
```


## INTRODUCTION

Compile time is generally defined as that time during which a user's source program is compiled, or translated, into an executable object program. ordinarily, changes to a source program may not ke made at this time.

However, with PL/I, the user does have some control over his source program during compile time. His source program can contain special statements (identified by a leading \%) that can cause parts of the source program to be altered in various ways:

1. Any identifier appearing in the source program can be changed.
2. If conditional compilation is desired, the user can indicate which sections of his program are to be compiled.
3. Strings of text residing in a user library or a system library can be incorforated into the source program.

PL/I makes source program alteration at compile time possible by a somewhat different approach to compile time processing. compile time as defined in PL/I has two stages:

> 1. The Preprocessor Stage -- During this stage, the user's source program is scanned for preprocessor statements, special statements that cause the preprocessor to alter the text reing scanned. These statements are considered part of the source program, and appear freely intermixed with the statements and other text of the source program. The altered source program, resulting from the action of the preprocessor statements, then serves as input to the second stage. Note that the preprocessor stage is optional.
> The processor Stage -- puring this Thage, the output from the first stage is compiled into an executatle object program.

This section is concerned with the first stage; the actual compilation of a program is not discussed.

## PREPROCESSOR INPUT AND OUTPUT

The preprocessor interprets preprofessor statements and acts upon the source pr gram accordingly. Input to the preprocesice is a sequence of characters that is the user's source program. It contains preprocess. r statements freely intermixed with the rest of the user's source program. preprocessor statements are identified by a leading percent symbol (\%) and are executed as they are encountered ky the preprocessor ( $\mathrm{l}_{\mathrm{i}} \mathrm{H}_{\mathrm{L}}$ the exception of preprocessor frocedures, which must Le invoked in order to be executed). One or more blanks may separate the percent symbol from the statement.

While checking the preprocessor statements for correct format and such, the prefrocessor also checks the rest of the source frogram text to ensure that there are no unmatched comment or characterstring delimiters. A percent symbol appearing within a comment or character string is considered to be part of that comment or string. This is the extent of the checking done at this stage on all text other than preprocessor statements.

Output from the preprocessor consists of a new character string called the preprocessed text, which consists of the altered source frogram and which serves as input to the processor stage. Note that prefrocessor statements are replaced by blanks in the freprocessed text.

## PREPROCESSOR SCAN

The preprocessor starts its scan of the input text at the beginning of the string and scans each character sequentially. As long as a preprocessor statement is not encountered, the characters are placed into the preprocessed text in the same crder and general form in which they were scanned. However, when a preprocessor staterent is encountered, it is executed. This execution can cause the scanning of the source Erograr and the sulsequent formation of preprocessed text to be altered in either of two ways:

1. The executed statement may cause the preprocessor to continue the scan from a different point in the program. This new point may very well be one that has already been scanned.
2. The executed statement may initiate replacement activity. That is, it may cause an identifier not appedring in a preprocessor statement to ke replaced when that identifier is subsequently encountered in the sican. The replacement value will then be written into the preprocessed text in place of the old identifier (see "Rescanning and Replacement" below for details).

The scan is terminated when an attempt is made to scan beyond the last character in the source program. The preprocessed text is completed and the second stage of compilation can then begin.

## Rescanning and Replacement

For an identifier to ke replaced by a new value, the identifier must first be activated for replacement. Initially, an identifier is activated ky its appearance in a preprocessor $\operatorname{DECLARE}$ statement (i.e., a \% DECLARE statement). (It can be deactivated by appearing in a \% DEACTIVATE statement and it can be reactivated by appearing in a \% ACTIVATE statement.) After it has been activated initially, it must be given a replacement value. This is usually done via the execution of a preprocessor assignment statement. Once an identifier has been activated and been given a value, any occurrence of that identifier in text other than preprocessor statements is replaced by that value, provided that the identifier is still active when it is encountered by the scan. The new value is not immediately inserted into the preprocessed text, however; it must be checked to see whether or not it, or any part of it, is subject to replacement by still another value (a rescan is made to determine this). If it cannot be replaced, it is inserted into the preprocessed text; if it can te replaced, replacement activity continues until no further replacements can be made. Thus, insertion of a value into preprocessed text takes place only after all possible replacements have been made. Note that the deactivation of an identifier causes it to lose its replacement capability but not its value. Hence, the subsequent reactivation of such an identifier need not be accompanied by the assignment of a replacement value.

For example, if the source program contained the following sequence of statements:

```
\%DECLARE A CHARACTER, B FIXED;
\(\%_{A}={ }^{\prime} \mathrm{B}^{\prime} \mathrm{C}^{\prime}\);
\% \(\mathrm{B}=2\);
\(X=A\);
```

then the following would be inserted into the preprocessed text in place of the above sequence:

$$
x=2+C ;
$$

In this example, the first statement is a preprocessor DECLARE statement that activates $A$ and $B$ and also estaklishes them as preprocessor variables. (An identifier must be estatlished as a preprocessor variable before it can be assigned a value in a preprocessor statement; it can be so established only through a preprocessor fECLARE statement.) The second and third statements are preprocessor assignment statements; the second assigns the character string ' $B+C$ ' to $A$, and the third assigns the constant 2 to $B$. The fourth statement is a nonpreprocesscr statement 1 and, therefore, is not executed at this stage. However, because this statement contains $A$. and $A$ is a preprocessor variable that has keen activated for replacement, the current value of $A$ will replace it in that statement. Thus, the string ' $B+C$ ' replaces $A$ in the statement. But this string contains the preprocessor variable $B$, Upon checking E , the preprocessor finds that it has been activated and that it has been assigned a value of 2 . Hence, the value 2 replaces $B$ in the string. Further checking shows that 2 cannot te replaced; scanning resumes with +C which, again, cannot be replaced. Thus, the chain of replacements comes to an end and the resulting statement is inserted into the preprocessed text.

Note that the preprocessor variable $B$ has a default precision of $(5,0)$ and, therefore, actually contains 2 preceded by four zeros. When this value replaces $B$ in the string ' $\mathrm{B}+\mathrm{C}$ ' it is converted to a character string and becomes 2 preceded by seven blanks (the rules for conversion of decimal fixed-point values to character string are followed). See "Preprocessor Exfressions" for details.

Also note that each time a replacement occurs, a blank is appended to each end of the replacement value. Hence, in the above example, the first replacement results in a blank keing affended to each end of the string ' $B+C$ ', and the second replacerent results in another blank being appended to each side of the 2 that replaces the $B$. The result, therefore, will have nine additional blanks immediately before the 2 , one additional blank immediately after the 2 .

[^5]and one additional blank imnediately after the C .

Replacement values must not contain percent symbols, unmatched apostrophes, or unnatched comment delimiters.

The following example illustrates how compile-time facilities can ke used to speed up the execution of a DO-loop.

A user right include the following loop in his program:

```
DO I=1 TO 10;
Z(I)=X(I)+Y(I);
END;
```

The following sequence would accomplish the same thing, but without the requirements of incrementing and testing during execution of the compiled program:

```
%DECLARE I FIXED;
%I=1;
% LAB:;
Z(I) =X(I)+Y(I);
% I= I+1;
%IF I<=10 %THEN %GO TO LAE;
%DEACTIVATE I;
```

The first statement activates $I$ and establishes it as a preprocesscr variable. The second statement assigns the value 1 to I. This means that subsequent encounters of the identifier $I$ in non-preprocessor statements will be replaced ky 1 (provided that I remains activated). The third statement is a preprocessor null statement that is used as the transfer target for the preprocessor GO TO statement appearing later.

The fourth statement, not being a preqrocessor statement, is only scanned for replacenent activity; it is not executed. The first time that this statement is scanned, I has the value 1 and has been activated. Therefore, each occurrence of $I$ in this statement is replaced by 1 and the following is inserted into the preprocessed text being formed:

$$
Z(1)=X(1)+Y(1) ;
$$

Note that each 1 is actually preceded by seven blanks of its own in addition to the one replacement blank shown.

The fifth statement increments the value of $I$ by 1 and the sixth statement, a preprocessor IF statement, tests the value of I. If I is not greater than 10, the scan is resumed at the statement labeled LAB; otherwise, the scan continues with the text immediately following the \%GO T , statement. Hence, for each increment of $I$, up to and including 10, the assignment statement is
rescanned and each occurrence of 1 is replaced by its current value. As a result, the following statements are inserted into the preprocessed text:

```
Z( 1 ) =X( 1 ) +Y( 1 );
Z( 2 )=X( 2)+Y( 2 );
Z( 10 )=X(10)+Y(10);
```

As before, each number from 1 through 9 is preceded ty seven blanks in addition to the replacement blank shown; 10 is preceded ty six tlanks in addition to the replacement blank shown.

When the value of I reaches 11, contrcl falls through to the \%DEACTIVATE statement. This statement is interpreted as fcllows: subsequent encounters of the identifier I in source program text are not to be reclaced by the value 11 in the preprocessed text being formed; each I will te left unmcdified, either for the remainder of the scan or at least until I is reactivated by a \%ACTIVATE statement. If I is again activated, it will still have the value 11 (unless an intervening preprocessor assignment statement has established a new value for I ).

## FREPROCESSOR VARIABLES

A preprocessor variable is an identifier that has been specified in a gDECLARE statement with either the FIXED or CHARACTER attribute. No other attributes can ke declared for a preprocessor variable. Defaults are applied, however. A preprocesscr variakle declared with the FIXED attribute is also given the attributes [ECIMAL and frecision $(5,0)$ by default
I (this is also the maximum precision); a CHARACTER freprocessor variakle is given the VARYING attribute with no maximum length. No contextual or implicit declaration of identifiers is allowed in precrccesscr statements.

The scope of a preprocessor variable encompasses all text except those preprocesscr procedures that have redeclared that variable. The scope of a preprocesscr variable that has teen declared in a preprocessor procedure is the entire procedure (there is no nesting of preprocessor procedures).

When a preprocessor variable has teen given a value, that value replaces all occurrences of the corresponding identifier in text other than preprocessor statements during the time that the variable is active. If the freprocessor variable is
inactive (or if it has no value), replacement activity cannot occur for the corresponding identifier.

A preprocessor variable is activated initially by its appearance in the \%DECLARE statement. It can be deactivated and subsequently reactivated by its appearance in \% DEACTIVATE and \%ACTIVATE statements, respectively. Deactivation of a preprocessor variable does not strif it of its value; in other words, an inactive preprocessor variable retains the value it had while it was active and can be altered by a preprocessor statement or procedure if so desired.

## PREPROCESSOR EXPRESSIONS

Preprocessor expressions are written and evaluated in the same way as source program expressions, with the following exceptions:

1. The operands of a preprocessor expression can consist only of preprocessor variables, references to preprocessor procedures, decimal integer constants, bit-string constants, character-string constants, and references to the built-in function SUBSTR. Repetition factors are not allowed with the string constants and the arguments of a reference to SUBSTR must ke prepro-cessor expressions.
2. The exponentiation symbol (**) cannot be used as an arithmetic operator.
3. For arithmetic operations, only decimal integer arithmetic of precision $(5,0)$ is cerformed; that is, each operand is converted to a decimal fixed-point value of precision (5,0) before the operation is performed, and the decimal fixed-point result is converted to precision $(5,0)$ also. Any character string keing converted to an arithmetic value must be in the form of an optionally signed decimal integer constant. Note that the properties of the division operator are affected. For example, the expression $3 / 5$ evaluates to 0, rather than to 0.6 .
4. The conversion of a fixed-point decimal number to a character string always results in a string of length 8. (Leading zeros in the number are replaced by blanks and an additional three blanks are appended to the left end of the number, one of which is replaced by a mirus sign if the number is negative.)

A character string in an expression being assigned to a preprocessor variable
may include preprocessor variables, references to preprocessor procedures. constants, and operators; preprocessor statements cannot be included in such strings. Note that if the user desires to insert a multiple character operator such as ${ }_{7}=$ into preprocessed text, the operator must affear in the source frogram as an entity. For example, one cannot have a 1 A in the source frogram and exfect a $\% A^{\circ}={ }^{\prime}$ statement to generate the operator ${ }_{7}=$ in the preprocessed text. The reason is that all replacements cause a blank to be appended to each end of the replacement value. Thus, the hypothetical case cited would result in $\mathrm{a}=\mathrm{b}$ (where each b represents a blank) keing inserted into the preprocessed text.

## PREPROCESSOR PROCEDURES

A preprocessor procedure is an internal function procedure that can be executed only at the preprocessor stage. Its syntax differs from other function procedures in that its PROCEDURE and END statements must each have a leading percent symbol. The format of a preprocessor procedure is as follows:

\%label: | [lakel:]... PROCEDURE |  |
| ---: | :--- |
|  | [(identifier |
|  | [RETURNS(CHARACTER\|FIXED)\}; | -

$\qquad$
[label:]... RETURN
(freprocessor-expression);
。
-
\% [label:] ... END [latel];
More than one RETURN statement may appear. The general rules governing the statements that can appear within a preprocessor procedure are given in the descriftion of the \%PROCEDURE statement in Part II, Section 10, "Statements." One thing should te noted, however: no statement appearing within a preprocessor procedure can have a leading percent symbol.

## INVOCATION OF PREPROCESSOR PROCEDUEES

A preprocessor procedure is invoked by a function reference in the usual sense; i.e., by the appearance of the entry name and its associated argument list (if any) in an expression. The function reference can appear in a preprocessor statement or in a nonfreprocessor statement. However, at least one condition must be met for the function to ke invoked: regardless of where the reference appears, the function can be invoked if and only if the entry
name used in that reference has been explicitly declared with the ENTRY and RETURNS attributes in a \% DECLARE statement. This, and not its appearance as a label of a \% PROCEDURE statement, is what establishes it as an entry name; in fact, it is not. even necessary for the preprocessor procedure to have been scanned before the reference is encountered the procedure has only to be in the source program somewhere -- anywhere -- when the reference is encountered). This is the only condition that must be met for a preprocessor procedure to be invoked by a reference in a preprocessor statement.

A seccnd condition must be met if the reference to the preprocessor procedure is made in a nonpreprocessor statement: the entry name used in the reference must be active at the time the reference is encountered. Entry names of preprocessor functions are the same as preprocessor variables as far as activation and deactivation is concerned; i.e., they must be activated initially by a \%DECLARE statement and they can be deactivated and reactivated thereafter by \%DEACTIVATE and \%ACTIVATE statements. Thus, since the first condition requires that the entry name appear in a \%DECLARE statement, this second condition would be restrictive only if the entry name had later appeared in a \%DEACTIVATE statement.

The value returned ky a preprocessor function (i.e., the value of the preprocessor expression in the RETURN statement) always replaces the function reference and its associated argument list. Note that for a reference made in a freprocessor statement, the replacement is only for that farticular execution of the statement; a subsequent scanning of the statement would again result in the invocation of the tunction.

ARGUMENTS AND PARAMETERS FOR PREPROCESSOR FUNCTIONS

The number of arguments in a preprocessor function reference must always agree with the number of parameters accounted for in the ENTRY attribute specified for that function in a \%DECLARE statement. If parameters are not accounted for, the preprocessor assumes that the corresponding procedure has none and no arguments are passed. If, however, parameters are accounted for, the preprocessor expects to find a parenthesized list of arguments, separated by commas and equal in number to the parameters accounted for in the procedure reference. The number of para:neters accounted for in the ENTRY attritute and the actual number of parameters in the \%PROCEDURE statement, however, need not be the same. The arguments are interpreted
according to the type of statement preprocesscr or nonpreprocessor) in which the function reference appears. The arguments in the argument list are evaluated befors any match is made with the parameter list. If there are more arguments than paranicters, the excess arguments on the right are ignored. (Note that for a function reference argument, the function is invoked and executed, even if the argument is ignored later.) If there are fewer arguments than parameters, the excess parameters on the right are given values of zero, for fixe parameters, or the null striny. for CHARACTER farameters. The usual rules concerning the creation of dummy arguments apply if the function reference is in a preprocessor statement, kut dummy arguments are always created if the function reference occurs in a nonpreprocessor statement.

If the function reference appears in a nonpreprocessor statement, the arguments are interpreted as character strings and are delimited ky the appearance of a comma or a right parenthesis occurring outside of kalanced parentheses. For example, the argument list ( $A(B, C), D$ ) has two arguments, namely, the string $A(B, C)$ and the string $D$. Each argument is then scanned for cossible replacement activity. Both the procedure name and its argument list must be found at one replacement level. Thus, only the commas and parentheses seen in the text being scanned when the procedure name is encountered are considered in this context. After all replacements have been made, each resulting argument is converted to the type indicated ky the corresponding parameter attribute in the ENTRY attribute declaration for the function entry name (i.e., the ENTRY attribute declaration in the \%DECLARE statement). No conversion is performed if a corresponding parameter attribute is not given in the ENTRY declaration. (The ENTRY attribute is discussed under "The mDECLARE Statement" in fart II, section 10 , "Statements.")

If the function reference appears in a preprocessor statement, the arguments are associaced with the parameters in the normal fashion. If there is a disagreement, the arguments are converted to the attributes of the corresponding parameters as specified in the ENTRY attribute of the PDECLARE statement for the entry name. Only preprocessor variables, characterstring constants, and fixed-point decimal constants can ke passed to a preprocessor function invoked by a preprocessor statement.

## Returned Value

The value returned by a preprocessor function to the point of invocation. is represented by the preprocessor expression
in the RETUKN statement of that function. Eefore being returned, this value is converted (if necessary) to the attrikute (CHARACTER or FIXED) specified ir the
I RETURNS oftion of the function's \&pROCEDURE statement. The attribute of the returned value must be consistent witn the attribute specified with the RETURNS attribute in the ENTRY attribute specification of the \%DECIARE statement for the entry name. If the point of invocation is in a nonpreprocessor statement, the value is scanned for replacement activity after it has replaced the function reference. Note that the replacement of a function reference in a nonEreprocesscr statement involves surrounding the replacement value by blanks cone blank on each end) in the same way that it does for the replacement of an identifier by the value of the freprocessor variable.

Note that the rules for preprocessor expressions do not permit the value returned by a ereprocesscr procedure to contain preprocessor statements.

Examples of Preprocessor Functions
In the statements below, VALUE is $a$ preprocesscr function procedure that returns a character string of the form arg1 (arg2), where arg1 and arg2 represent the argunents that have teen passed to the function.

Assume that the source program contains the following sequence:

```
%DECLARE A CHARACTER,
        VALUE ENTRY (CHARACTER, FIXED)
            RETURNS(CHARACTER);
DECLARE (Z(10), Q) FIXED;
的='Z';
qVALUE: PROCEDURE (ARG1,ARG2)
                RETURNS (CHARACTER);
            DECLARE ARG1 CHARACTER,
                ARG2 FIXED;
        RETURN(ARG1||('|ARG2|')');
        %END VAIUE;
Q = 6+VALUE (A, 3);
```

When the scan encounters the last statement, $A$ is active and is thus eligiole for replacement. Since VALUE is also active, the reference to it in the last statement causes the preprocessor to invoke the preprocessor function procedure of that name. However, Lefore the arguments $A$ and 3 are passed to VALUE, A is repláced by its value 2 (assigned tc A in a frevious assignment statement), and 3 is converted to fixelpoint to conform to the attribute of its corresponding parameter. VALUE then performs a concatenation of these arguments and the parentheses and returns the concatenated value, that is, the string 2 (3), to the point of invocation. The returned value replaces the function reference and
the result is inserted into the preprocessed text. Thus, the precrocessed text generated by the akove sequence is as follows (replacement blanks are not shown):

```
DECLARE (Z(10),Q) FIXED;
Q = 6+Z(3);
```

The freprocessor function procedure GEN defined in the following example can generate GENERIC declarations for up to 99 parameters. Only four are generated in this example, however.

Assume that the source program contains the following sequence:
\%DCL GEN ENTRY (CHAR, FIXED, FIXED, CHAR) RETURNS (CHAR);
-
.
dCL A GEN (A, 2,5,FIXED),...;
-
\%GEN: PROC (NAME, LOW, HIGH, ATTR)
CHAR;
DCI (NAME, SUFFIX, ATTR, STRING)
CHAR, (LOW, HIGH, I, J) FIXED;
STRING='GENERIC(';
DO I=LOW TO HIGH; /* ENTRY DCL LOOP */
IF I>9
THEN SUFFIX=SUBSTR (I, 7, 2); /* 2 DIGIT*/
ELSE SUFFIX=SUBSTR $(I, 8,1)$; /*1 DIGIT*/
STRING=STRING||NAME||SUFFIX||
' ENTRY (';
DO J=1 TO I; /* PAR ATTR LIST*/
STRING=STRING||ATTR;
IF J<I /* PARAM ATTR SEPARATOR */
THEN STRING=STRING||"; ELSE STRING=STRING|1';';
END;
IF I<HIGH /* ENTRY DCL SEPARATOR*/
THEN STRING=STRING| $\left.\right|^{*} ;$ ELSE STRING=STRING||';';
END;
RETURN (STRING);
\% END;
The following is generated into preprocessed text:

DCI A GENERIC(A2 ENTRY (FIXED,FIXED), A3 ENTRY (FIXED, FIXED, FIXED), A 4 ENTRY (FIXED, FIXED, FIXED, FIXED),
A5 ENTRY (FIXED, FIXED, FIXED, FIXED, FIXED);,

Note that the atove example refers to the ruilt-in function SUBSTR. It is the
only built-in function that can ke invoked at the preprocessor stage. It can be invoked ly a reference in either a preprocessor or a nenpreprocessor statement.

## Use of the SUBSTR Built-In Function

A reference to SUBSTR in a nonpreprocessor statement is executed by the preprocessor only if the name SUESTR is active. The fuilt-in function SUBSTR can Le activated
 identifier SUESTR is given the ENTRY attriLute in a XDECLARE statement, it is assumed $^{\text {s }}$ to refer to a user-defined preprocessor frocedure of that name. The arguments in a nonpreprocesscr statement reference to the bujlt-in function SUBSIR are interpreted in the same way that argurents in any nonpreprocessor statement reference to a preprocessor function are interpreted, that is, as character strings.

A preprccessor statement reference to subSTR is always valid.

## Ziie freprocessor [O-GROUP

The preprocessor DC-group can provide iterative execution of the freprocessor statements contained within the group. The format of the freprocessor [c-grcup is as follows:


```
    .
\$[lacel:]... END\{label];
```

In the above format, $i$ must be a prepicocessor variable and m1, $\frac{m}{2}$, and m3 must be preprocessor expressions. The iabel that can follow the keywora END must be cne of the lateis preceding the keyword IC. Preprocessor Lo-groups may be nested and mulvifle closure is allowed.

Control cannot te transferred into a preprocessor [O-group specifying iteration, except by way of a return from a preprocessor procedure invoked from within the group.

Both freprocessor staterents and text cther than precrocessor statements can affear within a preprocessor ic-grouf. rowever, only the freprocessor stat ments are executed; nonpreprocessor statements are scanned but only for possible replacement activity.

Noniterative preprocessor DC-yroups are useful as THEN or ELSE clauses of $\$ \mathrm{IF}$ statements.

The expansion e peerocessor Do-gioup is the same as that bhown under the nonpreprocessor Lo statment in Part II, Section 10, "Statements."

The examele $k=10.0$ resuits in the same expansion generated for the example of preprocessor loce expansion in the section "Rescanning and Reflacement" in this chafter:

```
% DECLARE I FIXED;
%DO I=1 TC 10;
Z(I)=X(I)+Y(I);
% END;
%EEACTIVATE L;
```

The second example under "Returned value" shows how preprocessor Do-grcups can ke used within a preprocessor procedure (percent symbols must be omitted, cf course).

## INCIUSION OF EXTERNAL TEXT

Strings of external text can be incorporated into the source program at the preprocessor stage by use of the \%INCIULE statement. Such text, once incorpcrated, is called included text and may consist of koth preprocessor and nonpreprocessor statements. Hince, included text can contribute to the preprocessed text being formed.

The general format and the rules governing the use of the fINCLUDE statement are presented in part II, Section 10 , "Statements."

The text sfecifiea ly a \%INCLUDE statement is incorporated intc the source program immediately after the point at which the statement is executed. The scan therefore continues with the first character in the included text All freprocesscr statements in this text are executed and replacements are made where required.

Preprocessor frocedures whose declarations apfear in extemal text can be invokeu only after that external text becomes included test. The result of a freprocessor procedure reference encountered before that procedure has keen incorporated into the source progran is undefined.

Assurre that PAYKi. is a member of the data set USERLIE and contains the fcllowing structure declaration:

EECIARE 1 FAYFCII,
2 NAME,
3 IAST CHAFACIEK (30) VARYING,
3 FIRST CHARACTER (15) VARYING,
3 MILDIE CHARACTER (3) VARYING,

2 MAN NO FIXED DECIMAL $(6,0)$, 3 REGLR FIXED DECIMAL $(8,2)$, 3 OVERTIM FIXED DECIMAL $(8,2)$, 2 RATE,

3 REGLAR FIXED DECIMAL ( 8,2 ),
3 OVERTIME FIXEL DECIMAL $(8,2)$;
Then the following sequence of preprocessor statements:
\%DEClare payroll character;
\%PAYROLL='CUM PAY';
\%INCLUDE PAYRL;
\%DEACTIVATE PAYROLL;
\%INCLUDE PAYRL;
will generate two identical structure declarations into the preprocessed text, the only difference being their names, CUMPAY and PAYROLL. Execution of the first $\overline{\text { F }}$ INCLUDE statement causes the text in PAYRL to be incorporated into the source program. when the scan encounters the identifier PAYROLL in this included text, it replaces it by the current value of the active preprocessor variable PAYROLL, namely, CUM_PAY. Further scanning of the included text results in no additional replacements. The scan then encounters the \%DEACTIVATE statement. Execution of this statement deactivates the preprocessor variable PAYROLL and makes the identifier ineligitle for replacement. When the second \%INCLUDE statement is executed, the text in PAYRL once again is incorporated into the source program. This time, however, scanning of the included text results in no replacements whatsoever, because none of the identifiers in the included text are active. Thus, two structure declarations, differing in name only, are inserted into preprocessed text.

## PREPROCESSOR STATEMENTS

This section lists those statements that can be used at the preprocessor stage and briefly discusses those freprocessor statements that have not yet been explained in this chapter. All of the freprocessor statements, their formats, and the rules governing their use are descriced in the section "Preprocessor Statements" in part II, Section 10, "Statements."

But first, some unrelated comments pertaining to preprocessor statements in general should be made:

1. Some keywords appearing in preprocessor statements can be akbreviated as shown in Part II, Section 3, "Keywords and Abbreviations."
2. Comments can appear within preprocessor statements wherever blanks can appear; however, such comments are never inserted into preprocessed text.
3. All preprocessor statements can be labeled. Such lakels must appear immediately following the \% (cnly blanks can intervene). All labels must be unsubscripted statement label constants. (Labels on \%DECLARE statements are ignored.)

The functions performed by the following preprocessor statements have already been discussed in this chapter:

```
% ACTIVATE
% DEACTIVATE
% DECLARE
% DO
% END
% INCLUDE
% procelure
RETURN
```

Note that the preprocessor RETURN statement cannot have a leading \% because it can se used only within a preprocessor procedure, and all percent symbols must be omitted therein.

Four other statements can be executed at the freprocessor stage:
\% assignment
\% GO TO
\% IF
\% null
The preprocessor assignment statement is used to evaluate preprocessor expressions and to assign the result to a preprocesscr variable. All of the examples shown in this section make use of this staterent.

The \% GO TO statement causes the preprocessor to interruption its sequential scanning and continue it elsewhere in the source program, specifically at the label specified in the \% GO TO. Thus, it can ke useful for rescanning or avoiding text.

The \% IF statement can be used to control the sequence of the scan according to the value rif a preprocessor expression. It must have a THEN clause and it can have an ELSE clause. Each clause, as well as each preprocessor statement within the clause, rust be freceded by a \%. Nesting of \%IF statements is allowed and must follow the same rules that apply for the nesting of nonfreprocessor IF statements.

The preprocessor null statement is the same as a nonpreprocessor null staterrent (except for the \%). It can be used to provide transfer targets for $\%$ GO TO statements cr it can be used in nested \%IF statements to balance the 盾ELSE clauses. For example, \%ELSE\%; is a null ELSE clause.

SECTION 16: OPTIMIZATION AND EFFICIENT PERFORMANCE

This section, concerned with general efficiency, provides information on the ways in which execution speed can be improved; and it includes a list of common errors to avoid.

## INTRODUCTION

For a given application, several object programs are possible, each of which would produce the required result. However they would have varying degrees of efficiency in terms of machine time and storage use. The efficiency of a PL/I object program depends on two basic factors:

1. The way in which the user writes the source program
2. The way in which the compiler treats the source program

These two factors are interrelated. The compiler can perform a limited amount of optimization (i.e., briefly, it can alter the program during compilation so that the object program uses less machine time but still gives the required result); but the user can control the degree of optimization, using the PL/I options ORDER and REORDER and the OPT compiler option. Secondly, the compiler does not necessarily generate identical object code for a given PL/I item (such as an assignment) every time that item appears in a source program. For example, an assignment may be made either directly or via a compiler-created temporary variable; data conversion may be performed by in-line code or may require a library call. The method selected depends on the nature of the data. A knowledge of the circumstances in which the compiler generates more efficient object code can be borne in mind by the user while writing the source program.

The remainder of this section deals with two main topics. The first, headedd - Effect of Compilation on Object Program Efficiency," deals primarily witl the compiler and the circumstances in which it generates more efficient code. The second, headed "Programming Techniques, " provides lists of hints that the user ran follow to obtain different types of efinciency (e.g., reduced storage requirements; increased execution speed). It also provides a list of the errors most likely to be encountered when first using PL/I.

## EFFECT OF COMPILATION ON OBJECT PROGRAM EFFICIENCY

The TSS/360 PI/I compiler is capable of optimizing lcops and subscripts (see
below). This optimization requires the use of extra compiler phases, with a consequent increase in compilation time; moreover, the results are not guaranteed in certain cases of error. For this reason, provision is made for the user to control the degree of optimization by using the ORDER and REORDER options on the blocks within the $\mathrm{PL} / \mathrm{I}$ program itself and by using the oPT compiler option in the PLI for a particular compilation of the program.

The compiler will also, as part of its normal function (i.e.. without the use of special optimization phrases), select the more efficient of two methods for many operations, provided that the nature of the data allows it to do so. Such operations include simple assignments, evaluation of string built-in functions, and data conversions.

## PL/I OPTIONS: ORDER AND REORDER

Strictly speaking, the order in which the statements of a PL/I source program are to be executed is specified by the order in which they appear in the source program, even if the code could be reordered so as to produce the same result more efficiently. The order of execution is normally sequential except where modified by a control statement such as To TO. (See "Control statements in Part I, Section 5, "Statement Classification.")

The user can vary the degree of language stringency imposed on the compiler by using the ORDER and REORDER options on the PROCEDURE and BEGIN statements. REOROER specifies a partial relaxation of the rules to allow the compiler more freedom in optimization. This relaxation is such that if computational or system action interrupts occur during execution of the block, the result is not necessarily the same as it would be under the strict rules.

The selected option applies to all nested blocks unless overriden; if neither option is specified, the option that applies to the containing block will be assumed. If the block is an external procedure, it will be assumed to have the ORDER option unless REORDER is explicitly specified.

## The ORDER Option

The ORDER option specifies that the normal language rules are not to be relaxed; i.e., any optimization must be such that the execution of a block always produces a result that is in accordance with the strict definition of PL/I. This means that the values of variables set by execution of all statements prior to computational or system action interruption are guaranteed in an on-unit entered as a result of the interruption, or anywhere in the program afterwards.

Note that the strict definition now allows the compiler to optimize common expressions, ${ }^{1}$ where safely possible, by evaluating them once only and saving the result, rather than reevaluating for each reference.

## The REORDER Option

The REORDER option specifies that execution of a block must produce a result that is in accordance with the strict definition of $\mathrm{PL} / \mathrm{I}$ unless a computational or system action interruption occurs during execution of the block; the result is then allowed to deviate as follows:

1. After a computational or system system action interrupt has occurred during execution of the block, the values of variables modified, allocated, or freed in the block are guaranteed only after normal return from an on-unit or when accessed by the ONCHAR and ONSOURCE built-in functions.
2. The values of variables modified, allocated, or freed in an on-unit for a computational or system action condition (or in a block activated by such an on-unit) are not guaranteed on return from the on-unit into the block, except for values modified by the ONCHAR and ONSOURCE pseudo-variables.

A program is in error if a computational or system action interruption occurs during the execution of the block and this interruption is followed by a reference to a variable whose value is not guaranteed in such circumstances.
${ }^{1}$ A common expression is an expression that occurs more than once in a program but is obviously intended to result in the same value each time that it is evaluatei. i.e., if a later expression is identical to an earlier expression, with no intervening modification to any operand, the expressions are said to be common.

## Effect of ORDER and REORDER Options -Example

The following example illustrates the effect of the ORDER and REORDER OPTIONS:

X: PROCEDURE ORDER:
DECLARE (A, B,C) ( 10,10 ):
ON UFL PUT LIST ('UFL WHEN M=', M);
ON OFL BEGIN:
PUT LIST ('OFL WHEN M=', M) ;
GO TO RESTART:
END:

```
RESTART: GET DATA (M,B,C,D,K);
    CALL Y;
    PUT DATA(M,A):
GO TO RESTART;
Y: PROCEDURE REORDER;
    DO I = 1 TO 10;
    DO J = 1 TO 10;
    A(I,J)=B(I+K,J)*C(J,I+K)*C(K+1,1)
    +D/I +D/K;
    END; END;
    END Y:
```

END X ;
In this example, since the values of $D$ and K are not modified anywhere in procedure $\mathrm{Y}_{\text {. }}$ the compiler is permitted to keep $I$ and $J$ in registers and move the computation of the expression $I+K$ outside of the inner 100p; in addition, since the expression $K+1$ does not depend on $I$ or $J$, it can be evaluated outside of both loops. If this movement is carried out, the expression $I+K$ will be evaluated ten times instead of 100 times, and the expression $\mathrm{K}+1$ will be evaluated once instead of 100 times. Any attempt to use $A, I_{\text {, or }} J$ after an overflow interruption in procedure $Y$, and before another value has been assigned to them. would be an error.

Computation of the expressions D/I and $D / K$ cannot be moved, because they are not subscript expressions.

COMPILER OTMION: OPT=N
The OPT compiler option, specified in the PU/I command for a compilation, allows the user to control the optimization for a particular compilation. The option can be specified with one of three values:

OPT=0 requests fast compilation and, as a secondary consideration, reduction of the storage space required by the object program at the expense of execution time.

OPT=1 requests fast compilation and, as a secondary consideration, reduction of object program execution time at the expense of storage space.

OPT=2 requests reduction of object program execution time at the expense of compilation time.

The extra optimization phases of the compiler (i.e., those concerned mainly with loop and subscript optimization) are invoked only when OPT=2 is specified.

## LOOP AND SUBSCRIPT OPTIMIZATION

Four types of loopi and subscript optimization are attempted by the compiler when the compiler option OPT=2 is specified. However, the compiler will not necessarily be able to perform the optimization in every case; its ability to do so is affected by several factors, such as the use of subscripts nested within subscripts, the use of loops containing procedure or begin blocks, or the choice of ORDER and REORDER options.

The section headed "Methods of Improvement When OPT=2," under "Improvinq Speed of Execution," later in this chapter, gives a list of rules that the user should follow, when using OPT=2, so as to give the compiler the best chance of carrying out the loop and subscript optimization. In the descriptions of the four types of optimization, below, the indicated choice of block option should be interpreted as follows: where it is indicated that optimization will be effected for both ORDER and REORDER, the specification of REORDER will probably result in the greater degree of optimization; however, even where REORDER is stated to be necessary for a particular type of optimization, there will usually be some optimization when ORDER is specified.

The four types of loop and subscript optimization are as follows:

1. Loop control mechanism: The object code for loop control (i.e. . the necessary comparison and branching instructions generated by the compiler) will be simplified wherever possible. The block option may be ORDER or REORDER.
2. Loop control variables: The object code for control variables used as subscripts will be simplified wherever possible. The block option should be REORDER.
${ }^{1}$ For the purpose of this discussion, a loop is considered to be either an iterative DO-group or an array expression. The discussion does not apply to loops specified by GO TO statements or to repetitive specifications in data lists for stream-oriented transmission.
3. Array expressions: Array expressions (which are effectively a type of loop, since the :specified operation is performed on each element in turn) will be optimized by a combination of the two techniques mentioned above. The block option may be ORDER or REORDER.
4. Subscript lists: Common expressions appearing in subscript lists are evaluated at the point of the first occurrence of the common expressions, and the result is saved for other occurrences of the expression. (This applies both inside and outside of loops.) Subscript expressions that occur within a loop, but whose values never change during the execution of the loop, are evaluated outside of the loop. The block option should be REORDER. (Note the difference between the two types of expression and their treatment: a common expression, which appears more than once in the program, is evaluated at its first occurrence; the other type of expression, which occur within a loop and has a value that remain: constant throughout all the iterations of the loop, is evaluated before it occurs. In the latter case, therefore, the compiler reorders the code.)

## ASSIGNMENT HANDLING

When the expression on the right-hand side of an assignment statement is an operational expression, or where data conversion is necessary, the assignment is usually made via an intermediate temporary which holds the result of the expression. (See Part I, vection 4, "Expressions and Data Conversion.") However, the TSS/360 PL/I compiler produces optimized code that does not use temporary storage in the following cases, provided that the FIXEDOVERFLOW and SIZE conditions are disabled or cannot be raised, and provided that the operands are of suitable scale and precision:

1. Simple fixed decimal assignments (for example, $A=A+$ constant $: X=A+B ;$ $\mathrm{X}=\mathrm{A} * \mathrm{~B}+\mathrm{C} ;$ ).
2. Simple expressions and assignments that involve only character-string variables and character-string constants (for example, $A=A| | B ;$ ).
3. Assignments between temporary variables such as occur in some function references.

The block option may be ORDER or REORDER, and the OPT compiler option may have any of the three possible values.

## INLINE OPERATIONS

Operations are performed at execution time in two different ways: they may be handled by calls to PL/I library routines or they may be handled directly by inline code. The saving in execution time for an operation performed inline can be of the order of ten to one or more in relation to a similar operation handled by a library call; the overall effect on program execution will depend on the number of times these operations are used in a program. It will repay the user, therefore, to recognize those operations that are performed inline and those that require a library call. and to arrange his program to use the former wherever possible. The majority of the inline operations are concerned with data conversion and string handling.

## Data Conversion

The data conversions performed inline are shown in Figure 20. A conversion outside the range or condition yiven, or marked "Not done," is performed by a library call.

Not all of the picture characters available can be used in a picture specification involved in an arithmetic conversion. The only ones permitted are:

1. $V$ and 9
2. Drifting or nondrifting characters $\$$. S, + -
3. Zero suppression characters 2, *
4. Insertion characters .. .. /. B

For inline conversions, picture specifications with this subset of characters are divided into three types:

Picture type 1: Picture specifications consisting entirely of 9 s with (optionally) a $V$ and a leading or trailing sign or currency symbol and up to four insertion characters. Examples of type 1 pictures are '99V999'. '99', 'S99V9'. '99V+', '\$99.99'

| Conversion |  | 1 i | Minimum Optimization Code |  |
| :---: | :---: | :---: | :---: | :---: |
| $i$ | ---- | Comments and condition | $\begin{array}{c\|c} \text { SIZE SIZE } \\ \text { \|Disabled\|Enabled } \end{array}$ |  |
| \| Source | 1 Target |  |  |  |
| 1 | \| FIXED BINARY | 1 - 1 | 0 | 0 |
| 1 |  | 1 - \| | 1 |  |
| 1 | \|FIXED DECIMAL | \|If either scale factor $=0$ and the \| | \| 1 | 1 |
| 1 | \| | lother scale factor $\leq 0$, then the opt.l |  | 1 |
| 1 | 1 | I code may be 0 \| | I | 1 |
| 1 |  |  |  |  |
| \| FIXED BINARY | \|float | \|If source scale factor $=0$, then the \| | 1 | 1 |
| 1 | I | lopt, code may be 0 (whether SIZE is I |  | 1 i |
| 1 | 1 | (enabled or not) | 1 1 |  |
| I |  |  |  |  |
| 1 | \| Bit string | \|String must be fixed-length. ALIGNED, | | 10 | \|Not done| |
| 1 | 1 l | \|and with length <256 | |  |  |
| 1 |  |  |  |  |
| 1 | \|Character string | Source scale factor must be $\geq 0$ | 1 | \| Not done| |
| 1 | lor Picture | \|String must be fixed-length with | |  |  |
| I | I | \|length <256 Picture types 1. 2, or 3 |  |  |
| 1 | I | \| (see "Picture Conversions Not |  |  |
| $1$ |  | \|Performed Inline.") |  |  |
| 1 | \|FIXED BINARY | If source and target scales have the | 0 | 1 |
| 1 |  | Isame sign and are nonzero, then the |  |  |
| 1 | I | lopt. code (SIZE disabled) must be 1 \| |  |  |
| 1 |  |  |  |  |
| 1 | \|FIXED DECIMAL | , | 0 | 0 |
|  |  |  |  |  |
| \|FIXED DECIMAL| | \| FLOAT | \| Source precision must be <10 | 1 | 1 |
| \| |  |  |  |  |
| $1$ | \|Bit String | \|Sonrce scale factor must be zero | | 0 | \| Not done| |
| $1$ |  | \|String must be fixed-length, ALIGNED, | |  |  |
| i |  | \|and with length <256 | |  |  |

Figure 20. Implicit Data Conversions Performed Inline (Part 1 of 2)


Figure 20. Implicit Data Conversions Performed Inline (Part 2 of 2)
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Picture type 2: Picture specifications with zero suppression characters and (optionally) insertion characters and a sign of currency symbol character. Also. type 1 pictures with more than four insertion characters. Examples of type 2 pic-
 22.. $\$ / / / / / 9^{\prime \prime}$.

Picture type 3: Picture specifications with drifting strings and (optionally) insertion characters and a sign or currency symbol character. Examples of type 3 pic-


$\mid$ PICTURE CONVERSIONS NOT PERFORMED INLINE: Sometimes a conversion involving a pictured item is not performed inline even though the picture specification conforms to one of the above types. This may be because:

1. The optimization code value ( $O P T=n$ ) is too low.
2. SIZE is enabled.
3. There is no overlay between the digit positions in the source andthe target. (For example: a conversion from fixed DECIMAL $(6,8)$ O FIXED DECIMAL $(5,-3)$ to PIC '99V99' will require a library call.)
4. The picture specification may have certain characteristics that make the conversion difficult to handle inline:
a. An insertion character between a drifting $Z$ or a drifting * and the first 9 is not preceded by a V (for example, ${ }^{\circ} \mathrm{Zz} .9^{\circ}$ ).
b. There are drifting or zero suppression characters to the right of the decimal point (for example, 'ZZV.ZZ', * + + V + + ').

## String Handling

The string operations and built-in functions performed inline are shown in Figures 21 and 22. Note that even the string functions indicated as always being performed inline may sometimes require a library call. For example, if the expression in the BIT or CEAR function requires an implicit conversion not handled inline, the appropriate library routine will be called.

## PROGRAMMING TECHNIQUES

## IMPROUING SPEED OF EXECUTION

By using the OPT=2 compiler option and the REORDER block option, the user allows the compiler to optimize loops and sub-
scripts (see "Effect of Compilation on Object Program Efficiency, " above). However, there is a significant increase in compilation time and results are not guaranteed in certain cases of error. The recommended procedure is to specify REORDER where possible in the program but to suppress the optimization phases in the early stages of developing the program, by using OPT=0 or 1; when the program is fully developed it can be compiled during OPT $=2$.

Even when $O P T=0$ or 1 is specified, the user can increase the execution speed by following certain rules; and when OPT=2 is specified, he can increase the amount of optimization by following another set of rules. For this reason, the information in this part is given first in terms of $O P T=0$ or 1, and then in terms of OPT=2.

## Methods of Improvement When OPT=0 or 1

The following measures are suggested for use where both compilation time and execution time are important factors. Note that while some of these measures may slow down the compilation, this is offset by the fact that others will accelerate it. In the main, there should be no serious increase in compilation time.

1. If the use of storage is not as important as speed of execution, use OPT=1. Avoid the STMT option.
2. Avoid unnecessary program segmentation and block structure; all procedures, ON-units and BEGIN blocks need prologues and epilogues, the initialization and housekeeping for which carry a considerable overhead. (Prologues and epilogues are described in Appendix $C$ of this publication.) Whenever possible, use GOTO of IF statements to control program logic, rather than the CALL statement.
3. Branching in IF statements can be improved ${ }^{\circ}$ : using DO and END statements to bracket a rHEN clause, rather than using a GOTO statement in the THEN clause. For example:

IF $A=B$ THEN DO;
$C=D$;
$\mathrm{E}=\mathrm{F}$;
END;
L: etc.
is more efficient than
IF $A=B$ THEN GO TO L; $C=D$; $\mathrm{E}=\mathrm{F}$;
L; etc.
4. When GO TO is used in an IF statement. more efficient object code is produced by the GO TO if it refers to a label within the same block rather than to a label outside the block.


Figure 21. Conditions Under Which the String Operations are Handled Inline
5. Keef IF clauses simple; separate any multiple conditions into a series of simple IF statements. For example:

```
IF A=B
        THEN IF C=L
            THEN IF E=F
```

                THEN GO TO M;
    6. Avoid extensive use of adjustable arrays and/or CONTRCIIED storage.
7. Use constants wherever possible instead of expressions.
8. Exercise care in specifying precision. For example:
```
DCL A FIXED DEC (8,4),
    B FIXED DEC(10,2),
```

```
    C FIXED DEC(10,1);
    .
    .
C=A+B;
```

This requires almost twice as much code as it would if $B$ had been declared $(10,4)$, because the evaluaticn of $A+B$ requires a scaie factor of 4.
9. Use the PICTURE attritute only when necessary. For example, use FIXED DECIMAL (5,2) instead of PIC'999V99'. If a picture field is used in more than one arithmetic operation, convert it once and then use the new form in

| String |  |
| :---: | :---: |
| \|Function | Comments and Conditions |
| \|BIT | \|Always |
|  |  |
| \| BOOL | \|Nonadjustable, ALIGNED bit str- |
| \| | lings, where the third argument |
| 1 | lis one of the logical operators |
| I | l'and', 'not', 'or' or exclusive |
| 1 | \|'or' |
| i |  |
| \|CHAR | \|Always |
| $1$ |  |
| INDEX | \|Second argument must be a non- |
| 1 | \|adjustable character string |
| ! | \|<256 characters long |
| i |  |
| \| LENGTH | \|Always |
|  |  |
| \| SUBSTR | \|STRINGRANGE must be disabled |
|  |  |
| \| TRANSLATE | \|First argument must be a fixed- |
|  | llength character string of |
| ! | \|length $\leq 256$. If a third argu- |
| \| | \|ment is given, both second and |
| 1 | \|third arguments must be |
| I | \|character-string constants; if |
| 1 | \|a third argument is not given; |
| 1 | Ithe second argument may be any |
| 1 | \|fixed-length character-string |
| 1 | \|argument, including constants. |
| \|UNS PEC | \|Always |
|  |  |
| \|VERIFY | \|Both arguments must be fixed|length character strings of |
| I | \|length $\leq 256$. If second argu- |
| 1 | \|ment is a constant, the func- |
| $1$ | \|tion is partially performed at |
| I | \|compile time. If both argu- |
| 1 | \|ments are variakles, the func- |
| \| | \|tion is performed at execution |
| 1 | Itime. In both cases, no |
|  | \|library call is necessary. |

## Figure 22. Conditions Under Which the String Functions are Handled Inline

each operation. This holds for any conversion required more than once.

If it is necessary to use data with the PICTURE attribute in arithmetic expressions, use pictures that will be handled in-line, as this considerably reduces execution time. Pictures with all 9s, a $V$ and a nondrifting sign are particularly useful. For example:

```
'999'
'$99v99'
'$99'
'V999'
```

10. Internal switches and counters, and data involved in substantial computa-
tion or used for sukscripts, should be declared BINARY; data required for output should be kept in DECIMAI form.
11. Keef data conversions to a minimum. Some possible methods follow:
a. Use additional variables. For example, if a problem specifies that a character variable has to be regularly incremented ky 1.

DCL CTLNO CHAR(18);
-

CTLNO $=$ CTLNO+1;
requires two conversions, while
LCL CTLNO CHAR (8), DCTLNO DEC FIXEL;
.
DCTLNO $=$ DCTLNO +1 ; CTINO=DCTLNO;
requires only one conversion.
b. Take sfecial care to make structures match when it is intended to move data from one structure to another.
c. Avoid mixed mode arithmetice especially the use of character strings in arithmetic calculations.
12. Declare arrays in the procedure in which they are used, instead of passing them as arguments. Declare subscript variables in the block in which they are used, as FIXED BINARY.
13. In multiple assignments to subscripted variables, restrict the assignment to three variables.
14. If a sutscripted item is referred to more than once with the same sutscript, assign the element to a scalar variarie:

$$
R=(A(I)+1 / A(I))+A(I) * * A(I) ;
$$

should be replaced by

```
ASUB=A (I) ;
\(R=(A S U B+1 / A S U B)+A S U B * A S U B\);
```

15. Bit strings should, if possible, be specified as multiples of eight bits. Bit strings used as logical switches should be specified according to the number of switches required. In the examples below, (a) is preferable tc (b), and (b) to (c):
16. Single Switches
(a) DCL SW BIT(1) INIT ('1'B):


IF SW THEN DO:
-
(b) DCL 5 SW BIT(B) INIT $1^{\circ} 1^{\circ}$ );
-

IF SW THEN DO;
-
(C) DCL SW BIT(8) INIT ('1'B):
-
IF SW $=10000000^{\circ} \mathrm{B}$ THEN DO:
-
-
2. Multiple Switches
(a) DCL B BIT(8);


If bit string data is to be held in structures, such structures should be declared ALIGNED.
16. Avoid where possible use of unaligned bit-strings as they usually cause library subroutines to be invoked.
17. Concatenation operations are time-consuming.
18. Varying-length strings are not as efficient as fixed-length strings.
19. Fixed-length strings are not efficient if their length is not known at compile time, as in this example:

DCL A CHAR(N);
20. Avoid using the SIZE, SUBSCRIPTRANGE, STRINGRANGE and CHECK ON-conditions, except during debugqing. Debugging aids should be removed from the program before running it, as a production job.
21. Do not refer to the DATE built-in function more than once in a run; it is expensive. Instead, refer to the function once and save the value in a variable for subsequent use; e.g., instead of

PAGEA=TITLEA||DATE;
PAGEB=TITLEB||DATE;
it is more efficient to wirite
DTE= DATE;
PAGEA=TITLEA||DTE;
PAGEB=TITLEB||DTE;
22. Allocate sufficient buffers to prevent the program becoming I/O bound.
23. Use blocked output records.
24. Open a number of files in a single OPEN statement.
-25. In STREAM I/O, use long data lists instead of splitting up I/O statements.
26. Use EDIT-directed I/O in preference to LIST- or DATA-directed.
27. Consider the use of overlay defining to simplify transmission to or from a character string structure. Example:

DCL 1 IN,
2 TYPE CHAR(2). 2 REC.

3 A CHAR (5).
3 B CHAR (7).
3 C CHAR (66);
GET EDIT(IN)
(A(2), A(5), A(7J7), A(66));
In the above example, each format-item/data-field pair is matched separ-
ately, code being generated for each matching operation. It would be more efficient to define a character string on the structure and apply the GET statement to the string:

```
DCL STRNG CHAR(80) DEF IN;
    •
    -
    GET EDIT (STRNG) (A(80));
Methods of Improvement When OPT=2
```

1

When it is intended that $O P T=2$ will be used for the final compilation, the user should use REORDER wherever possible and should observe the following points while writing the program. (Note that this information is given for guidance only: full optimization may not necessarily take place if the advice is followed; conversely. some optimization may take place if the adv ie is not followed.) The following items obstruct loop and subscript optimization, and should be avoided wherever possible:

1. Subscript expressions that are not fixed-point binary or that contain nested subscripts or function references.
2. The SUBSCRIPTRANGE condition; this should be enabled only when necessary.
3. Do statements that have more than one iterative specification and/or a WHILE clause.
4. Control variables that are not real fixed-point binary integer element variables.
5. Expressions in To and BY clauses other than decimal integer constants or single variables and expressions of real fixed-point binary integer type.
6. The SIZE condition when enabled for iterative DO statements.
7. Loops that contain any of the following:
a. GET DATA statements
b. References to user-defined functions
c. Procedure calls
d. Procedures or begin blocks
e. Statements that are likely to raise conditions other than compu-
tational or systern action conditions if the compilation contains on-units for such conditions.
for example, if the compilation contains an on-unit for an $1 / 0$ condition, the use of $1 / 0$ statements within loops should be avoided wherever possible.)
8. Arrays that are parameters and/or do not have constant bounds.
9. Any of the following types of variable:
a. Variables with the EXTERNAL attribute.
b. Based variables and variables that are either defined or defined upon.
c. Variables that are parameters.
d. Variables used as arguments to either the ADDR built-in function or a user-defined function returning a pointer value.
e. Variables used as arguments to an internal procedure when there are any pointers in the compilation.
f. Variables used as arguments to external procedures lother than built-in functions) when there are any external pointers in the compilation or when any argument to one such procedure is an internal pointer.

## AVOIDING COMMON ERRORS

This is a list of the errors and pitfalls most likely to be encountered when writing a PLI source program. Some of the items concern misunderstood or overiooked language rules, while others result from failure to observe the implementation conventions and restrictions of the TSS: 360 $\mathrm{PL} / \mathrm{I}$ compiler, and are indicated by (I) appearing after the item.

Source Program and General Syntax

1. Ensure that the source program is completely contained within the margins specified by the SORMGIN option. (I)
2. Inadvertent omission of certain symbols may give rise to errors that are difficult to trace. Common errors are: unbalanced apostrophes;
unmatched parentheses; unmatched comment delimiters (e.g., /* punched instead of */ when closing a comment); and missing semicolons.
3. Reserved keyword operators in the 48character set (e.g., GT, CAT) must in all cases be preceded and followed by a blank or comment.
4. Care should be taken to ensure that END statements correctly match the approcriate DO, BEGIN, and PROCEDURE statements.
5. In some situations, parentheses are required when their necessity is not immediately obvious. In particular, the expression following WHILE and RETURN must be enclosed in parentheses.

## Program Control

1. The procedure to ke given initial control at execution time must have the OPTIONS (MAIN) attrikute. If more than one procedure has the MAIN option, the first one gets control. (I)
2. When a procedure of a program is invoked while it is still active, it is said to be used recursively. Attempting the recursive use of a procedure that has not keen given the RECURSIVE attribute may result in a program interruption after exit from the procedure. This will occur if reference is made to AUTOMATIC data of an earlier invocation of the procedure.

## Declarations and Attrikutes

1. DECLARE statements for AUTOMATIC variables are in effect executed at entry to a block; sequence of the following type are therefore likely to lead to unpredictable storage requests:
```
A: PROC; \(\mathrm{N}=4\); DCL B(N) FIXED; -END;
```

2. Missing commas in DECLARE statements are a common source of error. For example, a comma must follow the entry for each element in a structure declaration.
3. External identifiers should neither contain more than seven characters, nor start with the letters IHE. (I)
4. In a picture declaration, the $V$ character indicates the scale factor, but does not in itself produce a decimal point on output. The point picture character produces a point on output, but is purely an editing character and does not indicate the scale factor. In a decimal constant, however, the point does indicate the scale factor. For example:
```
DCL A PIC'99.9'.
        E PIC'99V9',
        C PIC'99.V9';
A,B,C=45.6;
PUT LIST (A,B,C);
```

This will cause the following values to te put out for $A, B$, and $C$, respectively:

$$
04.5 \quad 456 \quad 45.6
$$

If these values were now read kack into the variables by a GET LIST statement. $A, B$, and $C$ would be set tc the following respective vaiues:

$$
004 \quad 56.0 \quad 45.6
$$

If the puT statement were then repeated, the result would be:

$$
00.4 \quad 560 \quad 45.6
$$

5. Separate external declarations of the same identifier must not specify conflicting attributes, either exflicitly of ky default. If this occurs the compiler will not be able to detect the conflict. PL/I also requires that if an INITIAL value is specified in one declaration of a STATIC EXTERNPI variakle, the same INITIAL value should affear in every declaration of that variable.
6. An identifier cannot be used for more than one furpose within its scope. Thus, the use of $X$ in the fcllcwing sequence of statements would be in error:

PUT FIIE ( $X$ ) LIST $(A, B, C$; $X=Y+Z$; X: $\quad \mathrm{M}=\mathrm{N}$;
7. It is advisable to declare all entry points, associated parameter lists, and any return values, to avoid inadvertent clashes of attributes.

If the attributes of the data items in an argument list do not match those declared for the ENTRY, a dummy argument is created with the correct attributes, and the data item is converted into the dumm. For example:

```
DCX X ENTRY (FIXED, CHAR(4)),
    Y FIXED, Z FIXED(1,0);
Y=45;
Z=0;
CALL X(Y,Z);
X:PROC (A,B) ;
    DCL A FIXED,
        B CHAR(4);
    END;
```

In the above example, a dummy is created for the second argument, $Z$, and is passed to $X$ as 'bbb0'.

If the attributes declared for X in the entry name declaration were incompatible with the attributes of the arguments in the CAIL statement, the compiler would issue a diagnostic message, and at execution tire no conversion would take place. However, if the attributes declared for $X$ in the entry name declaration conflicted with the attributes of the corresponding parameters in the PROCEDURE statement, the compiler would not detect the disagreement, and at execution time the consequences of such an error would, in general, be unfredictatle. For example, if $x$ were declared

DCL X ENTRY (FIOAT, CHAR(4);
then 45 would be passed as FLOAT, but would be interpreted by $X$ as FIXED, possibly with disastrous results.

Similarly, attributes declared for RETURN values must agree in the invoking and invoked procedures; however, the actual expression returned may be of any data type and will be converted to that declared. For example:

DCL X RETURNS (CHAR(4));
DCL A CHAR (4);
X: PROC CHAR(4);
RETURN (I*J*K);
END X :

$$
A=X ;
$$

The precision of decimal integer constants should be taken into account when such constants are passed. For example:

## CALL ALPHA (6);

## ALPHA: PROCEDURE (X); DCL X FIXED DECIMAL; END;

The above example is incorrect because X will be given a default precision, while the constant, 6 , will be passed with precision (1,0).
8. When a data item requires conversion to a dummy, and the called procedure alters the value of the parameter, note that the dummy is altered, not the original argument. For example:

```
    DCL X ENTRY (FIXED, FIXEL),
        A FIXED,
        B FLOAT;
    CALL X(A,B);
X: PRCC (Y,Z);
    DCL (Y,Z) FIXED;
    Y=2**100; /*A IS ALTEREL IN
        CALLING PROC*/
    Z=Y**3; /*B IS UNALTERED IN
        CALLING PROC*/
    END X;
```

9. When the attributes for a given identifier are incompletely declared, the rest of the required attributes are supplied ky default. The following default assumptions should be carefully noted.

FLOAT DECIMAL REAL is assumed for implicitly declared arithmetic variables, unless the initial letter is in the range $I$ through $N$, when FIXED BINARY REAL is assumed.

If a variable is explicitly declared and any of the base, scale, or mode attributes is specified, the others are assumed to be ffom the set FLOAT/ DECIMAL/REAL. For example:

```
LCL I;
/*I IS FIXED BINARY
    (15,0) REAL
    AUTOMATTIC*/
LCL J REAL;
```

```
/*J IS FLOAT DECIMAL
```

/*J IS FLOAT DECIMAL
(6) REAL
(6) REAL
AUTOMATIC:/
AUTOMATIC:/
ECL K STATIC; /*K IS PIKED BINARY (15,0) REAL STATIC*/
DCI 1 FIXED: $1 * \operatorname{L}$ IS FIXEL DECTMAL AUTOMATIC*/

```
10. The precision of complex expxessions is not obvious. For example, the precision of \(1+1 I\) is \((2,0)\) that is, the precision follows the rules for expression evaluation.
11. When a procedure contains more than one entry point, with different parameter lists on each entry, make sure that no references are made to parame. ters other than those associated with the point at which control entered the procedure. For exarple:
```

A: PROCEDURE(P,Q);
P=Q+8; RETURN;
B: ENTRY(R,S):
R=P+S; /*THE REFERENCE TO P
IS AN ERROR*/
ENL;
12. Based storage is allocated in terms of
doublewords; therefore, even for the
smallest item, at least eight bytes
are required. (I)
13. The variable used in the REFER option must be referred to unambiguausly. For example:
DCL 1 A, 2 Y FIXEL BIN, 2 Z FloAt.
1 B ,
2 Y FIXED BIN
2 T(1:N REFER(B.Y));
In any references to this declaration, $Y$ must be fully qualified to prevent a possible ambiguity.
14. A pointer qualifier (explicit or implicit) may not be tased or subscripted. (I)
15. Conflicting contextual declarations must be avoided. $P$ is often used as the name of a pointer and it must not then assume by default the characteristics of another data type. For example:

```
```

B BASED (P),

```
B BASED (P),
•
•
P AUTO,
P AUTO,
•
•
.;
.;
\(P\) is first contextually declared to be a pointer and then, by default, to be FLOAT DECIMAL.
16. BASED variables cannot be used as arguments or parameters. (I)
17. Offsets must be declared with a level 1 unsubscripted based area.
```


## Assignments and Initialization

```
1. When a variable is accessed, it is assumed to have a value which has been previously assigned to it and which is consistent with the attributes of the variable. If this assumption is incorrect, either the program will proceed with incorrect data or a program interruption will occur. Such a situation can result from failure to
```

initialize the variable, or it can occur as a result of the variable having been set in one of the following ways:
a. by the use of the UNSPEC pseudo-variable
b. ky RECORD-oriented input
c. by overlay defining a picture on a character string, with subsequent assignment to the character string and then access to the picture
d. by passing as an argument a variatle assigned in a different procedure, without matching the attrikutes of the parameter.

Failure to initialize a variable will result in the variable having an uncredictable value at execution time. Do not assume this value to be zero.

Failure to initialize a subscript can be detected by checking for subscripts out of range, when debugging the program.
2. Any attempt to write out a variable or array that has not been initialized may well cause a data interruption to occur. For example:

```
DCL A(10) FIXED;
A(1)=10;
PUT LIST (A);
```

To avoid the data interruption, the array should te initialized before the assignment statement, thus:

$$
A=0 ;
$$

Note that this problem can also occur as a result of CHECK system action for an uninitialized array. If the CHECK condition were enabled for the array in the akove example, and system action were taken, the results, and the way in which the program terminates, would be unpredictable. The same problem arises when PUT DATA is used.
3. Note the distinction between $=$ (assignment) and = (comparison). The statement

```
A=B=C;
```

means "compare $B$ with $C$ and assign the result (either ' $1^{\prime} B$ or ' $0^{\prime} B$ ) to $A$, performing type conversion is necessary."
4. Assignments that involve conversion should be avoided if possible.
5. In the case of initialization of or assignment to a fixed length string: if the assigned value is shorter than the string, it is extended on the right with blanks (for a character string) or zeros (for bit strings). For example:

```
DCL A CHAR(6),
    B CHAR(3) INIT('CR');
    A=B;
```

After the execution of the above statements, $B$ would contain CRr, and $A$ would contain CRblbb.
6. It is not possible to assign a cross section of an array of structures in a single statement; the whole of an array of structures, or a single element may be referenced, but not a cross section. (I)
7. When SIZE is disatled, the result of an assignment which would have raised SIZE is unpredictable:

FIXED BINARY: The result of an as:signment here --- which invludes, for instance, source language assignments and the conversions implied by parameter matching -- may ke to raise FIXEDOVERFLOW.

FIXED DECIMAL: Truncation to the nearest byte may cocur, witholit raiaing an interruption. If the target precision is even, an extrd digit may be inserted in the high-order bye.

## Arithmetic and Loqical Operations

1. The rules for expression evaluation should be carefully noted, with parti. cular reference to priority of operations. The following examples show. the kind of mistake that can occur:
$X>Y \mid Z$ is not equivalent to $X>Y \mid X>Z$ but is equivalent to $(X>Y) \mid Z$
$X>Y>Z$ is not equivalent to $X>Y \& \check{x} ン Z$ but is equivalent to $(X>Y)>Z$

The clause IF $A=B| | C$ is equivalent to IF $A=(B| | C)$, not to $I F(A=B)|\mid C$

All operation sequences of equal priority are evaluated left to right, except for **, prefix + , prefix -, and 1. which are evaluated rignt to left. Thus, the statement
is equivalent to

$$
A=B * *(-(C * * D)) ;
$$

The normal use of parentheses is to modify the rules of priority; however, it may te convenient to use redundant parentheses às a safeguard or tc clarify the operation.
2. Conversion is governed by comprehensive rules which must te thcroughly understcod if unnecessary trouble is to be avoided. Some examples of the effect of conversion follow.
a. DECIMAL FIXED to BINARY FIXED can cause unexpected results if fractions are involved:

> DCL I FIXED BIN $(31,5)$ INIT(1);  $I=I+.1 ;$

The value of $I$ is now 1.0625 . This is because. 1 is converted to FIXED BINARY $(5,4)$, so that the nearest binary approximation is 0.0001 B (no rounding occurs). The decimal equivalent of this is .0625. A better result would have been achieved by specifying . 1000 in place of .i. (See alsc item $f$. kelow.)
b. If aritnmetic is performed on character string data, the intermediate results are held in the maximum precision:

> DCL A CHAR (6) INIT('123.45*);
> DCL B FIXED $(5,2) ;$
> $\mathrm{B}=\mathrm{A} ; ~ / * \mathrm{BAS}$ VALUE $123.45 * /$
> $\mathrm{B}=\mathrm{A}+\mathrm{A} ; / * \mathrm{~B}$ HAS VALUE $246.00 * /$
c. The rules for arithmetic to bit string conversion affect assignment to a bit string from a decimal constant:

```
DCL A BIT(1),
        D BITP(5);
A=1; /*A HAS VALUE '0'B*/
D=1; /*D HAS VALUE '00010'B*/
D='B; /*D HAS VALUE '10000'B*/
IF A=1 THEN GO TO Y;
            ELSE GO TO X;
```

The branch will be to $X$, because the assignment to A resulted in the following sequence of actions:
(1) The decimal constant, 1 , is assumed to be FIXED DECIMAL (1, $0)$ and is assigned to tenporary storage with the attributes FIXED BINARY $(4,0)$, taking the value '0001'B;
(2) This value is now treated as a kit string of length (4), so that it becomes '0001'B;
(3) The resultant bit string is assigned to A. Since A has a declared length of 1 , and the value to be assigned has acquired a length of 4 , truncation occurs at the right, and $A$ has a final value of ' $0^{\prime}$ B.

To perform the comparison operation in the IF statement, $0^{\circ} B$ and 1 are converted to FIXED BINARY and compared arithmetically. They are unequal, giving a result of "false" for the relationship $A=1$.

In the first assignment to $D, a$ sequence of actions similar to that described for A takes place, except that the value is extended at the right with a zero, because D has a declared length that is 1 greater than that of the value to be assigned.
d. Assignment of arithmetic values to character strings involves conversion according to the rules for LIST-directed output.

Example 1

```
DCL A CHAR(4),
        B CHAR(7);
    A='0'; /*A HAS VALUE 'OLbb'*/
    A=0; /*A HAS VALUE 'bbb0'*/
    B=1234567; /*B HAS VALUE
```

Note: The three Llanks are necessary to allow for the possibility of a minus sign and/or a decimal or binary point, with provision for a single leading zero before the point.

Example 2
DCL CTLNO CHAR(8) INIT ('0');
DO I=1 TO 100; CTLNO=CTLNO+1;
-
-
END;
In this example, a conversion error occurs because of the following sequence of actions:
(1) The initial value of CTLNO, that is, 'Obbbbbbb', is converted to FIXED DECIMAL $(5,0)$ for the addition, guving a temporary value of 00000 .
(2) The decimal constant, 1 , assumed to be FIXED DECIMAL $(1,0)$, is added; in accordance with the rules for addition, the precision of the result is $(6,0)$, giving a value of 000001 .
(3) This value is now converted to a character string of length 9, value 'rbckctcbb1', in preparation for the assignment back to CTLNO.
(4) Because CTLNO has a length of 8, the assiqnment causes truncation at the right; thus, CTLNO has a final value that consists entirely of blanks. This value cannot be successfully converted to arithmetic type for the second iteration of the loop.
e. FIXED division can result in unexpected overflows or truncation. For example, the expression

## $25+1 / 3$

would yield a yalue of 5.33...3. To obtain a result of $25.33 . .3$, it would be necessary to write

## $25+01 / 3$

The explanation is that constants have the precision and scale factor with which they are written, while FIXED division results in a value of maximum implementationdefined precision. The results of the two evaluations are reached as follows:

f. Checking of a picture is performed only on assignment into the picture variable:

```
DCL A PIC'999999'.
            B CHAR(6) DEF A,
            C CHAR(6);
B='ABCDEF';
C=A; /*WIIL NOT RAISE CONV
                CONLITION*/
A=C; /*WILL RAISE CCNV*/
```

Note also (A, B, C as declared above) :

```
A=123456; /*A HAS VALUE 123456*/
            /*B HAS VALUE
                '123456'*/
C=123456; /*C HAS VALUE
            'kkb123'*/
C=A; /*C HAS VALUE '123456'*/
```

g. A decimal fixed-point element with a declared even precision ( $\mathrm{P}, \mathrm{Q}$ ) may have an effective precision of ( $\mathrm{P}+1, \mathrm{Q}$ ), as the high-order byte may not be nonzero. The SIZE conditicn can be used to eliminate this effect:

DCL (A, B,C) FIXED DECIMAL ( 6,0 ); ON SIZE:
-
-
(SIZE): $A=B+C$;
This ensures that the high-order byte of $A$ is zero after the assignment.

## DO-groups

1. The scope of a condition prefix applied to a DO statement is limited to execution of the statement itself; it does not apply to execution of the entire group.
2. An iterative DO group is not executed if the terminating condition is satisfied at initialization:

$$
\mathrm{I}=6 \text {; }
$$

DO $\begin{aligned} & J=I \text { TO 4; } \\ & X=X+J ;\end{aligned}$
END;
$X$ is not altered by this group, since BY 1 is implied. Iterations can step backwards, and if BY-1 had keen specified, three iterations would have taken place.
3. Expressions in a LO statement are assigned to temporaries with the same
characteristics as the expression, not the variable. For example:

LCL A LECIMAL FIXED(5,0); $\mathrm{A}=10$;
LO $\mathrm{I}=1 \mathrm{TO} \mathrm{A} / 2$;
-
-
END;
This loop will not be executed, because $A / 2$ has decimal precision (15,10), which, on conversion to binary (for comparison with I), becomes kinary $(31,34)$.

Five iterations would result if the DO statement were replaced by

```
ITEMP=A/2;
LO \(\mathrm{I}=1\) TO ITEMP;
```

4. DO-groufs cannot be used as on-units.
5. Upfer and lower bounds of iterative DO-groups are computed once only, even if the variables involved are reassigned within the group. This applies also to the BY expression.

Any new values assigned to the variables involved would take effect only if the DO-GROUP WAS STARTED AGAIN.
6. In a DO-group with both a contrcl variakle and a while clause, the evaluation and testing of the WHILE expressicn is carried out only after determination (from the value of the control variakle) that iteration may be performed. For example, the fcllowing group would be executed at most once:

```
DC I=1 WHIIE (X>Y);
```

    \(\stackrel{\rightharpoonup}{-}\)
    .
END;
7. I is frequently used as the control variatle in a Do-group, for example:

DO $\mathbf{I = 1}$ TO 10;
Within the scope of this implicit declaration, I might be contextually declared as a pointer, for example:

LCI $X$ BASED(I);
The two statements are in conflict and will produce a diagnostic message. When $I$ is a pointer variable, it can only be used in a DO-group in one of the following ways:

1. DCL (P, IA, IB, IC) POINTER;

DO $\dot{P}=I A, I B, I C$;
2. LCL (P, IA) POINTER;

DO WHILE ( $P=I A$ );

## Data Aggregates

1. Array arithmetic should se thought of as a convenient way of specifying an iterative computation. For example:

DCL A $(10,20)$;
-
$A=A / A(1,1) ;$
has the same effect as
DCL A(10, 20);
-
-
DO I=1 TO 10;
DO $J=1$ TO 20;
$A(I, J)=A(I, J) / A(1,1) ;$
END; END;
Note that the effect is to change the value of $A(1,1)$ only, since the first iteration would produce a value of 1 for $A(1,1)$. If the user wanted to divide each element of $A$ by the original value of $A(1,1)$, he could write
$B=A(181) ;$
$A=A / B ;$
or alternatively.
DCL A $(10,20)$, B $(10,20)$;
-
B
$B=A / A(1,1) ;$
2. Note the effect of array
multiplication:
$\operatorname{DCL}(A, B, C)(10,10) ;$
-
-
$A=B * C ;$
This does not effect matrix multiplication; it is equivalent to:

DCL $(A, B, C)(10,10) ;$
-
CO $I=1$ TO 10;
DO $J=1$ TO 10;
$A(I, J)=B(I, J) * C(I, J)$;
END; END;

## Strings

1. Assignments made to a varying string by means of the SUBSTR pseudo-variable do not set the length of the string. A varying string initially has an undefined length, so that if all assignments to the string are made using the SUBSTR pseudo-variable, the string still has an undefined length and cannot be successfully assigned to another variable or written out.
2. The user must ensure that the lengths of intermediate results of string expressions do not exceed 32767 bytes. This applies particularly to variakle string lengths, as there is no objecttime length checking. (I)

## Functions and Pseudo-Variables

1. When UNSPEC is used as a pseudovariakle, the expression on the right is converted to a bit string. Consequently, the expression must not be invalid for such conversion; for example, if the expression is a character string containing characters other than 0 or 1 , a conversicn error will result.

## On-Conditions and on-Units

1. Note the correct positioning cf the on statement. If the specified action is to apply when the named condition is raised ky a given statement, the ON statement must be executed befcre that statement. The statements:
```
GET FILE (ACCTS) LIST (A,B,C);
ON TRANSMIT (ACCTS) GO TO TRERR;
```

would result in the ERROR condition being raised in the event of a transmission error during the first GET operation, and the required branch would not be taken lassuming that no previous CN statement applies). Furthermore, the on statement would be executed after each execution of the GET statement.
2. An on-unit cannot be entered ky means of a GOTO statement. To execute an on-unit deliberately, the SIGNAI statement can ke used.
3. CONVERSION on-units entered as a result of an invalid conversion (as opposed to SIGNAL) should either change the invalid character lby means of the ONSOURCE or ONCHAR pSEudovariable), or else terminate with a GOTO statement. Otherwise, the system will print a message and raise the ERROR condition.
4. At normal exit from an AREA on-unit, the standard system action is to try again to make the allocation. Unless the on-unit makes the allocation possible, therefore, the on-unit will be entered again and an indefinite look will be created. To avoid this, the amount allocated should be modified in the on-unit; for example, the EMPTY built-in function could be used, or a pointer variable could ke changed.

## Input/output

1. The UNDEFINEDFILE condition may be raised if a STREAM file is reopened with attributes or options that conflict with attributes, options, or parameters previously specified for. it. For example, if a file originally opened with a LINESIZE of 100 is subsequently reopened with a LINESIZE of 131, the UNDEFINEDFILE condition will be raised if the DCB sutoperand BLKSIZE is not specified in the DDEF command, or if it is specified as less than 132. Difficulties of this nature can be avoided by the use of different file names, or by using the same file name with different TITLE option specifications. (I)
2. The UNDEFINEDFILE condition is raised not only by conflicting language attributes (such as DIRECT with PRINT), but also ky the following:
a. Block size smaller than record size.
b. LINESIZE exceeding the permitted maximum.
c. Format-u records specified for INDEXED organization.
d. KEYLEN not specified for creation of INDEXED data sets.
e. Attempting to open an INDEXED data set for DIRECT OUTPUT.
f. Attempting to open a consecutive data set with DIRECT or KEYED attributes.
g. Specifying an RKP option, for an INDEXED data set, with a value
resulting in KEYLEN+RKP exceeding LRECL.
h. Specifying a format-V logical record length of less than 18 bytes for STREAM data sets.
i. Specifying, for format-F blocked records, a block size that is not an integral multifle of the record size.
j. Specifying, for format-V records, a logical record length that is not at least four bytes smaller than the specified block size.
k. Attempting to open a file with the UNBUFFERED attribute for blocked records.
3. Attempting to use klocked records in the system incut strearn with an UNBUFFERED file. The default record format for the system incut stream is FB -format. Since this stream is not checked on infut, the presence of $F B$-format records will not be detected until an attempt is made to open the file, when UNDEFINEDFILE will be raised.

Note: If the UNDEFINEDFILE condition is raised because either the key length or the block size is not specified, a subsequent attempt to cpen the file will not raise this condition aqain.
3. If a file is to be used for both input and output, it must not be declared with either the INPUT or the output attribute. The required option can be specified on the OPEN STATEMENT. There must be no conflict between file attributes specified in the declaration and those specified by the OPEN statement.
4. Input/output lists must be surrounded by a pair of parentheses; so must iteration lists. Therefore, two pairs of outer parentheses are required in

GET LIST ((A(I) DO $\mathrm{I}=1$ TO N$)$ );
5. Note that the file must have the KEYED attribute if the KEY, KEYFROM, or KEYTO options are to be used in any input/output statement referring to that file.
6. The standard file names SYSIN and SYSPRINT are implicit only in GET and PUT statements. Any other reference. such as those in ON statements, must be explicit.
7. PAGESIZE and LINESIZE are not file attributes, that is, they cannot be included in a DECLARE statement for the file; they are options on the OPEN statement.
8. When an edit-directed data list is exhausted, no further format items will be processed, even if the next format item does not require a matching data item. For example:

DCL A FIXED(5), B FIXED $(5,2)$;
GET ELIT (A, B)
(F(5),F(5,2),X(70));
The $\mathrm{x}(70)$ format item will not be processed. To read a following card with data in the first ten columns only, the SKIP option can be used:

```
GET EDIT (A,B) (F(5), F(5,2))
        SKIP;
```

9. The number of data items represented by an array or structure name appearing in a data list is equal to the number of scalar elements in the array or structure; thus, if more than one format item appears in the format list, successive elements will be matched with successive format items. For example:
```
DCL 1 A,
                2 B CHAR(5),
i C FIXED (5,2);
•
.
PUT EDIT (A) (A(5),F(5,2));
```

$B$ will be matched with the $A(5)$ item, and $C$ will be matched with the $F(5,2)$ item.
10. Arrays are transmitted in row major order (e.g., A(1, 1), A(1,2), A(1,3), ... $A(2,1), \ldots$ etc.)
11. Strings used as input data for GET DATA and GET LIST must ke enclosed in apostrophes.
12. The 48-character refresentation of a semicoln (,.) is not recognized as asemicolon if it appears in a DATAdirected infut stream; the 11-8-6 punch must be used. (I)
13. The user must be aware of two limitations of PUT DATA; (i.e.. no data list). First, its use with an ON statement is restricted because the data known to PUT DATA would $\mathrm{E} \in$ the data known at the point of the on-unit. Second, and more serious, the data
will ke put out as normal datadirected output, which means that any unallocated or unassigned data may raise a CONVERSION or other condition.

If the on-unit
ON ERROR PUT DATA;
is used in an outer block, it must be remembered that variables in inner blocks are not known and therefore will not be dumped. It would be a good practice, therefore, to repeat the on-unit in all inner blocks during dekugging.

If an error does occur during execution of the PUT DATA statement, and this statement is within an ERROR onunit, the frogram will recursively enter the ERROR on-unit until no more storage remains for the operaticn. Since this could be wasteful of machine time and printout, the ERROR on-unit should be turned off once it is activated. Instead of:

ON ERROR PUT DATA;
better code would be:
ON ERROR BEGIN; ON ERROR SYSTEM;
PUT DATA; END;

When PUT LATA is used without a datalist every variable known at that point in the program is transmitted in data-directed output format to the specified file. Users of this facility, however, should note that:
a. Uninitialized decimal fixed-point data may raise the CONVERSION condition or a data interruption.
b. Unallocated controlled data will cause arbitrary values to be printed and, in the case cf decimal fixed-point, may raise the CONVERSICN condition or a data interruption.
14. Use of locate mode I/O. A pointer set in READ SET or LOCATE SET may not be valid beyond the next operation on the file, or beyond a CLOSE statement. In OUTPUT files, WRITE and LOCATE statements can be freely mixed.

For UPDATE files, the REWRITE statement with no options must be used if it is required to rewrite an updated record. The result of this REWRITE is always to rewrite the contents of the last buffer onto the data set.

For example:

```
    3 READ FILE (F) SET (P);
        •
        •
    5 P->R = S;
        .
    7 REWRITE FILE (F);
    .
11 READ FILE (F) INTO (X);
    \bullet
15 REWRITE FILE (F);
    •
19 REWRITE FILE (F) FROM (X);
```


## Notes:

Staterrent 7 will rewrite a record updated in the buffer.

Statement 15 will only rewrite exactly what was read, i.e., it will not change the data set at all.

Statement 19 will raise ERROR, since there is no preceding READ statement.

There are two cases where it is not possible to check for the KEY condition on a LOCATE statement until transmission of a record is attempted. (This will generally occur on execution of the next PL/I output statement for this file.)

These are:
When the embedded key differs from the KEYFROM in a VISAN file.

If this LOCATE statement is to transmit the last record before
the file is closed, the record is not transmitted, and the embedded key is overwritten with the KEYFRON string, and the record is transmitt $\in$.

Thus the condition may be raised by a CLOSE statement or by an END statement that causes implicit closing. Until the error is corrected, the record cannot be transmitted and no further cperation can ke carried out on the file.
15. Allocation and freeing of based variables: If a reference is made, at object tine, to a BASED variakle that has not been allocated storage, an unpredictakle interruption (protection, addressing or specification) may occur.
16. Areas, pointers, offsets and structures containing any of these cannot be used with STREAM I/O. PUT DATA cannot ke used with BASED variables.

When a kased variable is freed, the associated pointer no longer contains useful information. This pointer can only be used again if:
a. It is reallocated with the same or another based variable, or,
b. A value is assigned to it from an offset or another pointer

A based variable allocated in an area must be freed in that area. For example:

DCI A AREA, B BASED (X): ALLOCATE B IN (A);
-
-
FREE B; /* ILLEGAL */

## PART II: Rules and Syntactic Descriptions

Throughout this publication, wherever a PL/I statement -- or some other combination of elements -- is discussed, the manner of writing that statement or phrase is illustrated with a uniform system of notation.

This notation is not a part of PL/I; it is a standardized notation that may be used to describe the syntax -- or construction -- of any programming language. It provides a brief but precise explanation of the general patterns that the language pernits. It does not describe the meaning of the language elements, merely their structure; that is, it indicates the order in which the elements may (or must) appear, the punctuation that is required, and the options that are allowed.

The following rules explain the use of this notation for any programming language; only the examples apply specifically to PL/I:

1. A notation variable is the name of a general class of elements in the programming language. A notation variable must consist of:
a. Lower-case letters, decimal digits, and hyphens and must begin with a letter.
b. A combination of lower-case and upper-case letters. There must be one portion in all lower-case letters and one fortion in all uppercase letters, and the two portions must be separated by a hyphen.

All such variables used are defined in the manual either syntactically, using this notation, or are defined semantically.

## Examples:

a. digit. This denotes the occurrence of a digit, which may be 0 through 9 inclusive.
b. file-name. This denotes the occurrence of the notation variable named file name. An explanation of file name is given elsewhere in the manual.
c. DO-statement. This denotes the occurrence of a DO statement. The upper-case letters arc used to indicate a language keyword.
2. A notation constant denotes the literal occurrence of the characters represented. A notation constant consists either of all capital letters or of a sfecial character.

## Example:

## DECLARE identifier FIXED;

This denotes the literal occurrence of the word DECLARE followed by the notation variable "identifier," which is defined elsewhere, followed by the literal occurrence of the word FIXED followed ty the literal occurrence of the semicolon (;).
3. The term "syntactic unit," which is used in subsequent rules, is defined as one of the following:
a. A single notation variable or notation constant.
b. Any collection of notation variables, notation constants, syntax-language symbols, and keywords surrounded by braces or brackets.
4. Braces $\}$ are used to denote grouping of more than one element into a syntactic unit.

Example:
identifier $\left\{\begin{array}{l}\text { FIXED } \\ \text { FLOAT }\end{array}\right\}$

The vertical stacking of syntactic units indicates that a choice is to be made. The above example indicates that the variable "identifier" must be followed ky the literal occurrence of either the word FIXED or the word floAt.
5. The vertical stroke $\mid$ indicates that a choice is to be made.

Example:

## identifier \{FIXED|FLOAT\}

This has exactly the same meaning as the atove example. Both methods are used in this manual to display alternatives.
6. Square brackets [ ] denote options. Anything enclosed in brackets may appear one time or may not appear at all. Brackets can serve the additional purpose of delimiting a syntactic unit. Vertical stacking within brackets means that no more than one of the stacked syntactic units can appear.

Example:
\{[lower-bound:] upper-hound\}|*

This denotes the occurrence of either a literal asterisk or the variable "upper-bound," but not both. If "upper-bound" appears, it can optionally be preceded ty the syntactic unit composed of the variable "lower-bound" and the literal colon.
7. Three dots ... denote the occurrence of the immediately preceding syntactic unit one or more times in succession.

Example:
[digit] ...

The variable "digit" may or may not occur since it is surrounded by brackets. If it does occur, it may be repeated one or more times.
8. Underiining is used to denote an element in the language being described when there is conflict between this element and one in the syntax language.

Example:
operand $\{\varepsilon \mid \perp\}$ operand

This denotes that the two occurrences of the variable "operand" are separated by either an "and" (E) or an "or" (|). The constant | is underlined in order to distinguish the "or" symbol in the $P L / I$ language from the "or" symbols in the syntax language.

| Character | Card-Punch | 8-Bit code | Character | Card-Punch | 8-Bit Code |
| :---: | :---: | :---: | :---: | :---: | :---: |
| blank | no punches | 01000000 | N | 11-5 | 11010101 |
| - | 12-8-3 | 01001011 | 0 | 11-6 | 11010110 |
| $<$ | 12-8-4 | 01001100 | P | 11-7 | 11010111 |
| 1 | 12-8-5 | 01001101 | 0 | 11-8 | 11011000 |
| + | 12-8-6 | 01001110 | R | 11-9 | 11011001 |
| 1 | 12-8-7 | 01001111 | S | 0-2 | 11100010 |
| 6 | 12 | 01010000 | T | 0-3 | 11100011 |
| \$ | 11-8-3 | 01011011 | U | 0-4 | 11100100 |
| * | 11-8-4 | 01011100 | $v$ | 0-5 | 11100101 |
| ) | 11-8-5 | 01011101 | W | 0-6 | 11100110 |
| ; | 11-8-6 | 01011110 | x | 0-7 | 11100111 |
| 1 | 11-8-7 | 01011111 | Y | 0-8 | 11101000 |
| - | 11 | 01100000 | 2 | 0-9 | 11101001 |
| 1 | 0-1 | 01100001 | 0 | 0 | 11110000 |
|  | 0-8-3 | 01101011 | 1 | 1 | 11110001 |
| \% | 0-8-4 | 01101100 | 2 | 2 | 11110010 |
|  | 0-8-5 | 01101101 | 3 | 3 | 11110011 |
| $\overline{>}$ | 0-8-6 | 01101110 | 4 | 4 | 11110100 |
| ? | 0-8-7 | 01101111 | 5 | 5 | 11110101 |
| : | 8-2 | 01111010 | 6 | 6 | 11110110 |
| \# | 8-3 | 01111011 | 7 | 7 | 11110111 |
| a | 8-4 | 01111100 | 8 | 8 | 11111000 |
| - | 8-5 | 01111101 | 9 | 9 | 11111001 |
| $=$ | 8-6 | 01111110 |  |  |  |
| A | 12-1 | 11000001 |  |  |  |
| B | 12-2 | 11000010 |  |  |  |
| C | 12-3 | 11000011 | Composite |  |  |
| D | 12-4 | 11000100 | Symbols | Card-Punch |  |
| E | 12-5 | 11000101 | <= | 12-8-4, 8-6 |  |
| F | 12-6 | 11000110 | 11 | 12-8-7, 12-8-7 |  |
| G | 12-7 | 11000111 | ** | 11-8-4, 11-8-4 |  |
| H | 12-8 | 11001000 | $1<$ | 11-8-7, 12-8-4 |  |
| I | 12-9 | 11001001 | $1>$ | 11-8-7, 0-8-6 |  |
| J | 11-1 | 11010001 | $1=$ | 11-8-7, 8-6 |  |
| K | 11-2 | 11010010 | $>=$ | 0-8-6, 8-6 |  |
| L | 11-3 | 11010011 | /* | 0-1, 11-8-4 |  |
| M | 11-4 | 11010100 | * | 11-8-4, 0-1 |  |
|  |  |  | -> | 11, 0-8-6 |  |

[^6]

| Keyword | Abbreviation |
| :---: | :---: |
| ABS (x) |  |
| *activate | \%ACT |
| $\operatorname{ADD}(\mathrm{x}, \mathrm{y}, \mathrm{p}[, q])$ |  |
| ADDR (x) |  |
| ALIGNED |  |
| ALL ( x ) |  |
| ALLOCATE |  |
| ALLOCATION (x) |  |
| ANY ( x ) |  |
| AREA |  |
| AREA [(size)] |  |
| ATAN (x $[, y])$ |  |
| $\operatorname{ATAND}(\mathrm{x}[, y])$ |  |
| ATANH ( x ) |  |
| AUTOMATIC | AUTO |
| BACKWARDS |  |
| BASED (pointer-variable) |  |
| BEGIN |  |
| BINARY | BIN |
| BINARY (xl, pl,q] $]$ ) | $\operatorname{BIN}(x[, p[, q]])$ |
| BIT(length) |  |
| BIT (expressionl,size]) |  |
| BOOL ( $x, y, w$ ) |  |
| BUFPERED | BUF |
| BUFFERS ( $n$ ) |  |
| BUILTIN |  |
| BY |  |
| BY NAME |  |
| CALL entry-name |  |
| CEIL (x) |  |
| CHAR(expressionl,size]) |  |
| CHARACTER (length) | CHAR (length) |
| CHECK (name-list) |  |
| CLOSE |  |
| COBOL |  |
| COLUMN ( $w$ ) | COL (w) |
| COMPLETION (event-name) |  |
| COMPLEX | CPLX |
| COMPLEX (a,b) | CPLX ( $\mathrm{a}, \mathrm{b}$ ) |
| CONDITION(name) |  |
| CONJG(x) |  |
| CONSECUTIVE |  |
| CONTROLLED | CTL |
| CONVERSION | CONV |
| COPY |  |
| $\cos (x)$ |  |
| $\operatorname{cosD}(x)$ |  |
| COSH ( x ) |  |
| COUNT (file-name) |  |
| CTLASA |  |
| CTL360 |  |
| DATA |  |
| DATAFIELD |  |
| DATE |  |
| \%DEACTIVATE | SDEACT |
| DECIMAL | DEC |
| DECIMAL (x[,p[,q]]) | $\operatorname{DEC}(\mathrm{x}[\mathrm{p}$ [ [ q] ]) |
| DECLARE | DCL |

[^7]
## Keyword <br> \$DECLARE

DEFINED
DELAY(n)
DETAETE
DIM ( $\mathrm{x}, \mathrm{n}$ )
DIRECT
DISPLAY
$\operatorname{DIVIDE}(x, y, p[, q])$
DO
\%DO
EDIT
ELSE
©ELSE
EMPTY
END
\$END
ENDFILE(file-name)
ENDPAGE(file-name)
ENTRY
ENVIRONMENT
ERF (x)
ERFC ( $x$ )
ERROR
EVENT
EXCLUSIVE
$\operatorname{EXIT}$
$\operatorname{EXP}(x)$
EXTERNAL

EXCL

EXT
F(block-sizel,record-size])
FILE
FILE(file-name)
FINISH
FIXED
FIXED(x[,p[,q]])
FIXEDOVERFLOW
FLOAT
FLOAT ( $x[, p]$ )
FLOOR ( $x$ )
FORMAT (format-list)
FREE
FROM(variable)
GENERIC
GET
GO TO
$\$ \mathrm{GO}$ TO
GOTO

HBOUND ( $\mathrm{x}, \mathrm{h}$ )
HIGH(i)
IF
8 IF
IGNORE(n)
IMAG( $x$ )
IN
\$INCLUDE
INDEX (string, config)
INDEXED
INITIAL
INPUT
INTERNAL INT
INTO (Variable)
IRREDOCIBLE

DCL
DEF

| Abbreviation | Use of Keyword |
| :---: | :---: |
| XDCL | preprocessor statement |
| DEF | attribute |
|  | statement |
|  | statement |
|  | attribute |
|  | statement |
|  | built-in function |
|  | statement |
|  | preprocessor statement |
|  | STREAM I/O transmission mode |
|  | clause of IF statement |
|  | clause of XIF statement |
|  | built-in function |
|  | statement |
|  | preprocessor statement |
|  | condition |
|  | condition |
|  | attribute or statement |
| ENV | attribute <br> built-in function |
|  | built-in function |
|  | condition |
|  | option of DISPLAY, READ, WRITE, REWRITE, and DELETE statements |
| EXCL | attribute |
|  | statement |
|  | built-in function |
| EXT | attribute |
|  | option of ENVIRONMENT attribute |
|  | attribute |
|  | option of GET and PUT statements, |
|  | specification of RECORD I/O statements |
|  | condition |
|  | attribute |
|  | built-in function |
| FOFL | condition |
|  | attribute |
|  | built-in function |
|  | built-in function |
|  | statement |
|  | statement |
|  | option of WRITE or REWRITE statements |
|  | attribute |
|  | statement |
| $\begin{aligned} & \text { GOTO } \\ & \text { SGOTO } \end{aligned}$ | statement |
|  | preprocessor statement |
| \$GOTO | built-in furction |
|  | built-in function |
|  | statement |
|  | preprocessor statement |
|  | option of READ statement |
|  | built-in function, pseudo-variable |
|  | option of ALLOCATE and FREE statements |
|  | preprocessor statement |
|  | built-in function |
|  | option of ENVIRONMENT attribute |
| INIT | attribute |
|  | attribute, option of the OPEN statement |
| INT | option of READ statement |
| IRRED | attribute |

ate
built-in function
built-in function
condition
option of DISPLAY, READ, WRITE, REWRITE,
and DELETE statements
ribute
built-in function
attribute
option of ENVIRONMENT attribute
attribute
ption of GET and PUT statements,
specification of RECORD I/O statements
attribute
built-in function
condition
ttribute
ion
statement
statement
attribute
statement
preprocessor statement
built-in furction
built-in function
statement
preprocessor statement
option of READ statement
option of ALLOCATE and FREE statements
preprocessor statement
built-in function
attribute
attribute, option of the OPEN statement
attribute
attribute

```
Keyword
KEY(file-name)
KEY(x)
KEYED
KEYFROM(x)
KEYTO(variable)
LABEL
LENGTH(string)
LBOUND(x,n)
LEAVE
LIKE
LINE (w)
LINENO(file-name)
LINESI2E(w)
LIST
LOCATE
LOG (x)
LOG2(x)
LOG10 (x)
LOW(i)
MAIN
MAX ( }\mp@subsup{x}{1}{},\mp@subsup{x}{2}{}\ldots,\ldots\mp@subsup{x}{n}{}
MIN( }\mp@subsup{x}{1}{},\mp@subsup{x}{2}{\prime}\ldots\mp@subsup{x}{n}{}
MOD ( }\mp@subsup{x}{1}{},\mp@subsup{x}{2}{\prime}
MULTIPLY(x, m ( }\mp@subsup{\mathbf{z}}{2}{\prime},pl,q]
NAME(file-name)
NCP(n)
```

NOCHECK

| NOCONVERSION | NOCONV |
| :--- | :--- |
| NOFIXEDOVERFLOW | NOFOFL |
| NOOVERFLOW | NOOFL |

NOSI ZE
NOSTRINGRANGE
NOSUBSCRIPTRANGE
NOUNDERFLOW
NOZERODIVIDE
NULL
nuLlo

## OFFSET (area-name)

ON
ONCHAR
ONCOUNT
ONCODE
ONFILE
ONKEY
ONLOC
ONSOURCE
OPEN
OPTIONS(list)
ORDER
OUTPUT
OV ERFLOW

Abbreviation

NOOFL

NOSUBRG
NOUFL
NOZDIV

Use of Keyword
condition
option of READ, DELETE, and REWRITE
statements
attribute, option of OPEN statement
option of WRITE statement
option of READ statement
attribute
built-in function
built-in function
option of ENVIRONMENT attribute attribute
format item, option of PUT statement
built-in function
option of OPEN statement
STREAM I/O transmission mode
statement
built-in function
built-in function
built-in function
built-in function
option of PROCEDURE statement
built-in function
built-in function
built-in function
built-in function
condition
option of ENVIRONMENT attribute
(valid only for CONSECUTIVE SEQUENTIAL
UNBUFFERED files)
condition prefix identifier (disables cHECK)
condition prefix identifier (disables CONVERSION)
condition prefix identifier (disables FIXEDOVERFLOW)
condition prefix identifier (disables OVERFLOW)
condition prefix identifier (disable SIZE)
condition prefix identifier (disables STRINGRANGE)
condition prefix identifier (disables SUBSCRIPTRANGE)
condition prefix identifier (disables UNDERFLOW)
condition prefix identifier (disables ZERODIVIDE)
built-in function
bujit-in function
attribute
statement
built-in function, pseudo-variable
built-in function
built-in function
built-in function
built-in function
built-in function
built-in function, pseudo-variable
statement
option of PROCEDURE statement
option of PROCEDURE and BEGIN statements attribute, option of the OPEN statement condition
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| Keyword | Abbreviation | Use of Keyword |
| :---: | :---: | :---: |
| 1 PAGE |  | format item, option of PUT statement |
| PAGESIzE (w) |  | option of the OPEN statement |
| PICTURE | PIC | attribute |
| POINTER | PTR | attribute |
| POLY (a, x) |  | built-in function |
| POSITION(i) | POS (i) | attribute |
| PRECISION( $\mathrm{x}, \mathrm{p}[\mathrm{q}, \mathrm{q}]$ ) | $\operatorname{PREC}(x, p l, q])$ | built-in function |
| PRINT |  | attribute, option of OPEN statement |
| PROCEDURE | PROC | statement |
| \%procedure | \$PROC | preprocessor statement |
| PROD ( x ) |  | built-in function |
| PUT |  | statement |
| READ |  | statement |
| REAL |  | attribute |
| REAL ( x ) |  | built-in function, pseudo-variable |
| RECORD |  | file attribute, option |
| 1 |  | of OPEN statement, condition |
| RECURSIVE |  | option of PROCEDURE statement |
| REDUCIBLE | RED | attribute |
| REENTRANT |  | option of PROCEDURE statement |
| REFER |  | option of BASED attribute |
| REORDER |  | option of PROCEDURE and BEGIN statements |
| REPEAT (string, i) |  | built-in function |
| REPLY(C) |  | option of DISPLAY statement |
| RETURN |  | statement |
| RETURNS |  | attribute, option of PROCEDURE and ENTRY statements |
| REVERT |  | statement |
| REWIND |  | option of ENVIRONMENT attribute |
| REWRITE |  | statement |
| ROUND ( $\mathrm{x}, \mathrm{n}$ ) |  | built-in function |
| SEQUENTIAL | SEQL | attribute |
| SET(pointer-variable) |  | option of ALLOCATE, LOCATE, and READ statements |
| SIGN (x) |  | built-in function |
| SIGNAL |  | statement |
| SIN(x) |  | built-in function |
| SIND ( x ) |  | built-in function |
| SINH ( x ) |  | built-in function |
| SIZE |  | condition |
| SKIP [ (x)] |  | format item, option of GET and PUT statements |
| SNAP |  | option of ON statement |
| SQRT (x) |  | built-in function |
| STATIC |  | attribute |
| Status (event-name) |  | built-in function, pseudo-variable |
| STOP |  | statement |
| STREAM |  | attribute, option of OPEN statement |
| STRING(x) |  | built-in function, pseudo-variable |
| STRINGRANGE | STRG | condition |
| STRING (string-name) |  | option of GET and PUT statements |
| iSUB |  | dummy variable of DEFINED attribute |
| SUBSCRIPTRANGE | SUBRG | condition |
| SUBSTR(string,i[,j]) |  | built-in function, pseudo-variable |
| SUM (x) |  | built-in function |
| SYSIN |  | name of standard system input file |
| SYSPRINT |  | name of standard system output file |
| SYSTEM |  | option of the ON statement |
| TAN(x) |  | built-in function |
| TAND ( $x$ ) |  | built-in function |
| TANH ( x ) |  | built-in function |
| THEN |  | clause of IF statement |
| \$THEN |  | clause of \$IF statement |


| Keyword | Abbreviation | Use of Keyword |
| :---: | :---: | :---: |
| TIME |  | built-in function |
| то |  | clause of DO statement |
| TITLE ( X ) |  | option of OPEN statement |
| TRANSLATE (s, ri, p]) |  | built-in function |
| TRANSMIT |  | condition |
| TRKOFL |  | option of ENVIRONMENT attribute |
| TRUNC ( x ) |  | built-in function |
| U(max-block-size) |  | option of ENVIRONMENT attribute |
| UNALIGNED | UNAL | attribute |
| UNBUFFERED | UNBUF | attribute, option of OPEN statement |
| UNDEFINEDFILE(file-name) | UNDF(file-name) | condition |
| UNDERFLOW | UFL | condition |
| UNSPEC( x ) |  | built-in function, pseudo-variable |
| UPDATE |  | attribute, option of OPEN statement |
| V(max-block-sizel, max-re | d-size]) | option of ENVIRONMENT attribute |
| VARYING | VAR | attribute |
| VBS (max-block-sizel, max- | cord-size]) | option of ENVIRONMENT attribute (treated as a $V$ option) |
| VERIFY (expr-1, expr-2) |  | built-in function |
| VS(max-block-sizel,max-r | rd-size]) | option of ENVIRONMENT attribute (treated as a V option) |
| WAIT |  | statement |
| WHILE |  | clause of DO statement |
| WRITE |  | statement |
| ZERODIVIDE | zDIV | condition |

The following keywords can be compiled, but will not execute on TSS/360 for the reasons given under "Intended Use of Keyword."

## Keyword <br> EVENT

G(max-message-size)
GENKEY
INDEXAREA
NOLOCK
NOWRITE
PENDING
PRIORITY(X)

## PRIORITY [(task-name)]

R(max-record-size)
REGIONAL

TASK

TASK [(task-name)]
TRANSIENT
UNLOCK



Abbreviation

## I

Intended Use of Keyword option of CALL statement; (causes abnormal termination of execution)
option of ENVIRONMENT attribute (raises UNDEFINEDFILE condition)
option of ENVIRONMENT attribute (ignored) option of ENVIRONMENT attribute (ignored) option of READ statement (ignored)
option of ENVIRONMENT attribute (ignored) condition (raises UNDEFINEDFILE condition) option of CALL statement (causes abnormal termination of execution)
built-in function, pseudo-variable (causes abnormal termination of execution)
option of ENVIRONMENT attribute (raises UNDEFINEDFILE condition)
option of ENVIRONMENT attribute (raises UNDEFINEDFILE condition)
attribute, option of PROCEDURE statement (causes abnormal termination of execution)
option of CALL statement (causes abnormal termination of execution)
attribute (raises UNDEFINEDFILE condition) statement (ignored)
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SECTION 4: PICTURE SPECIFICATION CHARACTERS

Picture specification characters appear in either the PICTURE attribute or the $P$ format item for edit-directed input and output. In either case, an individual character has the same meaning. A discussion of the concepts of picture specifications appears in part 1 , Section 11, "Editing and String Handling."

Picture characters are used to describe the attributes of the associated data item, whether it is the value of a variable or a data item to be transmitted between the program and external storage.

A picture specification always describes a character representation that is either a character-string data item or a numeric character data item. A character-string pictured item is one that can consist of alphabetic characters, decimal digits, and other special characters. A numeric character pictured item is one in which the data itself can consist only of decimal digits, a decimal point and, optionally, a plus or minus sign. Other characters generally associated with arithmetic data, such as currency symbols, can also be specified, but they are not a part of the arithmetic value of the numeric character variable, although the characters are stored with the digits and are considered to be part of the character-string value of the variable.

Arithmetic data assigned to a numeric character variable is converted to character representation. Editing, such as zero suppression and the insertion of other characters, can be specified for a numeric character data item. Editing cannot be specified for pictured character-string data.

Data assigned to a variable declared with a numeric picture specification (or data to be written with a numeric picture format item) must be either internal coded aritnmetic data or data that can be converted to coded arithmetic. Thus, assigned data can contain only digits and, optionally, a decimal point and a sign. It should not contain any other character, even though that character (for example, a currency symbol) is specified in the picture specification and is to be inserted into the data as part of its character-string value; if it does, the CONVERSION condition is raised.


#### Abstract

Numeric character data to be read using the $P$ format item must conform to the specification contained in the $P$ format item, including editing characters. If the indicated character does not appear in the input stream, the CONVERSION condition is


 raised.Data assigned to a variable declared with a character-string picture specification (or data to be written with a character-string picture format item) should conform, character by character (or be convertible, character by character) to the picture specification; if it does not. the CONVERSION condition is raised.

Figures in this section illustrate how different picture specifications affect the representation of values when assigned to a pictured variable or when printed using the $p$ format item. Each figure shows the original value of the data, the attributes of the variable from which it is assigned (or written), the picture specification, and the character-string value of the numeric character or pictured character-string variable.

## PICTURE CHARACTERS FOR CHARACTER-STRING DATA

Only three picture characters can be used in character-string picture specifications:
$x$ specifies that the associated position can contain any character whose internal bit configuration can be recognized by the computer in use.

A specifies that the associated positión can contain any alphabetic character or a blank character.

9 specifies that the associated position can contain any decimal digit or a blank character.

No insertion characters can be specified. At least one $A$ or $X$ must appear.

Figure 23 gives examples of characterstring picture specifications. In the figure, the letter $b$ indicates a blank character. Note that assignments are leftadjusted, and any necessary padding with blanks is on the right.

| Source Attributes | Source Data <br> (in constant form) | Picture <br> Specification | Character-String Value ${ }^{1}$ |
| :---: | :---: | :---: | :---: |
| CHARACTER (5) | '9B/2L' | XXXXX | $9 \mathrm{~B} / 2 \mathrm{~L}$ |
| CHARACTER (5) | '9B/2L' | XXX | $9 \mathrm{~B} /$ |
| CHARACTER (5) | '9B/2L' | XXXXXXX | $9 \mathrm{~B} / 2 \mathrm{Lbb}$ |
| CHARACTER (5) | - ABCDE ${ }^{\prime}$ | AAAAA | ABCDE |
| CHARACTER (5) | ${ }^{\prime} \mathrm{ABCDE}{ }^{\prime}$ | AAAAAA | ABCDEb |
| CHARACTER (5) | ' ABCDE ' | AAA | ABC |
| CHARACTER (5) | '12/34' | 99X99 | 12/34 |
| CHARACTER (5) | 'L26.7' | A99X9 | L26.7 |

Figure 23. Pictured Character-String Examples

## PICTURE CHARACTERS FOR NUMERIC CHARACTER DATA

Numeric character data must represent numeric values; therefore, the associated picture specification cannot contain the characters $X$ or $A$. The picture characters for numeric character data can specify detailed editing of the data.

A numeric character variable can be considered to have two different kinds of value, depending upon its use. They are (1) its arithmetic value and (2) its character-string value.

The arithmetic value is the value expressed by the decimal digits of the data item, the assumed location of a decimal point, and possibly a sign. The arithmetic value of a numeric character variable is used whenever the variable appears in an expression that results in a coded arithmetic value or whenever the variable is assigned to a coded arithmetic, numeric character, or bit-string variable. In such cases, the arithmetic value of the numeric character variable is converted to internal coded arithmetic representation.

The character-string value is the value expressed by the decimal digits of the data item, as well as all of the editing and insertion characters appearing in the picture specification. The character-striry value does not, however, include the assumed location of a decimal point, as specified by the picture character $V$. The characterstring value of a numeric chararter variable is used whenever the variabie appears in a character-string expression operation or in an assignment to a character-string
variable, whenever the data is printed using list-directed or data-directed output, or whenever a reference is made to a character-string variable that is defined on the numeric character variable. In such cases, no data conversion is necessary.

The picture characters for numeric character specifications may be grouped into the following categories:

- Digit and Decimal-Point Specifiers
- Zero Suppression Characters
- Insertion Characters
- Signs and Currency Symbol
- Credit, Debit, and Overpunched Signs
- Exponent Specifiers
- Scaling Factor
- Sterling Pictures

The picture characters in these groups may te used in various combinations. Consequently, a numeric character specification can consist of two or more parts such as a sign specification, an integer sukfield, a fractional subfield and, for floating-point, an exponent field. A sterling picture specification contains separate fields for pounds, shillings, and fence; the pence field can have an integer subfield and a fractional subfield.

A major requirement of the picture specification for numeric character data is that each field must contain at least one
picture character that specifies a digit position. This picture character, however, need not be the digit character 9. Other picture characters, such as the zero suppression characters ( $Z$ or * or $Y$ ), also specify digit positions. At least one of these characters must be used to define a numeric character specification.

The maximum length of a picture describing a numeric field, after expansion of iteration factors, is 255.

## DIGIT AND DECIMAL-POINT SPECIFIERS

The picture characters 9 and $V$ are used in the simplest form of numeric character specifications that represent fixed-point decimal values.

Figure 24 gives examples of numeric character specifications.

9 specifies that the associated position in the data item is to contain a decimal digit.
$V$ specifies that a decimal point is assumed at this position in the associated data item. However, it does not specify that an actual decimal point is to be inserted. The integer and fractional parts of the assigned value are aligned on the $V$ character; therefore, an assigned value may be truncated or extended with zero digits at either end.
(Note that if significant digits are truncated on the left, the result is undefined and a SIZE interruption will occur, if SIZE is enabled.) If no $V$ character appears in the picture specification of a fixed-point decimal value (or in the first field of a picture specification of a floating-point decimal value), a $V$ is assumed at the right end of the field specification. This can cause the assigned value to be truncated, if necessary, to an integer. The $v$ character cannot appear more than once in a picture specification. The $V$ is considered to be a subfield delimiter in the picture specification; that is, the portion preceding the $V$ and the portion following it (if any) are each a subfield of the specification.

## ZERO SUPPRESSION CHARACTERS

The zero suppression picture characters specify conditional digit positions in the character-string value and may cause leading zeros to be replaced by asterisks or blanks and nonleading zeros to be reflaced ky blanks. Leading zeros are those that occur in the leftmost digit positions of fixed-point numbers or in the leftmost digit positions of the two parts of floating-point numbers, that are to the left of the assumed position of a decimal point, and that are not preceded by any of the digits 1 through 9. The leftmost nonzero digit in a number and all digits,


Figure 24. Pictured Numeric Character Examples
zeros or not, to the right of it represent significant digits. Note that a floatingpoint number can also have a leading zero in the exponent field.

Figure 25 gives examples of the use of zero suppression characters. In the figure, the letter b indicates a blank character.

2 specifies a conditional digit position and causes a leading zero in the associated data position to be replaced by a blank character. When the associated data position does not contain a leading zero, the digit in the position is not replaced by a blank character. The picture character $Z$ cannot appear in the same subfield as the picture character *, nor can it appear to the right of a drifting picture character or any of the picture characters $9, T, I$, or $R$ in a field.

* specifies a conditional digit position and is used the way the picture character $Z$ is used, except that leading zeros
are replaced ky asterisks. The picture character * cannot appear with the picture character $z$ in the same subfield, nor can it appear to the right of a drifting picture character or any of the picture characters 9, T, $I$, cr $R$ in a field.

Y specifies a conditional digit position and causes a zero digit, leading or nonleading, in the associated position to be reflaced by a blank character. When the associated position does not contain a zero digit, the digit in the position is not replaced by a blank character.

Note: If one of the picture characters $z$ or * appears to the right of the picture character $V$, then all fractional digit positions in the specification, as well as all integer digit positions, must employ the z or ${ }^{*}$ picture character, respectively. When all digit positions to the right of the picture character $V$ contain zero supfression ficture characters, fractional zeros of the value are suppressed cnly if all positions in the fractional part con-


Figure 25. Examples of Zero Suppression
tain zeros and all integer positions have been suppressed. The entire characterstring value of the data item will then consist of blanks or asterisks. No digits in the fractional part are replaced by blanks or asterisks if the fractional part contains any significant digit.

## INSERTION CHARACTERS

The picture characters comma (.), point (.), slash (/), and blank (B) are insertion characters; they cause the specified character to be inserted into the associated position of the numeric character data. They do not indicate digit positions, but are inserted between digits. Each does, however, actually represent a character
position in the character-string value, whether or not the character is suppressed. The comma, point, and slash are conditional insertion characters; within a string of zero suppression characters, they, too, may be suppressed. The blank (B) is an unconditional insertion character; it always specifies that a blank is to appear in the associated position.

Note: Insertion characters are applicable cnly to the character-string value. They specify nothing about the arithmetic value of the data item.

Figure 26 gives examples of the use of insertion characters. In the figure, the letter $b$ indicates a blank character.

| Source <br> Attributes | Source Data <br> (in constant form) | Picture <br> Specification | Character-String Value ${ }^{1}$ |
| :---: | :---: | :---: | :---: |
| FIXED (4) | 1234 | 9,999 | 1,234 |
|  |  |  |  |
| FIXED (6, 2) | 1234.56 | 9.999V.99 | 1.234.56 |
|  |  |  |  |
| FIXED (4, 2) | 12.34 | ZZ.VZZ | 12.34 |
|  |  |  |  |
| FIXED (4, 2) | 00.03 | ZZ.VZZ | bbb03 |
|  |  |  |  |
| $\operatorname{FIXED}(4,2)$ | 00.03 | ZZV. 2 Z | bb. 03 |
|  |  |  |  |
| $\operatorname{FIXED}(4,2)$ | 12.34 | ZZV. 22 | 12.34 |
|  |  |  |  |
| FIXED (4, 2) | 00.00 | ZZV. 22 | bbbbb |
|  |  |  |  |
| $\operatorname{FIXED}(9,2)$ | 1234567.89 | 9,999,999.V99 | 1,234.567.89 |
|  |  |  |  |
| $\operatorname{FIXED}(7,2)$ | 12345.67 | **,999V. 99 | 12.345 .67 |
|  |  |  |  |
| FIXED $(7,2)$ | 00123.45 | **,999V.99 | ***123.45 |
|  |  |  |  |
| FIXED (9, 2 ) | 1234567.89 | 9.999.999V,99 | 1.234 .567 .89 |
|  |  |  |  |
| FIXED (6) | 123456 | 99/99/99 | 12/34/56 |
| FIXED (6) | 123456 | 99.9/99.9 | $12.3 / 45.6$ |
|  |  |  |  |
| FIXED (6) | 001234 | 2Z/2Z/2Z | bbb12/34 |
|  |  |  |  |
| FIXED (6) | 000012 | 2Z/2Z/ZZ | bbbbbb12 |
|  |  |  |  |
| FIXED (6) | 000000 | 2Z/2Z/2Z | bbbbbbbbb |
| FIXED (6) | 000000 | **/**/** |  |
| FIXED (6) | 000000 |  | ******* |
| FIXED (6) | 123456 | 99B99B99 | 12 b 34 b 56 |
|  |  |  |  |
| FIXED (3) | 123 | 9BB 9BB 9 | 1 bb 2 bb 3 |
| FIXED (2) | 12 | 9BB/9BB | $1 \mathrm{bb} / 2 \mathrm{bb}$ |
|  |  |  | 1bb/2bb |
| e arithmeti | is the value expr | by the digits | tual or assumed |
| cation of $t$ | n the specification |  |  |

[^8]Comma (,): causes a comma to be inserted into the associated position of the numeric character data when no zero suppression occurs. If zero suppression does occur, the comma is inserted only when an unsuppressed digit appears to the left of the comma position, or when a $V$ appears immediately to the left of it and the fractional part contains any significant digits. In all other cases where zero suppression occurs, one of three possible characters isinserted in place of the comma. The choice of character to replace the comma depends upon the first picture character that both precedes the comma position and specifies a digit position:

- If this character position is an asterisk, the comma position is assigned an asterisk.
- If this character position is a drifting sign or a drifting currency symbol (discussed later), the drifting string is assumed to include the comma position, which is assigned the drifting character.
- If this character position is not an asterisk or a drifting character, the comma position is assigned a blank character.

In the special case of a conditional insertion character that is preceded either by nothing or only by characters that do not specify digit positions, the conditional position will always contain the conditional insertion character.

Point (.): is used the same way the comma picture character is used, except that a point (.) is assigned to the associated position. This character never causes point alignment in the picture specifications of a fixed-point decimal number and is not a part of the arithmetic value of the data item. That function is served solely by the picture character $V$. Unless the $v$ actually appears, it is assumed to be to the right of the rightmost digit position in the field, and point alignment is handled accordingly, even if the point insertion character appears elsewhere. The point (or the comma or slash) can be used in conjunction with the $v$ to cause insertion of the point (or comma or slash) in the position that delimits the end of the integer portion and the beginning of the fractional portion of a fixed-point (or floating-point) number, as might $b$ e desired in printing, since the $v$ does not cause printing of a point. The point murt immediately precede or immediately follow the V. If the point precedes the $\urcorner$. it will be inserted only if a significant digit appears to the left of the $V$, even if all fractional digits are significant. If the
point immediately follows the $V$, it will be suppressed if all digits to the right of the $v$ are suppressed, but it will appear if there are any fractional digits (along with any intervening zeros).

Slash (/): is used the same way the comma picture character is used, except that a slash (/) is inserted in the associated position.

Blank (B): specifies that a blankicharacter always be inserted into the associated position of the character-string value of the numeric character data.

SIGNS AND CURRENCY SYMBOL
The picture characters $S$, + , and - specify signs in numeric character data. The picture charactex $\$$ specifies a currency symbol in the character-string value of numeric character data.

These picture characters may be used in either a static or a drifting manner. A drifting character is similar to a zero suppression character in that it can cause zero suppression. However, the character specified by the drifting string is always inserted in the position specified by the end of the drifting string or in the position imediately to the left of the first significant digit.

The static use of these characters specifies that a sign, a currency symbol, or a blank always appears in the associated position. The drifting use specifies that leading zeros are to be suppressed. In this case, the rightmost suppressed position associated with the picture character will contain a sign, blank, or a currency symbol.

A dxifting character is specified by multiple use of that character in a picture field. Thus, if a field contains one currency symbol (\$), it is interpreted as static; ifit contains more than one, it is interpzeted as drifting. The drifting character mast be specified in each digit position through which it may drift.

Drifting characters wust appear in strings. A string is a sequence of the same drifting character, optionaliy containing $a v$ and one of the ingertion characters comma, point, slash, or B. Any of the insertion characters slash, comma, point, or $B$ following the last arifting symbol of the string is considered part of the drifting string. However, a following $v$ terminates the drifting string and is not part of it. A field of a picture specification can contain only one drifting string. A drifting string cannot be pre-
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ceded by a digit position. The picture characters * and $Z$ cannot appear to the right of a drifting string in a field.

Figure 27 gives examples of the use of drifting picture characters. In the figure, the letter $b$ indicates a blank character.

The position in the data associated with the characters slash, comma, point, and B appearing in a string of drifting characters will contain one of the following:

- slash, comma, point, or blank if a significant digit has appeared to the left
- the drifting symbol, if the next position to the right contains the leftmost significant digit of the field
- blank, if the leftmost significant digit of the field is more than one position to the right

If a drifting string contains the drifting character $n$ times, then the string is associated with $n-1$ conditional digit positions. The position associated with the leftmost drifting character can contain only the drifting character or blank, never a digit. If a drifting string is specified for a field, the other potentially drifting characters can appear only once in the field, i.e., the other character represents a static sign or currency symbol.

If a drifting string contains a $V$ within it, the $V$ delimits the preceding portion as a subfield, and all digit positions of the subfield following the $V$ must also be part of the drifting string that commences the second subfield.

Only one type of sign character can appear in each field. An S, +, or - used as a static character can appear to the left of all digits in the mantissa and exponent fields of a floating-point speci-

| Source <br> Attributes | Source Data <br> (in constant form) | Picture Specification | $\begin{gathered} \text { Character-String } \\ \text { Value }{ }^{1} \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| $\operatorname{FIXED}(5,2)$ | 123.45 | \$999V. 99 | \$123.45 |
| FIXED (5,2) | 001.23 | \$zZzV. 99 | \$bb1. 23 |
|  |  |  | \$bb1. 23 |
| $\operatorname{FIXED}(5,2)$ | 000.00 | \$zZZV.zz | bbbbbbb |
|  |  |  |  |
| FIXED(1) | 0 | \$\$\$. \$\$ | bbbbbb |
| $\operatorname{FIXED}(5,2)$ | 123.45 |  |  |
| $\operatorname{FIXED}(5,2)$ | 123.45 | \$\$\$9V. 99 | \$123.45 |
| $\operatorname{FIXED}(5,2)$ | 001.23 | \$\$\$9V. 99 | bb\$1. 23 |
| $\operatorname{FIXED}(5,2)$ | 012.00 | 99\$ | 12\$ |
|  |  |  |  |
| FIXED(2) | 12 | \$\$\$.999 | bbb\$012 |
| FIXED(4) | 1234 | \$\$\$.999 | b\$1,234 |
|  |  |  |  |
| FIXED (5, 2 ) | 123.45 | S999V. 99 | +123.45 |
|  |  |  |  |
| FIXED (5.2) | -123.45 | S999V. 99 | -123.45 |
| FIXED (5,2) | -123.45 | +999V. 99 |  |
|  |  |  | b123.45 |
| FIXED (5, 2) | 123.45 | -999V. 99 | b123.45 |
|  |  |  |  |
| FIXED (5,2) | 123.45 | 999V.99S | 123.45* |
| $\operatorname{FIXED}(5,2)$ | 001.23 | + $+\mathrm{B+} 9$ - 99 |  |
| FIXED 5,2$)$ | 001.23 | ++B+9V.99 | bbb+1. 23 |
| FIXED (5,2) | 001.23 | ---9V. 99 | bbb1. 23 |
| FIXED (5,2) | -001.23 | SSS9V. 99 | bb-1. 23 |
| ${ }^{1}$ The arithmetic value is the value expressed by the digits and the actual or assumed \| location of the $v$ in the specification. |  |  |  |
|  |  |  |  |

Figure 27. Examples of Drifting Picture Characters
fication, and either to the right or left of all digit fositions of a fixed-point specification.

In the case in which all digit positions after the $V$ contain drifting characters, suppression in the subfield will occur only if all of the integer and fractional digits are zero. The resulting edited data item
I will then be all blanks. If there are any significant fractional digits, the entire fractional portion will appear unsuppressed.
\$ specifies the currency symbol. If this character appears more than once, it is a drifting character; otherwise it is a static character. The static character specifies that the character is to be placed in the associated position. The static character must appear either to the left of all digit positions in a field of a specification or to the right of all digit positions in a specification. See details above for the drifting use of the character.
$S$ specifies the plus sign character ( + ) if the data value is $\geq 0$, otherwise it specifies the minus sign character (-). The character may be drifting or static. The rules are identical to those for the currency symbol.

+ specifies the plus sign character (+) if the data value is $\geq 0$, otherwise it specifies a blank. The character may be drifting or static. The rules are identical to those for the currency symbol.
- specifies the minus sign character (-) if the data value is $<0$, otherwise it specifies a blank. The character may be
drifting or static. The rules are identical to those for the currency symbol.

CREDIT, DEBIT, AND OVERPUNCHED SIGNS
The character pairs $C R$ (credit) and $D B$ (debit) specify the signs of real numeric character data items and usually appear in business report forms.

Any of the picture characters $T$, $I$, or $R$ specifies an overpunched sign in the associated digit position of numeric character data. An overfunched sign is a 12-punch (for plus) or an 11 -punch (for minus) funched into the same column as a digit. It indicates the sign of the arithretic data iten. Cnly one overpunched sign can appear in a specification for a fixed-point number. A floating-point specification can contain two, one in the mantissa field and cne in the exponent field. The overpunch character can, however, be specified for any digit position within a field. The overpunched number then will appear in the specified digit position.

From the user's terminal keyboard, an "overpunch" is not possible. The user should te careful to avoid $Y$, $D$, or $R$ in any picture that will be be read from his terminal.

Note: When an overpunch character occurs in a $P$ format item for edit-directed input, the corresponding character in the input stream may contain an overpunched sign.

Figure 28 gives examples of the $C R, D B$, and cverpunch characters. In the figure, the letter b indicates a blank character.

| Source <br> Attributes | Source Data <br> (in constant form) | Picture <br> Specification | Character-String Value ${ }^{1}$ |
| :---: | :---: | :---: | :---: |
| FIXED (3) | -123 | \$2.99CR | \$1.23CR |
| FIXED (4,2) | 12.34 | \$ZZV.99CR | \$12.34 LL |
|  |  |  |  |
| $\operatorname{FIXED}(4,2)$ | -12.34 | \$ZZV.99DB | \$12.34DB |
|  |  |  |  |
| $\operatorname{FIXED}(4,2)$ | 12.34 | \$2ZV.99DB | \$12.34bt |
| FIXED (4) | 1021 | 9991 | 102A |
|  |  |  |  |
| FIXED (4) | -1021 | 299R | 102 J |
|  |  |  |  |
| FIXED (4) | 1021 | $99 \mathrm{T9}$ | 10B1 |
| e arithmetic cation of | e is the value exp n the spec'ficatio | by the digits | ctual or assumed |

Figure 28. Examples of $C R, D B, T, I$, and $R$ Picture Characters


Figure 29. Examples of Floating-Point Picture Specifications

CR specifies that the associated positions will contain the letters $C R$ if the value of the data is less than zero. Otherwise, the positions will contain two blanks. The characters CR can appear only to the right of all digit positions of a field.
$D B$ is used the same way that $C R$ is used except that the letters $D B$ appear in the associated positions.
$T$ specifies that the associated position, on input, will contain a digit overpunched with the sign of the data. It also specifies that an overpunch is to be indicated in the character-string value.

I specifies that the associated position, on input, will contain a digit overpunched with + if the value is $\geq 0$; otherwise, it will contain the digit with no overpunching. It also specifies that an overpunch is to be indicated in the character-string value if the data value is $\geq 0$.
$R$ specifies that the associated position, on input, will contain a digit overpunched with - if the value is $<0$; otherwise, it will contain the digit with no overpunching. It also specifies that an overpunch is to be indicated in the character-string value if the data value is $<0$.

Note: The picture characters $C R, D B, T, I$, and $R$ cannot be used with any other sign characters in the same field.

## EXPONENT SPECIFIERS

The ficture characters $K$ and $E$ delimit the exponent field of a numeric character specification that describes floating-point decimal numbers. The exponent field is always the last field of a numeric character floating-point picture specification. The ficture characters $K$ and $E$ cannot appear in the same specification.

Figure 29 gives examples of the use of exconent delimiters. In the figure, the letter $b$ indicates a blank character.

K specifies that the exponent field appears to the right of the associated position. It does not specify a chararter in the numeric character data item.

E specifies that the associated position contains the letter $E$, which indicates the start of the exponent field.

The value of the exponent is adjusted in the character-string value so that the first significant digit of the first field (the mantissa) appears in the position associated with the first digit specifier of the specification (even if it is a zero supfression character).

## SCALING FACTOR

The picture character $F$ specifies a scaling factor for fixed-point decimal numbers. It appears at the right end of the ficture specification and is used in the following format:

[^9]Source
Attributes
FIXED $(4,0)$
FIXED $(7,0)$
FIXED $(5,5)$
FIXED $(6,6)$

Figure 30. Examples of Scaling Factor Picture Characters


Figure 31. Examples of Sterling Picture Specifications

F specifies that the optionally signed
decimal integer constant enclosed in parentheses is the scaling factor. The scaling factor specifies that the decimal point in the arithmetic value of the variable is that number of places to the right (if the scaling factor is positive) or to the left (if negative) of its assumed position in the character-string value.

For System/360 implementations, the scaling factor cannot specify a fixedpoint number that contains more than 15 digits.

Figure 30 shows examples of the use of the scaling factor picture character.

## STERLING PICTURES

The following picture characters are used in picture specifications for sterling data:

8 specifies the position of a shilling digit in BSI single-character representation. Ten shillings is represented by a 12-punch (E) and elever through nineteen shillings are represented by the characters $A$ through $I$, respectively.

7 specifies the position of a pence digit in $B S I$ single-character representation. Ten pence is represented by a 12-punch (\&) and eleven pence is represented by an 11 -punch (-).

6 specifies the position of a pence digit in IBM single-character representation. Ten pence is represented by an 11 -punch (-) and eleven pence is represented by a 12-punch (E).
$P$ specifies that the associated position contains the pence character $D$.

G specifies the start of a sterling picture. It does not specify a character in the numeric character data item.
$H$ specifies that the associated position contains the shilling character $S$.
M. specifies the start of a field. It does not specify a character in the numeric character data item.

Figure 31 gives examples of the use of sterling picture specifications.

Sterling data items are considered to be real fixed-point decimal data. When involved in arithmetic operations, they are converted to a value representing fixed-
point pence. Sterling pictures have the general form:

## PICTURE

'G [editing-character-1] ...
M pounds-field
M [separator-1] ... shillings-field

M [separator-2]...
pence-field
[editing-character-2] ...'
"Editing character $1^{\prime \prime}$ can be one or more of the following static picture characters:

$$
\$+\quad-\quad S
$$

The "pounds field" can contain the following picture characters:

$$
\mathrm{Z} Y * 9 \mathrm{~T} \text { IR, } \mathrm{K}+-\mathrm{S}
$$

The last four characters ( $\$+-$ S) must be drifting characters. The comma can be used as an insertion character.
"Separator $1^{\prime \prime}$ can be one or more of the following picture characters:
/ . B
The "shillings field" can $\mathrm{b} \in \mathrm{E}$
$\{99$ | YY | ZZ | Y9 | Z9 | YZ | 8\}

One of the nines can be replaced by $T$, $I$, cr R, if no other sign indicator appears in any of the fields of the specification.
"Separator 2 " can be one or more of the picture characters:
/. B H

The "pence field" takes the form:

$$
\{99|Y Y| Z Z|Y 9| 7|Z 9| Y Z \mid 6\}
$$

$$
[[V|V \cdot| . V] 9|Z| Y] \ldots
$$

One of the nines can be replaced by T, I, or $R$, if no other sign indicator appears in any of the fields of the specification.
"Editing character $2^{\prime \prime}$ can be one or more of the static picture characters $\$$, + , or $S$ and one or more of $B, P, C R$, or $D B$. $A$ sign character or CR or DB can appear only if no other sign indicator appears in any of the fields of the specification.

The pounds, shillings, and pence fields must each contain at least one digit position.

Zero suppression in sterling pictures is performed on the total data item, not separately on each of the pounds, shillings, and pence fields. The $z$ picture character is not allowed to the right of a 6. 7. 8, or 9 picture character in a sterling specification. In sterling pictures, the field separator characters slash (/), point (.), B, and $H$ are never suppressed.

This section describes each of the editdirected format items that can appear in the format list of $a$ GET or FUT statement.

There are three categories of format items: data format items, control format items, and the remote format iter.

In this section, the three categories are aiscussed separately and the format items are listed under each category. The renainder of the section contains detailed discussions of each of the format items, with the discussions afpearing in alphabetic order.

## DATA FORMAT ITEMS

A data format item describes the external format of a single data item.

For input, the data in the stream is considered to te a continucus string of characters; all blanks are treated as characters in the stream, as are quotation marks. Each data format iter in a GET statement specifies the numrer of characters to be obtained from the stream and describes the way tncse characters are to Le interpreted. Strings should not be enclosed in quotation marks, nor should the letter $B$ he used to identify 上it strings. If the characters in the strearl cannot be interfreted in the manner sfecified, the CONVERSION condition is raised.

For cutput, the data in the stream takes the form specified by the format list. Each data format iter in a PUT statement sfecifies the width of a fiels into which the associated data item in character form is to be placed and descrites the format that the value is to take. Enclosing apcstrophes are nct inserted, ror is the letter $E$ to ijentify bit strings.

Leading blanks are not inserted automatically to separate data items in the output stream. String data is left-adjusted in the field, whose width is specified. Arithmetic data is right-adjusted. Because of the rules for conversion of arithmetic data to character type, which can cause up to three leading blanks to te inserted (in addition to any blanks that replace leading zeros), there generally will be at least one blank preceding an arithretic item in the converted field. Leading Llanks will not appear in the stream, nowever, unless the specified field width allows for them. Iruncation, due to inadequate field-width
sfecification is on the left for arithmetic items, on the right for string items.

Note that the value of binary data koth on input and output is always represented in decimal form for edit-directed transmission.

Following is a list of data format items:

Fixed-point F(specification)
format item
Flcating-point E(specification)
format item
Complex format c(specification)
item
Ficture format p'picture-specification' item

Bit-string B(specification) format item

Character-string A(specification)
format item

## CONTROL FORNAT ITEMS

The control format items specify the layout of the data set associated with a file. The following is a list of control format items:

Paging format
PAGE
item

Iine skipping
SKIP[(specificaticn)]
format item
Iine position
LINE (specification)
format item
Colurn position
COLUMN (specification)
Spacing
X(specification)

A control format item has no effect unless it is encountered before the data list is exhausted.

The PAGE and IINE format items apply only to output and only to files with the PRINT attribute. The SKIP and COLUMN format items apply to both input and cutput.

The PAGE, SKIP, and LINE format items have the same effect as the corresponding
options of the PUT statement (and of the GET statement, in the case of SKIP), except that the format items take effect only when they are encountered in the format list, while the options take effect kefore any data is transmitted.

The COLUMN format item positions the file to the specified character position in the current line.

The spacing format item specifies relative horizontal spacing. On input, it specifies a number of characters in the stream to be skipped over and ignored; on output, it specifies a number of blanks to be inserted into the stream.

## REMOTE FORMAT ITEM

The remote format item specifies the label of a FORMAT statement that contains a format list wnich is to be taken to replace the remote format item.

The remote format item is:
R(statement-label-designator)
The "statement lakel designator" is a label constant or an element label variable.

## USE OF FORMAT ITEMS

The "specification" that is listed above for all but the picture, PAGE, and remote format items can contain one or more expressions. Such expressions can be specified as decimal integer constants, as element variables, or as other element expressions. The value assigned to a variable during an input operation can be used in an expression in a format item that is associated with a later data item. An expression is evaluated and converted to an integer each time the format item is used.

## ALPHABETIC LIST OF FORMAT ITEMS

## The A Format Item

The A format item is:
A [(field-width)]
The character-string format item describes the external representation of a string of characters.

General rules:

```
1. The "field width" is an expression
    that is evaluated and converted to an
    integer each time the format item is
```

used. It specifies the number cf character positions in the data stream that contain (or will contain) the string.
2. On input, the specified number of characters is obtained from the data stream and assigned, with any necessary conversion, truncation, or padding, to the associated element in the data list. The field width is always required on input, and if it has a value less than or equal to zero, a null string is assumed. If apostrophes appear in the stream, they are treated as characters in the string.
3. On cutput, the associated element in the data list is converted, if necessary, to a string of characters and is truncated or extended with blanks on the right to the specified field width before keing placed into the data stream. If the field width is less than or equal to zero, the format item and its associated element in the data list are skipped, and no characters are placed into the data strear. Enclosing apostrophes are never inserted. If the field width is not specified, it is assumed to be equal to the character-string length of the element named in the data list (after conversion, if necessary, acccrding to the rules given in Part II, Section 6 , "Problem data Conversion").

## The B Format Item

The $B$ format item is:
B [(field-width)]
The bit-string format item describes the external representation of a bit string. Each bit is represented by the character 0 or 1.

General rules:

1. The "field width" is an expression that is evaluated and converted to an integer each time the format item is used. It specifies the number of data-stream character positions that contain (or will contain) the bit string.
2. On input, the character representation of the kit string may occur anywhere within the specified field. Elanks, which may appear before and after the bit string in the field, are ignored. Any necessary conversion occurs when the bit string is assigned to the associated element in the data list. The field width is always required on input, and if it is less than or equal
to zero, a null string is assumed. Any character other than 0 or 1 in the string, including embedded blanks, quotation marks, or the letter $B$, will raise the CONVERSION condition.
3. On output, the character representation of the bit string is leftadjusted in the specified field, and necessary truncation or extension with blanks occurs on the right. Any necessary conversion to bit-string is performed. No apostrophes are inserted, nor is the identifying letter $B$. The field width need not be specified when the associated element in the data list is a bit string; in this case, the current length of the associated string is used, and the data item completely fills the field. The field width is always required if the data-list item is arithmetic or pictured. If the field width is less than or equal to zero, the format item and its associated element in the data list are skipped, and no characters are placed into the data stream.

## he $C$ Format Item

The $C$ format item is:
C(real-format-item[, real-format-item])
The complex format item describes the xternal representation of a complex data tem.

## eneral rules:

1. Each "real format item" is specified by one of the $F$, $E$, or $P$ format items. The $P$ format item must describe fixedpoint or floating-point numeric character data; it cannot describe sterling or character-string data.
2. On input, the complex format item describes the real and imaginary parts of the complex data item within adjacent fields in the data stream. If the second real format item is omitted, it is assumed to be the same as the first. The letter $I$ will cause the CONVERSION condition to be raised.
3. On output, the real format items describe the forms of the real and imaginary parts of the complex data item in the data stream. If the second real format item is omitted, it is assumed to be the same as tre first. The letter $I$ is never appended to the imaginary part. If the second real format item (or the first, if only one appears) is an $F$ or $E$ item, the internal sign will be printed only if the value of the imaginary part is
less than zero. If the real format item is a p item, the sign will be printed only if the $s$ or - or + picture character is specified. If the I is to be appended, it must be specified as a separate data item in the data list, immediately following the varialle that specifies the complex item. The $I$, then, must have a corresponding format item (either $A$ or $P$ ).

## The COLUMN Format Item

The COLUMN format item is:
COIUMN (character-position)
The column fosition format item positions the file to a specified character fosition within the line. It can be used with either input or output files.

General rules:

1. The "character position" can be specified ly an expression, which is evaluated and converted to an integer each time the format item is used.
2. The file is positioned to the specified character positon in the current line. On input, intervening character positions are ignored: on outcut, they are filled with blanks. If the file is already positioned after the specified character positon, the current line is completed and a new line is started; the format item is then applied to the new line.
3. If the specified character position lies beyond the rightmost character position of the current line, or if the value of the expression for the character position is less than one. then the character position is assumed to be one.

Note: The rightmost character position is determined as follows:
a. For output files, it is determined by the line size;
b. For input files, the compiler uses the length of the current logical record to determine the line size and, hence, the rightmost character position. In the case of $V$ format records, this line size is equal to the logical record length minus the number of bytes containing control information.
4. The COLUMN format item has no effect unless it is encountered before the data list is exhausted.

## The E Format Item

The $E$ format item is:

E(field-width, number-of-fractional-digits
[, number-of-significant-digits])

The floating-point format item describes the external representation of decimal arithmetic data in floating-point format.

## General rules:

1. The "field width," "number of fractional digits," and "number of significant digits" can be represented by expressicns, which are evaluated and converted to integers when the format item is used.
"Field width" specifies the total number of characters in the field.
"Number of fractional digits" specifies the number of digits in the mantissa that follow the decimal point:
"Number of significant digits" specifies the number of digits that must appear in the mantissa.
2. On input, the data item in the data stream is the character representation of an optionally signed decimal floating-coint or fixed-point constant located anywhere within the specified field. If the data item is a fixedpoint number, an exponent of zero is assumed.

The external form of a floating-point number is:

$$
\begin{array}{r}
{[+\mid-] \text { mantissa }[E]\{+\mid-\} \text { exponent }} \\
E[+\mid-]
\end{array}
$$

The mantissa must be a decimal fixedpoint constant.
a. The number can appear anywhere within, the specified field; blanks may appear before and after the number in the field and are
ignored. If the entire field is blank, the CONVERSION condition is
raised. When no decimal point appears, the expression for the number of fractional digits specifies the number of character fositions in the mantissa to the right of the assumed decimal point. If a decimal point does appear in the number, it overrides the $s_{s}$ ecification of the number of the fractional digits.

The value expressed by "field width" includes trailing blanks, the exponent position, the positions for the optional plus or minus signs, the position for the optional letter $E_{\text {, }}$ and the position for the optional decimal point in the mantissa.
b. The exponent is a decimal integer constant. Whenever the exponent and preceding sign or letter $E$ are omitted, a zero exponent is assumed.
3. On output, the internal data is converted to floating-point, and the external data item in the specified field has the following general form:

$$
\begin{gathered}
[-] \text { \{s-d digits }\} .\{d \text { digits }\} \\
E\{+\mid-\} \text { exponent }
\end{gathered}
$$

In this form, $s$ represents the number of significant digits, and d represents the number of fractional digits. The value is rounded if necessary.
a. The exponent is a two-digit decimal integer constant, which may be two zeros. The exponent is automatically adjusted so that the leading digit of the mantissa is nonzero. When the value is zero. zero suppression is applied to all digit positions (except the first) to the left of the decimal point. All other digit positions contain zero.
b. If the above form of the number does not fill the specified Eield on output, the number is rightadjusted and extended on the left with klanks. If the number of significant digits is not specified, it is taken to be 1 plus the number of fractional digits. For System/360 implementations, the field width for non-negative values of the data item must be greater than or equal to 5 plus the number of significant digits. For negative values of the data item, the field width must be greater than or equal to 6 flus the number of significant digits. However, if the number of fractional digits is zero, the decimal point is not written, and the above figures for the field width are reduced by 1.
c. The rounding of internal data is as follows: if truncation causes a digit to be lost from the right, and this digit is greater than or equal to 5 , then 1 is added to
the digit to the left of the truncated digit.
d. If the field width is such that significant digits or the sign is lost, the SIZE condition is raised.
4. When using the $E$ format item $E(w, d, s)$, $s$ must be less than 17 digits. When using $E(w, d), d$ must $k e$ less tnan 16 digits. If the number of significant digits in E format data is greater than 16, then:

E format input: CONVERSION condition raised

E format output: ERROR condition raised

## The $F$ Format Item

The $F$ format item is:
F(field-widthl, number-of-fractional-digits [,scaling-factor]])

The fixed-point format item describes the external representation of a decimal arithmetic data item in fixed-point format.

General rules:

1. The "field width," "number of fractional digits," and "scaling factor" can be represented by element expressions, which are evaluated and converted to integers when the format item is used.
2. On input, the data item in the data stream is the character representation of an optionally signed decimal fixedpoint constant located anywhere within the specified field. Blanks may appear before and after the number in the field and are ignored. If the entire field is blank, it is interpreted as zero.

The number of fractional digits, if not specified, is assumed to be zero.

If no scaling factor is specified and no decimal point appears in the field, the expression for the number of fractional digits specifies the number of digits in the field to the right of the assumed decimal point. If a decimal point actually does appear in the data, it overrides the express on for the number of fractional digits.

If a scaling factor is specified, it effectively multiplies the value of the data item in the data stream by 10 raised to the integral value (p) of
the scaling factor. Thus, if $p$ is positive, the number is treated as though the decimal point appeared $p$ places to the right of its given position. If E is negative, the number is treated as though the decimal point appeared $E$ places to the left of its given eosition. The given position of the decimal point is that indicated either $t_{y}$ an actual point, if it appears, or by the expression for the number of fractional digits, in the absence of an actual point.
3. On output, the internal data is converted, if necessary, to fixed-point; the external data is the character representation of a decimal fixedpoint number, rounded if necessary, and right-adjusted in the specified field.

If only the field width is specified in the format item, only the integer portion of the number is written; no decimal point appears.

If both the field width and number cf fractional digits are specified, but the scale factor is not, both the integer and fractional portions of the number are written. If the value (d) of the number of fractional digits is greater than zero, a decimal foint is inserted before the rightmost d digits. Trailing zeros are supplied when the number of fractional digits is less than d (the value d must be less than the field width). Suppression of leading zeros is applied to all digit positions (except the first) to the left of the decimal point.

The rounding of internal data is as follows: if truncation causes a digit to ke lost from the right, and this digit is greater than or equal to 5 . then 1 is added to the digit to the left of the truncated digit.

The integer value ( E ) of the scaling factor effectively multiplies the value of the associated element in the data list by 10 raised to the fower of p. before it is edited into its external character representation. when the number of fractional digits is zero, only the integer portion of the number is used.

On output, if the value of the fixedpoint number is less than zero, a minus sign is prefixed to the external character representation; if it is greater than or equal to zero, no sign appears. Therefore, for negative values of the fixed-point number, the field width specification must include
a count of both the sign and the decimal point.

If the field width is such that significant digits or the sign is lost, the SIZE condition is raised.

## The LINE Format Item

The LINE format item is:
LINE (line-number)

The line position format item specifies the particular line on a page of a PRINT file upon which the next data item is to be printed.

General rules:

1. The "line number" can be represented by an expression, which is evaluated and converted to an integer each time the format item is used.
2. The LINE format item specifies that blank lines are to be inserted so that the next line will be the specified line of the current page.
3. If the specified line has already been passed on the current page, or if the specified line is beyond the limits set by the PAGESIZE option of the OPEN statement (or by default), the ENDPAGE condition is raised.
4. If "line number" is less than or equal to zero, it is assumed to be one.
5. The LINE format item has no effect unless it is encountered kefore the data list is exhausted.

If the PAGE occurs in conversational mode only three spaces will te taken if the file is SYSOUT.

The P Format Item
The $P$ format item is:

> P 'picture-specification'

The picture format item describes the external representation of numeric character data and of character-string data.

The "picture specification" is discussed in detail in part II, Section 4, "Picture Specification Characters" and in the discussion of the PICTURE attribute in Section I, "Attributes."

On input, the picture specification describes the form of the data item expected in the data stream and, in the case of a numeric character string, how its
arithmetic value is to se interpreted. Note that the picture specification should accurately describe the data in the input stream, including characters represented by editing characters. If the indicated character does not appear in the strear, the CONVERSION condition is raised.

On output, the value of the asscciated element in the data list is edited to the form specified by the picture specification kefore it is written into the data stream.

## The PAGE Format Item

The PAGE format item is:

## PAGE

The paging format item specifies that a new page is to be established. It can be used only with PRINT files.

If the specified line is more than three lines from the current position then only three spaces will te taken when the output file is SYSOUT on a terminal.

General rules:

1. The establishment of a new page implies that the next printing is to be on line one.
2. The PAGE format item has no effect unless it is encountered before the data list is exhausted.

## The $R$ Format Item

The $R$ format item is:
R (statement-label-designator)
The remote format item allows format items in a FORMAT statement to replace the remote format item.

General rules:

1. The "statement lakel designator" is a label constant or an element lakel variable that has as its value the statement label of a FORMAT statement. The FORMAT statement includes a format list that is taken to replace the format item.
2. The $R$ format item and the specified FORMAT statement must be internal to the same tlock. (If the procedure is executed recursively, they must be in the same invocation.)
3. There can be no recursion within a FORMAT statement. That is, a remote FORMAT statement cannot contain an $R$ format item that names itself as a
statement label designator, nor can it name another remote FCRMAT statement that will lead to the naming of the original FORMAT statement. Avoidance of recursion can te assured if the FORMAT statement referred to by a remote format item does not itself contain a further remote format item.
4. Any conditions enabled for the GET or PUT statement must also be enabled for the remote FORMAT statement(s) that are referred to.
5. If the GET or PUT statement is the single statement of an on-unit, it cannot contain a remote format item.

## The SKIP Format Item

The SKIP format item is:
SKIP[(relative-position-of-next-line)]
The line skipping format item specifies that a new line is to be defined as the current line.

General rules:

1. The "relative position of next line" can be specified by an element expression, which is evaluated and converted to an integer each time the format item is used. It must be greater than zero for non-PRINT files. If it is not, or if it is omitted, 1 is assumed.
2. The new line is the specified number of lines beyond the present line.
3. If the value of the relative position is greater than one, then on input, one or more lines will be ignored; on output, one or more blank lines will be inserted.
4. The value of the relative position may be less than or equal to zero for PRINT files only; the effect is that of a carriage return without line spacing. Characters previously written may be overprinted.
5. If the SKIP format item is not specified at the end of a line, then SKIP
(1) is assumed, that is, single spacing.
6. For PRINT files, if the specified relative position is keyond the limit set by the PAGESIZE option of the OPEN statement (or the default), the ENDPAGE condition is raised.
7. The SKIP format item has no effect unless it is encountered before the data list is exhausted.

If SKIP specifies more than three spaces in conversational mode, then only three spaces will be taken on SYSOUT.

## The $X$ Format Item

The X format item is:
X (field-width)
The spacing format item controls the relative spacing of data items in the data stream. It is not limited to PRINT files.

General rules:

1. The "field width" can be represented by an expression, which is evaluated and converted to an integer each time the format item is used. The integer specifies the number of blanks before the next field of the data stream, relative to the current position in the stream.
2. On input, the specified number of characters is spaced over in the data stream and not transmitted to the program.
3. On output, the specified number of blank characters are inserted into the stream.
4. If the field width is less than zero, it is assumed to be zero.
5. The spacing format item has no effect unless it is encountered before the data list is exhausted.

This section lists the rules for arithmetic conversion and for conversion of froblem data types. Each type conversion is listed under a separate heading. In addition to the text, fifteen figures appear:

- Figures 34 through 38 show the data type of the result of an operation involving two operands of possibly differing types. Note that although the tables are for two operands, these operands could themselves be the result of other operations: any expression involving a number of infix operators will be eventually reduced, during evaluation, to a single infix operation with two operands. Note also that the result is the result of the expression only, and may be converted on subsequent assignment.
- Figure 39 states the rules for computing the precision of the result of an arithmetic conversion.
- Figure 40 states the rules for computing the length of the result of an arithmetic to character-string conversion.
- Figure 41 states the rules for computing the length of the result of an arithmetic to bit-string conversion.
- Figure 42 can be used to find the ceiling (CEIL) of any value ketween 1 and 15 when that value is multiplied by 3.32 or it can be used to find the ceiling (CEIL) of any value between 1 and 56 when that value is divided by 3.32 .
- Figures 43 through 46 illustrate conversion in arithmetic expression operations, and they give attributes of the results based upon the operator specified and the attributes of the two operands.


## ARITHMETIC CONVERSION

The rules for arithmetic conversion specify the way in which a value is transformed from one arithmetic representation to another. It can be that, as a result of the transformation, the value will change. For example, the number .2, which can be Exactly represented as a decimal fi: $\because d-$ point number, cannot be exactly represented in binary. The magnitude of such changes
in value depends upon the precisions of the target and scurce. In expression evaluation, the precision of the target is derived from the precision of the scurce. In order to estimate and to understand the errors that can occur, the precision rules must be understood; and since the rules also leave some latitude for the implementation, it is helpful to have some knowledge of the way in which conversions are implemented.

## Floating-Point Conversion

In System/360 implementations, both decimal and kinary floating-point numbers are maintained in the internal hexadecimal form used in System/360. If the specified precision is more than 6 decimal digits, or 21 binary digits, the number is maintained in long floating-point form (14 hexadecimal digits with a hexadecimal exponent). If the precision is 6 decimal digits or less, or 21 binary digits or less, the number is maintained in short floating-point form (6 hexadecimal digits and a hexadecimal exponent).

No actual conversions between binary and decimal are performed on floating-point data. The only precision changes are from long to short, which is done by truncation, and from short to long, which is done ky extending with zeros. The declared precision of floating-point data and the tase, however, do affect the calculation of target attributes, as well as the attributes of intermediate forms that are determined from the source.

## Mode Conversion

If a complex value is converted to a real value, the result is the real part of the complex value.

If a real value is converted to a complex value, the result is a complex value that has the value of the real source as the real part and zero as the imaginary part.

## Precision Conversion

Precision conversion occurs if the specified target precision is different from the source precision. In particular, there always is a precision change when the source and target are of different bases. It is also possible that there is an actual change in precision when converting from
floating-point to fixed-point, because of the way in which floating-point numbers are represented. Precision changes are performed by truncation or by padding with zeros. Floating-point numbers are converted from short precision to long precision by extending with zeros on the right, and from long precision to short precision by truncation on the right.

Fixed-point numbers maintain decimal or binary point alignment and may be truncated on the left or right, or extended with zeros on the left or right.

No indication is given of loss of significant digits on the right. Loss of digits on the left can be checked for if the SIZE condition is enabled. In System/360 implementations, binary fixed-point numbers are stored in words of 31 bits, whatever the declared width. Decimal numkers are always stored as an odd number of digits, since they are maintained in System/360 packed decimal format, with the rightmost four bits of the vightmost byte expressing the sign.

## Base Conversion

Changes in base will usually affect only the value of noninteger fixed-point numbers. Some decimal fractions cannot be expressed exactly in binary, and some errors will then occur due to truncation. Some binary fractions will also require nore decimal digits for exact representation than are automatically generated by the conversion rules, and this may also cause errors resulting from truncation.

Since the range of kinary fixed-point numbers is smaller than the range of decimal fixed-point numbers, it is possible for significant digits to be lost on the left in conversion from decimal to tinary. This will raise the SIZE condition, but an interruption will not occur unless the condition is explicitly enabled by a SIZE prefix.

The natural notation for constants is decimal and, therefore, most constants are written in decimal. The precision of a constant is derived from the way in which it is written. Care should therefore be taken when writing noninteger constants that will be converted to fixed-point binary.

The following examples illustra:e how the representation of a decimal constant (.1) is converted when used in an arithmetic expression (such as A+.1). Target attributes are derived from the attributes of $A$, the operator, and the atiributes of the constant, which are, in this case. DECIMAL FIXED (1,1).

Attributes of $A$ : $\operatorname{FIXED} \operatorname{BIN}(10,2)$
Value:
Target:
Final Value: . 1

Attrikutes of $A$ : Value:
Target:
Final Value:
FIXED BIN $(5,4)$
.0625
FLOAT BIN(50)
. 1
FLOAT BIN(4)
. 1 >value>. 0625

## Coded Arithmetic to Numeric Character

Coded arithmetic data being converted to numeric character is converted, if necessary, to a decimal value whose scale and frecision are determined by the PICTURE attribute of the numeric character item.

## Numeric Character to Coded Arithmetic

Numeric character data keing converted to coded arithmetic is first interpreted as a decimal item of the scale and precision determined by the corresponding PICTURE attribute. This item is then converted to the base, scale, and precision of the coded arithmetic target.

## LATA TYPE CONVERSION

## Character-String to Arithmetic

The source string must represent a valid arithmetic constant or complex expression. The constant may optionally be signed, and may be surrounded by blanks, but cannot contain blanks between the sign and the value of the constant, or between the end of the real part and the sign of the imaginary part in a complex expression. The permitted forms are:

## [+1-]arithmetic-constant

\{+|-]real-constant $\{+\mid$ - imaginary-constant
A null string gives the value zero.
The constant will itself have the attributes of base, scale, mode, and precision. It will be converted to conform with the attributes of the target.

Even when converting from character string to numeric character field, the source must still contain a constant which is valid according to the rules for constants in PL/I source programs. The value of this constant is then converted and edited to the ficture representation.

The following example will therefore result in a conversion error:

DCL A PICTURE ' $\$ \$ \$ 9 \mathrm{~V}$. 9' $^{\prime}$;

$$
A=' \$ 17.95^{\circ} ;
$$

The currency symbol makes the characterstring constant invalid for conversion to the arithmetic value of the numeric
character variable, even though its character-string value contains a currency symbol.

Correct examples are:

$$
\begin{aligned}
& A=17.95^{\prime} ; \\
& A=17.95 ;
\end{aligned}
$$

either of which would result in A having the character-string value b\$17.95.

For conversion from chāracter string to arithmetic, the attributes assumed for the target are those attributes that would have been assumed if a fixed-point decimal integer of precision $(15,0)$ had appeared in place of the string. (The precision given Iis that for the TSS/360 PL/I compiler.)

## Arithmetic to Character-String

The arithmetic value is converted to a decimal arithmetic constant. The constant is inserted in an intermediate character string whose length is derived from the attributes of the source (see Figure 40, "Lengths of Converted Character Strings"). Except for the base and precision, the attributes of the constant are the same as the attributes of the source.

In the case of the conversion of expression results, the intermediate string is assigned to the target string, and may be truncated or padded with zeros on the right.

Since the rules of arithmetic to character-string conversion are also used for list-directed and data-directed output, and for evaluating keys, this type of conversion will be found in most programs, and should be thoroughly understood.

Numeric Character to Character-String
Real numeric character fields are treated as character strings and assigned to the target string from left to right according to the rules for character-string assignment.

The real and imaginary parts of complex numeric character fields are concatenated, and the resulting string is assigned to the target. No character, including I or blank, is inserted between or following the two parts.

Fixed-Point to Character-String
A binary fixed-point source is first converted to decimal, and the decimal pre-
cision is derived from the precision of the binary source (see Figure 39, "Precision for Arithmetic Conversions").

A decimal fixed-point source with precision ( $\mathrm{F}, \mathrm{q}$ ) is converted to character-string representation as follows:

1. If $p>=q>=0$ (that is, if the assumed decimal point lies within the field of the internal representation) then:

- The constant is right adjusted in a field of width $p+3$.
- Leading zeros are replaced by klanks, except for a single zero that immediately precedes the decimal point of a fractional number.
- If the value is negative, a minus sign precedes the first significant digit for the zero before the point of a fractional number). Positive values are unsigned.
- Unless the source is an integer, the constant has $q$ fractional digits. If the source is an integer, there is no decimal point.

2. If $q$ is negative or greater than $p, a$ scaling factor is appended to the right of the constant. The constant itself is of the same form as an integer. The scaling factor has the form:

## $F\{+\mid-\} n n n$

where $\{+\mid-\} n n$ has the value $-q$.
The number of digits in the scaling factor is just sufficient to contain the value of $q$ without leading zeros.

The length of the intermediate string is:

$$
\mathrm{p}+3+\mathrm{k}
$$

where $k$ is the number of digits necessary to represent the value of $q$ (nct including a sign or the letter $F$ ). For example, given:

$$
\begin{aligned}
& \text { DCL A FIXED }(4,-3), \\
& \text { C CHAR }(10) ; \\
& A=1234.0 \mathrm{E} 3 ; \\
& \mathrm{C}=\mathrm{A} ;
\end{aligned}
$$

The intermediate string generated in converting A would be:
b1234F+3
which, when assigned to $C$, would give:

## b1234F+3bt

Other examples are shown in Figure 32 .

Floating-Point to Character-String
If the source is binary, its binary precision is converted to the equivalent decimal precision (see Figure 39. "Precision for Arithmetic Conversions").

The decimal source with precision $p$ is converted as if it were transmitted by an $E$ format item of the form $E(w, d, s)$ where:
$w$, the length of the intermediate string, is $p+6$ (for the $F$ Compiler)
d, the number of fractional digits, is p-1
s, the number of significant digits, is $p$

I For the $\operatorname{TSS} / 360 \mathrm{PL} / \mathrm{I}$ compiler, an E format item generates a floating-point decimal constant with a signed two-digit exponent. (See Part II, Section 5, "Edit-Directed Format Items.")

The following examples illustrate the intermediate string generated for a floating-point to character-string conversion:

| Source Attributes: | FLOAT LEC(6) |
| :--- | :--- |
| Source Value: | $1735 \times 10^{5}$ |
| Intermediate String: | L1.73500E+08 |
|  |  |
| Source Attributes: | FLOAT BIN(20) |
| Source Value: | $-91882 \times 10^{2}$ |
| Intermediate String: | $-9.182200 \mathrm{E}+06$ |
|  |  |
| Source Attributes: | FLOAT DEC(5) |
| Source Value: | -.0016632 |
| Intermediate String: | $-1.6632 \mathrm{E}-03$ |

## Complex to Character-String

The intermediate string that is generated contains a complex expression. Its length is 1 plus twice the length of the character string generated by a real source with corresponding attributes. The intermediate string consists of two concatenated strings. The left-hand, or real, part consists of a string generated exactly as for a real source. The right-hand, or imaginary, part is always signed, and it has an $I$ acpended. The string lengtn of the imaginary part is one character longer than the real part (to allow for the I). The resulting string is a complex expres-
sion, with a sign but no blanks between its elements.

The following examples illustrate the intermediate string that results from a complex to character-string conversion:

| Source: | COMPLEX DEC FLOAT (5) |
| :--- | :--- |
| Value: | $17.3+1.5 \mathrm{I}$ |
| Result: | b1.7300E+01+1.5000E+00I |
|  |  |
| Source: | COMPLEX DEC FIXED(4, 3) |
| Value: | $0.133+0.007 I$ |
| Result: | cte0.133+0.007I |

## Character-String to Bit-string

The character 1 in the source string becomes the bit 1 in the target string. The character 0 in the source string becomes the bit 0 in the target string. Any character other than 0 and 1 in the source string will raise the CONVERSION condition. A null character string becomes a null bit string.

If the source string is longer than the target, excess characters on the right are ignored (so that excess characters other than 0 or 1 will not raise the CONVERSION condition). If the target is longer than the source, the target is padded on the right with zeros.

## Bit-string to Character-string

The bit 0 becomes the character 0 , and the bit 1 becomes the character 1. A null kit string becomes a null character string. The generated character string, which has the same length as the source bit string, is assigned to the target.

If the source bit string is shorter than the target character string, the remainder of the target is padded with blanks.

The following are examples of bit-string to character-string conversion:

| Source Value: | -1011'B |
| :---: | :---: |
| Target Attrikutes: | CHAR (4) |
| Result: | '1011' |
| Source Value: | '10101 ${ }^{\text {B }}$ |
| Target Attrikutes: | CHAR (10) VAR |
| Result: | '10101' |
| Source Value: | '10101 ${ }^{\prime}$ B |
| Target Attributes: | CHAR (10) |
| Result: | '10101bbbcb" |
| Source Value: | '0001 ${ }^{\circ} \mathrm{B}$ |
| Target Attributes: | CHAR(1) |
| Result: | '0' |

however, a character string created by conversion from a bit string can cause a conversion error when reconverted if blanks have been inserted.

## Arithmetic to Bit-string

The absolute arithmetic value is first I converted to a real binary integer, whose precision is the same as the length of the bit-string target as given in Figure 41. This integer, without a sign, is then treated as a bit string. This intermediate string is then assigned to the target.

Examples are shown in Figure 33.

## Bit-string to Arithnetic

For the compiler, the effect is as if the bit string were interpreted as an unsigned binary integer of maximum precision $(56,0)$. If the string is longer than 56 bits, bits on the left are ignored: the SIZE condition will be raised if nonzero bits are lost, provided that SIZE is enabled. Note that truncation is on the left, not on the right. The null string. gives the value zero; otherwise, the result
of a bit-string to arithmetic conversion is always fositive.

## table of Ceiling values

Figure 42 is intended to aid the user in computing the ceiling values used to deterrine precisions and lengths in conversions. It gives the ceiling for the result of a multiplication ky 3.32 of any value ( $x$ ) ketween 1 and 15. It also gives the ceiling for the result of a division by 3.32 of any value ( $y$ ) between 1 and 56.

TABLES FOR RESULTS OF ARITHMETIC OPERATIONS
Figures 43 through 46 give the attrikutes of the results of arithmetic cperations, based on the operator specified and the attributes of the two ocerands. In these takles, the target precisions (i.e., the precisions of the converted operands) can never exceed the implementation-defined maximums, which, for system/360 nriementations, are: 15 for FIXED DECIMAL, 11 for FIXEL BINARY, 16 for FLOAT DECIMAL, and 53 for FLOAT BINARY.


Figure 32. Examples of Conversion From Fixed-Point to Character-String


Figure 33. Examples of Conversion From Arithretic to Bit-string


Figure 34. Data Type of Result of Bit-string Operation


Figure 35. Data Type of Result of Concatenation oferation


Figure 36. Data Type of Result of Comparison Operation


Figure 37. Data Type of Intermediate Operands of Compariscn operation
|OPERAND TYPES |CCDED ARITHMETIC |NUNERIC CHARACTER|CHARACTER STRING|BIT STRING
|CODED ARITHMETIC |Coded arithmetic |Coded arithmetic |CCded arithmetic|Coded arithmetic|
|NUMERIC CHARACTER|Coded arithmetic |Coded arithmetic |Coded arithmetic|Coded arithmetic|
|CHARACTER STRING |Coded arithmetic |Coded arithmetic |Coded arithmetic|Coded arithmetic|
|BIT STRING
Figure $38 . ~ D a t a ~ T y p e ~ o f ~ R e s u l t ~ o f ~ A r i t h m e t i c ~ O p e r a t i o n ~$


Figure 39. Precision for Arithmetic Conversions

| Source Attributes | Conditions | Target Length |
| :---: | :---: | :---: |
| \| DECIMAL FIXED (p,q) | If $p>=q>=0$ | $\mathrm{p}+3$ |
| \| |  |  |
| 1 | If $q>p$ | $\begin{aligned} & \mathrm{p}+3+\mathrm{k} \\ & \text { (where }\end{aligned} \mathrm{k}=$ number of decimal |
| 1 | q negative | digits to express scale |
| \| |  | factor) |
|  |  |  |
| \| DECIMAL FLOAT(p) |  | $p+6$ |
| \|Numeric character data |  | Same as source |
| \| Note: Binary data is co | to decima | on to character-string. |



| x | CEIL (x*3.32) | $y$ | CEIL (y/3.32) |
| :---: | :---: | :---: | :---: |
| 1 | 4 | 1-3 | 1 |
| - 2 | 7 | 4-6 | 2 |
| 3 | 10 | 7-9 | 3 |
| 14 | 14 | 10-13 | 4 |
| 5 | 17 | 14-16 | 5 |
| - 6 | 20 | 17-19 | 6 |
| 7 | 24 | 20-23 | 7 |
| 18 | 27 | 24-26 | 8 |
| 9 | 30 | 27-29 | 9 |
| 110 | 34 | 30-33 | 10 |
| 11 | 37 | 34-36 | 11 |
| 12 | 40 | 37-39 | 12 |
| 13 | 44 | 40-43 | 13 |
| 114 | 47 | 44-46 | 14 |
| 15 | 50 | 47-49 | 15 |
| I |  | 50-53 | 16 |
| i |  | 54-56 | 17 |

[^10]

Figure 43. Attricutes of Result in Addition and subtraction operations


Figure 44. Attributes of Result in Multiplication Operaticns

| First operand |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | \|DECIMAL FIXED ( $\mathrm{F}_{1}, \mathrm{q}_{1}$ | \| DECIMAL FLOAT (E1) | \| EINARY FIXED ( $\mathrm{p}_{1}, \mathrm{q}_{1}$ ) | BINARY FLOAT ( $\mathrm{p}_{1}$ ) |
| \|S|DECIMAL| | \|DECIMAL FIXED (p,q) | \| DECIMAL FLOAT(p) | \| BINARY FIXED (p,q) | \|BINARY FLOAT(E) |
| \|e|FIXED | | $\mid p=15$ | $1 \mathrm{p}=\operatorname{MAX}\left(\mathrm{p}_{1}, p_{2}\right)$ | $1 \mathrm{~F}=31$ | $\mid \mathrm{p}=\operatorname{MAX}\left(\mathrm{p}_{1}, r\right)$ |
| $\|C\|\left(p_{2}, q_{2}\right) \mid$ | $\left.\mathrm{q}=15-\left(\mathrm{p}_{1}-\mathrm{q}_{1}\right)+\mathrm{q}_{2}\right)$ |  | $\left.\mid q=31-\left(p_{1}-q_{1}\right)+s\right)$ | \| where: |
| 101 |  | 1 | \| where: | \| $\mathrm{r}=\mathrm{p}_{2} * 3.32$ |
| $\|\mathrm{n}\|$ |  |  | $\mathrm{s}=\mathrm{q}_{\mathbf{2}} * 3.32$ | , |
| \|d) |  |  |  | I |
| \|O|DECIMAL| | \| DECIMAL FLOAT(p) | \| DECIMAL FLOAT (p) | \| BINARY FLOAT (p) | \|BINARY FLOAT ( p ) |
| \|p|FLOAT | | $\mid \mathrm{p}=\mathrm{MAX}\left(\mathrm{p}_{1}, \mathrm{p}_{2}\right)$ | $1 \mathrm{p}=\operatorname{MAX}\left(\mathrm{p}_{1}, \mathrm{p}_{2}\right)$ | $\mid \mathrm{F}=\mathrm{MAX}\left(\mathrm{p}_{1}, r\right)$ | $\mid \mathrm{p}=\operatorname{MAX}\left(\mathrm{p}_{1}, r\right)$ |
| $\|\mathrm{e}\|\left(\mathrm{p}_{2}\right)$ | I |  | \| where: | \| where: |
| $\|\mathrm{r}\|$ |  | 1 | $r=E_{2} * 3.32$ | \| $\mathrm{r}=\mathrm{p}_{\mathbf{2}} * 3.32$ |
| \|a| | 1 |  |  | 1 |
| \|d|BINARY | \|BINARY FIXED(p) | \| BINARY FLOAT (p) | \| BINARY FIXED (p,q) | \|BINARY FLOAT(p) |
| $\mid$ \|FIXED | | $1 \mathrm{p}=31$ | $\mid \mathrm{p}=\operatorname{MAX}\left(\mathrm{r}, \mathrm{p}_{2}\right)$ | $\mid \mathrm{p}=31$ | $\mid \mathrm{p}=\operatorname{MAX}\left(\mathrm{p}_{1}, \mathrm{~F}_{2}\right)$ |
| $1\left\|\left(p_{2}, q_{2}\right)\right\|$ | \| $q=31-\left((r-s)+q_{2}\right)$ | \| where: | $\left.\mathrm{q}=31-\left(\mathrm{p}_{1}-\mathrm{q}_{1}\right)+\mathrm{q}_{2}\right)$ | - MAX $\mathrm{P}_{1} . \mathrm{El}_{2}$ |
| 1 \| | | \|where: | \| $r=p_{1} * 3.32$ |  | \| |
| 11 | \| $r=1+p_{1} * 3.32$ | 1 ) | I | I |
| 11 | \| $\mathrm{s}=\mathrm{q}_{1} * 3.32$ |  |  | 1 |
| 1 \| BINARY | \| BINARY FLOAT(p) | \| BINARY FLOAT (f) | \| BINARY FLOAT(p) | \|BINARY FLOAT(p) |
| 1 \|FLOAT | $1 \mathrm{p}=\operatorname{MAX}\left(\mathrm{r}, \mathrm{p}_{2}\right)$ | $\mid \mathrm{p}=\operatorname{MAX}\left(\mathrm{r}, \mathrm{P}_{2}\right)$ | $\mid \mathrm{p}=\operatorname{MAX}\left(\mathrm{p}_{1}, p_{2}\right)$ | $\mid \mathrm{p}=\mathrm{MAX}\left(\mathrm{P}_{1}, \mathrm{~F}_{2}\right)$ |
| $1 \mid\left(p_{2}\right)$ | \|where: | \| where: |  |  |
| 11 | \| $\mathrm{r}=\mathrm{p}_{\mathbf{1}} * 3.32$ | $r=p_{1} * 3.32$ |  | 1 |

Figure 45. Attributes of Result in Division Operations


Figure 46. Attributes of Result in Exponentiation Operations

All of the built-in functions and pseudo-variables that are available to the PL/I user are given in this section. The general organization of this section is as follows:

1. Computational Built-in Functions
a. String-handling built-in functions
b. Arithmetic built-in functions
c. Mathematical built-in functions
d. Array manipulation built-in functions
2. Condition Built-in Functions
3. Based Storage Built-in Functions
4. Multitasking Built-in Functions
5. Miscellaneous Built-in Functions
6. Pseudo-Variables

The computational built-in functions, shown above, provide string handling, arithmetic operations (addition, division, etc.), mathematical operations (trigonometric functions, square root, etc.), and array manipulation. The computational built-in functions are:

| String Handling: |  |
| :--- | :--- |
| BIT | LOW |
| BOOL | REPEAT |
| CHAR | STRING |
| HIGH | SUBSTR |
|  | TRANSLATE |
| INDEX | UNSPEC |
| LENGTH | VERIFY |
|  |  |
| Arithmetic: |  |
| ABS | IMAG |
| ADD | MAX |
| BINARY | MIN |
| CEIL | MOD |
| COMPLEX | MULTIPLY |
| CONJG | PRECISION |
| DECIMAL | REAL |
| DIVIDE | ROUND |
| FIXED | SIGN |
| FLOAT | TRUNC |
| FLOOR |  |

Mathematical:

| ATAN | LOG10 |
| :--- | :--- |
| ATAND | LOG2 |
| ATANH | SIN |
| COS | SIND |


| COSD | SINH |
| :--- | :--- |
| COSH | SQRT |
| ERF | TAN |
| ERFC | TAND |
| EXP | TANH |
| LOG |  |

Array Manifulation:

| ALI | LBOUND |
| :--- | :--- |
| ANY | POLY |
| DIM | PROD |
| HBOUND | SUM |

The condition built-in functions allow the PL/I user to investigate interrupts arising from enakled on-conditions. The condition built-in functions are:

| DATAFIELD | ONFILE |
| :--- | :--- |
| ONCHAR | ONKEY |
| ONCODE | ONLOC |
| ONCOUNT | ONSOURCE |

The based storage built-in functions are designed to facilitate list processing and the use of based storage. They mainly return special values which can be assigned to lccator and area variables. The kased storage built-in functions are:

| ADLR | NULL |
| :--- | :--- |
| EMPTY | NULLO |

The multitasking built-in functions are designed to allow the user to investigate the current state of a task or asynchronous input/output oceration, or the current priority of a task. Since multitasking is not $\mathrm{PL} / \mathrm{I}$-controlled in TSS/360, these functions may only be used successfully to investigate input/output operations. The multitasking built-in functions are:

COMPLETION
PRIORITY
STATUS

Since PRIORITY is associated exclusively with multitasking, any attempt to rake use of it in TSS/360 will result in abnormal termination of execution.

The miscellaneous built-in functions perform various duties; for example, one function provides the current date, another provides a count of data items transmitted
during a STREAM input/output operation, while another provides an indication of whether or not a controlled variable is in an allocated state. The miscellaneous built-in functions are:

| ALLOCATION | LINENO |
| :--- | :--- |
| COUNT | TIME |
| DATE |  |

The section on pseudo-variakles gives a short discussion for each of the PL/I pseudo-variables. A more complete description can be found in the discussion of the corresponding built-in function. The pseudo-variables are:

| COMPLETION |  |
| :--- | :--- |
| COMPLEX | REAL |
| IMAG | STATUS |
|  | STRING |
| ONCHAR | SUBSTR |
| ONSOURCE | UNSPEC |

All of the built-in functions and pseudo-variables are presented in alphabetical order under their proper headings.

## COMPUTATIONAL BUILT-IN FUNCTIONS

## STRING HANDLING BUILT-IN FUNCTIONS

The functions described in this section may be used for manipulating strings. Unless it is specifically stated otherwise. any argument can be an element expression or an array expression. If an argument is an array, the value returned ky the builtin function is an array with bounds identical to that argument (the function having been performed for each element of the array). For those functions where two or more array arguments are allowed, the arguments must have identical bounds. Except where stated otherwise, an argument that is specified as "string" can be an expression of any data type, but if it is arithmetic, it is converted to bit-string (if binary base) or character-string (if decimal base) before the function is invoked.

All conversions mentioned in this section are made according to the rules for the conversion of expression operands as specified in Part II, Section 6, "Problem Data Conversion."

## BIT String Built-in Function

Definition: BIT converts a given value to a bit string and returns the result to the point of invocation. This function allows the user to control the size of he result of a bit-string conversion.

Reference: BIT (expression [, size ])
Afguments: The argument "expression" represents the quantity to be converted to a kit string. The argument "size," when specified, must be a decimal integer constant giving the length of the result. If "size" is not specified, it is determined according to the type conversion rules given in Part II, Section 6, "Problem Lata Conversion." If "expression" is an array expression, "size" applies to each elenent of the array.

Result: The value returned by this function is "expression" converted to a bit string. The length of this bit string is determined by the integral value of "size." as described atove.

## BOOL String Built-in Function

Lefinition: BOOL produces a bit string whose bit representation is a result of a given Boolean operation on two given bit strings.

## Reference: BOOL (x,y,w)

Arguments: Arguments " $x$ " and " $y$ " are the two bit strings upon which the Boolean cperation specified by " $w$ " is to be performed. If " $x$ " and " $y$ " are not bit strings, they are converted to bit strings. If "x" and "y" differ in length, the shorter string is extended with zeros on the right to match the length of the longer string.

Argument "w" represents the Boolean operation. It is a bit string of length 4 and is defined as $n_{1} n_{2} \quad n_{3} \quad n_{4}$, where each $n$ is either 0 or 1. There are 16 possible bit combinations and thus 16 possible Bcolean operations. As for "x" and "y," "w" is converted to a bit string (of length 4) before the function is invoked, if necessary.

If more than one argument is an array, the arrays must have identical bounds. Note that if only "w" is an array, the returner value is an array with identical kounds, each element of which is the result of the corresponding Boolean operation performed on "x" and "y."

Result: The value returned by this function is a bit string, $z$, whose length is equal to the longer of " $x$ " and "y." Each bit of $\underline{z}$ is determined by the Boolean operation on the corresponding bits of " $x$ " and " $Y$ " as follows: the ith bit of $\underline{z}$ is set to the value of $n_{1}, n_{2}, n_{3}$, or $n$ depending on the combination of the ith bits of " $x$ " and " $y$ " as shown in the following Boolean table:


Example: In the following assignment statement, assume that $U$ and ID have been declared as bit strings, XXX is the string '011'B, YYY is the string '110'B, and the


$$
\mathrm{U}=\mathrm{ID} \| \text { BOOL }\left(\mathrm{XXX}, \mathrm{YYY}, \mathrm{~A}^{\prime} 0110^{\prime} \mathrm{B}\right) \text {; }
$$

Further, assume that $Z$ represents the value returned to the point at which BOOL is invoked (that is, $Z$ is a bit string of length 3 that is to be concatenated with ID), then the Boolean table for this invocation of BOOL can be defined as:

which is interpreted as follows:
Whenever the ith bits of XXX and YYY are 0 and 0 , respectively, the ith bit of $Z$ is 0 ; whenever the ith tits of XXX and YYY are 0 and 1 , respectively, the ith bit of $Z$ is 1 , and so on.

Thus, since the first bits of $X X X$ and $Y Y Y$ are 0 and 1, respectively, the first bit of $Z$ is 1 ; since the second bits of $X X X$ and yYy are 1 and 1 , respectively, the second bit of $Z$ is 0 ; and since the third bits of $X X X$ and $Y Y Y$ are 1 and 0 , respectively, the third bit of $Z$ is 1 . Therefore, the value returned to the point of invocation is the bit string '101'B.

## CHAR String Built-in Function

Definition: CHAR converts a given value to a character string and returns the result to the point of invocation. This function allows the user to control the size of the result of a character-string conversion.

Reference: CHAR (expressionl, sizel)

Arquments: The argument "expression" represents the quantity to be converted to a character string. The argument "size," when specified, must be a decimal integer constant giving the length of the result. If "size" is not specified, it is determined according to the type conversion on rules given in Part II, Section 6, "Problem Lata Conversion." If "expression" is an array expression, "size" applies to each element of the array.

Result: The value returned by this function is "expression" converted to a character string. The length of this character string is determined by "size," as
described akove.

## HIGH String Built-in Function

Definition: HIGH forms a character string of a given length from the highest character in the collating sequence; that is, each character in the constructed string is the highest character in the collating sequence.

## Reference: HIGH (i)

Argument: The argument, "i," must be a decimal integer constant specifying the length of the string that is to be formed.

Result: The value returned ky this function is a character string of length $\boldsymbol{n}_{i}$; ${ }^{n}$ each character in the string is the highest character in the collating sequence. For System/360 implementations, this character is stored as hexadecimal FF.

## INDEX String Built-in Function

Lefinition: INDEX searches a specified string for a specified bit or character string configuration. If the configuration is found, the starting location of that configuration within the string is returned to the point of invocation.

Reference: INDEX (string, config)
Arguments: Two arguments must be specified. The first argument. "string," represents the string to be searched; the second argument, "config," represents the bit or character string configuration for which I"string" is to be searched. If both argu-
ments are bit-string, no conversion is performed. If both arguments are binary, or if one argument is bit and one binary, both arguments are converted to bit. Otherwise both arguments are converted to character.

If both arguments are arrays, the arrays must have identical bounds.

Result: The value returned $k y$ this function is a binary integer of default precision. This binary integer is either:

1. The location in "string" at which "config" has been found. If more than one "config" exists in "string," the location of the first one found (in a left-to-right sense) will be returned.
2. The value 0, if "config" does not exist within "string" or if either of the arguments has a length of zero.

Example: If ASTRING is a character string contāining:

> '912NAMEA, 1, FIRST, 2, SECOND'
then the statement:

$$
I=\operatorname{INDEX}(A S T R I N G, ' 1, ') ;
$$

will return a binary value of ten to the point of invocation. This binary value represents the location of the configuration '1,' within ASTRING. However, if the statement had been:

$$
I=\operatorname{INDEX}\left(A S T R I N G, ' 1^{\prime}\right) ;
$$

then a binary value of two would be returned to the point of invocation. This value is the location of the first '1' appearing within ASTRING.

LENGTH String Built-in Function
Definition: LENGTH finds the string length of a given value and returns it to the point of invocation.

## Reference: LENGTH (string)

Argument: The argument, "string," represents a character string or a bit string whose length is to be found. The argument need not represent a string; if it does not, it is converted before the function is invoked to a character string (if the argument is DECIMAL) or a bit string (if the argument is BINARY).

Result: The value returned ky this function is a fixed binary integer of default precision giving the current length of "string." If "string" is an array expression, an array of identical bounds is returned.

Example: If $X Y Z$ is a varying-length character string whose maximum length is 30 . but whose current length is 25 , then the statement:

$$
I=\operatorname{LENGTH}(\operatorname{SUBSTR}(X Y Z, 4)) ;
$$

will assign a kinary value of 22 to $I$.

## LOW String Built-in Function

Definition: LOW forms a character string cf specified length from the lowest character in the collating sequence; i.e., each character of the formed string will be the lowest character in the collating sequence.

## Reference: LOW (i)

Argument: The argument, "i" must ke an unsigned decimal integer constant specifying the length of the string being formed.

Result: The value returned by this function is a character string of length "i"; each character in the string is the lowest character in the collating sequence. For System/360 implementations, this character is stored as hexadecimal 00.

## REPEAT String Built-in Function

Definition: REPEAT takes a given string value and forms a new string consisting of the given string value concatenated with itself a specified number of times.

Reference: REPEAT (string, i)
Arquments: The argument "string" repre. sents a character string or bit string from which the new string will be formed. The argument need not represent a string, however; if an argument other than a bit string or character string is specified, it is converted, before the function is invoked, to a tit or character string.

The argument "i" must be an optionally signed decimal integer constant. It represents the number of times that "string" is to be concatenated with itself:

If "string" is an array expression, the value of "i" is applied to each element.

Result: The value returned by this function is "string" concatenated with itself "i" times. In other wards, the returned value will be a string containing (i+1) occurrences of the value "string." If "i" is less than or equal to zero, the returned value is identical to the argument (i.e., the converted argument, if the original argument was not a string).

Example: If BSTR is a bit string containing '101'B, the statement

$$
A=\operatorname{REPEAT}(B S T R, 6) ;
$$

will cause the following value to be returned to the point of invocation:

$$
\text { ' } 101101101101101101101 \text { 'в }
$$

## STRING String Built-in Function

Definition: STRING concatenates all the elements in an aggregate variable into a single string element. (STRING can also be used as a pseudo-variable.)

## Reference: STRING(x)

Argument: The argument, "x", is an element, array, or structure variable, composed either entirely of character strings and/or numeric character data, or entirely of bit strings. If "x" is an element variable, the value returned is identical to the value of the variable. The argument, "x", cannot be an operational expression. " $x$ " can be ALIGNED or UNALIGNED; if it is ALIGNED, padding is not included in the result.

## Result: The value returned by this func-

 tion is an element bit string or character string, the concatenation of all the elements in "x". If "x" contains one or more varying strings, the result is a varying string. For the TSS/360 Compiler there is no implementation if $x$ is an element of an interleaved array of varying strings, or a cross-section of array of structures to STRING built-in function. The concatenated string in the result has a maximum length of 32,767 bytes.
## SUBSTR String Built-in Function

Definition: SUBSTR extracts a substring of user-defined length from a given string and returns the substring to the point of invocation. (SUBSTR can also be used as a pseudo-variable.)

Reference: SUBSTR (string,i[,j])
Arguments: The argument "string" represents the string from which a substring will be extracted. If this argument is not a string, it will be converted to a string. Argument "i" represents the starting poınt of the substring and " $j$ " represents the length of the substring. Arguments "i" and "j" must be integers or expressions that can be converted to integers.

If more than one argument is an array, the arrays must have identical bounds.

Assuming that the length of "string" is $k$, arguments " $i$ " and " $j$ " must satisfy the following conditions:

1. $j$ must ke less than or equal to $k$ and greater than or equal to 0 .
2. i must be less than or equal to $k$ and greater than or equal to 1.
3. The value of $i+j-1$ must be less than or equal to $k$.

Thus, the substring, as specified by "i" and " $j$ " must lie within "string."

If "j" is not specified, it is assumed to be equal to the value of $k-i+1$. In other words, it is assumed to be the length of the remainder of "string," beginning at the ith position in "string."

When these conditions are not satisfied, the SUBSTR reference causes the STRINGRANGE condition to be raised, if it is enabled. If STRINGRANGE is not enabled, the result cf the erroneous reference is undefined.

Result: The value returned by this function is a varying-length string whose current length is defined as follows:

1. If $j=0$, the returned value is the null string.
2. If $j$ is greater than 0 , the returned value is that substring beginning at the ith character or bit of the first argument and extending $j$ characters or bits.
3. If $j$ is not specified, the returned value is that substring beginning at the ith character or bit and extending to the end of "string."

Example: If $A A A$ is a character string of length 30, the statement:

$$
\text { ITEM }=\operatorname{SUBSTR}(A A A, 7,14) ;
$$

will cause a 14 -character substring to be extracted irom AAA, starting at the seventh character of AAA. The extracted string is then returned to the point of invocation. after which it is assigned to ITEM.

[^11]Arguments: "s" represents the source string; i.e., the string that supplies the value to be translated. Arguments "r" and "p" represent the replacement and position strings respectively; a character-forcharacter map from "r" onto "p" defines the translation table. If "p" is not specified, an implementation-defined character string is provided; for the TSS/360 PL/I compiler, this string consists of the 256 EBCDIC characters arranged in ascending order, hexadecimal 00 through FF.

If any argument is arithmetic, it is converted to string; a character string if the argument is DECIMAL, a bit string if the argument is BINARY. If, after any arithmetic-to-string conversion, all arguments are bit strings, or all are character strings, no further conversion takes place; otherwise, bit-string arguments are converted to character strings.

When " $r$ " is shorter than " $p$ ". it is right-padded (with blanks or 0 's, depending on the string type) to the length of "."

Result: The value returned ky this function is a string identical in length and value to the source string, "s." A change is made to the source string only when a character/bit position of "s" contains a character or bit that has been specified for replacement (by inclusion of that value in the position string " F ") : that value will be replaced by the corresfonding value from the replacement string "r." The correspondence is by position: character/ bit positions 1,2,3,...,n of " $\mathrm{F}^{\prime}$ " correspond respectively to character/bit positions 1,2,3...., $n$ or "r."

Example:

```
        DECLARE (S,T) CHAR(10),
                        (P,R) CHAR(3);
        •
        .
        P=',.$';
        R='.,的;
    A: GET DATA (S);
        T=TRANSLATE (S,R,P);
        PUT DATA (T);
        GO TO A;
```

That sequence reads in data from SYSIN, translates commas to periods, periods to commas, and dollar signs to the character 'D', and writes out the result on SYSOUT. Thus, if the string $S=' \$ 12,345.50$ ' here read in, the string TD12.345.50' would be written out. (In TSS/360, the same result can be achieved by omitting $P$ and making $R$ consist of the EBCDIC sequence, xcept for the replacement of the comma, period, and dollar sign by the period, comma, and 'D'.)

Note: Use of the function will in many cases result in the inline use of the TR machine instruction.

## UNSPEC String Built-in Function

Lefinition: UNSPEC returns a bit string that is the internal coded representation of a given value. (UNSPEC can also be used as a pseudo-variable.)

## Reference: UNSPEC (x)

Argument: The argument, "x," may be an arithmetic or string constant, variable, or expression, or an area, pointer, or offset variable, whose internal coded representation is to be found.

Result: The value returned by this function is the internal coded representation of "x." This representation is in bitstring form. The length of this string depends upon the attributes of ${ }^{n} x,{ }^{\prime}$ and is defined by System/360 implementations as follows:

1. If " $x$ " is FIXED BINARY of precision ( $p, q$ ), the length is as follows:
a. If $\mathrm{F}<16$ and the argument is a single variable, the length is 16.
b. If $p<16$ and the argument is not a single variable, the lerigth is 32.
c. If $p>15$ the length is 32 .
2. If "x" is FIXED DECIMAL of precision ( $\mathrm{F}, \mathrm{q}$ ), the length is defined as $8^{*}$ FLOOR $((p+2) / 2)$.
3. If "x" is FLOAT BINARY of precision F , the length is
a. 32, if $F$ is less than or equal to 21.
b. 64, if p is greater than 21 .
4. If " $x$ " is FLOAT DECIMAL of precision f , the length is
a. 32, if $p$ is less than or equal to 6.
b. 64. if p is greater than 6 .
5. If "x" is a character-string of length $n$ or a numeric character data item whose character-string value is of length $n$, the length is $8 * n$.
6. If " $x$ " is a bit-string of length $n$, the length is $n$.
7. If " $x$ " is complex, the length is twice that of the corresponaing real value.
8. If "x" is a pointer, the length is 32.
9. If " X " is an offset, the length is 32 .
10. If " $x$ " is an area of size $n$, the length is $8 *(n+16)$.

## The VERIFY String Built-in Function

Definition: VERIFY examines two given strings and returns a fixed binary 0 if each character or bit in the first string is represented in the second string; otherwise, the value returned is the index of the first character in the first string that is not represented in the second string.

Reference: VERIFY (expr-1, expr-2)
Arquments: "expr-1" and "expr-2" represent the source and verification strings respectively. If either argument is arithmetic, it is converted to string; a character string if the argument is DECIMAL, or a bit string if the argument is BINARY. If after any arithmetic-to-string conversion has keen performed, both arguments are bit strings or both character strings, no further conversion takes place; otherwise, the bit-string argument is converted to a character string.

Result: The value returned ky this function is a fixed binary integer of default precision $(15,0)$.

Each character or bit, $c$, of the source string is examined to see if it is represented in the verification string; to determine if

## $\operatorname{INDEX}(\operatorname{expr}-2, c)_{\mathbf{7}}=0$

The characters or bits of the source string are examined from left to right. If a character or bit is not represented in the verification string, the return is the index of that character or bit in the source string. If each character or bit in the source string is represented in the verification string, the returned value is 0 .

Example: $B$ is a character string, length 48, containing the 48 characters of the 48-character set. The expression:
$\operatorname{VERIFY}(A, B)$
will return a value of 0 for any value of $A$ that consists solely of characters rom the 48 -character set, but will index the first character in a value of $A$ that does not conform to the 48-character set (if $A=\cdot P$

GT $X^{\circ}$, the returned value is 0 ; if $A=' P>$ $X^{\prime}$, the value is 3 ).

Note: Use of this function will in many cases result in the inline use of the TRT machine instruction.

## ARITHMETIC BUIIT-IN FUNCTIONS

All values returned by arithmetic builtin functions are in coded arithmetic form. The argurents of these functions should also be in that form. If an argument is not coded arithmetic, then, before the function is invoked, it is converted to coded arithmetic according to the rules stated in Part II, Section 6, "Problem Data Conversion." Note, therefore, that in the function descriptions below, a reference to an argument always means the converted argurent, if conversion was necessary.

In some function descriptions, the phrase "converted to the highest characteristics" is used; this means that the rules for mixed characteristics are followed. (For these rules, refer to the subject "Data Conversion in Arithmetic Operations" in Part I, Section 4, "Expressions and Data Conversion".)

In general, an argument of an arithretic kuilt-in function may be an element or array expression. If an argument is an array, the value returned by the built-in function is an array of the same dimension and kounds as the argument (the function having been ferformed once for each element of the array). Thus, for example, if an array argument is passed to the absolute value function $A B S$, the returned value is an array, each element of which is the absolute value of the corresponding element in the argument array.

Unless it is specifically stated ctherwise:

1. The mode of an argument may be real or complf:.
2. The base, scale, mode, and precision of the returned value are determined according to the rules for the conversion of expression operands as given in Part II, Section 6, "Problem Data conversion."

In many of these built-in functions, the symbol N is used. This symbol represents the maximum precision that a value may have. It is defined, for system/360 implementations, as follows:

N is 15 for FIXED DECIMAL values
16 for FLOAT DECIMAL values

31 for FIXED BINARY values
53 for FLOAT BINARY values
The precision of decimal and binary floating-point items should be noted when using the built-in functions ADD, BINARY, DECIMAL, DIVIDE, FLOAT, NUITIPLY, and PRECISION. For decimal floating-Eoint items: if the precision is less than or equal to (6), short floating-point form is used; if the precision is greater than (6), long floating-point form is used. For binary floating-point items: if the precision is less than or equal to (21), short floatingpoint form is used; if the precision is greater than (21), long floating-point form is used.

## ABS Arithmetic Built-in Function

Definition: ABS finds the aksolute value of a given quantity and returns it to the point of invocation.

## keference: ABS (x)

Arqument: The quantity whose absolute value is to be found is given ky "x."

Result: The value returned ky this function is the absolute value of "x." If "x" is real, the result is the positive value of "x": if "x" is complex, the result is the positive square root of the sum of squares of the real and imaginary parts of "x." The mode of the result is real, while the base, scale, and precision are the same as those of "x," with one exception: if ${ }^{\mathbf{n}} \mathrm{x}^{\prime \prime}$ is a complex fixed-point value of precision ( $p, q$ ), the precision of the result is:

$$
(\operatorname{MIN}(N, p+1), q)
$$

## ADD Arithmetic Built-in Function

Definition: ADD finds the sum of two given values and returns it to the point of invocation. This function allows the user to control the precision of the result of an add operation.

## Reference: $\operatorname{ADD}(x, y, p[, q])$

Arguments: Arguments " $x$ " and " $y$ " represent the values to be added. Arguments " p " and "q" must be decimal integer constants specifying the precision of the result; "q" may be signed. If the scale of the result is fixed-point, both " p " and "q" must be specified; if the scale of the result is floating-point, only " p " must be specified. In either case, "p" must not exceed N.

Result: The value returned ky this function is the sum of " $x$ " and " $y$." The precision of the result is determined by " p " and
"q"; this precision is maintained throughcut the execution of the function.

## EINARY Arithmetic Built-in Function

Lefinition: BINARY converts a given value to binary base and returns the converted value to the point of invocation. This function allows the user to control the frecision of the result of a binary conversion.

## Reference: BINARY (x[,p[,q]])

Arguments: The first argument, "x," represents the value to be converted to binary base. Arguments "p" and "q," when specified, must be decimal integer constants giving the precision of the binary result; "q" may ke signed. The precision of a fixed-point result is ( $p, q$ ) ; the precision of a floating-point result is ( p ). If both "p" and "q" are omitted, the precision of the result is determined according to the rules given for base conversion in Part II, Section 6. "Problem Data Conversion." Note that " $q$ " must be omitted for floating-point arguments.

Result: The value returned by this function is the kinary equivalent of "x." The scale and mode of this value are the same as those of "x." The precision is given by " p " and "q."

## CEIL Arithmetic Built-in Function

Definition: CEII determines the smallest integer that is greater than or equal to a given real value and returns that integer to the point of invocation.

## Reference: CEIL (x)

Argument: The argument, "x," must not be complex.

Result: The value returned by this function is the smallest integer that is greater than or equal to "x." The base, scale, mode, and precision are the same as those of " $x$, with one exception: if " $x$ " is a fixed-point value of precision ( $p, q$ ), the precision of the result is defined as:

$$
(\operatorname{MIN}(N, \operatorname{MAX}(p-q+1,1)), 0)
$$

## COMPLEX Arithmetic Built-in Function

Cefinition: COMPLEX forms a complex number from two given real values and returns it to the point of invocation. (COMPLEX can also be used as a pseudo-variable.)

Reference: COMPLEX ( $x, y$ )

Arguments: Arguments " $x$ " and " $y$ " must both be real; " $x$ " represents the real part of the complex number to ke formed and " $y$ " -epresents the imaginary part.
kesult: The value returned ky this function is the complex number that has been formed from "x" and "y."

## CONJG Arithmetic Built-in Function

Definition: CONJG finds the conjugate of a conplex value and returns it to the point of invocation. (The conjugate of a complex number is the complex number with the sign of the inaginary part reversed.)

## Reference: CONJG (x)

Arqument: The argument, " $x, "$ is the value whose conjugate is to Le found; it must be complex.

Result: The value returned by this function is the conjugate of "x." The base, scale, mode, and precision of the conjugate are the same as those of the argument.

## DECIMAL Arithmetic Built-in Function

Definition: DECIMAL converts a given value to decimal base and returns the converted value to the point of invocation. This function allows the user to control the precision of the result of a decimal conversion.

Reference: DECIMAL (x[,F[,q]])
Arguments: The first argunient, "x," represents the value to be converted to decimal base. Arguments "p" and "q," when specified, must be decimal integer constants giving the precision of the decimal result; $\mathbf{m}_{\mathrm{q}}{ }^{\prime}$ may be signed. The precision of a fixed-point result is ( $p, q$ ); the precision of a floating-point result is ( $p$ ). If both " p " and " q " are omitted, however, the precision of the result is determined according to the rules given for base conversion in Part II, Section 6, "Problem Data Conversion." Note that " q " must ke omitted for floating-point arguments.

Result: The value returned by this function is the decimal equivalent of the argument "x"; its precision is given by "p" and "q."

## DIVIDE Arithmetic Built-in Function

Definition: DIVIDE divides a given value by another given value and returns the guotient to the point of invocation. This function allows the user to control the precision of the result of a divide operation.

Reference: DIVIDE ( $x, y, p[, q]$ )
Arquments: The argument. "x," is the dividend and argument " $Y$ " is the divisor. Arguments " p " and " q " (" q " is optional and may be signed) must be decimal integer constants sfecifying the precision of the result. If the result is a fixed-point value, " $p$ " and " $q$ " must both be specified; if the result is a floating-point value, only "p" must be specified. In either case. " F " must not exceed N .

Result: The value returned by this function is the quotient resulting from the division of "x" ky "y." The precision of the result is determined by " $p$ " and " $q$ " as described akove; this precision is maintained throughout the execution of the function.

## FIXED Arithmetic Built-in Function

Definition: FIXED converts a given value to fixed-point scale and returns the converted value to the point of invocation. This function allows the user to control the precision of the result of a fixedpoint conversion.

## Reference: FIXED (x[,pl,q]])

Arqument: The first argument, "x," represents the value to be converted to fixedpoint scale. Arguments " $p$ " and " $q$," when specified, must be decimal integer constants ("q" can te signed) giving the precision of the result, ( $\mathrm{p}, \mathrm{q}$ ). For System/ 360 implementations, if "p" and "q" are omitted, " F " is assumed to be 15 for binary " x " and 5 for decimal " x "; " q " is assumed to be 0 .

Result: The value returned by this function is the fixed-point equivalent of the argument " $x$ "; its precision is ( $\mathrm{p}, \mathrm{q}$ ).

## FLOAT Arithmetic Built-in Function

Definition: FLOAT converts a given value to floating-point scale and returns the converted value to the point of invocation. This function allows the user to control the precision of the result of a floatingpoint conversion.

## Reference: FLOAT (xi,p])

Arquments: The first argument, "x," represents the value to be converted to floating-point scale. The second argument, "p," when specified, must te a deciral integer constant giving the precision of the result. For System/360 implementations, if " p " is omitted, it is assumed to be 21 for binary "x" and 6 for decimal "x."

Result: The value returned by this function is the floating-point equivalent of " $x^{\prime \prime}$; its precision is "p."

## FLOOR Arithmetic Built-in Function

Definition: FLOOR determines the largest integer that does not exceed a given value and returns that integer to the point of invocation.

## Reference: FLOOR (x)

Arqument: The argument, "x," must not be complex.

Result: The value returned by this function is the largest integer that does not exceed "x." The base, scale, mode, and precision of this value are the same as those of " $x$," with one exception: if " $x$ " is a fixed-point value of precision ( $p, q$ ), the precision of the result is:

$$
(\operatorname{MIN}(N, \operatorname{MAX}(p-q+1,1)), 0)
$$

## IMAG Arithmetic Built-in Function

Definition: IMAG extracts the imaginary part of a given complex number and returns it to the point of invocation. (IMAG can also be used as a pseudo-variable.)

## Reference: IMAG (x)

Arqument: The argument, "x," is the complex value whose imaginary part is to be extracted.

Result: The value returned by this function is the imaginary part of "x." The base, scale, and precision of the imaginary part are unchanged. The mode of the returned value is real.

## MAX Arithmetic Built-in Function

Definition: MAX extracts the highestvalued expression from a given set of two or more expressions and returns that value to the point of invocation.

Reference: $\operatorname{MAX}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$
Arguments: Two or more arguments must be given. The arguments must not be complex.

Result: The value returned by MAX is the value of the maximum-valued argumert. The returned value is converted to conform to the highest characteristics of all the arguments that were specified. If the arguments are fixed-point valur; and have precisions:

$$
\left(p_{1}, q_{1}\right),\left(p_{2} q_{2}\right), \ldots,\left(p_{n}, q_{n}\right)
$$

then the precision of the result is as follows:

$$
\begin{aligned}
& \left(\operatorname { M I N } \left(N, \operatorname{MAX}\left(p_{1}-q_{1}, \ldots, p_{n}-q_{n}\right)+\right.\right. \\
& \left.\left.\quad \operatorname{MAX}\left(q_{1}, \ldots, q_{n}\right)\right), \operatorname{MAX}\left(q_{1}, \ldots q_{n}\right)\right)
\end{aligned}
$$

## MIN Arithmetic Built-in Function

Definition: MIN extracts the lowest-valued expression from a given set of two or more expressions and returns that value to the point of invocation.

Reference: MIN ( $x_{1}, x_{2}, \ldots, x_{n}$ )
Arguments: Two or more arguments must be given. The arguments must not be complex.

Result: The value returned by MIN is the value of the lowest-valued argument. The returned value is converted to conform to the highest characteristics of all the arguments that were specified. If the arguments are fixed-point values and have precisions:

$$
\left(p_{1}, q_{1}\right),\left(p_{2}, q_{2}\right), \ldots,\left(p_{n}, q_{n}\right)
$$

then the precision of the result is as follows:

$$
\begin{aligned}
& \left(\operatorname { M I N } \left(N, \operatorname{MAX}\left(p_{1}-q_{1}, \ldots, p_{n}-q_{n}\right)+\right.\right. \\
& \left.\left.\operatorname{MAX}\left(q_{1}, \ldots q_{n}\right)\right), \operatorname{MAX}\left(q_{1}, \ldots, q_{n}\right)\right)
\end{aligned}
$$

MOD Arithmetic Built-in Function
Definition: MOD extracts the remainder resulting from the division of one real quantity by another and returns it to the point of invocation.

## Reference: $\operatorname{MOD}\left(x_{1}, x_{2}\right)$

Arquments: Two arguments must be given. They must not be complex. Before the function is invoked, the base and scale of each argument are converted according to the rules for the conversion of expression operands, as given in Part II, Section 6. "Problem Data Conversion."

Result: The value returned by MOD is the lowest possible positive value, $\mathrm{m}_{3}$, such that:

$$
\left(x_{1}-x_{3}\right) / x_{2}=n
$$

where n is an integer.
In other words, the value returned is the smallest positive number that must be subtracted from the first argument in order to make it exactly divisible by the second argument. This means that if the first argument is positive, the returned value is the remainder resulting from a division of the first argument by the second. If the first argument is negative, the returned
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value is the modular equivalent of this remainder. (For example, $\operatorname{MOD}(29,6)$ returns the value 5, while $\operatorname{MOD}(-29,6)$ returns the value 1.)

If the result is in floating-point scale, its precision is the higher of the precisions of the arguments; if the result is in fixed-point scale, its precision is defined as follows:

$$
\left.\operatorname{MRN}\left(N_{1}, p_{2}-q_{2}+\operatorname{MAX}\left(q_{1}, q_{2}\right)\right), \operatorname{MAX}\left(q_{1}, q_{2}\right)\right)
$$

where $\left(p_{1}, q_{1}\right)$ and $\left(p_{2}, q_{2}\right)$ are the precision of " $x_{1}$ " and " $x_{2}$ " " respectively.

If the walue of the second argument is zero, the ZERODIVIDE condition is raised.

Note: When the MOD function is used with FIXED axtuments of different scale factors. the results may be truncated. If SIZE is enabled, an error message will be printed; if SIZE is disabled, no error message will be printed and the result is undefined.

## MULTLPLI Arithmetic Built-in Function

Defindtion: MULTIPLY finds the product of two given values and returns it to the point of invocation. This function allows the user to control the precision of the result of a multiplication operation.

Reference: MULTIPLY ( $\left.\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{pl}, \mathrm{q}\right]$ )
Arquments: Arguments " $x_{1}$ " and " $x_{2}$ " represent the values to be multiplied. Arguments " p " and " $q$ " (" $q$ " is optional and may be signed) are decimal integer constants specifying the precision of the result. If the result is a fixed-point value, " p " and " $q$ " must both be specified; if the result is a floating-point value, only " p " must be specified. In either case. " p " must not exceed N .

Result: The value returned by this function is the product of " $x_{1}$ " and " $x_{2}$." The precision of the result is as specified; this precision is maintained throughout the execution of the function.

## PRECISION Arithmetic Built-in Function

Definition: PRECISION converts a given value to a specified precision and returns the converted value to the point of invocation.

Reference: precision ( $x, p l, q]$ )
Arguments: The first argument, " $x$," represents the value to be converted to the specified precision. Arguments ${ }^{\circ} \mathrm{p}$ " and ${ }^{*} q$ " (" $q$ " is optional and may be signed) are decimal integer constants specifying the precision of the result. If " $x^{* *}$ is a
fixed-point value, " $p$ " and " $q$ " must be specified; if " $x^{*}$ is a floating-point value, only " $p$ " must be specified.

Result: The value returned by this function is the value of " $x$ " converted to the specified precision. The base, scale, and mode of the returned value are the same as those of "x."

## REAL Arithmetic Built-in Function

Definition: REAL extracts the real part of a given complex value and returns it to the point of invocation. (REAL can also be used as a pseudo-variable.)

Reference: REAL ( $x$ )
Argument: The argument, " $x$, must be a complex expression.

Result: The value returned by this function is the real part of the complex value represented by "\%." The base, scale, and precision of the real part are unchanged.

## ROUND Arithmetic Built-in Function

Definition: ROUND rounds a given value at a specified digit and returns the rounded value to the point of invocation.

Reference: ROUND (expression, $n$ )
Arguments: The first argument, "expression." is an element or array representing the value (or values, in the case of an array expression) to be rounded; the second argument, " $n$." is a signed or unsigned decimal integer constant specifying the digit at which the value of "expression" is to be rounded. If " $n$ " is positive, rounding occurs at the nth digit to the right of the decimal (or binary) point in the value of "expression": if "n" is zero, rounding occurs at the first digit to the left of the decimal (or binary) point in the value of "expression" if ${ }^{\prime \prime}{ }^{n}$ " is negative, rounding occurs at the nth+1 digit to the left of the decimal (or binary) point in the value of "expression." Note that the decimal ( $r$ t binary) point is assumed to be at the left for floating-point values.

Result: For fixed-point values, ROUND returns the value of "expression rounded at the nth digit to the right of the decimal (or binary) point for positive " $n^{*}$. or at the first digit to the left of the decimal (or binary) point for zero ${ }^{~_{n}{ }^{\prime \prime}}$. or at the $n t h+1$ digit to the left of the decimal (or binary) point for negative or zero "n". Thus, when " $n$ " is negative, the returned value is an integer.

If "expression" is a floating-point expression, the second argunent is ignored.
and the rightmost bit in the internal floating-point representation of the expression's value is set to 1 if it i:i 0 . If the rightarost bit is 1 , it is lett unchanged.

It "expression" is: a s:tring, the returned value is the sane string unnudified.

The base, scale, and mode of the returned value are those of the value of "expression".

The precision of the returned value for floating-point expressions is that of "expression"; the precision of the returned value for fixed-point expressions; is (MIN $(p+1, N), q)$. The extra digit $(k+1)$ of the returned value for fixed-point expressions is to allow for those cases in which rounding would give a result that could not be expressed in " $F^{\prime}$ digits, tor exanple, ROUND(9.999.2) would result in 10.000 .

Note that the rounding of a negative quantity results in the rounding of the absolute value of that quantity.

## SIGN Arithmetic Built-in Function

Definition: SIGN determines whether a value is positive, negative, or $2 \in r o$, and it returns an indication to the foint of invocation.

## Reference: SIGN (x)

Argument: The argument, "x," must not be complex.

Result: This function returns a real
fixed-point binary value of default precision according to the following rules:

1. If the argument is greater than 0 , the returned value is 1 .
2. If the argument is equal to zero, the returned value is 0 .
3. If the argument is less than zero, the returned value is -1.

## TRUNC Arithmetic Built-in Function

Definition: TRUNC truncates a given value to an integer as follows: first, it determines whether a given value is positive, negative, or equal to zero. If the value is negative, TRUNC returns the smallest integer that is not less than that value; if the value is cositive or equal to zero. TRUNC returns the largest integer that does not exceed that value.

Reference: TRUNC (x)

Argument: The argument, "x." must not be complex.

Result: If "x" is less than zero, the value returned by TRUNC is CEIL (x). If " $x$ " is greater than or equal to zero, the value returned hy TRUNC is FLOUR(x). In either case, the tase, scale, and mode of the result art the same as those of "x." If "x" is a floating-point value, the precision remains the same. If "x" is a fixedfoint value of precision ( $p, q$ ), the precision of the result is:

$$
(\operatorname{MIN}(N, \operatorname{MAX}(\mathrm{p}-\mathrm{q}+1,1)), 0)
$$

## NATHEMATICAL BUIIT-IN FUNCTIONS

All arguments to the mathematical builtin functions should be in coded arithmetic form and in floating-point scale. Any argurrent that does not conform to this rule is converted to coded arithmetic and floating-point kefore the function is invoked, according to the rules stated in fart II, Section 6, "Proklem Data Conversion." Note, therefore, that in the function descriptions lelow, a reference to an argument always means the converted argurent, if conversion was necessary.

In general, an argument to a mathematical tuilt-in function may be an element or array expression. If an argument is an array, the value returned by the built-in function is an array of the same dimension and bounds as the argument (the function having been performed once for each element cf the array). Thus, for example, an array to the cosine function cos results in an array, each element of which is the cosine cf the corresponding element in the argument array.

Unless it is specifically stated otherwise, an argument may be real or complex. Figure 47 at the end of this section provides a quick reference for those mathematical functions that accept either real or complex arguments and those that accept only real arguments.

All of the mathematical built-in functions return coded arithmetic floatingpoint values. The mode, base, and precision of these values are always the same as those of the arguments.

## ATAN Mathematical Euilt-in Function

Lefinition: ATAN finds the arctangent of a given value and returns the result exfressed in radians, to the point of invocation.

Reference: ATAN (x[,y])
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Arguments: The argument "x" must always be specified; the argument " $y$ " is optional. If "y" is omitted, "x" represents the value whose arctangent is to be found; in such a case, "x" may be real or complex, but if it is complex, it must not ke equal to $\pm 1 i$.

If " $y$ " is specified, then the value whose arctangent is to be found is taken to be the expression $x / y$. In this case, both " $x$ " and " $y$ " must be real, and koth cannot be equal to 0 at the same time.

Result: When "x" alone is specified, the value returned by ATAN depends on the mode of "x." If "x" is real, the returned value is the arctangent of " $x$, " expressed in radians, where:

## -pi/2<ATAN(x)<pi/2

If "x" is complex, the arctangent function is multiple-valued, and hence only the principal value can be returned. The principal value of ATAN for a complex argument " $x$ " is defined as follows:

## -i*ATANH (i*x)

If both " $x$ " and " $y$ " are specified, the possible values returned by this function are defined as follows:

1. If $y>0$, the value is arctangent $(x / y)$ in radians.
2. If $x>0$ and $y=0$, the value is :pi/2) radians.
3. If $x \geq 0$ and $y<0$, the value is !pi+ arctangent ( $x / y$ )) radians.
4. If $x<0$ and $y=0$, the value is (-pi/2) radians.
5. If $x<0$ and $y<0$, the value is (-pi+ arctangent $(x / y)$ ) radians.

## ATANL Mathematical Built-in Function

Lefinition: ATAND finds the arctangent of a given real value and returns the result, expressed in degrees, to the point of invocation.

## Reference: ATAND (x[,y])

Arguments: Arguments "x" and "y" ("y" may be omitted) must be real values. If " $Y$ " is omitted, "x" represents the value whose arctangent is to be found. If " $y$ " is specified, the value whose arctangent is to be found is represented by the expression $x / y$; in this case, both " $x$ " and " $y$ " cannot be equal to 0 at the same time.

Result: If " y " is not specified, the value returned by this function is simply the arctangent of " $x$,"'expressed in degrees, where:

## $-90<\operatorname{ATAND}(x)<90$

If " $Y$ " is specified, the value returned ky this function is ATAN ( $x, y$ ), except that the value is expressed in degrees and not in radians (see "ATAN Mathematical Built-in Function" in this section); that is, the returned value is defined as:

$$
\operatorname{ATAND}(x, y)=(180 / \mathrm{pi}) * \operatorname{ATAN}(x, y)
$$

## ATANH Mathematical Built-in Function

Definition: ATANH finds the inverse hyperbolic tangent of a given value and returns the result to the point of invocation.

## Reference: ATANH (x)

Argument: The value whose inverse hyperbolic tangent is to be found is represented ky "x." If "x" is real, the absolute value of "x" must not be greater than or equal to 1; that is, for real "x," it is an error if $\operatorname{ABS}(x) \geq 1$. If " $x$ " is complex, it must not be equal to $\pm 1$.

Result: If "x" is real, the value returned by this function is the inverse hyperbolic tangent of "x." For complex "x," the inverse hyperbolic tangent is defined as follows:
$(\operatorname{LOG}((1+x) /(1-x))) / 2$
CoS Mathematical Built-in Function
Definition: $\cos$ finds the cosine of a given value, which is expressed in radians, and returns the result to the point of invocation.

## Reference: $\cos (x)$

Argument: The value whose cosine is to be found is given by "x"; this value can be real or complex and must be expressed in radians.

Result: The value returned ky this function is the cosine of "x." For complex argument "x," the cosine of "x" is defined below, where $x=y_{1}+y_{2}$ :
$\cos (x)=\cos \left(y_{1}\right) * \cosh \left(y_{2}\right)-i * \sin \left(y_{1}\right) * \sinh \left(y_{2}\right)$
COSD Mathematical Built-in Function
Lefinition: $\operatorname{Cos} D$ finds the cosine of a given real value, which is expressed in degrees, and returns the result to the point of invocation.

Reference: $\operatorname{cosD}(x)$
Argument: The value whose cosine is to be found is given by "x"; this value must be real and must be expressed in degrees.

Result: The value returned by this function is the cosine of "x."

COSH Mathematical Built-in Function
Definition: COSH finds the hyperbolic cosine of a given value and returns the result to the point of invocation.

Reference: COSH (x)
Argument: The value whose hyperbolic cosine is to be found is given by "x."

Result: The value returned ky this function is the hyperbolic cosine of "x." For
complex argument "x," the hyperbolic cosine of " $x$ " is defined below, where $x=y_{1}+i y_{2}$ :
$\cosh (x)=\cosh \left(y_{1}\right) * \cos \left(y_{2}\right)+i * \sinh \left(y_{1}\right) * \sin \left(y_{2}\right)$
ERF Mathematical Built-in Function
Lefinition: ERF finds the error function cf a given real value and returns it to the point of invocation.

## Reference: ERF (x)

Argurent: The value for which the error function is to be found is represented by "x"; this value must be real.

Result: The value returned by this function is defined as follows:

$$
\operatorname{ERF}(x)=\sqrt{2} \int_{0} x^{-t^{2}} d t
$$

ERFC Mathematical Built-in Function
Lefinition: ERFC finds the complement of the error function (ERF) for a given real value and returns the result to the point of invocation.

## Reference: ERFC (x)

Argument: The argument, "x," represents the value whose error function complement is to be found; "x" must be real.

Result: The value returned by this function is defined as follows:

$$
\operatorname{ERFC}(x)=1-\operatorname{ERF}(x)
$$

## EXP Mathematical Built-in Function

Definition: EXP raises e (the base of the natural logarithm system) to a given power and returns the result to the point of invocation.

## Reference: EXP (x)

Argurent: The argument, "x," specifies the power to which $e$ is to be raised.

Result: The value returned by this function is e raised to the power of "x."

IOG Mathematical Built-in Function
Definition: LOG finds the natural
logarithr (i.e., base e) of a given value and returns it to the point of invocation.

## Reference: LOG (x)

Argument: The argument, "x," is the value whose natural logarithm is to be found. If "x" is real, it must not be less than or equal to 0 ; if "x" is complex, it must not be equal to $0+0$ i.

Result: The value returned ky this function is the natural logarithm of "x." However, if " $x$ " is complex, the function is multiple-valued; hence, only the principal value can be returned. The principal value has the form $w=u \pm i * v$, where $v$ lies in the range:

$$
-\mathrm{pi}<\mathrm{v} \leq \mathrm{p} i
$$

LOG10 Mathematical Built-in Function
Definition: LOG10 finds the common logarithm (i.e., base 10) of a given real value and returns it to the point of invocation.

Reference: LOG10 (x)
Argument: The argument, " $x$," represents the value whose common logarithm is to be found: this value must be real and it must not be less than or equal to 0 .

Result: The value returned by this function is the common logarithm of "x."

LOG2 Mathematical Built-in Function
Definition: LOG2 finds the kinary (i.e., base 2) logarithm of a given reai value and returns it to the point of invocation.

## Reference: LOG2 (x)

Argument: The argument, " $x, "$ is the value whose binary logarithm is to be found; it must be real and it must not be less than or equal to 0 .

Result: The value returned to this func-
tion is the binary logarithm of "x."
SIN Mathematical Built-in Function
Definition: SIN finds the sine of a given value, which is expressed in radians, and returns it to the point of invocation.

Reference: SIN (x)
Argument: The argument, " $x$," is the value whose sine is to be found; it must be expressed in radians.

Result: The value returned ky this function is the sine of "x." For complex argument " $x$," the sine of " $x$ " is defined below, where $x=y_{1}+i * y_{2}:$
$\sin (x)=\sin \left(y_{1}\right) * \cosh \left(y_{2}\right)+i * \cos \left(y_{1}\right) * \sinh \left(y_{2}\right)$
SIND Mathematical Built-in Function
Definition: SIND finds the sine of a given real value, which is expressed in degrees, and returns the result to the point of invocation.

Reference: SIND (x)
Argument: The argument, "x," is the value whose sine is to be found; "x" must be real and it must be expressed in degrees.

Result: The value returned by this function is the sine of "x."

## SINH Mathematical Built-in Function

Lefinition: SINH finds the hyperbolic sine of a given value and returns the result to the point of invocation.

## Reference: SINH (x)

Argument: The argument, "x," is the value whose hyperbolic sine is to be found.

Result: The value returned by this function is the hyperbolic sine of "x." For complex argument "x," the hyperbolic sine of " $x$ " is defined below, where $x=y_{1}+i * y_{2}$ :
$\sinh (x)=\sinh \left(y_{1}\right) * \cos \left(y_{2}\right)+i * \cosh \left(y_{1}\right) * \sin \left(y_{2}\right)$
SQRT Mathematical Built-in Function
Definition: SQRT finds the square root of a given value and returns it to the point of invocation.

## Reference: SQRT (x)

Argument: The argument, "x," is the value whose square root is to be found. If "x" is real, it must not be less than 0 .

Result: If " $x^{\prime \prime}$ is real, the value returned Ey this function is the positive square root of "x." If "x" is complex, the square root function is multiple-valued; hence, cnly the principal value can be returned to the user. The principal value has the form $w=u \pm i * v$, where either $u>0$, or $u=0$ and $v \geq 0$.

## TAN Mathematical Built-in Function

Definition: TAN finds the tangent of a given value, which is expressed in radians, and returns it to the point of invocation.

## Reference: TAN (x)

Arqument: The argument, "x," represents the value whose tangent is to be found; " $x$ " must be expressed in radians.

Result: The value returned by this func-
tion is the tangent of "x."
TAND Mathematical Built-in Functions
Definition: TAND finds the tangent of a given real value which is expressed in
degrees, and returns the result to the point of invocation.

Reference: TAND (x)
Argument: The argument, "x," represents the value whose tangent is to be found; "x" must be expressed in degrees.

Result: The value returned by this function is the tangent of "x."

## TANH Mathematical Built-in Function

Definition: TANH finds the hyperbolic tangent of a given value and returns the result to the point of invocation.

## Reference: TANH (x)

Argument: The argument, "x," represents the value whose hyperbolic tangent is to be found.

Result: The value returned by this function is the hyperbolic tangent of "x."

Summary of Mathematical Functions
Figure 47 summarizes the mathematical built-in functions. In using it, the reader should be aware of the following:

1. A complex argument, " $x,{ }^{\prime \prime}$ is defined as $x=Y_{1}+i * Y_{2}$.
2. The value returned ky each function is always in floating-point.
3. The error conditions are those defined by the PL/I Language. Additional error conditions detected by the TSS/ $360 \mathrm{PL} / \mathrm{I}$ compiler are described in the publication IBM System/360 Time Sharing System: PL/I Library Computational Subroutines, Forf GC28-2046.
4. All arguments must be coded arithmetic and floating-point scale, or such that they can be converted to coded arithmetic and floating-point.

## ARRAY MANIPULATION BUILT-IN FUNCTIONS

The built-in functions described here may be used for the manipulation of arrays. All of these functions require array arguments (which may be expressions) and return single element values. Note that since these functions return element values, a function reference to any of them is considered an element expression.

## ALL Array Manipulation Function

Definition: ALL tests all bits of a given bit-string array and returns the result, in
the form of an element bit-string, to the point of invocation. The element kitstring indicates whether or not the corresponding bits of given array elements are all ones.

## Reference: ALI (x)

Argument: The argument, "x," is an array of bit strings. If the elements are not bit strings, they are converted to bit strings.

Result: The value returned by this function is a bit string whose length is equal to the length of the longest element in "x" and whose kit values are determined by the following rule:

If the ith bits of all of the elements in "x" exist and are 1, then the ith bit of the result is 1; otherwise, the ith bit of the result is 0 .

## ANY Array Manifulation Function

Definition: ANY tests the bits of a given Eit-string array and returns the result, in the form of an element bit-string, to the point of invocation. The element bitstring indicates whether or not at least one of the corresponding bits of the given array elements is set to 1 .

## Reference: ANY (x)

Argument: The argument, "x," is an array cf bit strings. If the elements are not bit strings, they are converted to bit strings.

Result: The value returned by this function is a tit string whose length is equal to the length of the longest element in " $x$ " and whose tit values are determined by the following rule:

If the ith tit of any element in "x" exists and is 1, then the ith bit of the result is 1 ; otherwise, the ith bit of the result is 0 .

## DIM Array Manipulation Function

Lefinition: DIM finds the current extent for a specified dimension of a given array and returns it to the point of invocation.

Reference: $\operatorname{DIM}(x, n)$
Arquments: The argument " $x$ " is the array to be investigated; " $n$ " is the dimension of "x," the extent of which is to be found. If " $n$ " is not a binary integer, it is converted to a binary integer of default precision. It is an error if " $x$ " has less than " $n$ " dimensions, if " $n$ " is less than
or equal to 0 , or if ${ }^{\circ} x^{\text {© }}$ is not currently allocated.

Result: The value returned ty this function is a binary integer of default precision. giving the current extent of the nth dimension of ${ }^{*} \times{ }^{*}$

## HBOUND Array Manipulation Function

Definition: HBOUND finds the current upper bound for a specified dimension of a given array and returns it to the point of invocation.

Reference: HBOUND ( $x, n$ )
Arquments: The argument " $x$ " is the array to be investigated; "n" is the dimension of " $x$ " for which the upper bound is to be found. If "n" is not a rinary integer, it is converted to a binary integer of default precision. It is an error if " $x^{"}$ has less than " $n$ " dimensions, if " $n$ " is less than or equal to 0 , or if ${ }^{*} x^{\prime \prime}$ is not currently allocated.

Result: The value returned by this function is a binary integer of default precision giving the current upper kound for the nth dimension of "x."

## LBOUND Array Manipulation Function

Definition: LBOUND finds the current lower bound for a specified dimension of a given array and returns it to the point of invocation.

## Reference: LBOUND ( $x, n$ )

Arquments: The argument " $x$ " is the array to be investigated; "n" is the dimension of "x" for which the lower tound is to be found. If "n" is not a binary integer. it is converted to a binary integer of default precision. It is an error if " $x$ " has less than " $n$ " dimensions, if ${ }^{\prime} n$ " is less than or equal to 0 , or if " $x$ " is not currently allocated.

Result: The value returned ty this function is a binary integer of default precision giving the current lower bound of the nth dimension of *x."

POLY Array Manipulation Function
Definition: pOLY forms a polynomial from two given arguments and returns the result of the evaluation of that folynomial to the point of invocation.

Reference: POLY $(a, x)$
Arguments: Arguments "a* and " ${ }^{\circ}$ " must be one-dimension arrays (vectors). They ar. defined as follows:

$$
\begin{aligned}
& a(m: n) \\
& x(p: q)
\end{aligned}
$$

where ( $m: n$ ) and ( $[: q$ ) represent the bounds of "a" and "x, respectively.

Result: The value returned by this function is defined as:
$a(m)+\sum_{j=1}^{n-r r}\left(a(m+j) \quad \prod_{i=0}^{j-1} x(p+i)\right)$
If $(q-p)<(n-m-1)$, then $x(p+i)=x(q)$ for $(p+i)>q$. If $m=n$, then the result is $a(m)$.

If ${ }^{\circ} x^{*}$ is an element variable, it is interpreted as an array of one element. i.e.. $x(1)$, and the result is then:

$$
\sum_{j=0}^{n-m} \quad d(m+j) * x * * j
$$

PROD Array Maniculation Function
Definition: PROD finds the product of all Cf the elements of a given array and returns that product to the point $C f$ invocation.

## Reference: PRCD (x)

Argument: The argument, "x." should be an array of coded arithmetic floating-point elements. If it is not, each element is converted to coded arithretic and floatingfoint before being multiplied with the previous product.

Result: The value returned by this function is the product of all of the elements in "x." The scale of the result is
floating-point, while the base, mode, and rrecision are those of the converted ele! ${ }^{\prime \prime}$.

## SUM Array Manirulation Function

Definition: SUM finds the sum of all of the elements of a given array and returns that sum to the loint of invocation.

## Reference: SUH (x)

Argument: The argument, "x," should be an array of coded arithmetic floating-point elements. If it is not, each element is converted to coded arithmetic and floatingpoint before being summed with the frevious total.

Result: The value returned by this function is the sum of all of the elements in "x." The scale of the result is floatinggoint, while the base, mode, and crecision are those of the converted elements of the drgument.

## CONDITION BUILT-IN FUNCTION:

The condition built-in functions allow the ra/I user to investigate intrirupt: that arise from enabled ON-conditions. None of these functions requires arquments. bach condition built-in function roturn:; the value described only when executed in an on-unit lor a block activated dirnctly or indirectly by an on-unit) that i:; entered as; a result of an interruption caused by one of the ON-conditions for which the function can be used. such an on-unit can be one specific to the condition, or it can be for the ERROR or FINISH condition when these conditions are raised as standard system action. It a condition built-in function is used out of context, the value returned is as described for each function.

The on-units in which each function can be used are given in the fanction
definiti n.

## DATAFIELD Condition Built-in Function

Definition: Whenever the NAME condition is raised, DATAFIELD may be used to extract the contents of the data field that caused the condition to be raised. It can be usied only in an on-unit for the NANe condition or in an ERROR or FINISH condition raised as a result of standard syster action for the NAME condition.

## Reference: DATAFIELD

Result: The value returned by this function is a varying-length character string giving the contents of the data field that caused the NAME condition to be rdised. The maximum length of this string is; defined by the TSS/360 PL/I compiler as 255. If DATAFIELD is used out of context. a null string is returned.

## ONCHAR Condition Built-in Function

Definition: Whenever the CONVERISION condition is raised, ONCHAR nay be used to extract the chardcter that caused th. condition to be raised. It can be used only in an on-unit for the CONVERSICN condition or in an on-unit for an ERROR or FINI:H condition raised as standard system action for the CONVERSION condition. (ONCHAR can also be used as a pseudo-variable.)

## Reference: ONCHAR

Result: The value returned by this function is a character string of length 1. containing the character that caused the CONVERSION condition to be raised. This character can be modified in the on-unit by:

1. The u:se of the ONCHAR or ONSOURCE psemdo-variatles.
2. Changing the value of the field that caused the conversion error.

If ONCHAR i:; used out of context, a klank is returned.

## CNCODE Condition Built-in Function

Lefinition: ONCODE can be used in any onunit to determine the type of interruption that caused the on-unit to become active.

## Reference: ONCODE

Result: ONCODE returns; a binary integer of default recision. This "code" defines the type of interruption that caused the entry into the currently active on-unit. The codes for the TSS/ $360 \mathrm{PL} / \mathrm{I}$ compiler are given in part II, Section 8 . "ONConditions." If ONCODE is used out of con| text, a value of 0 is returned.

## CNCOUNT Condition Euilt-In Function

Definition: ONCOUNT can be used in any cn-unit entered due to the abnormal completion of an I/O event to determine the number of interruptions (including the current cne) that rerrain to be handled when a multiple interruption has resulted from that abnormal completion. (Multiple interruptions are discussed in Part II, Section 8. *ON-Conditions.")

## Reference: CNCOUNT

Result: ONCOUNT returns a binary value of default recision. If ONCOUNT is used in an on-unit entered as part of a multiple interruption, this value specifies the corresponding number of erguivalent single interruptions (including the current one) that remain to be handled; if ONCOUNT is used in any other case, the returned value is zero.

## CNFILE Condition Built-in Function

Definition: ONFILE determines the name of the file tor which an I/O or CONVERSION condition was raised and returns that name to the point of invocation. This function can be used in the on-unit for any $1 / 0$ or CONVERSION condition; it also can be used in an on-unit for an ERROR or FINYSH condition raised as standard systern action for an I/O or CONVERSION condition.

## Reference: CNFIIE

Result: The value returned by this function is; a varying-length character string, of 31-character maximum length, consisting (f the name of the file for which an $1 / 0$ or CONVERSION condition was raised.

In the case of a conversion condition, if that condition is not associated with a file, the returned value is the null string.

ONKEY Condition Built-in Function
Definition: ONKEY extracts the value of the key for the record that caused an I/O condition to be raised. This function can be used in the on-unit for an I/O condition or a CONVERSION condition; it can also be used in an on-unit for an ERROR or FINISH condition raised as standard system action for one of the above conditions.

## Reference: ONKEY

Result: The value returned by this function is a varying-length character string giving the value of the key for the record that caused an input/output condition to be raised. If the interruption is not associated with a keyed record, or if the PENDING condition is raised, the returned value is the null string.

## ONLOC Condition Built-in Function

Definition: Whenever an ON-condition is raised, ONLOC may be used in the on-unit for that condition to determine the entry point to the procedure in which that condition was raised. ONLOC may be used in any on-unit.

## Reference: ONLOC

Result: The value returned by this function is a varying-length character string giving the name of the entry point to the procedure in which the ON-condition was raised. If ONLOC is used out of context, a null string is returned.

ONSOURCE Condition Built-in Function
Definition: Whenever the CONVERSION condition is raised, ONSOURCE may be used to extract the contents of the field that was being processed when the condition was raised. This function can be used in the on-unit for a cONVERSION condition or in an on-unit for an ERROR or FINISH condition raised as standard system action for a CONVERSION condition. (ONSOURCE can also be used as a pseudo-variable.)

## Reference: ONSOURCE

Result: The value returned by this function is a varying-length character string (maximum length is 255 for the compiler) giving the contents of the field being processed when CONVERSION was raised. This string may be modified in the n-unit by:

1. Use of the ONCHAR or ONSOURCE pseudo-variables.
2. Changing the value of the field which caused the CONVERSION error.

If ONSOURCE is used out of context, a null string is returned.

## BASED STORAGE BUILT-IN FUNCTIONS

The based storage built-in functions generally return special values to program control variables concerned in the use of based storage and list processing. Only ADDR requires an argument.

## ADDR Based Storage Built-in Function

Definition: ADDR finds the location at which a given variable has been allocated and returns a pointer value to the point of invocation. The pointer value identifies the location at wich the variable has been allocated.

## Reference: ADDR (x)

Argument: The argument, "x, $x^{\prime \prime}$ is the variable whose location is to be found. It can be any variable that represents an element, an array, a structure, an area, an element of an array, a minor structure, or an element of a structure. It can be of any data type and storage class. For the TSS/360 $\mathrm{PL} / \mathrm{I}$ compiler, the variable should not be a bit-string variable forming part of an unaligned array or structure.

Result: ADDR returns a pointer value identifying the location at which " $x$ " has been allocated. If " $x$ " is a parameter, the returned value identifies the corresponding argument (dummy or otherwise). If " $x$ " is a based variable, the returned value is determined from the pointer variable declared with " $x$; if this pointer variable has not been set, the value returned by $A D D R$ is undefined. If " $x$ " is an unallocated controlled variable, a null pointer value is returned.

## EMPTY Based Storage Built-in Function

Defirstion: EMPTY clears an area of stozage defined by an area variable, by effectively freeing all the allocations contained within the area. The area can then be used for a new set of allocations.

## Reference: EMPTY

## Arguments: None

Result: EMPTY returns an area of zero size, containing no allocations, to the point of invocation. When this value is assigned to an area variable, all the allocations contained within the area are freed.

Note: The value of the EMPTY built-in function is automatically assigned to all area waxiables when they are allocated.

NULL Based Storage Built-in Function
Definition: NULL returns a null pointer value (that is, a pointer value that cannot identify any allocation) so as to indicate that a pointer variable does not currently identify an allocation.

Reference: NULL
Arguments: None
Result: The value returned by this function is a null pointer value. This value cannot be converted to offset type.

NULLO Based Storage Built-in Function
Definition: NULLO returns a null offset value (that is, an offset value that cannot identify any relative location of a based variable allocation) so as to indicate that an offset variable does not currently identify an allocation.

Reference: NULLO
Arquments: None
Result: The value returned by this function is a null offset value. This value cannot be converted to pointer type.

## MULTITASKING BUILT-IN FUNCTIONS

The multitasking built-in.functions are designed to be used during multitasking and during asynchronous I/O operations. The summaries below describe the intended, rather than actual, workings of the functions. In TSS/ 360 only the COMPLETION and STATUS functions can be executed successfully, and these only to investigate the current state of execution of an I/O operation. They both require arguments.

COMPLETION Multitasking Built-in Function
Definition: COMPLETION determines the completion value of a given event variable. (COMPLETION can also be used as a pseudo-variable.)

## Reference: COMPLETION (event-name)

Argument: The argument, "event-name", can be an event element or an event array. It represents the event (or events) whose completion value is to be determined. The event can be associated with completion of a task, or with completion of an I/O operation, or it can be user-defined. It can be
active or inactive. An array argument causes an array value to be returned.

Result: The value returned by this function is " 0 ' $B$ if the event is incomplete. -1'B if the event is complete.

## STATUS Multitasking Built-in Function

Definition: STATUS determines the status value of a given event variable. (STATUS can also be used as a pseudo-variable.)

## Reference: STATUS (event-name)

Argument: The argument, event-name", can be an event element or an event array. It represents the event (or events) whose status value is to be determined. The event can be associated with completion of a task, or with completion of an input/output operation, or it can be user-defined. It can be active or inactive. An array argument causes an array value to be returned.

Result: The value returned by this function is a fixed binary value of default precision ( $(15,0)$ for the TSS $/ 360 \mathrm{PL} / \mathrm{I}$ compiler). It is zero if the event is normal, or nonzero if abnormal. The nonzero value is set to 1 as a result of the completion of the task, or input/output operation, with which the event variable has been associated by the event option. If the nonzero value is user defined it can be set to any value the user selects.

## MISCELLLANEOUS BUILT-IN FUNCTIONS

The functions described in this section have little in common with each other and with the other categories of built-in functions. Some require arguments and others do not. Those that do not require arguments will be so identified.

## ALLOCATION Built-in Function

Definition: ALLOCATION determines whether or not storage is allocated for a given. controlled variable and returns an appropriate indication to the point of invocation.

## Reference: ALLOCATION (x)

Arqument: The argument, "x," must be an unsubscripted array name, a major structure name, or an element variable name, and it must have the CONTROLLED attribute.

Result: The value returned by this function is defined as follows: if storage has been allocated for " x , " the returned value is '1'B (provided that the allocation is known to the task executing the function);
if storage has not been allocated for "x," the returned value is '0'B.

## COUNT Built-in Function

Definition: COUNT determines the number of data items that were transmitted during the last GET or PUT operation on a given file and returns the result to the point of invocation.

Reference: CoUNT (file-name)
Argument: The argument, "file name," represents the file to be investigated. This file must have the STREAM attribute.

Result: The value returned by this function is a binary fixed-point integer of default precision specifying the number of element data items that were transmitted during the last GET or PUT operation on "file name." Note that if an on-unit or procedure is entered during a GET or PUT operation, and within that on-unit or procedure a GET or PUT is executed for the same file, the value of count is reset for the new operation and is not restored when the original GET or PUT is continued.

## DATE Built-in Function

Definition: LATE returns the current date to the point of invocation.

Reference: DATE
Arguments: None
Result: The value returned by this function is a character string of length six, in the form yymmdd, where:
yy is the current year
mm is the current month
dd is the current day
Example: If the current date is March 4 , 1969, execution of the statement

$$
\mathrm{X}=\mathrm{DATE}
$$

will cause the character string '690304' to te returned to the point of invocation.

## LINENO Built-in Function

Definition: LINENO finds the current line number for a file having the PRINT attribute and returns that number to the point of invocation.

Reference: LINENO (file-name)

Argument: The argument, "file name," must be the name of a file having the PRINT attribute.

Result: The value returned by this function is a binary fixed-point integer of default Erecision specifying the current line number of "file name."

## TIME Built-in Function

Lefinition: TIME returns the current time to the point of invocation.

Reference: TIME
Argurrents: None
Result: The value returned by this function is a character string of length nine. in the form hhmmsstt, where:
hh is the current hour of the day
mm is the number of minutes
ss is the number of seconds
ttt is the number of milliseconds in
machine-dependent increments
Example: If the current time is 4 P.M., 23 minutes, 19 seconds, and $80 \mathrm{milliseconds}, a$ reference to the TIME function, for some computers, will return the character string '162319080' to the point of invocation.

## PSEUCO-VARIABLES

In general, pseudo-variables are certain built-in functions that can appear wherever other variables can appear in order to receive values. In short, they are builtin functions used as receiving fields. For example, a pseudo-variable may appear on the left of the equal sign in an assignment or DO statement; it may appear in the data list of a GET statement; it may appear as the string name in the STRING option of a pUT statement.

Since all pseudo-variables have built-in function counterparts, only a short description of each pseudo-variable is given here; the discussion of the corresponding built-in function should be consulted for the details. Note that pseudovariabies cannot be nested; for exarcle, the following statement is invalid:

$$
\operatorname{UNSPEC}(\operatorname{SJBSTR}(A, 1,2))==^{\prime} 00^{\circ} \mathrm{B} ;
$$

## COMPIETION Pseudo-variable

Reference: COMPLETION (event-name)

Description: The named event variable must te inactive and is as described for the COMPLETION built-in function. The value received by this pseudo-variable is a bitstring of length 1 . This value sets the completion value of the event variable. A value of $0^{\circ} B$ specifies that the event associated with the "event variakle" is incomplete; a value of '1'B specifies that the event is coniplete. No interruption can take place during assignment to the pseudo-variable.

COMPLEX Pseudo-variakle
Reference: COMPLEX (a,b)
Description: only complex values can be assigned to this pseudo-variable. The real fart of the complex value is assigned to tho variable "a"; the imaginary part is assigned to the variable "r." If either "a" and "b" is an array. both must be arrays of identical bounds.

IMAG Pseudo-variable
Reference: IMAG (c)
Description: Real or complex values may be assigned to this pseudo-variable. The real value or the real part of the complex value is assigned to the imaginary part of the complex variable "c," which may be an element variable or an array variable.

## ONCHAR Pseudo-variable

Reference: ONCHAR
Description: ONCHAR can te used in the on-unit for a CONVERSION condition or in the on-unit for an ERROR or FINISH condition raised as standard system action for a CONVERSION condition; it can also be used in a block directly or indirectly activated by such an on-unit. If onchar is used in some other context, it is an error.

The expression being assigned to ONCHAR is evaluated, converted to a character string of length 1, and assigned to the character that caused the error. The new character will displace the current value of the ONCHAR built-in function, and will be used when the conversion is reattempted, upon the resumption of execution at the point of interruption.

## ONSOURCE Pselndo-variable

## Reference: ONSOURCE

Description: ONSOURCE can be used in the on-unit for a CONVERSION condition or in an on-unit for an ERROR or FINISH condition raised as standard system action f.or a conVERSION condition; it can also be used in a
block directly or indirectly activated by such an on-unit. If ONSOURCE is used in some other context, it is an error.

The expression teing assigned to CNSOURCE is evaluated, converted to a character string, and assigned to the string that caused the CONVERSION condition to be raised. The string will be padded with tlanks, if necessary, to match the length of the string that caused the error. This new string displaces the current value of the ONSOURCE built-in function and will be used when the conversion is re-attenpted, upon the resumption of execution at the point of interruption.

## REAL Pseudo-variable

Reference: REAL (c)
Lescription: Real or complex values may be assigned to this pseudo-variable. The real value or the real part of the complex value is assigned to the real part of the complex variable "c," which may te an element variable or an array variakle.

## STATUS Pseudo-variable

## Reference: STATUS (event-name)

Description: The named event variakle can ke active or inactive, and is as described for the STATUS built-in function. The value received by this pseudo-variable is a fixed point kinary value of default precision $((15,0)$ for the $T S S / 360 \mathrm{PL} / \mathrm{I}$ compiler). No interruption can occur during assignment to the pseudo-variakle.

## STRING Pseudo-variable

Reference: STRING(x)
Eescription: The argument " $x$ " is an element, array, or structure variable, comfosed either entirely of character strings and/or numeric character data, or entirely cf bit strings. The variable may be aligned or unaligned.

Note: For the TSS/360 compiler, the argument to a STRING pseudo-variable cannot be a cross section of an array.

The value being assigned must be an element expression and is converted, if necessary, to bit-string or character-string type. depending on the characteristics of the argument " $x$ ". It is then assigned piece by piece to the elements of " $x$ ". using the normal rules of string assignment, until either all of the elements of the aggregate have been assigned to, or no portion of the assigned string remains. In the latter case, the normal string assignment rules apply to the remainder of the
aggregate, i.e., varying strings are given a zero length, and non-varying strings are filled with blanks. (The length of each assigned piece is determined by the length of the corresfonding element of the argument; the normal rules for string assignment apply if the last piece is too short.)

STRING pseudo-variatle can only be used in an assignment statement and a DO statement. It cannot be used in options such as REPLY and KEYTO.

SUBSTR Pseudo-variable
Reference: $\operatorname{SUBSTR}(s t r i n g, i l, j])$
Lescription: The value being assigned to SUBSTR is assigned to the substring of the character- or bit-string variatle "string," as defined for the built-in function SUBSTR. If "string" is an array, i and/or j may be arrays, in which case they must have
identical counds. The remainder of "string" remains unchanged. The SUBSTR pseudo-variable cannot be applied to a numeric picture.

UNSPEC Pseudo-variable

Reference: UNSPEC (v)

Description: The letter "v" represents an element or array variable of arithmetic. string, area, fointer, or offset tyce. The value being assigned to UNSPEC is evaluated, converted to a bit string (the length of which is a function of the characteristics of "v" -- see the UNSPEC built-in function), and then assigned to "v," without conversion to the type of "v." If "v" is a string of varying length, its length after the assignment will be the same as that of the tit string assigned to it.

## INTRODUCTION

The oN-conditions are those exceptional conditions that can be specified in PL/I by means of an $O N$ statement. If a condition is enabled, the occurrence of the condition will result in an interruption. The interruption, in turn, will result in the execution of the current action specification for that condition. If an oN statement for that condition is not in effect, the current action specification is the standard system action for that condition. If an ON statement for that condition is in effect, the current action specification is either SYSTFM, in which case the standard system action for that condition is taken, or an on-unit, in which case the user has supplied his own action to be taken for that cordition.

If a condition is not enabled (i.e., if $t$ is disabled), and the condition occurs, an interruption will not take place, and exrors may result.

Some conditions are always enabled unless they have been explicitly disabled by condition prefixes; others are always disabled unless they have been explicitly enabled by condition prefixes; and still others are always enabled and cannot be disabled.

Those conditions that are always enabled unless they have been explicitly disabled by condition prefixes are:

CONVERSION
FIXEDOVERFLOW
OVERFLOW
UNDERFLOW
ZERODIVIDE
Each of the above conditions can te disabled by a condition prefix specifying the condition name preceded by NC without intervening blanks. Thus, one of the following names in a condition prefix will disable the respective condition:

NOCONVERSION
NOFIX EDOVERFLOW
NOOVERFLOW
NOUNDERFLOW
NOZERODIVIDE
Such a condition prefix renders the corresponding condition disabled throughout the scope of the prefix; the condition remins enabled outside this scope. (scope of a condition prefix is discussed in $\mathrm{L}_{\mathrm{c}} \mathrm{r} \pm \mathrm{I}$,

Section 13. "Exceptional Condition Handiing and Program checkout.")

Conversely, those conditions that are always disabled unless they have been enabled by a condition prefix are:

```
SIZE
SUBSCRIPTRANGE
STRINGRANGE
CHECK
```

The appearance of one of these four in a condition prefix renders the condition enabled throughout the scope of the prefix; the condition remains disabled outside this scope. Further, a condition prefix speci$f_{\text {fing }}$ NOSIZE, NOSUBSCRIPTRANGE, NOSTRINGRANGE, or NOCHECK will disable the corresponding condition throughout the scope of that prefix.

All other conditions are always enabled and remain so for the duration of the program. These conditions are:

```
    AREA
    CONDITICN
    ENDFILE
    ENDPAGE
    ERROR
    FINISH
    KEY
    NAME
    RECORD
    TRANSMIT
    UNLEFINEDFILE
```


## Condition Codes (ON-Codes)

The ONCODE built-in function may be used by the user in any on-unit to determine the nature of the error or condition that caused entry into that on-unit. The codes corresponding to the conditions and errors checked for by the TSS/360 PL/I compiler are given below:

| code | Ccadition/Error |
| :---: | :---: |
| 0 | CNCODE function used out of context |
| 3 | Source program error |
| 4 | FINISH (normal termination, or signaled by STOP or EXIT) |
| 9 | ERROR (signaled) |
| 10 | NAME |
| 20 | RECORD (signaled) |
| 21 | RECORD (record variable smaller than record size) |
| 22 | RECORD (record variable larger than record size) |
| 23 | RECORD (attempt to write zero length record) |

## Code Ccudition/Error

Civcone function used out of context
Source program error
nal (normal termination, or sig-
naled by STOP or EXIT)
NAME
RECORD (signaled)
RECORD (record variable smaller than
record size)
RECORD (record variable larger than
RECORD (attempt to write zero length
record)

RECORD (zero length record has been read)
TRANSMIT (signaled)
TRANSMIT (output)
TRANSMIT (input)
KEY (signaled)
KEY (keyed record not found)
KEY (attempt to add duplicate key)
KEY (key sequence error)
KEY (key conversion error)
KEY (key specification error)
KEY (keyed relative record/track outside data set limit)
KEY (no space available to add keyed record)
ENDFILE
UNDEFINEDFILE (signaled)
UNDEFINEDFILE (attribute conflict)
UNDEFINEDFILE (access method not supported)
UNDEFINEDFILE (blocksize not specified)
UNDEFINEDFILE (file cannot ke opened, no DDEF command)
ENDPAGE
OVERFLOW
FIXEDOVERFLOW
ZERODIVIDE
UNDERFLOW
SIZE (normal)
SIZE (I/O)
STRINGRANGE
AREA (raised by based variable
allocation)
AREA (raised by area assignment)
AREA (signaled)
CONDITION
CHECK (LABEL)
CHECK (variable)
SUBSCRIPTRANGE
CONVERSION (internal) (signaled)
CONVERSION (I/O)
CONVERSION (transmit)
CONVERSION (error in F-format input)
CONVERSION (error in $F$-format input) (I/O)
CONVERSION (error in $F$-format input) (transmit)
CONVERSION (error in E-format input)
CONVERSION (error in E-format input) (I/O)
CONVERSION (error in E-format input) (transmit)
CONVERSION (error in B-format input)
CONVERSION (error in B-format input) (I/O)
CONVERSION (error in B-format input) (transmit)
CONVERSION (character-string to arithmetic)
CONVERSION (character-string to arithmetic) (I/O)
CONVERSION (character-string to arithmetic) (transmit)
CONVERSION (character-string to bit-string)
CONVERSION (character-string to bitstring) (I/O)

CONVERSION (character-string to bitstring) (transmit)
CCNVERSION (character to picture)
CONVERSION (character to picture) (I/O)
CONVERSION (character to picture) (transmit)
CONVERSION (P-format input -decimal)
CONVERSION (P-format input -- decimal) (I/O)
CONVERSION (P-format input -- decimal) (transmit)
CONVERSION (P-format input -character)
CONVERSION (P-format input -character) (I/O)
CCNVERSION (P-format input -character) (transmit)
CONVERSION ( P -format input -sterling)
CONVERSION (P-format input -- sterling) (I/O)
CONVERSION (P-format input -- sterling) (transmit)
Attempt to read output file
Attempt to write input file
GET/PUT string length error
Unacceptable output transmission error
print oftion on non-PRINT file
Message length for DISPLAY statements is zero
Illegal array data item for datadirected input
REWRITE not immediately preceded by READ
GET STRING -- unrecognizable data name
Unsupported file operation
File type not supported
Inexplicable I/O error
Outstanding read for update exists
No completed read exists -- incorrect NCP value
Too many incomplete $I / O$ operations
Event variable already in use
Implicit open failures -- cannot proceed
Attempt to rewrite out of sequence
ERROR condition raised when end of
file encountered unexpectedly in
list-directed or data-directed
input, or when field width in format
list of edit-directed input would
take scan beyond end of file.
Attempt to close file not opened in current task.
Short SQRT error
Long SQRT error
Short LOG error
Long Log error
Short SIN error
Long SIN error
Short TAN error
Long TAN error
Short ARCTAN error
Long ARCTAN error

Short SINH error
Long SINH error
Short ARCTANH error
Long ARCTANH error
Invalid exponent in short float integer exponentiation
Invalid exponent in long float integer exponentiation
Invalid exponent in short float general exconentiation
Invalid exponent in long float general exponentiation
Invalid exponent in complex short float integer exponentiation
Invalid exponent in complex long float integer exponentiation
Invalid exponent in complex short iloat yeneral exponentiation
Invalid exponent in complex long float general exponentiation
Invalid argument in short float complex ARCTAN or ARCTANH
Invalid argument in long float complex AKCTAN or ARCTANH
Unacceptable DEIAY statement
Unacceptable riNE statement
E-format conversion error
-format conversion error
A-format conversion error
b-format conversion error
A-format input error
$B$-format input error
Picture character-string error ONSOURCE or ONCHAR pseudo-variables used out of context
Improper return from CONVERSION on-unit
Structure length $\geq 16 * * 6$ bytes virtual origin of array $\geq 16 * * 6$ or $\leq-16 * * 6$
Attempt to wait on inactive and incomplete event
Task variable already active Event already being waited for wait on more thari 255 incomplete everits
Active event variable as argument to COMPLETION Eseudo-variakle
Invalid task variable as argument to PRIORITY pseudo-variakle
Event variable active in assignment statement
Event variable already active
Attempt to wait for $I / O$ event in wrong task
Invalid operation
Privileged operation
EXECUTE statement executed
Protection violation
Addressing interruption
Specification interruption
Data interruption
Too many active on-units and entry parameter procedures
No invocation count
Invalid free storage (main procedure)
Invalid free VDA

## Multiple Interruptions

A multiple interruption can occur only for an input/output operation that bas been associated with an event variable. It occurs during the execution of the WAIT statement naming that event variable, if the event has been completed abnormally (i.e., if one or more conditions occurred during the operation). Since conditions for an input/output event are raised at the execution of the WAIT for that event, the interruptions for these conditions also occur at this time. It is possible for more than one interruption to occur for an input/output event. The aggregate of interruptions for an input/output event is called a multiple interruption.

When an input/output event is completed abnormally, the order in which the conditions are raised, and therefore, the order in which the interruptions for these conditions occur. is implementation defined. If the on-unit for such a condition ends abnormally, then all unprocessed renditions (i.e., remaining interruptions of the multiple interruption) are ignored; if an onunit ends normally, the next condition is processed. If an on-unit has not keen established for such a condition or if SYSTEM is in effect, the next condition outstanding will be processed only if the standard system action is to comment and continue; if the standard system action is ctherwise, all remaining interruptions in the multiple interruption will be ignored.

Note: If the UNDEFINEDFILE condition is raised by an attempt at implicit opening, caused by a statement associated with an event variable, the condition is raised immediately, and the interruption will cccur even before the WAIT statement is executed.

## SECTION ORGANIZATION

This section presents each condition in its logical grouping, and in alphatetical crder within that grouping. In general, the following information is given for each condition:

1. General format -- given only when it consists of more than the condition name.
2. Descriftion -- a discussion of the condition, including the circurstances under which the condition can be raised. Note that an enatled condition can always be raised by a SIGNAL statement: this fact is not included in the descriptions.
3. Result -- the result of the operation that caused the condition to occur. This applies when the condition is disabled as well as when it is enabled. In some cases, the result is not defined; that is, it cannot be predicted. This is stated wherever applicable.
4. Standard system action -- the action taken by the system when an interruption occurs and the user has not specified an on-unit to handle that interruption.
5. Status -- an indication of the enabled/disabled status of the condition at the start of the program, and how the condition may be disabled (if possible) or enabled.
6. Normal return -- the point to which control is returned as a result of the normal termination of the on-unit. A GO TO statement that transfers control out of an on-unit is an abnormal onunit termination. Note that if a condition has been raised by the SIGNAL statement, the normal return is always to the statement immediately following SIGNAL.

The conditions are grouped as follows:

1. Computational conditions -- those conditions associated with data handling, expression evaluation, and computation. They are:
```
CONVERSION
FIXEDOVERFLOW
OVERFLOW
SIZE
UNDERFLOW
ZERODIVIDE
```

2. Input/output conditions --- those conditions associated with data transmission. They are:

ENDFILE
ENDPAGE
KEY
NAME
PENDING
RECORD
TRANSMIT
UNDEFINEDFILE
3. Program-checkout conditions -- those conditions that facilitate the debugging of a program. They are:

## CHECK

SUBSCRIPTRANGE
STRINGRANGE
4. List processing condition -- the AREA condition, which is associated with area usage.
5. System action conditions -- those conditions that provide facilities to extend the standard system action that is taken after the occurrence of a condition or at the completion of a program. They are:

## ERROR <br> FINISH

6. User-named condition -- the condition condition.

## COMPUTATIONAL CONDITIONS

## The CONVERSION Condition

Description: The CONVERSION condition occurs whenever an illegal conversion is attempted on character-string data. This attempt may be made internally or during an input/output operation. For example, the condition occurs when a character other than 0 or 1 exists in a character string being converted to a bit string; other examples are when a character string being converted to a numeric character field contains characters not permitted by the PICTURE specification, or when a string being converted to coded arithmetic data does not contain the character representation of an arithmetic constant.

All conversions of character-string data are carried out character-by-character in a left-to-right sequence and the condition occurs for each invalld character. When an invalid character is encountered, an interruption occurs (if, of course, that CONVERSIoN has not been disabled) and the current action specification for the condition is executed. If the action specification is an on-unit, the invalid character can be corrected within the unit by using the ONSOURCE OI ONCHAR pseudo-variables. On return from on-unit, the conversion of the string is retried from the beginning. For the compiler, if the illegal character has not been corrected, a message is printed and the ERROR condition is raised.

Note: If conversion of a character-string of significant length greater than 16 to an arithmetic field is attempted, and a conversion on-unit is enabled in which the ONCHAR built-in function is used to replace an invalid character with a numeric character, the following happens:

The CONVERSION condition is raised due to the excessive string length, and the replacement character does not alleviate this condition. Therefore, a loop occurs
between the conversion module and the on-unit.

Result: When CONVERSION occurs, the contents of the entire result field are undefined.

Standard System Action: In the absence of an on-unit, the system prints a message and raises the ERROR condition.

Status: CONVERSION is enabled throughout the program, except within the scope of a condition prefix specifying NOCONVERSION.

Normal Return: Upon the normal termination of the on-unit for this condition, control returns to the beginning of the string and the conversion is retried.

## The FIXEDOVERFLOW Condition

Description: The FIXEDOVERFLOW condition occurs when the length of the result of $a$ fixed-point arithmetic operation exceeds the maximum length allowed by the implementation. For System 360 implementations. this maximum is 15 for decimal fixed-point values and 31 for binary fixed-point values.

Result: The result of the invalid fixedpoint operation is undefined.

Standard System Action: In the absence of an on-unit, the system prints a message and raises the ERROR condition.

Status: FIXEDOVERFLOW is enabled throughout the program, except within the scope of a condition prefix that specifies NOFIXEDOVERFLOW.

Normal Return: Upon normal termination of the on-unit for this condition, control returns to the point immediately following the point of interruption.

The OVERFLOW Condition
Description: The OVERFLOW condition occurs when the magnitude of a floating-point number exceeds the permitted maximum. (For System/360 implementations, the magnitude of a floating-point number or intermediate result must not be greater than approximately 1075 or 2252.)

Result: The value of such an illegal floating-point number is undefined.

Standard System Action: In the absence of an on-unit, the system prints a message and raises the ERROR condition.

Status: OVERFLOW is enabled throughout the program, except within the scope of a condition prefix specifying NOOVERFLOW.

Normal Return: Upon normal termination of the on-unit for this condition, control returns to the point immediately following the point of interruption.

## The SIZE Condition

Description: The SIZE condition occurs only when high-order (i.e., leftmost) significant binary or decimal digits are lost in an assignment to a variable or a temporary or in an I/O operation. This loss may result from a conversion involving different data types, different bases, different scales, or different precisions.

The SIZE condition differs from the FIXEDOVERFLOW condition in an important sense, i.e., FIXEDOVERFLOW occurs when the size of a calculated fixed-point value exceeds the maximum allowed by the implementation (see the description of the FIXEDOVERFLOW condition), whereas SIZE is raised when the size of the value being assigned to a data item exceeds the declared (or default) size of the data item. SIZE can be raised on assignment of a value regardless of whether or not FIXEDOVERFLOW was raised in the calculation of that value.

The declared size is not necessarily the actual precision with which the item is held in storage; however, the limit for SIZE is the declared or default size, not the actual size in storage. For example, with the TSS/360 PL/I compiler, a fixed binary item of precision (20) will occupy a fullword in storage, but SIZE is raised if a value whose size exceeds FIXED BINARY(20) is assigned to it.

Result: The contents of the data item receiving the wrong-sized value are undefined.

Standard System Action: In the absence of an on-unit, the system prints a message and raises the ERROR condition.

Status: SIZE is disabled within the scope of a NOSIZE condition prefix and elsewhere throughout the program, except within the scope of a condition prefix specifying SIZE .

Normal Return: Upon normal termination of the on-unit for this condition, control returns to the point immediately following the point of interruption.

## The UNDERFLOW Condition

Description: The UNDERFLOW condition occurs when the magnitude of a $f$ loatingpoint number is smaller than the permitted minimum. (For System/360 implementations, the magnitude of a floating-point value may
not be less than approximately $10^{-76}$ or $2^{-260 .}$ )

UNDERFLOW does not occur when equal numbers are subtracted (often called significance error).

Note that, for the TSS/360 PL/I compiler, the expression $X * *(-Y)$ (where $Y>0$ ) is evaluated by taking the reciprocal of $X * * Y$; hence, the OVERFLOW condition may be raised instead of the UNDERFLOW condition.

Result: The invalid floating-point value is set to 0 .

Standard System Action: In the absence of an on-unit, the system prints a message and continues execution from the point at which the interruption occurred.

Status: UNDERFLOW is enabled throughout the program, except within the scope of a condition prefix specifying NOUNDERFLOW.

Normal Return: Upon normal termination of the on-unit for this condition, control returns to the point immediately following the point of interruption.

## The ZERODIVIDE Condition

Description: The ZERODIVIDE condition occurs when an attempt is made to divide by zero. This condition is raised for fixedpoint and floating-point division.

Result: The result of a division by zero is undefined.

Standard System Action: In the absence of an on-unit, the system prints a message and raises the ERROR condition.

Status: $Z E R O D I V I D E$ is enabled throughout the program, except within the scope of a condition prefix specifying NOZERODIVIDE.

Normal Return: Upon normal termination of the on-unit for this condition, control returns to the point immediately following the point of interruption.

## INPUT/OUTPUT CONDITIONS

The input/output conditions are always enabled and cannot appear in condition prefixes; they can be specified only in $O N$, SIGNAL, and REVERT statements.

## The ENDFILE Condition

General Format: ENDFILE (file-nare)
Description: The ENDFILE conaition can be raised during a GET or READ operation; it is caused by an attempt to read past the
file delimiter of the file named in the GET or READ statement. It applies only to SEQUENTIAL files.

If the file is not closed after ENDFILE occurs, then any subsequent GET or READ statement for that file imnediately raises the ENDPILE condition again.

If ENDFILE is raised by an input/output statement using the EVENT option, the interruption does not take place until the execution of a subsequent WAIT statement for that event in the same procedure.

Standard System Action: In the absence of an on-unit, the system prints a message and raises the ERROR condition.

Status: The ENDFILE condition is always enabled; it cannot be disabled.

Normal Return: Upon the normal termination of the on-unit for the condition, execution continues with the statement immediately following the statement that caused the ENDFILE condition to be raised (or, if ENDFILE was raised by a READ with the EVENT option, control passes back to the WAIT statement from which the on-unit was invoked).

## The ENDPAGE Condition

General Format: ENDPAGE (file-name)

> The "file name" must be the name of a file having the PRINT attribute.

Description: The ENDPAGE condition is raised when a pur statement results in an attempt to start a new line beyond the limit specified for the current page. This limit can be specified by the pagESIzE option in an OPEN statement: if PAGESIZE has not been specified, a default limit of 60 applies for the TSS $/ 360 \mathrm{PL} / \mathrm{I}$ compiler. The attempt to exceed the limit may be made during data transmission lincluding asso. ciated format items, if the puT statement is edit-directed), by the LINE option, or by the SKIP option. ENDPAGE can also be raiced by a LINE option or LINE format lem tiac specifies a line number less than the current line number.

When ENDPAGE is raised, the current line number is one greater than that specified by the PAGESIZE option (or 61, if the
I default applies). The on-unit may start a new page by execution of a PAGE option or a PAGE format item. which sets the current line to 1.

ENDPAGE is raised only once per page. Consequently, printing can be continued beyond the specified PAGESIZE after the ENDPAGE condition has been raised the first
time. If the on-unit does not start a new page, the current line number may increase indefinitely. If a subsequent LINE option or LINE format item specifies a line number that is less than the current line number, ENDPAGE is not raised, but a new page is started with the current line set to 1.

If ENDPAGE is raised during data transmission, then, on return from the on-unit, the data is written on the current line, which may have been changed by the on-unit. If ENDPAGE results from a LINE or SKIP option, then, on return from the on-unit. the action specified by LINE or SKIP is ignored.

Standard System Action: In the absence of an on-unit, the system starts a new page. If the condition is signaled, execution is unaffected and continues with the statement following the SIGNAL statement.

Status: ENDPAGE is always enabled; it cannot be disabled.

Normal Return: Upon the normal completion of the on-unit for this condition, execution of the pUT statement continues in the manner described above.

The KEY Condition
General Format: KEY (file-name)
Description: The KEY condition can be raised only during operations on keyed records. It is raised in any of the following cases:

1. The keyed record cannot be found.
2. An attempt is made to add a duplicate key.
3. The key is out of sequence.
4. An error occurred in the conversion of the key.
5. The key has not been specified correctly.
6. No space is available to add the keyed record.

If KEY is raised by an input/output statement using the EVENT option, the interruption does not occur until the execution of a subsequent WAIT statement for that event in the same procedure.

The condition is not raised for a LOCATE statement until actual transmission is attempted (that is, immediately before execution of the next WRITE or LOCAIE statement for the file, or immediately
before the file is closed); until the error is corrected, the record cannot be transmitted, nor can any further operation take place for the file.

A key sequence error cannot be detected by PL/I on the first attempt to write to an indexed file that is reopened for sequential output, if the next operation on that file is close to it.

Standard System Action: In the absence of an on-unit, the system prints a message and raises the ERROR condition.

Status: KEY is always enabled; it cannot be disabled.

Normal Return: Upon the normal completion of the on-unit for this condition, control passes to the statement immediately following the statement that caused KEY to be raised (or, if KEY was raised by an input/ output statement with the EVENT option, control passes back to the WAIT statement from which the on-unit was invoked).

## The NAME Condition

General Format: NAME (file-name)
Description: The NAME condition can be raised only during a data-directed GET statement. It can be raised either when an identifier in the input stream does not have a counterpart in the data list of the GET statement or when the GET statement has no data list and an identifier that is not known in the block is encountered in the stream.

NAME is raised at the time the unmatched identifier is encountered in the strear.

The user may retrieve the data field (i.e., the identifier and its value) containing the unmatched identifier by using the built-in function DATAFIELD in the on-unit.

Standard System Action: In the absence of an on-unit, the system ignores the incorrect data field, prints a message, and continues the execution of the GET statement.

Status: NAME is always enabled; it cannot be disabled.

Normal Return: Upon the normal completion of the on-unit for this condition, the execution of the GET statement continues with the next identifier in the stream.

The PENDING Condition
General Format: PENDING (file-name)

Description: Except when signaled, the PENDING condition can be raised only during execution of a READ statement for a TRANSIENT file.

Note: Since TRANSIENT files are not supported in TSS/360, the PENDING condition, although it will compile correctly, will result in an error diagnostic if executed.

## The RECORD Condition

General Format: RECORD (filename)
Description: The RECORD condition can be raised only during a READ, WRITE, or REWRITE operation. It is raised by any of the following:

1. The size of the record is greater than the size of the variable.
2. The size of the record is less than the size of the variable.
3. A record of zero length has been read.
4. An attempt is made to write a record of zero length.

Note: Except when the length of the record variable is zero, the RECORD condition is not raised for consecutive unbuffered input files containing $U$-format records if reading forwards.

If the size of the record is greater than the size of the variable, the excess data in the record is lost on input and is unpredictable on output. If the size of the record is less than the size of the variable, the excess data in the variable is not transmitted on output and is unaltered on input. (Thus, if a zero length record is read, the variable contains the same data that it contained before the read operation.) If an attempt is made to write a record of zero length, the attempt is aborted, and, in effect, the statement is ignored.

If RECORD is raised during transmission of an area, the area control field will contain incorrect information

If RECORD is raised by an input/output statement using the EVENT option, the interruption does not occur until the execution of a subsequent WAIT statement for that event in the same procidure.

Standard System Action: In the absence of an on-unit, the system prints a message and raises the ERROR condition.

Status: RECORD is always enabled; it cannot be disabled.

Normal Return: Upon normal completion of the on-unit execution continues with the statement immediately following the one for which RECORD occurred (or if RECORD was raised by an I/O statement with an EVENT option, control returns to the WAIT statement from which the on-unit was invoked).

## The TRANSMIT Condition

General Format: TRANSMIT (file-name)
Description: The TRANSMIT condition can be raised during any input/output operation. It is raised by a permanent transmission error, and therefore signifies that any data transmitted is potentially incorrect. During input, the condition is raised after assignment of the potentially incorrect data item or record. During output, the condition is raised after the transmission of the potentially incorrect data item or record has been attempted.

If TRANSMIT is raised by an input/output statement using the EVENT option, the
interruption does not take place until the execution of a subsequent WAIT statement for that event in the same procedure.

Standard System Action: In the absence of an on-unit, the system prints a message and raises the ERROR condition.

Status: TRANSMIT is always enabled; it cannot be disabled.

Normal Return: Upon the normal completion of the on-unit, processing continues as though no error had occurred, allowing another condition (e.g.. RECORD) to be raised by the statement or data item that raised the TRANSMIT condition. If TRANSMIT was raised by an input/output statement with an EVENT option, control returns to the WAIT statement from which the on-unit was invoked.)

## The UNDEFINEDFILE Condition

General Format: UNDEFINEDFILE (file-name)
Description: The UNDERINEDFIRE condition is raised whenever an attempt to open a file is unsuccessful. If the atterapt is made by means of an OPEN statement that specifies more than one file name, atterapts to open all other files in that statement will be made before the condition is raised. If the condition is raised for more than one file in the same OPEN statement, on-units will be executed according to the order of appearance (taken from left to right) of the file names in that OPEN statement.

If the condition is raised by an implicit file opening in an input/output state-
ment without the EVENT option, then, upon normal return from the on-unit, processing continues with the remainder of the interrupted input/output statement. If the file was not opened in the on-unit, then the statement cannot be continued and the ERROR condition is raised.

If the condition is raised by an implicit file opening in an input/output statement having an EVENT option, then the interruption occurs before the event variable is initialized. In other words, the event variable retains its previous value and remains inactive. On normal return from the on-unit, the event variable is initialized, that is, it is made active and its completion value is set to ${ }^{\prime \prime} 0^{\prime} \mathrm{B}$ (provided the file has been opened in the onunit). Processing then continues with the remainder of the interrupted statement. However, if the file has not been opened in the on-unit, the event variable remains uninitialized, the statement cannot be continued, and the ERROR condition is raised.

For the $\mathrm{TSS} / 360 \mathrm{PL} / \mathrm{I}$ compiler, some cases for which the UNDEFINEDFILE condition is raised are as follows:

1. A conflict in attributes exists.
2. The blocksize has not been specified.
3. There is no recognizable DDEF command for a RECORD L/O file.

Standard System Action: In the absence of an on-unit, the system prints a message and raises the ERROR condition.

Status: UNDEFINEDFILE is always enabled; it cannot be disabled.

Normal Return: Upon the normal completion of the final on-unit, control is given to the statement immediately following the statement that caused the condition to be raised (see "Description" for action in the case of an implicit opening).

## PROGRAM-CHECKOUT CONDITIONS

## The CHECK Condition

General Format: CHECK (name-list)
The name list" is one or more names separated by commas; a name may be a qualified name. Each name must be one of the following:

## 1. An entry name

2. A statement label constant
3. An unsubscripted name representing an element, an array, or a structure

The names appearing in a CHECK prefi: refer to the names known within the block to which the prefix is attached. A name cannot be a parameter or a variable having the DEFINED or BASED atrributes.

Description: The CHECK condition is ruijed only within the scope of a CHECK conditir: prefix. Such a condition prefix may be prefixed only to a PROCEDURE or BEGIN statement. The CHECK condition is enabled separately for each name in the list of the CHECK prefix. For example, the prefix CHECK (A,B,C) is equivalent to CHECK (A) : CHECK (B): CHECK (C). Hence, the action specification can be controlled separately for each name. The REVERT statement can be used to change the action specification for one or more names in the list. Also, a NOCHECK prefix can be used to disable the CBECK condition for a specific name llike CHECK, NOCHECK can appear only as a prefix to a PROCEDURE or BEGIN statement).

If the name of a structure or array of structures appears in the name list following check, such a list is equivalent to one that contains, in the order in which they were declared, the elements of that structure or array of structures. For example, if $P$ is defined:

```
    DECLARE 1 P. 2 Q. 2 R, 2 S;
```

then:
CHECK (P)
is equivalent to:
CHECK (Q.R,S)
The CHECK condition is raised within the scope of a cHECK prefix in any of the following cases:

1. If a rame in the cHECK prefix is a statement label constant, the condition is raised and the interruption occurs prior to the execution of the statement to which the label is prefixed. If the label is prefixed to a DECLARE or FORMAT statement, the condition is not raised.
2. If a name in the cHECK prefix is a variable (as specified in item 3 of the general format above), the condition is raised whenever the value of the variable, or a generation of any part of the variable, is changed by any statement within the scope of the prefix.
Specifically, if the identifier IDrepresents the variable, the conditionis raised in the following cases:
a. ID appears on the left-hand sideof an assignment statement. (Thisapplies to BY NAME assignment evenif the name mentioned does notappear in the final expansion ofthe statement.)
b. ID is set as a result of a pseudo-variable appearing on the left-hand side of an assignmentstatement.
c. ID appears as the control variable of a DO-group or a repetitive specification in a data list (or it is set as a result of a pseudovariable appearing as the control variable of a DO-group or a repetitive specification in a data list).
d. ID appears in the data list of an edit-directed or list-directed GET statement.
e. IL is altered by data-directed input.
f. ID appears in the REPLY option of a DISPLAY statement.
g. ID appears in the STRING option of a PUT statement.
h. ID is passed as an argument to a user-defined procedure, no intermediate argument is created, and the procedure terminates with a RETURN or END.
i. ID appears in the KEYTO or INTO option of a READ statement. Note that if the READ statement has an EVENT option, the CHECK condition will not be raised.
j. ID is a pointer variable and appears in a SET option.

Note that in $\underline{a}, \underline{b}, \underline{d}$, and $e$ above, if ID is a structure, the CHECK condition is raised each time an element of that structure is given a value, but the
interruption for each condition does not occur until after the statement that caused the condition to be raised has been executed completely.

The condition is not raised under any of the following circumstances:
a. If the value of a variable defined on ID or on part of ID changes in any of the ways described above.
b. If the parameter that represents the argument ID changes value.
c. If ID appears in a GO TO or RETURN statement or any statement that involves the execution of a GO TO or RETURN statement.
d. If ID is set ky the INITIAL attribute.

Note that in all of the atove contexts. ID can appear in subscripted or qualified form. Note also that ID need not appear in the name list of a CHECK prefix; it only need represent a structure or element contained by, or containing, a name in the list.

The interruption for a CHECK condition occurs after the statement that caused the condition to be raised has been executed. (Note that an IF statement is considered executed just prior to the execution of the THEN or ELSE clause.) If the statement is a DO statement, the interruption occurs each time control proceeds sequential-

Iy to the statement following the DO statement. If the DO specifies repetitive execution, the interruption occurs each time the control variable changes value.

Only a data-directed GET statement or a Do statement can cause a condition to ke raised more than once for the same affearance of the same name. If a statement causes a cHECK condition to be raised for several names, the conditions will be raised in the left-to-right order of appearance of the names.
3. If a name in the CHECK prefix is an entry name, the condition is raised and the interruption occurs prior to each invocation of the entry point corresponding to the entry narre. The condition is raised only if the entry point is invoked by the entry name given in the prefix.
4. For the TSS $/ 360$ compiler, the number of characters in a qualified name to be used in CHECK name lists must not exceed 256.
5. The maximum number of entries in a CHECK condition, whether in a frefix list or in an on statement, is 510 . The maximum number of data iters being checked at any point in the compilation varies between 2078-2n and 3968$2 n$, where, $n$ is the number of currently checked items which have the attribute EXTERNAL.

Result: When cHECK is raised, there is no effect on the statement being executed.

Standard System Action: In the absence of an on-unit, if the name in the name list is a statement-latel constant, a statementlabel variable, a task name, an event name, an area variable, a locator variable, or an entry nare, then for this compiler, only the name is printed on SYSOUT; in all other cases, the name and its new value are printed on SYSOUT in the format of datadirected output.

Note: Standard system action for the CHECK condition requires access to the variable; consequently, if SIGNAL CHECK is given for an unallocated variable, an error will result, as it would if the variable were accessed by an on-unit.
Status: CHECK is disabled by default and within the scope of a NOCHECK condition prefix. It is enakled only within the scope of a CHECK prefix.

Normal Return: Upon the normal completion of the on-unit for the CHECK condition,
execution continues immediately following the point at which the interruption occurred.

## The STRINGRANGE Condition

Definition: The STRINGRANGE condition is raised whenever the lengths of the arguments to a SuBSTR reference fail to comply with the rules described for the SUBSTR built-in function. It is raised for each such reference.

Standard System Action: Execution continues as described for normal return.

Status: STRINGRANGE is disabled by default and within the scope of a NOSTRINGRANGE condition prefix. It is enabled only within the scope of a STRINGRANGE condition prefix.

Normal Return: On normal return from the on-unit, execution continues with a revised SUBSTR reference whose value is defined as fcllows:

Assuming that the length of the source strind (after execution of the on-unit, if specified) is $k$, the starting point is i, and the length of the substring is $j$;

1. If $i$ is greater than $k$ the value is the null string.
2. If $i$ is less than or equal to $k$, the value is that substring keginning at the mth character or bit of the source string and extending $\underline{n}$ characters or bits, where $m$ and $n$ are defined by:

$$
m=\operatorname{MAX}(i, 1)
$$

$n=\operatorname{MAX}(0, \operatorname{MIN}(j+\operatorname{MIN}(i, 1)-1, k-m+1))$
[if $j$ is specified]
$n=k-m+1$
[if $j$ is not specified]
This means that the new arguments are forced within the limits.

The values of $i$ and $j$ are established kefore entry to the on-unit; they are not reevaluated on return from the on-unit

```
The SUBSCRIPTRANGE Condition
```

Description: SUBSCRIPTRANGE can be raised whenever a subscript is evaluated and found to lie outside its specified kounds. If more than one subscript is associated with an identifier, e.g., A(I,J,K), SUBSCRIPTRANGE is raised after each erroneous subscript has been checked. Thus, if both I and $J$ in the above example were in error, SUBSCRIPTRANGE would be raised after I was evaluated and again after $J$ was evaluated.

Result: When SUBSCRIPTRANGE has been raised, the value of the illegal sutscript is undefined, and, hence, the reference is also undefined.

Standard System Action: In the absence of an on-unit, the system prints a message and raises the ERROR condition.

Status: SUBSCRIPTRANGE is disabled by default and within the scope of a NONSUBSCRIPTRANGE condition prefix. It is enabled only within the scope of a subSCRIPTRANGE condition prefix.

Normal Return: Upon the normal completion of the on-unit for this condition, execution continues immediately following the point at which the condition occurred.

## LIST PROCESSING CONDITION

The AREA Condition
Lescriction: The AREA condition is raised in either of the following circumstances:

1. When an attempt is made to allocate a based variable within an area that contains insufficient free storage for the allocation.
2. When an attempt is made to perforir an area assignment, and the target area contains insufficient storage to accommodate the allocations in the source area.

Result: If the condition occurs as the result of an attempted allocation, the allocation has no effect; if the condition occurs as a result of an area assignment. the contents of the target area are undefined.

Standard System Action: In the absence of an on-unit, the system prints a message and raises the ERROR condition.

Status: AREA is alsways enabled; it cannot be disabled.

Normal Return: Cn normal return from the on-unit, the action is as follows:

1. If the condition was raised by an allocation, the allocation is reattempted. If the on-unit has changed the value of a pointer qualifying the reference to the inadequate area so that it points to another area, the allocation is reattempted within the new area.
2. If the condition was raised by an area assignment, or by a SIGNAL statement,
execution continues at the loint of interruption.

## SY:STEM ACTION CONDITION:

## The ERROR Condition

Description: The ERROR condition is; raised under the following circumstances:

1. As a result of the standard sy:stem action for an ON-condition for which that action is to mrint an error message and raise the ERROR condition"
2. As a result of an error (for which there is no on-condition) occurring during program execution
3. As a result of a sIGNAL ERROR statement

Standard System Action: For the TS:/ 360
PL/I compiler, if the condition is raised in tne major task, the FINISH condition is raised, and subsequently the major task is terminated. If the condition is raised in any other task, that task is terminated.

Status: ERROR is always enabled: it cannot be disabled.

Normal Return: Upon the normal completion of the on-unit, the standard system action is taken.

## The FINISH Condition

Description: The FINISH condition is raised during execution of a statement which would cause the termination of a PL/I program, that is, by a stop statement, or an EXIT statement in the major task, or a KETURN or END statement in the initial external procedure. The condition is also raised by SIGNAL FINISH in any task, and as fart of the standard system action for the ERROR condition. The interruption occurs in the task in which the statement is executed, and any on-unit specified for the condition is executed as part of that task.

An aknornal return from the on-unit will avoid any subsequent task termination processes and permit the interrupted task to continue.

Standard System Action: In the absence of an on-unit, no action is taken; that is, execution of the interrupted statement is resumed.

Status: FINISH is always enabled; it cannot ke disabled.

Normal Return: Upon the normal completion of the on-unit, execution of the interrupted staterent is resumed. That is, if FINISH is raised by any means other than si IGNAL FINISH, the normal completion of the FINISH on-unit terminates the progran.

## USER-NAMED CONLITION

The CONDITION Condition

## General format: CONDITION (identifier)

The "identifier" must be specified ky the user. The appearance of an identifier with CONDITION in an ON, SIGNAL, or REVERT statement constitutes a contextual declaration for it: the identifier is given the EXTERNAL attrikute.

Le:scription: CONDITION is raised by a SIGNAL statement that specifies the afproIriate identifier. The identifier specified in the SIGNAL statement determines which CONDITION condition is to be raised.

Standard System Action: In the absence of an on-unit for this condition, the system frints a mes:sage and continues with the statement following SIGNAL.

Status: CONLITION is always enabled; it - cannot be disiatled.

Normal Return: Upon the normal completion of the on-unit, execution continues with the statement following the SIGNAL statement that caused the interruption.

A name appearing in a PL/I rogram may have one of many different meanings. It may, for exarple, be a variakle referring to arithmetic data items; it may be a file name; it may be a variable referring to a character string, or it may Le a statement label or a variable referting to a statement label.

Properties, or characteristics, of the values a name represents for example, arithmetic characteristics of data items represented by an arithmetic variable) and other properties of the name itself (such as scope, storage class, etc.) together make up the set of attrirutes that can be associated with a name.

The attributes enable the compiler to assigl a unique meaning to the identifiter specified in a DECLARE statement. For example, if the variable is an arithmetic data variable, the base, scale, mole, and precision attributes must te associated with the name. Associated attributes are those specified in a DECLARE statement or assumed by default.

This section discusses the different attributes. The attributes are grouped by function and then detailed discussions; follow, in alphabetic order, showing the rules, defaults, and format for each attribute.

At the end of the section, there is a table (Figure 48A) summarizing the attributes.

## SPECIFICATION OF ATTRIEUTES

Attributes lother than the dimension, length, and precision attributes) specified in DECLARE statements are separated by blanks. Except for the dimension, length, and precision attribute specifications, they may appear in any order. The dimension attribute specification must immediately follow the array name; the length and precision attribute specifications must follow one of their associated attributes. A comma must follow the last attribute specification for a particular name (or the name itself if no attributes are specified with it), unless it is the last name in the DECLARE statement, in which case the semicolon is used.

## FACTORING OF ATTRIBUTE:;

Attributes common to several names can be factored in a declaration to eliminat: repeated specification of the same attri-
kute for many identifiers. Factoring is achieved by enclosing the names in parentheses, and following this by the set of attributes which apply. All factored attributes must apply to all of the names. No factored attribute can be overridden for any of the names, but any name within the list may be given other attributes so long as there is no conflict with the factored attributes. Factoring of attributes is fermitted only in the DECLARE statement. but not within an ENTRY attribute declaration. The number of left parentheses used for factoring attributes in DECLARE staterents is limited to 73 in a compilation. The dimension attribute may be factored. The frecision and length attributes can be factored only in conjunction with an associated keyword attribute. Factoring can be nested as shown in the fourth example Lelow. Names within the parenthesized list dre separated ky commas.

Note: Structure level numbers can also be factored, but a factored level number must frecede the parenthesized list.

```
DECLARE (A,E,C,D) BINARY FIXED (31);
DECLARE (E LECIMAL(6,5),
    F CHAKACTER(10)) STATIC:
DECLAKE 1 A, 2(B,C,D) (3,2) BINARY
        EIXED (15), ...;
DECLAKE ((A,B) FIXED(10), C FLOAT(5))
        EXTERNAL;
```


## DATA ATTEIBUTES

PROBLEM DATA
Attributes for problem data are used to describe arithmetic and string variables. Arithmetic variables have attributes that specify the kase, scale, mode, and precision of the data items. String variables have attributes that specify whether the variable represents character strings or tit strings and that specify the length to be maintained. The arithmetic data attritutes are:

## BINARY| DECIMAL

FIXED|FLOAT
REAL|COMPLEX
(precision)
PICTURE

The string data attributes are:
BIT|CHARACTER
(length)

## VARYING

PICTURE
Other attributes can also be declared for data variables. The INITIAL attribute specifies the initial value to be given to the variable. The DEFINED attribute specifies that the data item is to occupy the same storage area as that assigned to other data. The ALIGNED and UNALIGNED attributes specify the positioning of data elements in storage. The storage class and scope attributes also apply to data.

Other attributes apply only to data aggregates. For array variables, the dimension attribute specifies the number of dimensions and the bounds of an array. The LIKE attribute specifies that the structure variable being declared is to have the same structuring as the structure of the name following the attribute LIKE.

## PROGRAM CONTROL DATA

Attributes for program control data specify that the associated name is to be used by the user to control the execution of this program. The LABEL, TASK, EVENT, POINTER, OFFSET, and AREA attributes specify program control data.

## ENTRY NAME ATTRIBUTES

The entry name attributes identify the name being declared as an entry name and describe features of that entry point. For example, the attribute BUILTIN specifies that the reference to the associated name within the scope of the declaration is interpreted as a reference to the built-in function or pseudo-variable of the same name. The entry name attributes are:

ENTRY
RETURNS
GENERIC
BUILTIN
REDUCIBLE
IRREDUCIBLE

## FILE DESCRIPTION ATTRIBUTES

The file description attributes establish an identifier as a file name and describe characteristics for that file e.g., how the data is to be transmitted. whether records are to be buffered. If the same file name is declared in more than one external procedure, the declarations must not conflict, unless one is declared with the INTERNAL attribute.

The file description attributes are: FILE

## STREAM|RECORD

INPUT |OUTPUT|UPDATE
PRINT
SEQUENTIAL \| DIRECT
BUFFERED \| UNBUFFERED
BACKWARDS
ENVIRONMENT (option-list)

## KEYED

## exClusive

Note that file description attributes, except for the ENVIRONMENT attribute, can be specified as options in the option list of the OPEN statement.

## SCOPE ATTRIBUTES

whether or not a name may be known in another external procedure. The scope. attributes are EXTERNAL and INTERNAL.

All external declarations for the same identifier in a program are linked as declarations of the same name. The scope of this name is the union of the scopes of all the external declarations for this identifier.

In all of the external declarations for the same identifier, the attributes declared must be consistent, since the declarations all involve a single name. For example, it would be an error if the identifier ID were declared as an EXTERNAL file name in one block and as an EXTERNAL entry name in another block in the same program.

The INTERNAL attribute specifies that the declared name cannot be known in any other block except those contained in the block in which the declaration is made.

The same identifier may be declared with the INTERNAL attribute in more than one block without regard to whether the attributes given in one block are consistent with the attributes given in another block, since the compiler regards such declarations as referring to different names.

For a discussion of the scope of names, see Part $I_{\text {, }}$ Section 7. "Recognition of Names.*

## STORAGE CLASS ATTRIBUTES

The storage class attributes are used to specify the type of storage for a data variable. They are:

STATIC
AUTOMATIC
CONTROLLED
BASED

## ALPHABETIC LIST OF ATTRIBUTES

Following are detailed descriptions of the attributes, listed in alphabetic order. Alternative attributes are discussed together, with the discussion listed in the alphabetic location of the attribute whose name is the lowest in alphabetic order. A cross-reference to the combined discussion appears wherever an alternative appears in the alphabetic listing.

## ALIGNED and UNALIGNED (Data Attributes)

The ALIGGED and UNALIGNED attributes specify the positioning of data elements in storage, to influence speed of access or storage economy respectively. They may be specified for element, array, or structure variables.

ALIGNED in System/360 implementations specifies that the data element is to be aligned on the storage boundary corresponding to its data type requirement.

UNALIGNED in System 360 implementations specifies that the data element is to be stored contiguously with the data element preceding it, and that a fullword or doublewnod item is to be mapped on the next available byte boundary in a similar manner to character strings of length 4 or 8.

General format:

## ALIGNED \| UNALIGNED

## General rules:

1. Although they are essentially element data attributes, ALIGNED and UNALIGNED can be applied to any array or structure. This is equivalent to applying the attribute to all contained elements that are not explicitly declared with the ALIGNED or UNALIGNED attribute.
2. Application of either attribute to a contained array or structure overrides an ALIGNED or UNALIGNED attribute that otherwise would apply to elements of the contained aggregate by having been specified for the containing structure.
3. The LIKE attribute is expanded before the ALIGNED and UNALIGNED attributes are applied to the contained elements of the LIKE structure variable. The only ALIGNED and UNALIGNED attributes that are carried over from the LIKE structure variable (i.e.. A in the example below) are those explicitly specified for substructures and elements of the structure variable.

Example:
DECLARE 1 A ALIGNED.
2 B. /* ALIGNED FROM A */
2 C UNALIGNED。
3 D; /* UNALIGNED FROM C */
DECLARE 1 X UNALIGNED LIKE A;
DECLARE 1 Y LIKE A;
The second declare statement is equivalent to:

DECLARE 1 X UNALIGNED.
2 B, UNALIGNED. UNALIGNED FROM $X$ */
2 C UNALIGALIGNED FROM $C * /$

The third declare statement is equivalent to:

DECLARE 1 Y .
2 B,
2 C UNALTGNED. 3 D; /* UNALIǴNED FROM $C$ */
4. For overlay defining involving bitand character-class data (see figure 48). both the defined item and the overlaid part of the base item must be unaligned. For all other types of defining, equivalent items must be either both ALIGNED or both UNALIGNED.
5. The ALIGNED and UNALIGNED attributes of an argument in a procedure invocation must match the attributes of the corresponding parameter. If these attributes of the original argument do


Figure 48. Permissible Items for Overlay Defining

## not match those of the corresponding parameter in an ENTRY attribute declaration, a dummy argument is created, with the attributes specified in the ENTRY attribute declaration, and the original argument is assigned to it. <br> 6. If a based variable is used to refer to a generation of another variable, the ALIGNED and UNALIGNED attributes of both variables must agree. <br> 7. Default assumptions for ALIGNED and UNALIGNED are applied on an element basis. <br> 8. POINTER, OFFSET, LABEL, EVENT and AREA cannot be unaligned. <br> Assumptions: <br> 1. Defaults are applied at element level. The default for bit-string data, character-string data, and numeric character data is UNALIGNED; for all other types of data, the default is ALIGNED. <br> 2. For all operators and built-in functions, the default for ALIGNED or UNALIGNED is applicable to the elements of the result. <br> 3. Constants take the default for ALIGNED or UNALIGNED. <br> AREA (Program Control Data Attribute) <br> The AREA attribute defines storage that, on allocation, is to be reserved for the

allocation of based variables. Storage thus reserved can be allocated to and freed from based variables by naming the area variable in the IN option of the ALLOCATE and FREE statements. Storage that has been freed can be subsequently reallocated to a kased variable.

General format:
AREA [(size)]
Syntax rule:
The "size" can be an expression or an asterisk.

General rules:

1. The area size for areas that are not of static storage class is given by an expression whose integral value specifies the number of units of storage to be reserved. The unit for System/360 implementations is the byte.
2. The size for areas of static storage class must be specified as a constant; for the compiler, it must be a decimal integer constant.
3. An asterisk can be used to specify the size if the area variable being declared is controlled or is a parameter. In the case of a controlled area variable declared with an asterisk, the size must be specified in the ALLOCATE statement used to allocate the area. In the case of a parameter declared with an asterisk, the size is inherited from the argument.
4. Data of the area type cannot be converted to any other type; an area can be assigned to an area variable only.
5. No operators can be applied to area variables.
6. Only the INITIAL CALL form of the INITIAL attribute is allowed with area variables.
7. An area variable cannot be unaligned.

## Assumptions:

1. The implementation maximum size AREA is 32,767 bytes. If the size specification is omitted, a default value is assumed. For the TSS/360 PL/I compiler, this is 1000 .
2. An area variable can be contextually declared by its appearance is: an OFFSET attribute or an IN option. Note, however, that all contextually
declared area vaxiables are given the AUTOMATIC atrribute. The compiler requires that the variable named in the offset attribute must be based; if a nonbased area variable is named, the offset variable will be changed to a pointer variable. Hence, unless the variable named in the OFFSET attribute is explicitly declared, OFFSET effectively becomes POINTER, and a severe error occurs.

AUTOMATIC, STATIC, CONTROLLED and BASED (Storage Class Attributes)

The storage class attributes are used to specify the type of storage allocation to be used for data variables.

AUTOMATIC specifies that storage is to be allocated upon each entry to the block to which the storage declaration is internal. The storage is released upon exit from the block. If the block is a procedure that is invoked recursively, the previously allocated storage is "pushed down" upon entry; the latest allocation of storage is "popped up" upon termination of each generation of the recursive procedure (for a discussion of push-down and pop-up stacking, see part I. section 6, Blocks. Flow of Control, and Storage Allocation').

STATIC specifies that storage is to be allocated when the program is loaded and is not to be released until program execution has been completed.

CONTROLLED specifies that full control will be maintained by the user over the allocation and freeing of storage by means of the ALLOCATE and FREE statements. Multiple allocations of the same controlled variable, without intervening freeing. will cause stacking of generations of the variable.

BASED, like CONTROLLED, specifies that full control over storage allocation and freeing will be maintained by the user, but by various methods that are described in Part I, Section 14, Based Storage and List Processi.g." Multiple allocations are not stacken but are available at any time: each can be identified by the value of a pointer variable.

## General format:

## STATIC|AUTOMATIC| <br> CONTROLLED|BASED(pointer-variable)

## General rules:

1. Autonatic and based variables can mave internal scope only. Static and controlled variables may have elther internal or external scope.
2. Storage class attributes cannot be specified for entry names, file names, members of structures, or DEFINED data items.
3. STATIC AUTOMATIC, and BASED attributes cannot be specified for parameters.
4. Variables declared with adjustable array bounds, string lengths, or area sizes cannot have the STATIC attribute.
5. For a structure variable, a storage class attribute can be given only for the major structure name. The attribute then applies to all elements of the structure or to the entire array of structures. If the attribute conTROLLED or BASED is given to a structure, only the major structure and not the elements can be allocated and freed.
6. The following rules govern the use of based variables:
a. The pointer variable named in the BASED attribute must be a nonbased, unsubscripted, element pointer variable. This applies to explicit pointer qualifiers also.
b. Whenever a pointer value is needed to complete a based variable reference, and none is explicitly specified, the pointer variable named in the relevant BASED attribute is used.
c. Based variables cannot have the INITIAL attribute. Based label arrays cannot be initialized by subscripted label prefixes.
d. When reference is made to a based variable, the data attributes assumed are those of the based variable, while the qualifying pointer variable identifies the location of data.
e. A based variable can be used to identify and describe existing data; to obtain storage by means of the ALDOCATE statement; or to obtain storage in an output buffer by means of the LOCATE statement.
f. The relative locations of based variables allocated within an area can be identified by the values of offset variables, but these must be assigned to pointer variables for the purpose of explicit qualification.
g. The EXTERNAL attribute cannot appear with a based variable declaration, but a based variable reference can be qualified by an external pointer variable.
h. A based structure can be declared to contain only one adjustable bound or length specification. See "The REFER Option," in Part 1 , Section 14. "Based Storage and List Processing."
i. Based variables cannot be transmitted using data-directed input/output.
j. The VARYING attribute cannot be applied to based variables.

Assumptions:

1. If no storage class attribute is specified and the scope is internal, AUTOMATIC is assumed.
2. If no storage class attribute is specified and the scope is external, STATIC is assumed.
3. If neither the storage class nor the scope attribute is specified, AUTOMATIC is assumed.
4. A pointer variable can be contextually declared by its appearance in the BASED attribute.

## BACKWARDS (File Description Attribute)

The BACKWARDS attribute specifies that the records of a SEQUENTIAL INPUT file associated with a data set on magnetic tape are to be accessed in reverse order, i.e., from the last record to the first record.

## General format:

## BACKWARDS

## General rules:

1. The BACKWARDS attribute applies to RECORD files only; that is, it conflicts with the STREAM attribute. It implies RECORD and SEQUENTIAL.
2. The BACKWARDS attribute applies only to files associated with data sets on magnetic tape.

BASED (Storage Class Attibute)
See aUtomatic.

BINARY and DECIMAL (Arithmetic Data Attributes)

The BINARY and DECIMAL attributes specify the base of the data items represented by an arithmetic variable as either binary or decimal.

General format:

## BINARY|DECIMAL

General rule:
The BINARY or DECIMAL attribute cannot be specified with the PICTURE attribute.

Assumptions:
Undeclared identifiers (or identifiers declared only with one or more of the dimensions, UNALIGNED, ALIGNED, scope, and storage class attributes) are assumed to be arithmetic variables with assigned attributes depending upon the initial letter. For identifiers beginning with any letter $I$ through $N$, the default attributes are REAL FIXED BINARY $(15,0)$. For identifiers beginning with any other alphabetic character, the default attributes are REAL FLOAT DECIMAL (6). If FIXED or FLOAT and or REAL or COMPLEX are declared, then DECIMAL is assumed. The default precisions are those defined for System/360
implementations.

## BIT and CHARACTER (String Attributes)

The BIT and CHARACTER attributes are used to specify string variables. The BIT attribute specifies a bit string. The CHARACTER attribute specifies a character string. The length attribute for the string must also be specified.

General format:
BIT
(length) [VARYING]
CHARACTER
General rules:

1. The length attribute specifies the length of a fixed-length string or the maximum length of a varying-length string.
2. The VARYING attribute specifies that the variable is to represent varyinglength strings, in which case leagth specifies the maximum length. The current length at any time is the length of the current value. For the TSS $/ 360 \mathrm{PL} / \mathrm{I}$ compiler, the length of an uninitialized varying-lengith string is set to zero. VARYING may appear anywhere in the declaration of the string, and it may be factored. VARY-

ING cannot be applied to based variables.
3. The length attribute must immediately follow the CHARACTER or BIT attribute at the same factoring level with or without intervening blanks.
4. The length attribute may be specified by an expression or an asterisk.

If the length specification is an expression, it is converted to an integer when storage is allocated for the variable.

The asterisk notation can be used for the length attribute specification to indicate that the length is specified elsewhere. For parameters or CONTROLLED variables, the length can be taken from a previous allocation or, for CONTROLLED variables, it can be specified in a subsequent ALLOCATE statement.

Only one adjustable string length specification can appear in the declaration of a based structure. See "The REFER Option". in Part I, Section 14.
5. If a string has the STATIC attribute, the length attribute must be a decimal integer constant.
6. If a string has the BASED attribute. the length attribute must be a decimal integer constant unless the string is a member of a based structure and the REFER option is used, in which case one adjustable string length may be allowed. (See "The REFER Option" in Part I, Section 14.)
7. The BIT, CHARACTER, and VARYING attributes cannot be specified with the PICTURE attribute.
8. The PICTURE attribute can be used instead of CHARACTER to declare a fiyed-length character-string variable (see the PICTURE attribute).
9. All of the string attributes shoula be declared explicitly unless the pxCTURE attribute is used. The default length for string data is 1.

BUFFERED and UNBUFFERED (File Description Attributes)

The BUFFERED attribute specifies that during transmission to and from external storage each record of a SEQUENTIAL RECORD file must pass through intermediate storage buffers.

The UNBUFFERED attribute specifies that such records need not pass through buffers. It does not, however, specify that they must not. For the TSS $/ 360$ PL/I compiler. hidden buffers will, in fact, be used if INDEXED is specified in the ENVIRONMENT attribute or if the records are variable-length.

```
General format:
BUFFERED|UNBUFFERED
```

General rule:

The BUFFERED and UNBUFFERED attributes can be specified for SEQUENTIAL RECORD files only.

Assumption:
Default is BUFFERED.
BUILTIN (Entry Attribute)
The BUILTIN attribute specifies that any reference to the associated name within the scope of the declaration is to be interpreted as a reference to the built-in function or pseudo-variable of the same name.
.

## General format:

## General rules:

1. BUILTIN is used to refer to a built-in function or pseudo-variable in a block that is contained in another block in which the same identifier has been declared to have another meaning.
2. If the BUILTIN attribute is declared for an entry name, the entry name can have no other attributes.
3. The BUILTIN attribute cannot be declared for parameters.

## CHARACTER (String Attribute)

See BIT.
COMPLEX and REAL (Arithmetic Data Attributes)

The COMPLEX and REAL attributes are used to specify the mode of an arithmetic variable. REAL specifies that the data items represented by the variarle are to be real numbers. COMPLEX specifies that the data items represented by the variarle are to be complex numbers, that is, each data item is a pair: the first memcer is a real number and the second member an imaginary number.

General format:
REAL/COMPLEX
General rule:
If a numeric character variable is to represent complex values, the compLEx attribute must be specified with the PICTURE attribute. The COMPLEX attribute is the only other arithmetic or string data attribute that can be specified with the PICTURE attribute.

Assumption:
Default is REAL.

## CONTROLLED (Storage Class Attribute)

See AUTOMATIC.

## DECIMAL (Arithmetic Data Attrikute)

See BINARY.

## DEFINED (Data Attribute)

The DEFINED attribute specifies that the variable being declared is to represent part or all of the same storage as that assigned to other data. The DEFINED attri-
bute can be declared for element, array, or structure variables.

## General format:

DEFINED base-identifier \{[subscript-list]|[POSITION (decimal-integer-constant)]\}

The "base identifier" is an unsubscripted, opticnally qualified variatle whose storage is also to be represented by the variable teing declared. The "subscript list" is a specification used to determine the fortion of a base identifier array that the currently declared variable will represent. POSITION is discussed under the rules for overlay defining.

## Rules for defining:

1. The INITIAL, storage class, and scope attributes cannot be specified for the defined item. The defined item must be a level 1 variable and it cannot be a parameter. The VARYING attribute must not be specified for either the defined item or the base identifier. It should be noted that although the base can have the EXTERNAL attribute, the defined item always has the INTERNAI attritute and cannot be declared with any scope attribute. If the base is external, its name will be known in all blocks in which it is declared external, but the name of the defined item will not. However, the value of the defined item will be changed if the value of the base item is changed in any block.
2. The base identifier must always be known within the block in which the defined item is declared. The base identifier cannot have the DEFINED attribute. It can represent a minor structure. The TSS/360 PL/I compiler does not allow the base identifier to be controlled or based.

There are two types of defining, correspondence defining and overlay defining. If iSUB variables are involved, or if both the defined item and base identifier are arrays with the same number of dimensions and the POSITION attribute is not specified, correscondence defining is in effect. In all other cases, overlay defining is in effect.

In correspondence defining: the elements of the base identifier and the elements of the defined item must have the same attritutes. The lengths need not be the same; however, the length of the defined item must not be greater than the Ilength of the tase item. The TSS/360 PL/I
compiler does not allow correspondence defining for arrays of structures.

## Correspondence Defining

When correspondence defining has been specified, a reference to an element of the deined item is interpreted as a reference to the corresponding element of the base identifier. A reference to the defined array is interpreted as a reference to the aggregate of all of the kase elements that correspond to some element of the defined array.

If there is no subscript list following the base identifier, then the corresponderse is direct. In such a case, the arrays must have the same number of dimensions, and a reference to an element of the defined itern would be interpreted as a reterence to an element of the base with the same subscripts.

If a subscript list follows the base identifier in the DEFINED attribute specification, each subscript can be an expression and tach expression may contain refecences to the dummy variables indicated by isub.

In the duminy variable iSUB, $\underline{i}$ is a decimal integer constant in the range 1 to $n$. where $n$ is the number of dimensions of the define $\bar{d}$ item. Thus, 1 SUB represents subscripts of the first dimension of the defined array, 2 sub represents the second dimension of the defined array, and so fosth. The subscript list following the name of the base array in the LEFINED attribute specification must contain the same number of subscript expressions as there are dimensions of the kase array.

At least one reference to iSUB must appear in the subscript list. An array defined by using iSUB variables in the subscript list cannot be passed as an argument. The base array can ce passed, and an equivalent array can be defined on the corresponding parameter.

The base element corresponding to a defined element is obtained by replacing each isUB in the subscript list ky the integer value of the $\underline{i}$ th subscript of the defined element.

The bounds of a defined array must be within the bounds of the base array.

## overlay Defining

Overlay defining specifies that the defined item is to occupy part or all of the storage allocated to the base. In this way, changes to the value of either variable may be reflected in the value of the
other. Overlay defining is permitted ketween the items shown in Figure 48.

Rules for overlay defining:

1. For bit and character class data, the POSITION attribute may be specified for the defined item. If POSITION is specified, the DEFINED attribute must alsc ke sfecified. position need not necessarily follow the appearance of DEFINED; it may precede it in the same declaration, if so desired. The general format of the POSITION attribute is as follows:

## POSITICN (decimal-integer-constant)

This specifies the position, in relation to the start of the base, at which the defined item is to begin. If this attribute is omitted, POSITION (1) is assumed; that is, the defined iter is to kegin at the first position of the base. The maximum value of the integer constant in the POSITION attribute is 32,767.
2. For bit and character class data, the extent of the defined item must not be larger than the extent of the base. Extent is calculated by summing the lengths of the parts of the data, including all individual elements of arrays, and, in the case of the defined item, adding $\underline{n}-1$ (where $\underline{n}$ is the position in relation to the start of the tase).

## Order of Evaluation

Evaluation proceeds as follows:

1. Expressions specified in all attributes of the defined item (other than the DEFINED attribute) are evaluated on entry to the declaring block.
2. Subscripts in the subscript list following the base identifier are evaluated when a reference to the defined item is made.

## Examples of Defining

1. DECLARE $\mathrm{A}(20,20), \mathrm{B}(10)$

DEFINED A ( $2 * 1$ SUB, $2 * 1$ SUR);
In this example of correspondence defining, $B$ is a vector consisting of every even element in the diagonal of the array A. In other words, $\mathrm{B}(1)$ corresponds to $A(2,2), B(2)$ corresponds to $A(4,4)$, etc.
2. DECLARE 1 P, 2 Q CHARACTER (10), 2 R CHARACTER (100). PSTRING1 CHARACTER (110) DEFINED P ;

In this example of overlay defining. PSTRING1 is a character string that represents the concatenation of the two character strings $Q$ and $k$. which are elements of the structure $P$. Note that $P$ has the PACKED attribute by default.
3. DECLARE LIST CHARACTER (40),

## ALIST CHARACTER (10) EEFINED LIST.

 BLIST CHARACTER (20) DEFINED LIST POSITION (21). CLIST CHARACTER (10) DEFINED LIST POSITION (11):In this example of overlay defining. ALIST refers to the first $t \in n$ characters of LIST, BLIST refers to the twenty-first through fortieth characters of LIST, and CLIST refers to the eleventh through twentieth characters of LIST.
4. DECLARE 1 A,

2 B FIXED, 2 C FLOAT,
1 X DEFINED A. 2 Y FIXED, 22 FLOAT;

In this example of overlay defining, $Y$ refers to $B$ and $Z$ refers to $C$.

Note: Although the language rules specify that the attributes (except for length) of the defined item must exactly natch the attributes of the base iten, the TSS/360 $\mathrm{PL} / \mathrm{I}$ compiler allows a user to make an exception to this rule, under certain circumstances.

> If attributes ueclared for the defined item differ from those of the tase identifier, the compiler notes this with a message at the ERROR level. For €xamule:

```
DECLARE A FIXED BINARY(31).
    B BIT (32) DEFINED A;
```

Compilation of this DECLARE statement would cause an error message to te issutd ty the compiler. However, execution of the program could be successful, and arithmetic operations performed upon $A$ would result in the change of value of the tit-string varit able $B$.

## Dimension (Array Attribute)

The dimension attritute specifies the number of dimensions of an array and the bounds of each dimension. The dimention attribute either specifies the bound:; (either the upper bound or the upier and lower bounds) or indicates, by usin ut in asterisk, that the actual kound: tor the array are to be taken from elsewhere.

## General format:

(bound [,boundl...)
where "bound" i:s:
[ [lower-bound:] upper-bound\}|*
and "upper-bound" and "lower-bound" are element expressions.

General rules:

1. The number of bounds specifications indicates the number of dimensions in the array unless the variable being declared is contained in an array of structures, in which case it inherits dimensions from the containing structure.
2. The bounds specification indicates the bounds as follows:
a. If only the upper bound is given, the lower bound is assumed to be 1
b. The lower bound must be less than or equal to the upper bound.
c. If asterisk notation is used, an assterisk must be used for each bounds specification of the array. An asterisk specifies that the actual bounds are to te specified in an Allocate statement, if the variable is controlled, or in a declaration of an associated argument, if the variable is a simple farameter. Thus, the asterisk notation can be used only far parameters and CONTROLLED variables.
3. Bounds that are expressions are evaluated and converted to integer data -- for system/360 implementations, LINARY(15) -- when storage is allocated for the array. For dummy arguments that are arrays, the bounds are determined at invocation of the block containing the ENTRY attribute. For simple farameters, bounds can be only oftionally signed decimal integer constants or asterisks.
4. The bounds of arrays declared STATIC must be oftionally signed decimal integer constants.
5. The bounds of arrays declared EASED must he oftionally signed decimal integer constants unless the array is part of a tased structure and the kffr option is used, in which case ohe dijustatle tound specification is allowed. (:iee "The REFER Option" in Part. I, section 14.)
6. The dimension attribute must immediately follow the array name for the parenthesized list of names, if it is being factored). Intervening tlanks are optional.
7. If the asterisk notation is used to declare dimensions of an array of structures, all dimension declarations within the major structure must also be asterisks.
8. Arrays are limited, for each dimension, to a lower bound of $-32,768$ and to an upper bound of 32,767 .

## DIRECT and SEQUENTIAL (File Descriftion Attributes)

The DIRECT and SEQUENTIAL attributes specify the manner in which the records in a data set associated with a RECCRD file are to be accessed. SEQUENTIAL implies that the records are to be accessed according to their sequence in the data set. (The records in an INDEXED data set are processed in their logical sequence; the records in a CONSECUTIVE or kEGIONAL data set are processed in their physical sequence.) DIRECT sfecifies that the records will always be accessed by use of a key; each record must, therefore, have a key associated with it. Either of the'se two attributes implies the RECCRD attribute.

Note that DIRECT and SEQUENTIAL specify only the current usage of the file; they do not specify physical properties of the data set associated with the file. The data set associated with a SEQUENTIAL file may actually have keys recorded with the data. Most data sets accessed ry DIRECT files are created by SEqUENTIAL files.

General Format:

## DIRECT/SEQUENTIAL

General rules:

1. DIRECT files must also have the KEYED attribute (which is implied by DIRECT). SEQUENTIAL files may or may not have the KEYEL attribute.
2. The DIRECT and SEQUENTIAL attributes cannot be specified for files with the STREAM attribute.

## Assumptions:

## 1. Default is SEQUENTIAL for RECOPD files.

2. If a file is implicitly ofened by an UNLOCK statement, DIRECT is assumed.

## ENTRY Attribute

The ENTRY attribute specifies that the identifier being declared is an entry name. It also is used to describe the attributes of parameters of the entry point.

## General format:

## ENTRY [ (parameter-attribute-list [, parameter-attribute-list]...)]

## General rules:

1. The ENTRY attribute with associated parameter attribute lists must be declared for any entry name that is invoked within the block if the attributes of any argument of the invocation differ from the attributes of the associated rarameter. This specifies that the compiler is to create the necessary dummy arguments.
2. Each "parameter attribute list" describes the attributes of a single parameter. For example, the parameter attribute lists for the parameters in the following procedure:

TEST: PROCEDURE (A,B,C,D,E,F);
DECLARE A FIXED DECIMAL (5). B FLOAT BINARY (15), C FOINTER. E. P. 2. R FIXED DECIMAL, E, X. 2 Y, 3 Z, F(4) CHAPACTER (10); .

END TEST:
could be declared as follows:
DECIARE TEST ENTRY (DECIMAL FIXED (5), BINARY FLOAT (15),
i.
2.
$3^{\prime}$ DECTMAL FIXED.
(4) CHARACTER (10)):
3. The parameter attribute lists must appear in the same order as the parameters they describe. If the attribute of any parameter need not te described, the absence of the corresponding farameter attribute list must
be indicated by a comma. (In the example above, the parameter $C$ has no parameter attribute list nor has the structure parameter E.) If a parameter attribute list is absent, the argument is assumed to match the parameter.
4. The attributes may appear in any order in a parameter attribute list. For an array parameter attribute list, the dimension attribute must be the first specified, otherwise the attributes may appear in any order. For a structure parameter attribute list, the level numbers must appear in the same order as the level numbers of the corresponding parameter, and they must precede the attributes for each level: the attribute list numbers need not be the same as those of the parameter, but the structuring must be identical; the attributes for a particular level may appear in any order.

Note: Each attribute-list level number together with any attributes specified for the level, is delimited by a comma. (See example above.)
5. The ENTRY attribute must be specified for any entry name that is declared elsewhere and not recognized as such within the block if any reference is made to that entry name (such as in an argument list) unless, within the block :
a. The entry name appears in a CALL statement or a function reference with an argument list, either of which constitutes a contextual declaration of the ENTRY attribute, or
b. The entry name is declared to have the RETURNS attribute, which implies ENTRY, or the BUILTIN attribute. The ENTRY attribute cannot be specified for a name that is given the BUILTIN or GENERIC attributes.
6. The ENTRY attribute must be specified or implied for an entry name that is a parameter.
7. Expressions used for length or bounds
in an ENTRY attribute specification for non-CONTROLLED parameters are evaluated upon entry to the block to which the declaration of the ENTRY attribute is internal.
8. Factoring of attributes is not permitted within parameter attribute lists of an ENTRY attribute specification.
9. The ENTRY attribute must appear for each entry name in a GENERIC attribute specification.
10. The ENTRY attribute can be declared for an internal entry name only within the block to which the name is internal.
11. The maximum nesting of ENTRY attributes within an ENTRY or GENERIC attribute is 3 .

## Assumptions:

The ENTRY attribute can be assumed either contextually or by implication, as described in rule 2. The appearance of a name as a label prefix of either a PROCEDURE statement or an ENTRY statement constitutes an explicit declaration of that identifier as an entry name. No defaults are applied for parameters unless attributes and/or level numbers are specified. If only a level number and/or the dimension attribute is specified for a parameter, FLOAT, DECIMAL, and REAL are assumed.

## ENVIRONMENT (File Description Attribute)

See Part I, Section 9. "Stream-Oriented Transmission," and Part $I$, Section 10, "Record-Oriented Transmission."

## EVENT (Proqram Control Data Attribute)

The EVENT attribute specifies that the associated identifier is used as an event name. Event names are used to investigate the current state of asynchronous input/ output operations. They can also be used as program switches.

Note: In TSS/360, asynchronous I/O can occur only with CONSECUTIVE SEQUENTIAL UNBUFFERED files.

## General format:

## EVENT

## General rules:

> 1. An identifier may be explicitly declared with the EVENT attribute in a DECLARE statement. It may be contextually declared by its appearance in a WAIT statement, in a DISPLAY statement, or in various input/output statements (see Part I, Section 8 , "Input and Output.")
> 2. Event names may also have the following attributes:

Dimension

## Scope (the default is INTERNAL)

## Storage class (the default is AUTOMATIC)

DEFINED (event names may only be defined on other event names)
3. An event variable has two separate values:
a. A single bit which reflects the completion value of the variable. '1'B indicates complete. '0"B indicates incomplete.
b. A fixed-point value of default precision ( $(15,0)$ for the TSS/360 PI/I compiler) which reflects the status value of the variable. $A$ zero value indicates normal, nonzero indicates abnormal status.

The values of the event variable can be separately returned by use of the COMPLETION and STATUS built-in functions. The COMPLETION function returns a bit-string value corresponding to the completion value of the variable; STATUS returns a fixed binary value corresponding to the status value.

Assignment of one event variable to another causes both the completion and status values to be assigned. Conversion between event variables and any other data type is not possible.
4. Event variables may be elements of an array. Arrays containing event variables may take part in assignment. provided that this would not require conversion to or from event data.
5. The values of the event variable can be set by one of the following means:
a. Use of the COMPLETION pseudovariable, to set the completion value.
b. Use of the STATUS pseudo-variable, to set the status value.
c. Event variable assignment.
d. By a statement with the EVENT option.
e. By a WAIT statement for an event variable associated with an input/ output event.
f. By the termination of a task with which the event variable is associated.
g. By closing a file on which an input/output operation with an evenc option is in progress.
6. On allocation of an event variable, its status and completion values are undefined.
7. An event variable may be associated with an event, that is, a task or an input/output operation, by means of the EVENT option on a statement. The variable remains associated with the event until the event is completed. For an input/output event, the event is completed during the execution of the WAIT for the associated event. During this period the event variable is said to be active. It is an error to associate an active event variable with another event, or to modify the completion value of an active event variable by event variable assignment or by use of the COMPLETION pseudo-variable.
8. It is an error to assign to an active event variable (including an event variable in an array, structure, or area) by means of an input/output statement.
9. On execution of a CALL statement with the EVENT cption, the program in which the CALL is executed will be abnormally terminated. In TSS/360, event variables may be successfully associated only with input/output operations.
10. On execution of an input/output statement with the EVENT optiong the event variable, if inactive, is set to zero status value and to incomplete. The sequence of these two assignments is uninterruptable and is completed before any transmission is initaited but after any action associated with an implicit opening is completed. An input/output event variable will not be set complete until either the termination of the procedure that
initsated the event or the execution, by that procedure, of a WAIT statement naming the associated event variable. The WAIT operation delays execution of this task until any transmission associated with the event is terminated. If no input/output conditions are to be raised for the operation, the event variable is set complete and is no longer active. If any input/output conditions are to be raised, the event variable is set to have a status value of 1 and the relevant conditions are raised. On normal return from the last on-unit entered as a result of these conditions, or on abnormal
return from one of the on-units, the event variable is set complete and is no longer active.
11. Event variables cannot te unaligned.

## EXCLUSIVE (File Description Attribute)

The EXCLUSIVE attrikute specifies that records in a data set associated with a DIRECT UPDATE file may be locked ky an accessing task to prevent other tasks from interfering with an operation.

Under TSS/360 the EXCLUSIVE attribute need not be declared, since record locking is automatic and cannot be superessed by a NOLOCK option.

General format:

## EXCLUSIVE

1
EXTERNAL and INTERNAL (Scope Attributes)

The EXTERNAL and INTERNAL attritutes specify the scope of a name. INTERNAL specifies that the name can be known only in the declaring block and its contained tlocks. EXTERNAL specifies that the name may be known in other blocks containing an external declaration of the same name.

General format:
EXTERNAL|INTERNAL
General rules:

1. When a major structure name is declared EXTERNAL in more than one block, the attributes of the structure members must te the same in each case, although the corresponding nember names need not be identical.
2. Members of structures always have the INTERNAL attribute and cannot be declared with any scope attribute. However, a reference to a member of an external structure, using the member name known to the block containing the reference, is effectively a reference to that member in all blocks in which the external name is known, regardless of whether the corresponding member names are identical.

Assumptions:
INTERNAL is assumed for entry names of internal procedures and for variables with any storage class. EXTERNAL is assumed for file names and entry names of external procedures. User-defined condition names are assumed to be EXTERNAL.

## FILE (File Description Attribute)

The FILE attribute specifies that the identifier being declared is a file name.

General format:

## FILE

## Assumptions:

The FILE attribute can be implied by any of the other file description attributes. In addition, an identifier may be contextually declared with the FILE attribute through its appearance in the FILE oftion of any input/output statement, or in an ON statement for any input/output condition.

## FIXEL and FLOAT (Arithmetic Data

 Attributes)The FIXED and FLOAT attributes specify the scale of the arithmetic variable being declared. FIXED specifies that the variable is to represent fixed-point data items. FLOAT specifies that the variable is tc represent floating-point data items.

General format:

## FIXED|FLOAT

Gentral rule:

The FIXED and FLOAT attributes cannot be specified with the PICTURE attribute.

Assumptions:
Undeclared identifiers (or identifiers declared only with one or more of the dimension, PACKEC, ALIGNED, scope, and stcrage class attributes) are assumed to be arithmetic variables with assigned attritutes depending upon the initial letter. For identifiers beginninq with any letter I through $N$, the default attributes are REAL FIXED BINARY $(15,0)$. For identifiers beginning with any other alphabetic character the default attributes are REAL FLOAT DECIMAL (6). If BINARY Or DECIMAL and/Or REAL. or COMPLEX are sfecified. FLOAT is assumed. The default precisions are those defined fcr System/360 implementations.

## FLOAT (Arithretic Data Attribute)

See FIXED.

## GENERIC (Entry Name Attribute)

The GENERIC attribute is used to define a name as a family of entry names, each of which is referred to by the name being declared. When the generic name is referred to, the proper entry name is selected, based upon the arguments speci-
fied for the genexic rame in the procedure reference.

General format:

$$
\begin{aligned}
\text { GENERIC } & \text { (entry-name-declaration } \\
& \text { [,entry-name-declaration]...) }
\end{aligned}
$$

General rules:

1. No other attributes can te specified for the name being given the GENERIC attribute.
2. Each "entry name declaration" following the GENERIC attribute corresponds to one member of the family, and has the form:

## entry-name attribute-list

3. The attribute list" of each entry name declaration specifies attributes of the entry name. It must include the ENTRY attribute. It may optionally have INTERNAL, EXTERNAL, and RETURNS attributes. No entry name declaration can have the GENERIC attribute, nor can it have the BUILTIN attribute.
4. Each entry name declaration must specify attributes or level numbers for each parameter. An ENTRY declaration within a GENERIC declaration is exactly the sarre as any cther ENTRY declaration. Therefore, no other entry attribute declaration for the same identifier can appear in the same block if the entry name appears in a GENERIC attribute specification.
5. When a generic narre is referred to, the attributes of the arguments must match exactly the list following the entry name declaration of one and only one member of the family. The
reference is then interpreted ass a reference to that member. Thus, the selection of a particular entry name is based upon the arguments of the reference to the gentric name. Note that no conversion is done for arguments passed to generic functions. Consequently, the precision of a constant or any other expression must match the precision of a parameter.
6. The selection of a particular ent:y name is first based on the number of arguments in the reference to the name. The following attributes are then considered in choice of qeneric members:

Base
Scale

## Node

Precision
PICTURE
LABEL (but not label list)
Number of dimensions (but not bounds)

CHARACTER (but not length)
BIT (but not length)

## VARYING

ENTRY (but not parameter description or other attributes of entry names)

FILE (but no other file attributes)

## ALIGNED

UNALIGNED
AREA (but not size)
offset thut not specified area variatle)

## POINTER

TASK
EVENT
7. Generic entry names (as opposed to references) may be specified as arguments to nongeneric procedures if the invoked entry name is explicitly declared with the ENTRY attribute. This ENTPY attribute must specify that the appropriate parameter is an entry name and must specify, by means of a further ENTRY attribute, the attributes of all its parameters. This enables a choice to be made of which family member is to be passed.
8. There is a limitation on the number of family members and arguments which may te associated with a GENERIC entry name. The value given by evaluating the following formula must not exceed 700 :

$$
3 n+8 \sum_{1}^{n} a_{i}+8 \operatorname{MAX}\left(a_{1}, a_{2} \ldots \ldots, a_{n}\right)+3 d
$$

where \begin{tabular}{rl}

$\mathrm{n}=$ \& | the number of family |
| :--- |
|  |
| members | <br>

$\mathrm{a}=$ \& the number of arguments <br>
\& relating to the ith family <br>
\& member
\end{tabular}

d $=$ the greatest function nesting depth at which an invocation of the GENERIC entry name appears.
9. For the TSS/360 compiler, the maximum nesting of ENTRY attributes with a GENERIC attribute is 3 .

## INITIAL (Data Attribute)

The INITIAL attribute has two forms. The first specifies an initial constant value to be assigned to a data item when storage is allocated to it. The second form specifies that, through the CALL option, a procedure is to te invoked to perform initialization at allocation.

## General format:

1. INITIAL (item [,item]...)
2. INITIAL CALL entry-name [argument-list]

General rule:
The INITIAL attribute cannot te given for entry names, file names, defined data, structures, parameters, or based variables.

Rules for form 1:

1. In this discussion, the term "constant" denotes one of the following:
[+|-] arithmetic-constant
character-string-constant
bit-string-constant
[ + |-] real-constant $\{+\mid-\}$ imaginary constant
2. Only one constant value can be specified for an element variable; more than one can be specified for an array variable. A structure variable can be initialized only ty separate initialization of its elementary names, whether they are element or array variables.
3. Constant values specified for an array are assigned to successive elements of the array in row-major order (final subscript varying most rapidly).
4. If too many constant values are specified for an array, excess ones are ignored; if not enough are specified, the remainder of the array is not initialized.
5. Each item in the list can be a constant, an asterisk denoting no ini-
tialization for a particular elemerit, or an iteration specificaticr.
6. The iteration specification has one of the following general forms:
(iteration-factor) constarit.
(iteration-factor)(item(.itsm]...)
(iteration-factor) *
The "iteration factor" specifies the number of times the constant, or iterr list, is to be repeated in the iriitialization of elements of an array. If a constant follows the iteration factor, then the specified nurnter of elements are to be initialized with that value. If a list of iters follows the iteration factor, then the list is to $k \in$ repeated the specified number of times, with each it $\in \mathbb{m}$ initializing an element of the array. If an asterisk follows the iteraticr. factor, then the specified number of elements are to be skipked in the initialization oferatior.
7. The iteration factor can $k \in$ an elerert expression, except for STAIIC data, ir: which case it must $\mathrm{b} \in$ an unsigned decimal integer constant. When stcrage is allocated for the array, the expression is evaluated to give an integer that specifies the number of iterations.
8. A negative or zerc iteration factcr causes no initialization.
9. For initialization of a string array, if only one parenthesized element expression frecedes the string iritial value, the expression is interpreted to be a string repetition factor for the string; that is, it is interfreted as a part of the specification of the value for a single element of the array. Consequently, for an expression to cause initialization of more than one element of a string array, both the string repetition factor and the iteration factor must be explicitly stated, even if the string repetition factor is (1). For exarfle, consider the following:
```
((2) 'A') is equivalent tc ('AA')
    (for a single element)
```

((2)(1)'A') is equivalent to ('A', 'A') (for two elements)
10. Iterations ray be nested.
11. Lakel constants given as initial values for label variakles must be
known within the block in which the label variable declarations occur. STATIC label variables cannot have the INITIAL attribute.
12. An alternate method of initialization is available for elements of arrays of non-STATIC statement lakel variables: an element of a label array can appear as a statement prefix, provided that all subscripts are optionally signed decimal integer constants. The effect of this appearance is the initialization of that array element to a value that is a constructed label constant for the statement prefixed with the subscripted reference. This statement must be internal to the block containing the declaration of the array. Only one form of initialization can be used for a given label array. If CHECK is specified for a lakel array and the elements of the label array are initialized by a latel prefix, the CHECK condition is not raised at initialization.
13. For the TSS/360 PL/I compiler, character-string or bit-string datta having the STATIC attrikute cannot be initialized with complex values.
14. This form of the INITIAL attribute cannot be used in the declaration of locator or area variables.
15. Initialization of LABEL variables on structures with the LIKE attribute requires careful handling, particularly as the implementation does not provide the result specified by the language. A structure A is declared, using the IIKE attribute, to be identical to a structure $B$. Structure $B$ contains a LABEL variable that is initialized, using the INITIAL attribute, to the value of a LABEL constant. The initial value of the corresponding LABEL variable in $A$ is the initial value of the LABEL constant known in the block containing the declaration of $B$, not $A$.

For example:
DCL 1 B,
2 L LABEL INITIAL (L1);
-
-
L1: .; /*B.L = L1*/
.

BEGIN;
DCL A LIKE B;

L1: .; /*A.L IS GIVEN THE VALUE OF L1 IN STRUCTURE B*/
-

END;
Rules for form 2:

1. The "entry name" and "argument list" passed must satisfy the condition stated for prologues as discussed in Part I, Section 6. "Blocks and Flow of control."
2. Form 2 cannot be used to initialize STATIC data.

## Examples:

a. DECLARE SWITCH BIT (1) INITIAL ('1'B);
b. DECLARE MAXVALUE INITIAL (99), MINVALUE INITIAL (-99);
c. DECLARE A $(100,10)$ INITIAL ( $(920) 0$, (20) ((3)5,9));
d. DECLARE TABLE $(20,20)$ INITIAL CALL INITIALIZE (X,Y);
e. DECLARE 1 A (8), 2 B INITIAL (0), 2 C INITIAL ((8) 0);
f. DECLARE Z (3) LABEL;
-

Z(1): IF $X=Y$ THEN GO TO EXIT;
-
$Z(2): A=A+B+C * D ;$
-
-
$Z(3): A=A+10 ;$
-

GO TO $2(I) ;$

EXIT: RETURN;
Example c results in the following: each of the first 920 elements of $A$ is set to 0 , the next 80 elements consist of 20 repetitions of the sequence $5,5,5,9$.

In Example d, INITIALIZE is the name of a procedure that sets the initial values of
elements in TABLE. $X$ and $Y$ are arguments passed to INITIALIZE.

In Example $e, B$ and $C$ inherit a dimension of (8) but, whereas only the first element of $B$ is initializ $\in d$, all the elements of $C$ are initialized.

In the last example, transfer is made to a particular element of the array $Z$ by giving I a value of 1,2 , or 3 .

INPUT, OUTPUT, and UPDATE (File Description Attributes)

The INPUT, OUTPUT, and UPDATE attributes indicate the function of the file. INPUT specifies that data is to te transmitted from external storage to the program. OUTFUT specifies that data is to te transmitted from the program to external storage. UPDATE specifies that the data can be transmitted in either direction; that is, the file is both an input and an output file.

## General format:

## INPUT|OUTPUT|UPDATE

## General rules:

1. A file with the INPUT attribute cannot have the PRINT attribute.
2. A file with the OUTPUT attribute cannot have the BACKNARDS attribute.
3. A file with the UPDATE attribute cannot have the STREAM, EACKWARDS, or PRINT attributes. A declaration of UPDATE for a SEQUENTIAL file indicates the update-in-place mode: a record can be updated only by a READ statement followed by a corresponding REWRITE statement.

Assumptions:
Defauit is INPUT. The PRINT attribute implies OUTPUT. The EXCIUSIVE attribute implies UPDATE.

The following assumptions are made when a file is implicitly opened ky an input/ output statement:

1

```
WRITE, LOCATE, PUT
    READ, GET
    DELETE, REWRITE, UNLOCK UPLATE
```

INTERNAL (Scope Attritute)

See EXTERNAL.

## IRREDUCIBLE and REDUCIBLE

These attributes cause no action in the TSS/360 PL/I compiler other than tc imply the ENTRY attribute.

## KEYEC (File Description Attribute)

The KEYED attrikute specifies that the options KEY, KEYTO and KEYFROM may te used in statements that refer to the file to access records. These options indicate that keys are involved in accessing the records in the file.

General format:

## KEYED

## General rules:

1. A KEYED file cannot have the attributes STREAN or PRINT.
2. The KEYED attribute can be specified only for RECORD files associated with data sets on direct-access devices.
3. The KEYED attribute must be specified for every file with which any of the oftions Key, KEYTO, and KEYFRON is used. It need not be specified if none of the options are to be used. even though the corresponding data set may actually contain recorded keys.

Assumpticn:
The DIRECT and EXCLUSIVE attributes imply KEYED.

LABEL (Program Control Data Attribute)
The LABEL attribute specifies that the identifier being declared is a label variable and is to have statement latels as values. To aid in optimization of the object program, the attribute specification may also include the values that the name can have during execution of the frogran.

General format:

$$
\begin{aligned}
& \text { LABEL [ (statement-label-constant } \\
& \text { [,statement-label-constant]...)] }
\end{aligned}
$$

General rules:

1. If a list of statement latel constants is given, the variable can have as values only members of the list. The label constants in the list must be known in the klock containing the declaration.
2. The number of statement label constants specified by the LABEL attri-
bute is limited to 125 in any particular label list.
3. If the variable is a parameter, its value can be any statement label variable or constant passed as an argument. If the argument is a label variable, the value of the label parameter can be any value permitted for the label variable that is passed.
4. An entry name cannot be a value of a label variable.
5. The parenthesized list of statement label constants can ke used in a LABEL attribute specification for a label array. A subscricted label specifying an element of a label array can appear as a statement lakel prefix, if the label variable is not STATIC, but it cannot appear in an END statement after the keyword END. For further information, see general rule 12 in the discussion of the INITIAL attribute.
6. The INITIAL attrikute cannot be specified for STATIC label variables.
7. Labels cannot be unaligned.

## Length (String Attribute)

See BIT.

## LIKE (Structure Attribute)

The filKE attribute specifies that the name being declared is a structure variable with the same structuring as that for the name following the attribute keyword LIKE. substructure names, elementary names, and attributes for substructure names and elementary names are to be identical.

General format:
LIKE structure-variable

## General rules:

1. The "structure variable" can be a major structure name or a minor structure name. It can ke a qualified name, but it cannot be subscripted.
2. The "structure variable" must be known in the block containing the LIKE attribute specification. The structure names in all LIKE attributes are associated with declared structures before any LIKE attrikutes are expanded. For example:

DECLARE $1 \mathrm{~A}, 2 \mathrm{C}, 3 \mathrm{E}, 3 \mathrm{~F}$, $1 \mathrm{D}, 2 \mathrm{C}, 3 \mathrm{G}, 3 \mathrm{H}$;
-
BEGIN;
DECLARE 1 A LIKE D, 1 B LIKE A.C;
-

END;

These declarations result in the following:

1 A LIKE D is expanded to give:
$1 \mathrm{~A}, 2 \mathrm{C}, 3 \mathrm{G}, 3 \mathrm{H}$
1 B LIKE A.C is expanded to give:
1 B, $3 \mathrm{E}, 3 \mathrm{~F}$
3. Neither the "structure variable" nor any of its substructures can be declared with the LIKE attribute, nor may the "structure variable" have been completed ky the LIKE attribute.
4. Neither additional substructures nor elementary names can be added to the created structure; any level number that immediately follows the "structure variatle" in the LIKE attribute specification in a DECLARE statement must te algebraically equal to or less than the level number of the name declared with the LIKE attribute.
5. Attributes of the "structure variable" itself do not carry over to the created structure. For example, storage class attributes do not carry over. If the "structure variable" following the keyword LIKE represents an array of structures, its dimension attribute is not carried over. Attributes of substructure names and elementary names, however, are carried over: contained dimension and length attributes are recomputed. An exception is that this does not apply to the INITIAL attribute for any elements of a lacel array that has been initialized by prefixing to a statement.
6. If a direct application of the description to the structure declared LIKE would cause an incorrect continuity of level numbers (for example, if a minor structure at level 3 were declared IIKE a major structure at level 1) the level numbers are modified by a constant before application.
7. The LIKE attritute is expanded tefore the ALIGNED and UNALIGNED attributes are applied to the contained elements of a structure.

## OFFSET and POINTER (Program Control Data

 Attributes)The OFFSET and POINTER attributes reference to identify a particular allocation of the based variable. Offset variables identify a location relative to the start of an area; pointer variables identify any location, including those within areas.

## General format:

## POINTER|OFFSET (area-variable)

## General rules:

1. A pointer variable can ke explicitly declared in a DECIARE statement, or it can be contextually declared by its appearance as a pointer qualifier, by its appearance in a BASED attribute, or by its appearance in a SET option.
2. An offset variable must be explicitly declared.
3. The value of a pointer variable can be set in any of the following ways:
a. With the SET option of a READ statement;
b. By a LOCATE statement;
c. By an ALLOCATE statement;
d. By assignment of the value of another locator variable, or a locator value returned iy a userdefined function;
e. By assignment of an ADDR or NULL built-in function value.
4. The value of an offset variable can be set only by assignment of the value of another locator variable or the value of the NULLO built-in function.
5. Locator variables cannot ke operands of any operators other than the comparison operators $=$ and $7=$.
6. Locator data cannot be converted to any other data type, but fointer can be converted to offset, and vice versa.
7. A locator value can be assigned only to a locator variable. When an offset value is assigned to an offset variable, the area variables named in the OFFSET attributes are ignored.
8. Locator data cannct be transmitted using STREAM input/output.
9. Only the INITIAL CALL form of the INITIAL attribute is allowed in locator declarations.
10. Offset variables cannot be used to qualify a based reference.

1 11. For the $\mathrm{TSS} / 360 \mathrm{PL} / \mathrm{I}$ compiler, the area variakle named in an OFFSET attribute must be of based storage class.
12. Pointer variables and offset variables cannot $\mathrm{t} \in$ unaligned.

## Assumption:

The variakle named in the OFFSET attribute is contextually declared to have the AREA attribute, kut its storage class will be automatic; hence, it will nct conforf to general rule 11, akove. For the TSS/360 PL/I compiler, therefore, an offset declaration without an accompanying explicit area declaration will result in an error. (See also "AREA (Program Control Data Attribute)," in this section.)

## OUTPUT (File Description Attribute)

See INPUT.

## PICTURE (Data Attribute)

The PICTURE attribute is used to define the internal and external formats of character-string and numeric character data and to specify the editing of data. Numeric character data is data having an arithmetic value kut stored internally in character form. Numeric character data must be converted to coded arithmetic before arithmetic operations can be performed.

The picture characters are described in Part II, Section 4, "Picture Specification Characters."

General format:

## PICTURE

'character-picture-specification'
'numeric-picture-specification'
A "picture specification," either character or numeric, is composed of a string of picture characters enclosed in apostrophes. An individual ficture character may be preceded by a repetition factor, which is a decimal integer constant, $\underline{n}$, enclosed in parentheses, to indicate repetition of the character $n$ times. If $\underline{n}$ is zero, the character $\bar{i}$ s ignored. $\bar{P} i c t u r e ~ c h a r a c t e r s ~$ are considered to be grouped into fields, some of which contain subfields.

General rules:

1. The "character picture specification" is used to describe a character-string data item. Three characters may be used: A, indicating that the associated position in the data item may contain any alphabetic character or a blank; X , indicating that the associated postion may contain any character; and 9, indicating that the associated position may contain any decimal digit or a klank. A character picture specification must include at least one $A$ or $X$. Each character picture specification is a single field with no contained subfields.

Example:

## DECLARE ORDER\# PICTURE <br> 'AA(3)9X99X(4)9';

This declaration specifies that values of ORDER\# are to be character strings of length 13. The string consists of t.wo letters, three digits, any character, two digits, any character, and four digits. For example, the character string 'G 42-63-0024' would fit this description.

Editing and suppression characters are not allowed in character picture specifications. Each picture specification character must represent an actual character in the data item.
2. The "numeric picture specification" is used to describe a character item that represents either an arithmetic value or a character-string value, depending upon its use. A numeric ficture specification can consist of one or more fields, some of which can be divided into subfields. A single field is used to describe a fixed-point number or the mantissa of a floating-point number. Either may be divided into two subfields, one descriting the integer portion, the other describing the fractional portion. For floatingpoint numbers, a second field is required to describe the exponent; it cannot be divided into subfields. A second field may optionally be used with fixed-point numbers to indicate a scaling factor. Four basic picture characters can be used in a numeric picture specification:

## 9 indicating any decimal digit

$v$ indicating the assumed location of a decimal point. It does not specify an actual character in the character-string value of the data item. The $V$ also indicates the end
of a subfield of a picture specification.

K indicating, for floating-point data items, that the exponent shculd be assumed to begin at the position associated with the picture character following the $K$. It does not specify an actual character in the character-string value of the data item, either an $E$ or a sign. The K delimits the two fields of the specification.

E indicating, for floating-point data items, that the associated position will contain the letter E to indicate the beginning of the exponent. The E also delimits the two fields.

In addition to these characters, zero suppression characters, editing characters, and sign characters may be included in a numeric picture specification to indicate editing. Editing characters are not a part of the arithmetic value of a numeric character data item, but they are a part of its character-string value. Repetition factors are allowed in numeric specifications.
3. A numeric character data item can have only a decimal base. Its scale and precision are specified by the picture characters. The PICTURE attribute cannot ke specified in combination with base, scale, or frecision attributes. If the mode of the numeric character data is CCMPLEX, however, the COMPLEX attribute must be explicitly stated.
4. The following paragraphs indicate the combinations of picture characters for different arithmetic data formats.
a. Real decimal fixed-point items are described in the following general form:

$$
\begin{aligned}
\text { PICTURE } & {[9] \ldots[V][9] \ldots } \\
& {[F([+1-] \text { integer })] \text { ' } }
\end{aligned}
$$

The oftional field of the picture specification, beginning with the letter $F$ together with a parenthesized, optionally signed decimal integer constant, is a scaling factor that indicates the location of an assumed decimal point if that location is outside the actual data item. The scaling factor has an effect similar to the exponent of a floating-point number; it indicates that the assumed decimal point is "integer" places to the right for left, if nega-
tive) of the position otherwise indicated.

Sign, editing, and zero suppression picture characters can be included in a fixed-point specification. The $V$ cannot appear more than once in a specification, although it may be used in combination with the decimal point (.) or comma (,) editing characters, which cause insertion of a period or comma. If no $V$ is included, the decimal point is assumed to be to the right of the rightmost digit. Only one sign indication can be included in the first field (the actual sign of the integer in a scaling factor is allowed additionally). The specification must include at least one digit
position.
Example:
DECLARE A PICTURE '999V99';
This specification describes numerjo character items of five digits, two of which are assumed to be fractional digits.
b. Real decimal floating-point items are described by the following general form:

## PICTURE

' [9]...[V]\{9]... \{E|K\}9[9]'
Both the mantissa field and the exponent field must each contain at least one digit position. The exponent field can contain no more than two digits, since System/360 implementations allow only two digits in the exponent field of a decimal floating-point number. If arithmetic data items are to be assigned to the described variable, the exponent field must contain both of the allowed digit specification characters, or the second digit of the exponent field will be lost and the SIZE condition will be raised.

Sign, editing, and zero suppression picture characters can be included in a floating-point specification. One sign indication is allowed for each field. Only one $V$ is allowed, and it can appear in the first field only. As with fixed-point specifications, the $V$ may appear in combination with the decimal point editing character (as .V or V.).
c. Complex numeric cnaracter data is described using the general form:

PICTURE 'real-picture' COMPLEX
The "real picture" is a specification for either a decimal fixedpoint or a decimal floating-point data item. The single picture specification describes both parts of a complex number.
5. The precision of a numeric character variable is dependent upon the number of digit positions, actual and conditional. Digit positions can be specified by the following characters:

| 9 | an actual digit character |
| :---: | :---: |
| 2) |  |
| * | conditional digit characters sfecifying zero suppression |
| T) |  |
| $\left.\begin{array}{l}I \\ R\end{array}\right\}$ | digit characters specifying an overpuicn |
| \$ | - |
| $+$ | conditional digit drifting characters |

Each but the first conditional digit drifting character in a drifting string specifies a digit position. A conditional digit drifting character used alone does not specify a digit position.

Precision of a fixed-point variakle is ( $\mathrm{F}, \mathrm{q}$ ), where p is the number of digit positions in the picture specification and $g$ is the number of digit positions following $V$. Precision of a floatingpoint variable is ( $p$ ), where $E$ is the number of digit positions preceding the E or K . Indicated static editing characters or insertion characters do not participate in the specification of precision, but they must be counted in the number of characters if the data item is written as output or assigned internally to a character string.
6. A variable representing sterling data iters can te specified by using a numeric picture specification that consists of three fields, one each for pounds, shillings, and pence. The pence field may be divided into two subfields. Data so described is
stored in character format as three contiguous numbers corresponding to each of the three fields. If any arithmetic operations are specified for the variable, its value is converted to coded fixed-point decimal representing the value in pence. Sterling picture specifications have the following form:

## PICTURE

-G [editing-character-1]...
M Founds-field
M [separator-1]... shillings-field

M [separator-2]...
pence-field
\{editing-character-2]...'

Picture specification characters, editing characters, and separators can be used in any of these fields and are discussed in Part Il, Section 4. "Picture Specification characters."

The precision ( $\mathrm{p}, \mathrm{q}$ ) of a sterling numeric discussed in Part II, Section 4, "Picture Specification Characters."

$$
\begin{aligned}
q= & \text { number of fractional digits in } \\
& \text { the pence field } \\
p= & 3+q+(n u m b e r \text { of digit positions, } \\
& \text { actual and conditional, in the } \\
& \text { pounds field) }
\end{aligned}
$$

IOINTER (Program Control Data Attribute)
See OFFSET.

## POSITION (Data Attribute)

See DEFINEL.

## Frecision (Arithmetic Data Attricute)

The precision attribute is used to specify the minimum number of significant digits to be maintained for the values of the data items, and to specify the scale factor (the assumed position of the binary or decimal point). The precision attribute applies to both binary and decimal data.

## General format:

(number-of-digits [,scale-factor])

The "number of digits" is an unsigned decimal integer constant and "scale factor" is an optionally signed decimal integer constant. The precision attribute specification is often represented, for krevity.
as ( $\mathrm{F}, \mathrm{q}$ ), where E represents the "number of digits" and $g$ represents the "scale
General rules:

1. The precision attribute must immediately follow, with or without intervening Llanks, the scale (FIXED or FLOAT), base (DECIMAL or BINARY), or mode (REAI or COMPLEX) attribute at the same factoring level.
2. The numker of digits specifies the number of digits to be maintained for data items assigned to the variable. The scale factor specifies the number of fractional digits. No point is actually present; its location is assumed.
3. The scale factor can be specified for fixed-point variables only; the number of digits is specified for both fixedpoint and floating-point variables.
4. When the scaie is FIXED and no scale factor is specified, it is assumed to be zero; that is, the variable is to represent integers.
5. The scale factor of a variable, or of an intermediate result of type FIXED, must be in the range -128 and +127 .
6. The scale factor can be negative, and it can te iarger than the number of digits. A negative scale factor (-q) always specifies integers, with the point assumed to be located $g$ flaces to the right of the rightmost actual digit. A positive scale factor (q) that is larger than the number of digits always specifies a fraction, with the point assumed to be located $g$ places to the left of the rightmost actual digit. In either case, intervening zeros are assumed, but they are not stored; only the specified number of digits are actually stored.
7. The precision attribute cannot be specified in combination with the PICTURE attribute.
8. The maximum number of digits allowed for System/360 implementations is 15 for decimal fixed-point data, 31 for binary fixed-point data, 16 for decimal floating-point data, and 53 for binary floating-point data.

## Assumptions:

The defaults for System/360 implerrentations are as follows:

$$
\begin{aligned}
& (5,0) \text { for DECIMAL FIXED } \\
& (15,0) \text { for BINARY FIXED }
\end{aligned}
$$

(6) for DECIMAL FIOAT
(21) for EINARY FLOAT

## PRINT (File Description Attribute)

The PRINT attribute specifies that the data of the file is ultimately to ke printed. The PAGE and LINE options of the PUT statement and the PAGESIZE option of the OPEN statement can be used only with files having the PRINT attrikute. These options are described in Part Il, Section 10, "Statements."

## General format:

PRINT

## General rules:

1. The PRINT attribute implies the OUTPUT and STREAM attributes.
2. The PRINT attribute conflicts with the RECORD attribute. (However, through the use of the DDEF command, RECORD files can be associated with the printer.)
3. The PRINT attribute causes the initial data byte within each record to be reserved for USASI printer control characters. These control characters are set by the PAGE, SKIP, or LINE format items or options.

## Assumption:

If no FILE or STRING specification appears in a PUT statement, the standard I output file SYSPRINT is assumed.

## REAL (Arithmetic Data Attribute) <br> See COMPLEX.

KECORD and STREAM (File Descriftion Attributes)

The RECORD and STREAM attributes specify the kind of data transmission to be used for the file. STREAM indicates that the data of the file is considered to be a continuous stream of data items, in character form, to be assigned from the stream to variables, or from expressions into the stream. RECORD indicates that the file consists of a collection of physically separate records, each of which consists of one or more data items in any form. Each record is transmitted as an entity to or from a variable.

General format:
RECORD|STREAM

## General rules:

1. A file with the STREAM attribute can be specified only in the OPEN, CLOSE, GET, and PUT statements.
2. A file with the RECORD attribute can be specified only in the OPEN, CLOSE, READ, WRITE, REWRITE, LOCATE, UNLOCK, and DELETE statements.
3. A file with the STREAM attribute cannot have any of the following attributes: UPDATE, DIRECT, SEQUENTIAL, BACKWARDS, BUFFERED, UNBUFFERED, EXCLUSIVE, and KEYED, any of which implies RECORD.
4. A file with the RECCRD attribute cannot have the PRINT attribute.

## Assumptions:

Default is STREAM. If a file is implicitly ofened ty a READ, WRITE, REWRITE, UNLOCK, or DELETE statement, RECORD is assumed.

## Reducible

See IRREDUCIBLE.

## RETURNS (Entry Name Attribute)

The RETURNS attribute may be specified in a DECLARE statement for an entry name that is used in a function reference within the scope of the declaration. It is used to describe the attributes of the function value returned when that entry name is invoked as a function.

General format:
RETURNS (attribute...)
It is used in the following manner:
DECLARE entry-name
[ENTRY-attribute-specification] RETURNS (attribute...);

General rules:

1. The "ENTRY attribute specification" consists of the keyword ENTRY with or without associated parameter attribute lists. If parameter attribute lists are not required, the keyword ENTRY is optional, since the RETURNS attribute implies the ENTRY attribute.
2. The attributes in the parenthesized list following the keyword RETURNS are sefarated ky klanks. They must agree with the attributes specified in the RETURNS oftion of the PROCEDURE or ENTRY statement to which the entry
name is prefixed. If the attributes of the actual value returned do not agree with those declared with the RETURNS attribute, no conversion will be performed.
3. Only arithmetic, string, locator, AREA, and PICTURE attributes can be specified.
4. Length attribute specifications are evaluated on entry to the block containing the RETURNS attrikute specification.
5. Unless default attributes for the entry name apply, any invocation of a function must appear within the scope of a RETURNS attribute declaration for the entry name. For an internal function, the RETURNS attribute can be specified only in a DECIARE statement that is internal to the same block as the function procedure.
6. RETURNS is mandatory for function procedures when function value attributes are explicitly specified.

Assumptions:
If the RETURNS attribute is not specified within the scope of a function reference, the defaults assumed for the returned value are FIXED BINARY $(15,0)$ if the entry name begins with any of the letters I through $N$; otherwise, the defaults are FLOAT DECIMAL (6). Default precisions are those defined for System/360 implementations.

## SEQUENTIAL (File Description Attribute)

See LIRECT.

## STATIC (Storage Class Attribute)

See AUTOMATIC.

STREAM (File Description Attribute)
See RECORD.

## TASK (Proqram Control Data Attribute)

The TASK attribute was designed to describe a variable that may be used as a task name, to test or control the relative priority of a task. Since multitasking is not PL/I-controlled in TSS/360, any attempt to execute a statement making use of this attribute will cause abnormal termination of the frogram.

## UNALIGNED (Data Attribute)

See ALIGNED.

## UNBUFFERED (File Description Attribute)

See BUFFERED.
UPDATE (File Description Attrikute)
See INPUT.
VARYING (String Attribute)
See BIT.

The following figure cresents a sumary of TSS $/ 360 \mathrm{PL} / \mathrm{I}$ attributes. Throughout this figure, Column 5 ('Conflicts with') lists only those attrikutes of the same class as the attributes in discussion. For example: data attributes are not listed as conflicting with any file attributes.


Figure 48A. Summary of Attributes (Pait 1 of 6)

| Attribute and \|Abbreviation | \|specified for <br> \| Name:; of | \| Implied by or| |Assiumed for | $\begin{aligned} & \text { Implie:; or } \\ & \text { Assumed with } \end{aligned}$ | \|conflicts with | pefault <br> \| Considerations |
| :---: | :---: | :---: | :---: | :---: | :---: |
| combiex | farithmetic | , |  | \|REML | \|REAL is default for |
| \| CPLX | \|element or | 1 | 1 | \| | farithmetic variables; |
| 1 | \|array variatlas | 1 |  | 1 | , |
| 1 | land parameter:i | 1 |  | \| |  |
| ICOnikolled | \|level-one vari- | , | 1 | ISTATIC, AUTO, BASED | \|Default storage class; |
| - ${ }^{\text {ctl }}$ | \|ables and pa- | 1 | 1 | 1 | lis Auto unless Ext is; |
| I | Irameters: | , | 1 | 1 | Ispecified, in which |
| 1 1 | 1 | I | 1 | 1 | \|case. static is |
| 1 | 1 | 1 |  | I | \|assumed |
| \| DECIMAL | \|coded arithmetic | \|undeclared | |  | \|BIN, PIC | \| Defaults for partly |
| [ DEC | \|element or array | \|identifiers | |  | 1 | \| dectared arithmetic |
| $!$ | \|variables and | I with any ini-1 |  | 1 | \|variatles are flCAT, |
| 1 10 | \|parameters | \|tial letter | |  |  | \| DEC, REAL, unless a |
| 1 | 1 | \|except I | | 1 | 1 | \|precision attribute |
| 1 | 1 | \|through N | |  | I | \|following a base or |
| 1 | 1 | \| (afflies alsol |  | 1 | 1 mode attritute in- |
| 1 | ! | Ito function I |  | 1 | \|cludes a scale factor. |
| 1 | 1 | \|entry name:s) | |  | I | \|in which case, FIXED |
| 1 1 | 1 | I |  |  | \|is assumed |
| IDEFINED base- | \| level-one | 1 |  | \| INIT, AlJTri, BASLED, | Defined names always; |
| lider ifier | \| variables | , |  | ICTL. ©'TATIC. INI | I have internal scope |
| \|(Isuuscript-1istl|| |  | 1 |  | \| Ext, VAR, farameter | Ihaveinternal scope |
| [fPOS (integer)]\} |  | 1 |  |  | 1 |
| IDEF | 1 | 1 |  |  | 1 |
| dimension | \|arraysi, param- | 1 | I | 1 | \|If lower bound is |
| \| (bounds [, bounds] | leters (immedi- | I |  | , | lomitted, 1 is assumed |
| 1...) where | \|ately following | 1 | I | , | \| |
| 1 "bounds" is | \|array name) | 1 |  |  | \| |
| \|\{[lower: Jupper\}|* | |  | 1 | 1 |  | 1 |
| "lower" and |  | 1 |  | I | I |
| "upper" may be |  | 1 |  |  | I |
| \|element expres- |  | 1 | I |  | 1 |
| Ision for auto or | \| | 1 | 1 |  | 1 |
| \|CTL; * only for |  | 1 | 1 | I | 1 |
| \|CTL or parameter, |  | 1 | I |  | 1 |
| \|with all or none |  | 1 | I |  | \| |
| lof bounds spec- |  | 1 | 1 |  | I |
| \|ifications as | |  | 1 | 1 |  | 1 |
| \|asterisks. For | | I | 1 | 1 |  | 1 |
| \|parameter the | |  | I | I |  | 1 |
| lexpression must bel |  | 1 | I |  | 1 |
| \|an unsigned dec- | |  | 1 | 1 |  | , |
| \|imal integer | |  | 1 | , |  | 1 |
| constant. For \| |  | - | , |  | , |
| \|BASED, the last | |  | 1 | 1 |  | I |
| \|upper may be | | I | 1 | , |  | , |
| \|REFER | | I | 1 | , |  | I |
| DIRECT \| | \|RECORD files | IEXCL \| | FILF, RECORL, | STREAM, GECL, PRINT, | ISECL is default for |
| 1 |  | 1 IEx | EXT, KEYEC | BUF, UNPUF, | \|RECORD tiles |
|  |  | 1 |  | BACKWARDS; |  |
| \|ENTRY | | lentry points, | \|RETURN: | 1 |  | I |
| [ (param-attr-] \| | entry parameters | \|GENERIC: | | i |  | + |
| list(, param- ! |  | \|Latels of | | 1 |  | 1 |
| attr-listl...) \| |  | \| PROC Or ENTRY| | - i |  | 1 |
| \| |  | \|statements | | , |  | , |
| 1 |  | land for con- \| | , |  | 1 |
| 1 |  | Itextually de-I | , |  | 1 |
| I |  | \|clired entry | | - |  | 1 |
| I |  | \| name:i | | 1 |  | 1 |
| ENVIRONMENT \| | file:; | , |  |  |  |
| (option-list) \| |  | 1 | 1 |  | \|ENV by default: all |
| ENV I |  | 1 | 1 |  | lother filles must have |
| Csee "options of \| |  | 1 | i |  | fat leatst record format |
| the ENVIRONMENT \| |  | 1 | 1 |  | land blocksize sfeci- |
| Attribute" at end I |  | 1 | I |  | fied in ENV or in a DD |
| of this section) |  | 1 | 1 |  | \|statement |

Figure 48 A . Summary of Attributes (Part 2 of 6)

| \|Attribute and <br> \|Abbreviation | ispecified for \| Names of | I Implised by of \|Assiumed for | Implies or Assumed with | \|contlicts with | \|Default <br> \| Considerations |
| :---: | :---: | :---: | :---: | :---: | :---: |
| \| EVENT | levent variable:; | \|lindeclared |  | 1 | \| Default scope is INT; |
| 1 | \|and parameters: | \|identitiers |  | 1 | \|default storage class |
| 1 | \| | I in EVENT op- | , | 1 | iis auto |
| I | 1 | fiton or wait | I | 1 |  |
| 1 | 1 | \|sitatement |  | 1 | 1 |
| \| ExClusive | \|DIRECT UPDA'te | \|files impli- | \|FILE, RECORL, | \|STREAM, SEQL. IN | 1 |
| \| EXCl | \|filesi in a | foitly opened | KEYRD, OUTPUT, | \| PRINT. | 1 |
| 1 | \|tasking | flyy an unlock | \| DIRECT. | \| UNBUF, BUF, | I |
| 1 | lenvironment | \| istatement | UPDATE, EXT | \| BACKWARDS | I |
| \| External | \|level-one | fentry names | STATIC | \| INT, AUTO, BASED. | \| INT is default for all |
| \| EXT | \|variables with | lot external |  | \|LEF,INIT with | \| names exceft those |
| 1 | \|STATIC or CTL; | Iprocedures. |  | \|CALL oftion. | flisted in column 3 |
| 1 | \|files | \|filets. |  |  | 1 |
| 1 | , | Ifrourammer - |  | Iparameter | I |
| 1 | 1 | ldefined con- |  | I | 1 |
| 1 | , | fdition names |  | I | 1 |
| \|file | \|files, parame- | \|Any tile-namel | EXT | \|all but filema | 1 |
| 1 | \|ters | lattribute; \| |  | land scope attri | 1 |
| 1 | , | fundeclared |  | \| butes | 1 |
| 1 | 1 | \|identifier in| |  | 1 | 1 |
| 1 | 1 | \|FILE option | |  | 1 | 1 |
| 1 | 1 | \|in 1/0 state-1 |  | 1 | 1 |
| 1 | 1 | \|ment tor any | |  | 1 | 1 |
| I | 1 | \|1/0) condition| |  | 1 | 1 |
| \| FIXED | \|coded arithme- | Undeclared |  | \| FLOAT, PIC | \| Defaults for partly |
| 1 | \|tic variables; | \|identitiers |  | , | \|declared arithmetic |
| 1 | fand parameters; | \|with initial | 1 | 1 | \|variables are Real cec |
| 1 | , | \|lettril | 1 | 1 | \|float unless scale |
| I | , | \|through N | 1 i | 1 | \|factor appears in |
| 1 | 1 | \| Apmies alsol |  | 1 | Iprecision attribute |
| 1 | 1 | \|to function | |  | 1 | Ispecification with a |
| 1 | 1 | (entry names) | 1 1 | 1 | l base or mode attribute |
| 1 | , |  |  | 1 | \|in which case FIXEL is |
| 1 | I | I |  | 1 | lassumed |
| \| FLOAT | \|coded arithmetic | llindeclared |  | \|FIXED, PIC | \|Defaults for partly |
| 1 | Ivariables, para | \|iduntitiers |  |  | \|declared arithmetic |
| 1 | \|meters | lexcept those | I | I | \|variables are REAL DEC |
| 1 | , | \|with initial | , | 1 | \|float unless scale |
| 1 | 1 | \|letters: I |  | 1 | \|factor appears in |
| 1 | 1 | \|throush $N$ | 1 | 1 | \| precision attribute |
| 1 | 1 | \|larblies al:so| |  | I | \|specification with a |
| 1 | 1 | \|to tunction | |  | 1 | l base or mode attri- |
| 1 | 1 | (entry names;) | , | \| | \| bute, in which case |
| 1 | , | 1 |  | I | IFIXED is assumed |
| \|GENERIC | lfarily of entry | 1 |  | lany other attri | \|A generic name is |
| ) (entry-name- | \|names | I | , | \| bute, including | lalways considered to |
| 1 decl | 1 | 1 |  | \| ENTRY and INT | \|have the ENTRY and |
| 1 1.entry-name- | , | I |  |  | IINT attributes, even |
| I decll...) | 1 | I | , | 1 | lif entry names of |
| 1 | I | I | 1 . | 1 | \|family members have |
| 1 | 1 | I |  | 1 | \|the EXT attribute |
| \| initial | \|problem data | 1 | 1 | \| ENTRY, FILE, DEF, | 1 |
| \| (iteml, item) | \|element and | 1 | 1 | \| BASED, PTR,OFFSE | 1 |
| \| ...) | farray variables; | I | 1 | \| LABEL with STAT | 1 |
| IINIT | lor label var- | 1 | 1 | Iparameter. | 1 |
| \|"item" is an | liables | 1 | 1 | Istructure | 1 |
| \|arithmetic con- | , | I | 1 | 1 | 1 |
| \|stant or an | I | 1 | I | 1 | , |
| \|asterisk; repeti- | , | 1 | 1 | 1 | 1 |
| \|tion factors may | 1 | 1 | I | 1 | I |
| lappear with string |  | 1 | 1 | 1 | I |
| \| constants, and | 1 | 1 | 1 | 1 | I |
| \|iteration factors |  | I | 1 | 1 | 1 |
| \| may be specified |  | 1 | 1 | 1 | , |
| ffor array | , | 1 | I | 1 | 1 |
| \|initialization | I | 1 | 1 | 1 | 1 |



| Attribute and \|Abbreviation | \|specified for iNames of | \|Implied by or <br> \|Assumed for | Implies or \|Asgumed with | Conflicts with | \|Default <br> \|Considerations |
| :---: | :---: | :---: | :---: | :---: | :---: |
| \| PICTURE | Ipictured num- | I |  | lany other arith- |  |
| $\\|^{\prime \prime}$ numeric-pic-spec' | \|eric character | 1 |  | \| metic attribute |  |
| \|the specification | \| variables and | I |  | lexcept REAL and | 1 |
| Iis a string of | \|parameters | I | 1 . | \| COMPLEX |  |
| \| numeric picture |  | 1 |  |  |  |
| \|specification |  | 1 |  | I | 1 |
| \|characters any of | 1 | 1 |  | 1 | 1 |
| \|which may be pre- |  | I |  | 1 | 1 |
| \|ceded by a paren- | I | I |  | 1 | I |
| fthesized decimal | 1 | 1 |  | I | 1 |
| innteger constant. | I | 1 |  |  | I |
| \|which is a |  | 1 |  | 1 | , |
| \|repetition factor |  | , |  |  | 1 |
| \|PICTURE | \|pictured charac | 1 |  | lany other string |  |
| \|'char-pic-spec' | jer-string | 1 |  | lattribute | 1 |
| \|PIC | \| variables and | 1 |  |  | 1 |
| \|the specification | \|parameters | 1 |  | 1 | 1 |
| is a string of |  | 1 |  | 1 | 1 |
| \|character-string | I | I |  | 1 | , |
| Ipicture specifica- |  | 1 |  | 1 | 1 |
| \|tion characters. | I | 1 |  | I | 1 |
| lany of which may | 1 | 1 |  |  | 1 |
| \| be preceded by a | 1 | 1 |  | 1 | 1 |
| \| parenthesized | 1 | 1 |  | 1 | I |
| \|decimal integer | 1 | 1 |  | 1 | 1 |
| \| constant, which | 1 | , |  | 1 | 1 |
| lis a repetition | 1 | 1 |  | 1 | I |
| \|factor. At least | 1 | 1 |  | 1 | 1 |
| lone $X$ or A must | 1 | 1 |  | 1 | I |
| \| appear |  | 1 |  |  | 1 |
| \|POINTER | \| pointer varia- | I Any unde- |  | \|OFFSET, UNAL INIT | 1 |
| \|PTR | \|bles parameters | \|clared iden- |  | \|without CALL | 1 |
| 1 |  | \|tifier that |  |  | I |
| , | 1 | lappears in a |  |  | , |
| , | 1 | \| BASED attri- | |  | 1 | I |
| 1 | 1 | \| bute specifi- |  | 1 | 1 |
| 1 |  | \|cation or in |  |  |  |
| , |  | \|a SET option |  |  |  |
| 1 - | 1 | lor as a |  | 1 | 1 |
| 1 | 1 | \|pointer qual- |  | 1 | I |
| 1 | I | \|ifier |  | 1 | I |
| \| POSITION | \|defined string |  |  | 1 | IIf POSITION is omitted |
| \| (integer) | \|variables | 1 |  | 1 | \|in string defining. |
| \| POS | \| (appears only in |  |  | I | \| POS(1) is assumed |
| 1 | \| DEFINED attri- | 1 |  | I | 1 |
| , | \| bute specifica- | 1 |  | 1 | I |
| 1 | (tion) | 1 |  | 1 | 1 |
| \| precision | \| coded arithonetic |  | 1 , | lany attritute not | \| Default: |
| I | \|variables and |  |  | lallowed for coded |  |
| 1 (p) | \| parameters | 1 |  | larithmetic vari- | ( 5,0 ) for DEC |
| /"p" may be | limmediately fol- |  |  | lables | 1 FIXED |
| \|element | Howing the base. |  | 1 . |  | ( 15,0$)$ for BIN |
| lexpression for | iscale, or mode |  |  | I | 1 FIXED |
| \| AUTO or CTL var- | \|attribute key- | $1 \times$ |  | 1 | \| (6) for DEC |
| \|iables, otherwise | \|word | $1 \times$ |  | $1 \sim$ | I <br> FLOAT |
| \|unsigned decimal |  | 1 |  | 1 | ( 21 for BIN |
| \|integer constant | 1 | 1 |  | 1 | 1 Float |
| 1------------- | ----------------- |  |  | +------------------ |  |
| 1 ( $\mathrm{p}, \mathrm{q}$ ) | \|fixed-point | , |  | \|same as atove, | 1 |
| leither number | \|coded arith- | 1 | 1 | Iplus float | , |
| \| may be an element | \|metic variables | , |  | , | 1 |
| lexpression for | land parameters. | 1 |  | , | I |
| A AUTO or CTL varia- | \|specified as | 1 |  | I | 1 |
| \|bles; 'q" may | labove | , |  | 1 | I |
| \| have negative |  | 1 | 1 | 1 | I |
| \| value | I | , |  | , | , |
| \| PRINT | \|STREAM OUTPUT | 1 1 | \|file, Stream. | IINPUT, RECORD, and | IIf no FILE Or STREAM |
| 1 | Ifiles | I | IOUTPUT, EXT | \|record-oriented | loption appears in a |
| I | 1 | 1 | 1 | \|file-name attri- | $\mid$ PUT statement. |
| 1 \| | 1 | 1 | 1 | \| butes | \|SYSPRINT is assumed |
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| \|Attribute and <br> \|Abbreviation | ispecified for \| Names of | flmplied by or \|Astiumed for | Implies or Assurned with | niconflicts with | Default <br> \|Considerations |
| :---: | :---: | :---: | :---: | :---: | :---: |
| \|real | farithmetic ele- | 1 | \| DEC, fluat | f Complex | \|real is default for |
| \| | \|ment and array | , |  | 1 | lall arithmetic |
| 1 | \|variables, | 1 | I | 1 | \|variables |
| 1 | lparameters |  |  |  | 1 |
| \| Record | \|files | furlate, buf, | Hille, Ext | \|STREAM, PRINT | fitream is default |
| , |  |  | , | , | for tiles |
| I |  | ILIRECT KEYED, |  | 1 |  |
| I | 1 l | b BACKWARDS. |  | I | I |
| 1 | $1 \times$ | fexcli tiles |  | 1 | 1 |
| I |  | fimplicitly | 1 | 1 | I |
| 1 | 1 102 | lopened by | 1 | I | 1 |
| I |  | \| KEAD White, |  | 1 | 1 |
| , | 1 | locate.re- |  | - | + |
| , | 1 1 | \| WRITE, and |  | 1 | ! |
| 1 |  | \| Deiete |  |  | 1 |
| 1 | 1 ) | \|statemment: | \| | I | 1 |
| \|RETURNS(attributes | )entry foints of | lentry names | \|entry | fall but entry- | \| wetaults for returned |
| Ionly arithmetic. | Ifunction | lof tunction |  | \| n me attributes | \|value are FIXED BIN |
| \|string, locator. | tprocedures | lirocedures |  | 1 - | (15.0) if initial |
| land Arga attri- |  |  |  | 1 | lletter of entry nare |
| \| hutes can be | 1 \| | 1 |  | 1 | (is I through N ; other- |
| Ispeciried | 1 | 1 | , | I | \|wise, Float dec (6) |
| Sěuential | \|Record tiles | 1 | \|file, mecchli, | \|:Strear, print, excl | \|Sjekl is detault for |
| 1:EとL | I | 1 . 1 | I EXT | \| Direct | \|RECORD files |
| \| Static | \|level-one | \| $5 \times 1$ | 1 a | \|auto, baised, ctl, | \| Autu is defáult |
| \| | \|variables | 1 | 1 a | \|farameter, adjusit - | \|storaqe class unless |
| I | $\dagger$ \| | 1 | $1 \times$ | lable tounds ot | \| EXT is specified, in |
| 1 | 1 I |  | 1 . | llengths or sizet, | \|wnich case, Static is |
| 1 | 1 1 | 1 |  | INIT with call or | \|assumed |
| 1 | I | 1 | 1 . | IINIT with Label | 1 |
| IStream | \|files | \|l'kind: | \| Fille, Ex' | \|Reccorl. | f:Tream is default |
| \| | , | \|tile: infli- | |  | \|record-oriant od | \|for files |
| I | 1 \| | \|citly ofthed | |  | \|filtenate | 1 |
| I | 1 liver | dry ciet ox puti |  | \|attribute: | 1 |
| I | 1 | \|istutment 1 |  | , | 1 |
| \|unaligned | \|element.array, | , |  | \| Alitilizl. PTR, LABEL, | \| Weftult: are apmied |
| junal | \|structure vari- |  | I | \|ObFiEt, evint, task. | lat elerent level: |
|  | \|ables, pardue- | \| | \| | Airea | \\|UNAL for bit, char- |
| , | \|ters | I | I | ! | lacter, fictured data; |
| I | 1 \| | ! |  | ! | \|ALIgNel for all cthry |
| , | 1 I | I | \| | 1 | \|data types: constants |
| \| | 1 | , | , | 1 | Itake detaults |
| \| UnBuFfertd | \|transilint and |  | Ifile. hecorl. |  | \|bur is letault for |
| \|unbuf | \|SE¢L tille; | 1 | 1 EXT | [DIEECT, ExC: | \| Kicure tiles; |
| ¢ update | \|recourd tile: | \|ExCl; | FILE, RECCRL, | I INPIUT, CUTHTUT, | \|INPUT is default tor |
|  | 1 \| | \|file: imili- | | \| Ex'1 | l:itheam, brint. | \|tile: |
| \| | 1 l | \|citly opened |  | fiackwaki, | \| |
| I | 1 | \|ry a ktnilite |  | , | I |
| , | 1 l | \|ur veleit | | I | 1 | 1 |
|  | 1 | \|statement | I | 1 | I |
| Varying | \|strincj eldment |  |  | 1.1 | \| |
| IVAR | fand array var- | 1 |  |  | , |
|  | \|iablets and pa- | , | , | $1 \sim$ | , |
|  | \|rameters speci- | , | 1 | $1 \times$ | 1 |
|  | \|fied only in | | 1 | I | 1 | , |
|  | \|conjunction with| |  | 1 | $1 \times$ | I |
|  | \| BIT Of Chat | |  | , | 1 | 1 |

Options of the Environment Attrikute
$F(b l o c k-s i z \in l$, recozd-siztil)
$V($ max-block-size(, record-sizel) (VS|VBS\} (max-block-size record (,max-record-sizt:1) tormat
U(max-hlock-size)
Eufters(n) - vuffer allocation CONSECUIIVE)
INDEXED \{ data-set orgarization

Leave ! tafe vilune dioposition
leave
LTLA. i A KECOKL tile frinter/funcon control ctlano i
COLOL - tatat interchanife
TKKOFL - track overtlow
NCE(decillal-intuatr-consitant) -
d:syncheonous: "geraticn:; linit

This section presents the $\mathrm{PL} / \mathrm{I}$ statements in alphabetical order. (The preprocessor statements are alphabetically arranged at the end of this section.) Most statements are accompanied by the following information:

1. Function -- a short description of the meaning and use of the statement
2. General format -- the syntax of the statement
3. Syntax rules -- rules of syntax that are not reflected in the general format
4. General rules -- rules governing the use of the statement and its meaning in a PL/L program

## The ALLOCATE Statement

## Function:

The ALLOCATE statement causes storage to be allocated for specified controlled or based data.

General format:
Option 1:
ALLOCATE [level] identifier
[dimension] [attribute]...
[, [level] identifier [dimension]
[attribute]...]...;
Option 2:
ALLOCATE based-variable-identifier [SET (pointer-variable)]
[IN (area-variable)]
[, based-variable-identifier
[SET (pointer-variable)]
[IN (area-variable)]]...;
Syntax rules:

1. Based variables and controlled variables may both be specified as identifiers in the same ALLOCATE statement.

Syntax rules 2 through $/$ apply only to Option 1:
2. "Level" indicates a level number. The first identifier appearing after the keyword ALIOCATE must be a level 1 identifier.
3. Each identifier must represent data of the controlled storage class or be an element of a controlled major structure.
4. "Dimension" indicates a dimension attribute. "Attribute" indicates a BIT. CHARACTER, Or INITIAL attribute.
5. A dimension attribute, if present, must specify the same number of dimensions as that declared for the associated identifier.
6. The attribute BIT may appear only with a BIT identifier; CHARACTER may appear only with a CHARACTER identifier.
7. A structure element name, other than the major structure name, may appear only if the relative structuring of the entire structure appears as in the DECLARE statement for that structure.

Syntax rules 8 and 9 apply only to Option 2:
8. The based variable appearing in the ALLOCATE statement may be an element variable, an array, or a major structure. When it is a major structure, only the major structure name is specified.
9. The SET clause, if present, may appear preceding or following the IN clause.

General rules:
Rules 1 through 6 apply only to Option 1:

1. When Option 1 is used, an ALLOCATE statement for an identifier for which storage was allocated and not freed causes storage for the identifier to be "pushed down" or stacked. This pushing down creates a new generation of data for the identifier. When storage for this identifier is freed, using the FREE statement, storage is "popped up" or removed from the stack.
2. Bounds for arrays, lengths of strings, and sizes of areas are fixed at the execution of an ALLOCATE statement.
a. If a bound, length, or size is explicitly specified in an ALLOCATE statement, it overrides any bound, length, or size given in the DECLARE statement.
b. If a bound, length, or size is specified by an asterisk in an ALLOCATE statement, that value is taken from the current generation. If no generation of the variable
I exists, the bound, length, or size is undefined.
C. Either the ALLOCATE statement or the DECLARE statement must specify any necessary dimension, size, or length attributes for an identifier. Any expression taken from the DECLARE statement is evaluated at the point of allocation using the condition enabling of the ALLOCATE statement, although the names are interpreted in the environment of the DECLARE statement.
d. If, in either an ALLOCATE or a DECLARE statement, bounds, lengths, or area sizes are specified by expressions that contain references to the variable being allocated, the expression are evaluated using the value of the most recent generation of the variable.
3. Upon allocation of an identifier, initial values are assigned to it if the identifier has an INITIAL attribute in either the ALLOCATE statement or DECLARE statement. Expressions or a CALL option in the INITIAL attribute are executed at the point of allocation, using the condition enabling of the ALLOCATE statement, although the names are interpreted in the environment of the declaration. If an INITIAL attribute appears in both DECLARE and ALLOCATE statements, the INITIAL attribute in the ALLOCATE statement is used. If initialization involves reference to the variable being allocated, the reference will be to the new generation of the variable.
4. To determine whether or not storage has been allocated for an identifier the built-in function ALLOCATION may be used.
5. A parameter that is declared CONTROLLED may be specified in an ALLOCATE statement.
6. Any evaluations performed at the time the ALLOCATE statement is executed (e.g.. evaluation of expressions in an INITIAL attribute) must not be interdependent; they cannot depend on each other at the same time.

Rules 7 through 12 apply only to Option
7. When Option 2 is used, storage is not "pushed down" or stacked. In this case, reference may be made to any generation of a based variable through a pointer variable.
8. The SET clause indicates the pointer variable that is to receive the value identifying the allocation. The SET clause need not name the pointer variable declared with the based variable. If the SET clause is omitted, the pointer that was declared with the based variable is set.
9. If the IN clause appears in the ALLoCATE statement, storage will be allocated in the named area, for the based variable. If sufficient storage does not exist within this area, the AREA condition will be raised.
10. The amount of storage allocated for a based variable depends on its attributes, and on its dimensions and length specifications if these are applicable at the time of allocation. These attributes are determined from the declaration of the based variable, and additional attributes may not be specified in the ALLOCATE statement. A based structure may contain one adjustable array bound or string length, whose value is taken, on allocation, from the current value of a variable outside the structure (see "The REFER Option", in Part I, Section 14, "Based Variables and List Processing.") Note that the asterisk notation for bounds and length is not permitted for based variables.
11. If the area variable is an array, the subscripts must be specified with the area variable.
12. A based variable transferred as an argument to a procedure cannot appear in an Allocate statement in the called procedure.

Examples:

1. The following examples illustrate the use of the ALLOCATE statement for a controlled identifier:

DECLARE A(N1,N2) CONTROLLED :
N1, N2 = 10;
ALLOCATE A;
ALlocate A
(K1, K2) :

The bounds are 10 and 10
The bounds are KI and K2 which override N1 and N2.
$\mathrm{N} 1=\mathrm{N} 1+1$;
ALLOCATE A;
Allocate A
(*,*);
ALLOCATE A (J1, J2);

The bounds are 11 and 10.

The bounds are 11 and 10.

The bounds are J1 and J2.
2. The following example illustrates the use of the ALLOCATE statement when the DECLARE statement contains asterisks for the length of a controlled bit string B:

DECLARE B BIT (*) VARYING CONTROLLED ;

ALlocate B BIT (*) ;
ALLOCATE B;
Allocate B BIT (N);
ALLOCATE B CHARACTER (4);
ALlocate E BIT (8);

Invalid; violates rule 2t.
Invalid; violates rule 2L.
The maximum length is N.

Invalid; violates syntax rule 5.
The maximum length is 8.
3. The following example illustrates the use of the built-in function ALLOCATION and of the INITIAL attribute for a controlled variable in an ALLOCATE statement:

DECLARE A(N,N) CONTROLLED INITIAL ( $(N * N)$ ) ;
--
IF , ALLOCATION (A) THEN ALLOCATE A INITIAL (1, (N-1) ( (N) 0,1)); -
aliocate a;
4. The following example illustrates three uses of Option 2 of the ALLOCATE statement for based identifiers.

DECLARE VALUE BASED (P), RATES BASED (Q) 1 GROUP BASED (R), 2 LIM FIXED BINARY, 2 VALUES ( N REFER (DIM)). TABLE AREA BASED (S), N FIXED BINARY, T POINTER;
a. Allocate value set (P); Allocates storage for the based variable VALUE and sets the pointer variable $P$ to identify the particular allocation.
b. ALLOCATE GROUP SET (R); Allocates storage for the structure GROUP, and sets the pointer variable $R$ to identify the parti-
cular allocation the win value of N is u a to de, rill the bound of VATHES, ani llis value is assigned to Dlw
c. ALLOCATE RATES SET (T) IN TABH: Allocates storage within the area S-> TABIE for the variaile RATES. The pointer variable $T$ is sel to identify the location within 'l'ABLE at which RATES is allocated.

## The Assignment Statement

## Function:

The assignment statement is used t.. evaluate an expression and to assign its value to one or more tarqet variables; ine target variables may be element, array, or structure variables. The target variatles ray be indicated by pseldo-variables.

General formats:
The assignment statement has theee general format options. They are given in Figure 49.

Syntax rules:

1. In Option 2, each target variable must be an array. If the right-hand side contains arrays of structures, then all target variables must be arrays of structures. The BY NAME option ray be given only when the right-hand side contains at least one structure.
2. In Option 3, each target variable mast be a structure.

General rules:

1. Aggregate assignments (Options 2 and 3) are exfanded into a series of element assignments acoording to unles 5 through 8 .
2. An element assignment is performed as follows:
a. Sukscripts of the target variakles, and the second and third arguments of SUBSTR fseudovariatle references, are evaluated from left to riqht.
b. The expression $o$ on the right-hand side is then evaluated.
c. For each target variable (in left to right order), the expression is converted to the characteristics of the target variable according to rules for data conversion (except that whenever a conversion of arithmetic base is invclved,
Option 1 (Element Assignment)
$\left\{\begin{array}{l}\text { element-variable } \\ \text { pseudo-variable }\end{array}\right\}\left\{\begin{array}{l}\text {, element-variable } \\ \text {, pseudo-variable }\end{array}\right\} \ldots$... = element-expression;
Option 2 (Array Assignment)
$\left\{\begin{array}{l}\text { array-variable } \\ \text { pseudo-variable }\end{array}\right\}\left\{\begin{array}{l}\text {, array-variable } \\ \text {, Eseudo-variable }\end{array}\right\} \quad \ldots=\left\{\begin{array}{l}\text { structure-expression [,BY NAME] } \\ \text { array-expression [, BY NAME] } \\ \text { elerrent-expression }\end{array}\right\}$;
(Option 3 (Structure Assignment)
structure-variable [,structure-variable]... $=\left\{\begin{array}{l}\text { structure-expression [, BY NAME] } \\ \text { element-expression }\end{array}\right\}$;

Figure 49. General Formats of the Assignment Statement
the value is converted directly to the precision of the target variable). The converted value is then assigned to the target variable.
3. For the TSS/360 compiler, multiple assignments are limited by the following rule:

Count 11 for each target of a multiple assignment, add 3 for each pseudovariable, and then add 11 for each argument of a pseudo-variable. The total must not exceed 4,085 .
4. The following rules apply to string element assignment:
a. The assignment is performed from left to right, starting with the leftrost position.
b. If the target variable is a fixedlength string, the expression value is truncated on the right if it is too long or padded on the right (with blanks for character string, zeros for bit strings) if the value is too short. (Note that a string pseudo-variable is considered to be a fixed-length string). The resulting value is assigned to the target.
c. If the target is a VARYING string and the value of the expression is longer than the maximum length declared for the variable, the value is truncated on the right. The target string obtains a current length equal to its maximum length. If the value of the expression is not longer than the maximum length, the value is assigned; the target string
ortains a current length equal to the length of the value.
5. The following rules apply to other element assignments:
a. If the target is an area variable, the expression must be an area variable or function. The AREA condition will be raised by this assignment if the size of the target area is insufficient for the current extent of the area being assigned.
b. If the target is a pointer variakle, the expression can only be a pointer (or offset) variable or a pointer (or offset) function reference. If the expression is of offset type, its value is converted to pointer.
c. If the target is an offset variable, the expression can only be an offset (or pointer) variable or an offset (or pointer) function reference. If the expression is of fointer type, its value is converted to offset.
d. If the target is a label variable, the expression can only be a label variable or label constant. Environmental information (i.e., information that identifies the invocation of the tlock) is always assigned to the label variable.
e. If the target is an event variakle, the expression can only be an event variable. The assignment is uninterruptabie, and it involves both the completion and status values. An event variable does not become active when it
has an active event variable assigned to it. It is an error to assign to an active event variable.
f. If the target is a status pseudovariable, a value can be assigned whether or not the event variable is active. It is an error to assign to a COMPLETION pseudovariable if the named event variable is active.
6. The first target variable in an aggregate assignment is known as the master variable. If the master variable is an arrag, then an array expansion (Rule 6) is performed; otherwise. a structure expansion (Rules 7 and 8) is performed. The CHECK condition for assignment to a target variable is not raised during the assignment; it is raised (when suitably enabled) after the assignment is complete. Such CHECK conditions are raised in the written order of the enabled identifiers. In the case of BY NAME assignment, the CHECK condition for the target variable is raised regardless of whether any value is assigned to an item. The label prefix of the original statement is applied to a null statement preceding the other generated statements.
7. In Option 2, all array operands must have the same number of dimensions and identical bounds. The array assignment is expanded into a loop of the form:

```
LABEL: DO j1 = LBOUND(master-variakle,1) TO
                        HBOUND(master-variable,1);
    DO j2 = LBOUND(master-variable,2) TO
                        HBOUND(master-variable,2);
        DO jn = LBOUND(master-variable,n) TO
        HBOUND(master-variable,n);
```

generated assignment stat $\in m \in n t$
END LABEL;
In this expansion, $n$ is the number of dimensions of the master variable that are to participate in the assignment. In the generated assignment statement, all array operands are fully subscrifted, using (from left to right) the dummy variables $j 1$ to jn. If an array operand appears with no subscripts, it will only have the subscripts $j 1$ to jn; if cross-section notation is used, the asterisks are replaced by $j 1$ to jn. If the original
assignment statement (which may have been generated by Rule 7 or Rule 8) has a condition prefix, the generated assignment statement is given this condition prefix. If the original assignment statement (which may have been generated by Rule 8) has a BY NANE option, the generated assignment statement is given a BY NAME option. If the generated assignment statement is a structure assignment, it is expanded as given below.
8. In Option 3, where the BY NAME option is not specified, the following rules apply:
a. None of the operands can be arrays, although they may be structures that contain arrays.
b. All of the structure operands must have the same number, $\underline{k}$. of immediately contained items.
c. The assignment statement (which may have been generated by Rule 6) is replaced by $k$ generated assignment statements. The ith generated assignment statement is derived from the original assignment statement by replacing each structure operand by its ith contained item; such generated assignment statements may require further expansion according to Rule 6 or Rule 7. All generated assignment statements are given the condition prefix of the criginal statement.
9. In Option 3, where the BY NAME option is given, the structure assignment, which may have been generated by Rule 6 , is expanded according to steps (a) through (a) below. None of the operands can be arrays.
a. The first item immediately contained in the master variable is considered.
b. If each structure operand and target variable has an immediately contained item with the same identifier, an assignment statement is generated as follows: the statement is derived by replacing each structure operand and target variable with its immediately contained item that has this identifier. If any structure contains no such identifier, no statement is generated. If the generated assignment is a structure or array-of-structures assignment. BY NAME is appended. The first generated assignment is given the

$$
\begin{aligned}
& \text { label prefix of the original as- } \\
& \text { signment statement; all generated } \\
& \text { assignment statements are given } \\
& \text { the condition prefix of the origi- } \\
& \text { nal assignment statement. } \\
& \text { c. Step b is repeated for each of the } \\
& \text { items immediately contained in the } \\
& \text { master variable. The assignments } \\
& \text { are generated in the order of the } \\
& \text { items contained in the master } \\
& \text { variable. } \\
& \text { d. Steps a through c may generate } \\
& \text { further array and structure assig- } \\
& \text { nments. These are expanded } \\
& \text { according to Rules } 6 \text { through } 8 \text {. }
\end{aligned}
$$

## Examples:

1. Suppose that the following three structures have been declared.

1 ONE
2 PART1
3 RED
3 White
3 BLU
2 PART2 -3 BLUE 3 YELLOW 3 YELLOW 3 ORANGE (3) 3 ORANGE (3)
2 PART3 3 BLACK 3 WHITE

1 ThREE
3 PART1
5 BLACK
5 WHITE
5 RED
3 PART2
5 YELLOW
5 WHITE
5 ORANGE(3)
5 PURPLE
Consider the following assignment:

```
ONE = TWO - 2 * THREE, BY NAME;
```

By Rule 8 this generates:
ONE. PART1 = TNO.PART1 - 2 * THREE.PART1, BY NAME;

ONE. PART2 $=$ TWO.PART2 - 2 * THREE.PART2, BY NAME;

Applying Rule 8 again, these statements are replaced ky:

ONE. PART1. RED $=$ TWO. PART1.RED - 2 * THREE.PART1.RED;

ONE. PART1. WHITE = TWO. PART1.WHITE - 2 * THREE.PART1.WHITE;

ONE. PART2. YELLOW = TWO. PART 2. YELLOW

- 2 * THREE.PART2.YELLOW;

ONE.PART2.ORANGE = TWO.PART2.ORANGE

- 2 * THREE. PART2.ORANGE;

The final assignment is expanded according to Rule 6.
2. The following example illustrates array assignment (Option 2):

Given the array A 24
36

17
and the array $B \quad 1 \quad 5$
78
34
63

Consider the assignment statement:

$$
A=(A+B) * * 2-A(1,1) ;
$$

After execution, A has the value
774
93189
9114
93114
Note that the new value for $A(1,1)$, which is 7, is used in evaluating the expression for all other elements.
3. The following example illustrates string assignment:

Given:
A is a fixed-length string whose value is ' $\mathrm{XZ} / \mathrm{BQ}$ '.
$B$ is a varying-length string of maximum length 8 whose value is 'MAFY'.
C is a fixed-length string of length 3.
$D$ is a varying-length string of maximum length 5 .

Then in the statement:
$C=A$, the value of $C$ is ' $x Z /$ '. $C=$ ' X ', the value of $C$ is ' Xbb '.
$D=B$, the value of $D$ is 'MAFY'.
$\mathrm{D}=\operatorname{SUBSTR}(\mathrm{A}, 2,3)| | \operatorname{SUBSTR}(\mathrm{A}, 2,3)$, the value of $D$ is ' $Z / B Z / '$.
$\operatorname{SUBSTR}(A, 2,4)=B$, the value of $A$ is ' XMAFY'.
$\operatorname{SUBSTR}(B, 2,2)=$ 'R', the value of $B$ is 'MRbY'.
$\operatorname{SUBSTR}(B, 2)=' R '$, the value of $B$ is 'MRbb'.

## The BEGIN Statement

Function:

The BEGIN statement heads and identifies a beqin block.

General tormat:
REGIN [ORCER|RFOR[ER];

## Syntax rules:

1. A label of a BEGIN statement may be subscripted, but such a label cannot appear after an END statement.

## General rules:

1. A BEGIN statement is used in conjunction with an END statement to delimit a begin block. A complete discussion of begin blocks can be found in part 1, Section 6, Blocks, Flow of Control, and storage Allocation."
2. The ORDER option specifies that the normal language rules are not to be relaxed; i.e., any optimization must be such that the execution of a block always produces a result that is in accordance with the strict definition of $\mathrm{PL} / \mathrm{I}$. This means that the values of variables set ky execution of all statements prior to computational or system-action interruptions are guaranteed in an on-unit entered as a result of the interruption, or anywhere in the program afterwards. Note that the strict definition now allows the compiler to optimize common expressions (see note kelow), where safely possible, by evaluating for each reference.

Note: A common expression is an expression that occurs more than once in a program but is okviously intended to result in the same value each time that it is evaluated, i.e.. if a later expression is identical to an earlier expression, with no intervening modification to an operand, the expressions are said to be common.
3. The REORDER option specifies that execution of the BEGIN block must produce a result that is in accordance with the strict definition of PL/I unless a computational or systemaction interruption occurs during execution of the llock; the result is then allowed to deviate as follows:
a. After a computational or systemaction interruption has occurred during execution of the block, the values of variables modified, allocated, or freed in the bloc's are guaranteed only after normal return from an on-unit or when accessed by the ONCHAR and

ONSOURCE condition built-in functions.
b. The values of variables modified, allocated, or freed in an on-unit for a computational or systemaction condition (or in a block activated by such an on-unit) are not guaranteed on return from the on-unit into the block, except for values modified by the ONCHAR and ONSOURCE pseudo variables.

A frogram is in error if a computational or system-action interruption occurs during execution of the block and this interruption is followed by a reference to a variable whose value is not guaranteed in such circumstances. (See also Part I. Section 17: Optimization and Efficient Performance.")

## The CALL Statement

## Function:

The CALL statement invokes a procedure and causes control to be transferred to a specified entry point of the procedure.

## General format:

CALL entry-nare
[ (argument [, argument] . . .)]
Syntax rules:

1. The entry name, which can be a generic name, represents the entry point of the procedure invoked.
2. An argument cannot be a condition name.

General rule:
See Part I, Section 12, "Sukroutines and Functions" for detailed descriptions of the interaction of arguments with the parameters that represent these arguments in the invoked procedure.

Exameles:

1. CALL CRITICAL_PATH ( $A, B * C, D$ );

CRITICAL PATH: PROCEDURE(ALPHA, BETA, GAMMA):
-
END:
2. CALI PAYROLL (NAME, DATE, HRRATE);

## The CLOSE Statement

## Function:

The CLOSE statement dissociates the named file from the data set with which it was associated by opening in the current task.

General format:

```
CLOSE FILE (file-name) {,FILE
(file-name)]...:
```

General rules:

1. The FILE (filename) option sfecifies which file is to be closed. It must appear once. Several files can be closed by one CLOSE statement.
2. A closed file can be reopened.
3. Closing an unopened file, or an already closed file, has no effect.
4. The CLOSE statement cannot ke used to close a file in a task different from the one that opened the file.
5. If a file is not closed ty a CLOSE statement, it is automatically closed at the completion of the task in which it was ocened.
6. All $1 / O$ events that have not been completed before the file is closed are set complete, with a status value of 1.
7. A CLOSE statement unlocks all records in the file previously locked in the task in which the CIOSE appears.

Examples:

1. CLOSE FILE (MASTER);

The file, MASTER, is closed, and the facilities allocated to it are released.
2. CLOSE FILE (TABLEA), FILE (TABLEB);

The two files, TABLEA and TABLEB are closed in the same way as MASTER, in the preceding example.

## The DECLARE Statement

## Function:

The DECLARE statement is the principal method for explicitly declaring attributes of names.

## General format:

## DECLARE

[level] identifier [attributel... [, [level] identifier [attribute]...]...

## Syntax rules:

1. Any number of identifiers may be .declared in one DECLARE statement.
2. "Level" is a nonzero unsigned decimal integer constant. If a level number is not specified, level 1 is assumed for all element and array variables. Level 1 must be specified for all major structure names. A blank space must separate a level number from the identifiex following it.
3. In general, attributes must immediately follow the identifier to which they apply as shown in the general format. However, attributes can be factored (see Factoring of Attributes in Part II. Section 9. "Attributes").

General rules:

1. A particular level 1 identifier can be sfecified in only one DECLARE statement within a particular block. All attributes given explicitly for that identifier must be declared together in that DECLARE statement. (Note. however, that identifiers having the FILE attribute may be given attributes in an OPEN statement as well. See "The OPEN Statement" in this section and in Part I, Section 8. "Input and Output," for further information.)
2. Attributes of external names, in separate blocks and compilations, must be consistent.
3. Labels may be prefixed to DECLARE statements (however, such lakels are treated as comments and, hence, have no meaning). Condition prefixes cannot be attached to a DECLARE statement.

## The DELAY Statement

## Function:

The DELAY statement causes the execution of a task to be suspended for a specified period of time.

General format:
DELAY (element-expression);
General rule:
Execution of the DELAY statement causes the element expression to be evaluated and converted to an integer $n$; execution is then suspended for $\underline{n}$ milliseconds.

Example:
DELAY (10):
This statement causes execution of the task to be suspended for ten milliseconds.

The DELETE Statement
Function:
The DELETE statement deletes a record from an UPDATE file.

General format:

```
DELETE FILE (file-name)
    [KEY(expression)]
    [EVENT(event-variable)];
```


## General rules:

1. The options may appear in any order.
2. The FILE(filename) option specifies the UPDATE file; it must ke specified.
3. The KEY option must ke specified if the file is a DIRECT UPDATE file; it cannot be specified otherwise. The expression is converted to a character string and determines which record is to be deleted.
4. If the file is a SEQUENTIAL UPDATE file, the record to ke deleted is the last record that was read; the data set organization must be INDEXED.
5. The EVENT option allows processing to continue while a record is being deleted. This option cannot be specified for a SEQUENTIAL BUFFERED file.

When control reaches a DELETE statement containing this option, the "event variable" is made active (that is, it cannot be associated with another event) and is given the completion value '0'B, provided that the UNDEFINEDFILE condition is not raised by an implicit file opening (see "Note" kelow). The event variakle remains active and retains its '0'B completion value until control reaches a WAIT statement specifying that event variable. At this time, either of the following can occur:
a. If the DELETE statement has been executed successfully and neither of the conditions TRANSMIT or KEY has been raised as a result of the DELETE, the event variable is set complete, given the completion value '1'B, and the event variable is made inactive, that is, can be associated with another event.
b. If the DELETE statement has resulted in the raising of TRANSMIT or KEY, the interruption for each of these conditions dces nct occur until the WAIT is encountered. At such time, the corresponding on-units (if any) are entered in the order in which the conditions were raised. After a return from the final on-unit, or if one of the on-units is terminated by a GO TO statement, the event variable is given the completion value '1'B and is made inactive.

Note: If the DELETE statement causes an implicit file opening that results in the raising of UNDEFINEDFILE, the on-unit associated with this condition is entered immediately and the event variable remains unchanged; that is, the event variable remains inactive and retains the same value it had when the DELETE was encountered. If the on-unit does not correct the condition, then, upon normal return from the on-unit, the ERROR condition is raised; if the condition is corrected in the on-unit, that is, if the file is opened successfully, then, upon normal return from the on-unit, the event variakle is set to $0^{\prime} \mathrm{B}$. it is made active, and execution of the DELETE statement continues.
6. The DELETE statement unlocks a record only if that record had been locked in the same task in which the DELETE appears.
7. The DELETE statement can cause implicit opening of a file.

Example:
DELETE FILE (ALPHA) KEY (DKEY);
This statement causes the record identified by DKEY to be deleted from the data set associated with the file ALPHA. If the record was previously locked in the same task, it is unlocked.

## The DISPLAY Statement

Function:
The DISPLAY statement causes a message to be displayed at the user's terminal. A xesnonse may be requested.

General format

Option 1.
LISPLAY (element-expression);
Option 2.
DISPLAY (element-expression) REPLY (character-variable)
[EVENT (event-variable)];
General rules:

1. Execution of the LISPLAY statement causes the element expression to be evaluated and, where necessary, converted to a varying character string of implementation-defin $\in d$ maximum length (126 characters). This character string is the message to be displayed.
2. In Option 2, the character variable receives a string that is a message to be supplied by the user. The message cannot exceed 126 characters.
3. In Option 2, if the EVENT option is not specified, execution of the program is suspended until the reply mes-
sage is received. In option 1, execution continues uninterrupted.
4. If the EVENT (event-variable) option is given, 'RSS/360 execution waits for the reply to be completed before continuing with subsequent statements. The completion part of the event variable will te given the value '0'B until the reply is completed, when it will be given the value '1'B. The reply is considered complete only after the execution of a WAIT statement naming the event.
5. The EVENT and REPLY oftions can be given in either order.

Example:
DISPLAY ('END OF JOB');
This statement causes the message "END
OF
JOB" to be displayed.

## The DO Statement

Function:
The DO statement heads a DO-group and can also be used to specify repetitive execution of the statements within the group.

## General formats:

The three format types for the Do statement are shown in Figure 50.

Syntax rules:

1. In all three types, the DO statement is used in conjunction with the END statement to delimit a Do-group. Only Type 1 does not provide for the repetitive execution of the statements within the group.
```
Type 1. DO;
Type 2. DO WHILE (element-expression);
Type 3. DO {\begin{array}{l}{\mathrm{ pseudo-variable }}\\{\mathrm{ variable }}\end{array}}=\mathrm{ specification[,specification]...;}
    where "specification" has the form:
    expression1[ [O expression2 [BY expression3]
```

Figure 50. General Format of the DO Statement
2. In Type 3, the variable or pseudovariable must represent a single element: "variable" may be subscripted and/or qualified. Real arithmetic variables are generally used, but label, string, and complex variables are allowed, frovided that the expansions given in the general rules below result in valid $P L / I$ programs. Note, however, that if "variable" is a lakel variable, each "specification" must have the following form:
$\left\{\begin{array}{l}\text { element-label-variable } \\ \text { label-constant }\end{array}\right\}$
[WHILE (expression)]
3. Each expression in a specification must be an element expression.
4. If "BY expression 3" is omitted from a "specification," and if "TO expression2" is included, "expression3" is assured to be 1.
5. If "To expression 2 " is omitted from a "specification," repetitive execution continues until it is terminated by the WHILE clause or by some statement within the group.
6. If both "TO expression2" and "BY expression3" are omitted from a specification, it implies a single execution of the group. with the control variable having the value of "expression1". If "WHILE expression4" is included, this single execution will not take place unless "expression4" is true.

## General rules:

1. In Type 1, the DO statement only delimits the start of a DO-group; it does not provide for repetitive execution.
2. In Type 2, the DO statement delimits the start of a DO-group and provides for repetitive execution as defined by the following:
```
LABEL: DO WHILE (expression);
        statement-1
        •
```



```
        statement-n
        END;
NEXT: statement/*STATEMENT
    FOLLOWING THE DO GROUP*/
```

The akove is exactly equivalent to the following expansion:

LABEL: IF (expression) THEN; ELSE GC TO NEXT; statement-1.
-
-
statement-n
GO TO LABEL;
NEXT: statement/*STATEMENT FOLLOWING THE DO GROUP*/
3. In Type 3, the DO statement delimits the start of a DO-group and provides for controlled repetitive execution as defined by the following:

```
LABEL: DO variable (a, ,...,an)=
            expression1
        TO expression2
            BY expression3
        WHILE (expression4);
        statement-1
        .
        -
        statement-m
    LABEL1: END;
NEXT: statement
```

This is exactly equivalent to the following expansion:

```
LABEL: temp1 =a,;
        .
        .
        tempn=an;
        e1=expression1;
        e2=expression2;
        e3=expression3;
        v=el;
LABEL2: IF (e3>=0) &(v>e2)|
        (e3<0)&(v<e2)
        THEN GO TO NEXT;
        IF (expression4) THEN;
            ELSE GO TO NEXT;
        statement-1
        •
        •
        statement-m
IABEL1: v=v+e3;
        GO TO LABEL2;
NEXT: statement
```

In the above expansion, $a_{1}, \ldots, a_{n}$ are expressions that may appear as subscripts of the control variable; tempi...tempn are compiler-created work areas, with the attributes BINARY FIXED(15), to which the expression values are assigned; $\underline{v}$ is equivalent to "variable" with the associated "temp" subscripts; "e1," "e2," and "e3" are compiler-created work areas
having the attributes of "expression1." "expression2," and "expression $3, "$ respectively. In the simplest cases, there are no subscripts (i.e., $\mathrm{n}=0$ ) and the first statement in the expansion is therefore el=expression1.

Additional rules for the above expansion follow:
a. The above expansion only shows the result of one "specification." If the DO statement contains more than one "specification," the statement labeled NEXT is the first statement in the expansion for the next "specification." The second expansion is analogous to the first expansion in every respect. Thus, if a second "specification" appeared in the DO statement, the second expansion would look like this:

| NEXT: | temp $_{1}=\mathrm{a}_{1} ;$ |
| :---: | :---: |
|  | - |
|  | $\cdots$ |
|  | $\operatorname{temp}_{n}=a_{n} ;$ |
|  | e5=expression5; |
|  | - |
|  | - |
|  | $\cdot$ |
|  | $\mathrm{v}=\mathrm{e} 5$; |

LABEL3: IF ... THEN GO TO NEXT1; IF (expression8) THEN; ELSE GO TO NEXT1; st.atement-1
-
$\cdot$
statement-m
LABEL4: $v=\mathrm{v}+\mathrm{e} 7$; GO TO LABEL3;
NEXT1: statement
Note that statements 1 through $\underline{m}$ are not actually duplicated in the program.
b. If the WHILE clause is omitted, the IF statement immediately preceding statement-1 in the expansion is omitted.
c. If "TO expression2" is omitted, the statement "e2=expression2" and the IF statement identified by LABEL2 are omitted.
d. If both "TO expression2" and "BY expression $3^{\prime \prime}$ are omitted, all statements involving e2 and e3, as well as the statement GO TO LABEL2, are omitted.
4. The WHILE clause in Types 2 and 3 specifies that before each repetition of
statement execution, the associated elerrent expression is evaluated, and, if necessary, converted to a bit string. If any lit in the resulting string is 1, the statements of the Dogroup are executed. If all bits are 0 , then, for Type 2, execution of the Do-group is terminated, while for Type 3, only the execution associated with the "specification" containing the WHILE clause is terminated; repetitive execution for the next "specification," if one exists, then begins.
5. In a "specification," "expression1" represents the initial value cf the control variatle (i.e., "variable" or "pseudo-variable"): "expressicn3" represents the increment to be added to the control variable after each execution of the statements in the group; expression2 represents the terminating value of the control variable. Execution of the statements in a Do-group terminates for a "specification" as soon as the value of the control variakle is outside the range defined by "expression1" and "expression2." When execution for the last "specification" is terminated, control, in general, passes to the statement following the DO-group.
6. Control may transfer into a Do-group from outside the DO-group only if the Do-group is delimited by the DO statement in Type 1; that is, only if repetitive execution is not specified. Consequently, repetitive DO-groups cannot contain ENTRY statements.
7. The effect of allocating or freeing the control variakle within the DOgroup is undefined.

## The END Statement

## Function:

The END statement terminates blocks and groups.

General format:
END \{label];
Syntax xules:
If "label" is specified, it cannot be an element of a lakel array; that is, it cannot be subscripted.

General rules:

1. If a label follows END, the statement terminates the unterminated group or biock headed by the nearest preceding DO, BEGIN, or PROCEDURE statement hav-
ing that label. It also terminates any unterminated groups or blocks physically within that grour or block.
2. If a label does not follow END, the statement terminates that group or block headed by the nearnst preceding DO, BEGIN, or PROCELURE statement for which there is no corresponding END statement.
3. If control reaches an END statement for a procedure, it is treated as a RETURN statement.

## The ENTRY Statement

Function:
The ENTRY statement specifies a secondary entry point of a procedure.

General format:

> entry name: [entry name:]... ENTRY [(Farameter [,tarameter]...)] [RETURNS (attribute...)];

Syntax rules:

1. The only attributes that may be specified in the RETURNS option of an ENTRY statement are the arithmetic, string, POINTER, OFFSET, AREA, and PICTURE attributes. The attributes specified determine the characteristics of the value returned by the procedure when it is invoked as a function at this entry point.
2. A condition prefix cannot be specified for an ENTRY statement.

## General rules:

1. The relationship established between the parameters of a secondary entry point and the arguments passed to that entry point is exactly the same as that established for primary entry point parameters and arguments. Sef part I, Section 10, "Subroutines and Functions" for a complete discussion of this subject.
2. As stated in syntax rule 1 , the attributes specified in the RETURNS option of an ENTRY statement determine the characteristics of the value returned by the procedure when it is invoked as a function at this entry point. The value being returned by the procedure (i.e., the value cf the expression in a RETURN statement) is converted, if necessary, to correspond to the sperified attributes. If the RETURNS option is omitted, default attributes are applied, according to the first
letter of the entry name used to invoke the entry point.

The RETURNS keyword is mandatory for function rrocedures when function value attritutes are explicitly specified.
3. If an ENTRY statement has more than one label, each label is interpreted as though it were a single entry name for a separate ENTRY statement having the same parameter list and explicit attribute sfecification. For example, consider the statement:

## A: I: ENTRY;

This statement is effectively the same as:

A: ENTRY;
I: ENTRY;
Since the attributes of the returned value are not explicitly stated, the characteristics of the value returned by the procedure will depend on whether the entry point has been invoked as A or I.
4. The ENTRY statement must be internal to the procedure for which it defines a secondary entry point. It may not be internal to any block contained in this frocedure; nor may it be within a DO-group that specifies repetitive execution.

## The EXIT Statement

## Function:

The EXIT statement causes immediate termination of the frogram that contains the statement: control returns to the command system, and the user is prompted with an underscore. The EXIT statement is equivalent to a STOP statement.

General format:

## EXIT;

## General rule:

EXIT causes the FINISH condition to be raised. If there is a FINISH on-unit, that on-unit is executed first, and the program is terminated on normal return from the cn-unit. The completion values of the event variables associated with this program are set to '1'B, and their status values to 1 (unless they are already nonzero).

## The FORMAT Statement

## Function:

The FORMAT statement specifies a format list that can be used ky edit-directed transmission statements to control the format of the data being transmitted.

General format:
label: [label:]... FORMAT (format-list); Syntax rules:

1. The "format list" must be specified according to the rules governing format list specifications with editdirected transmission as described in part 1. Section 8, "Input and output."
2. At least one "label" must be specified for a FORMAT statement. One of the labels for a label variable having the value of one of the labels) is the statement label designator appearïng in a remote format item. None of the labels can be specified in a GO TO statement.

General rules:

1. A GET or PUT statement may include a remote format item, $R$, in the format list of an edit-directed data specification. That portion of the format list represented by $R$ must be supplied by a FORMAT statement identified by the statement label specified with $R$.
2. The remote format item and the FORNAT statement must be internal to the same block.
3. If a condition prefix is associated with a FORMAT statement, it must be identical to the condition prefix associated with the GET or PUT statement referring to that FORMAT statement.
4. When a fORMAT statement is encountered in normal sequential flow, control passes around it, and the check condition will not be raised for a statement label attached to it.

The FREE Statement
Function:
The FREE statement causes the storage allocated for specified based or controlled variables to be freed. For controlled variables, the next most recent allocation in the task is made available, and subsequent references in the task to the identifier refer to that allocation.

General formats:

```
Option 1
FREE controlled-variatle
    l,controlled-variablel...;
Option 2
FREE [pointer-qualifier ->]
    based-variable[IN(area-variable)]
    [.[pointer-qualifier ->]
    based-variable
    [IN(area-variable)]}...;
```


## Syntax rules:

1. In Option 1. the "controlled vaxiable" is an element, array, or major structure of the controlled storage class.
2. In Option 2, the "based variatle" must be an unsukscripted, level-one kased variable.
3. The forms of option 1 and option 2 can be combined in the same FREE statement.

## General rules:

1. If a specified nonbased identifier has no allocated storage at the time the FREF statement is executed, it is an error.
2. If the based variable is not qualified by fointer qualification, the fointer declared with the based variatle will be used to identify the generation of data occupying the portion of storage to be freed.
3. The amount of storaqe freed depends upon the attributes of the based variable, including bounds and/or lengths at the time the storage is freed, if acplicalle. The user is responsible for determining that this amount coinciles with the amount allocated. If the variable has not been allocated, the results are unpredictable.
4. A based variakle can be used to free storage only if that storage has been allocated for a based variable having identical data attributes. including values of bounds, lengths, and area size expressions.
5. The IN option must be specified if the storage to te freed has been allocated using the IN option, and it must have been allocated in the area specified in the FREE statement. The IN option cannot appear in the FREE statement in any other circumstances. Note that
area assignment causes allocation of based storage in the target ared; such allocations can be freed by the IN option naming the target area.

Examples:

1. FREE X, Y, Z;
2. The following excerpt from a procedure illustrates the FREE statement in conjunction with an ALLOCATE statement:

DECLARE A(100) INITIAL ( 100 ) 0 )
CONTROLLED , C(100), X(100);
-

Allocate A;

3. In the example below, it is assumed the declarations specified in Example 4 of the ALLCCATE statement apply.

## FREE VALUE;

Frees that portion of stcrage which is occupied by the allocation of VALUE identified by pointer $P$.

## FREE V->GROUP;

Frees that portion of storage which is . occupied by the allocation of GROUP identified by pointer $V$. The value V->DIM is used to determine the bound of Values.

## The GET Statement

Function:
The GET statement is a STREAN transmission statement that can te used in either of the following ways:

1. It can cause the assignment of data from an external source (that is, from a data set) to one or more internal receiving fields (that is, to one or more variables).
2. It can cause the assignment of data from an internal source (that is, from a character-string variacle) to one or
more internal receiving fields (that is, to one or more variables).

General format:
GET option-list:
Fcllowing is the format of "option list":
$\left\{\begin{array}{c}\{[F I L E(\text { filename )][data-sfecification] } \\ \text { [COPY][SKIP[(expression)]]\} } \\ \text { \{STRING(character-string-name) } \\ \text { data-specification\} }\end{array}\right\}$

## General rules:

1. If neither the FILE(filename) oftion nor the STRING(character-string-name) option appears, the file option FILE (SYSIN) is assumed.
2. One data specification must appear unless the SKIP option i.s specified.
3. The options may appear in any order.
4. The filename refers to a file which has been associated, by ofening, with the data set which is to provide the values. It must be a STREAM INPUT file.
5. The "character-string name" refers to the character strinq that is to provide the data to be assigned to the data list. This name may be a reference to a built-in function. Each (GET operation using this option always kegins at the beginning of the specified string. If the number of characters in this string is less than the total number of characters specified by the data specification, the ERROR condition is raised.
6. When the STRING option is used under data-directed transmission, the ERROR condition is raised if an identifier within the string does not have a match within the data specification.
7. The data specification is as described in part 1 , Section 9, "Stream-Oriented Transmission."
8. If the FIIE (filename) option refers to a file that is not open in the current task, the file is implicitly opened in the task for stream output transmission.
9. The COPY option, which may only be used with the File (filename) option, specifies that the source data, as read, is to be written, without
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    alteration, on the standard installa-
    tion print file.
10. The SKIP option causes a new current
    line to be defined for the data set.
    The expression, if present, is con-
    verted to an integer w, which must be
    greater than zero. If not, the com-
    piler substitutes a value of 1. The
    data set is positioned at the start of
    the wth line relative to the current
    line. If the expression is omitted,
    SKIP(1) is assumed. The SKIP option
    is always executed before any data is
    transmitted.
```

Examples:
1. GET LIST (A,B,C);
Specifies the list-directed transmis-
sion of the values to be assigned to
\&. $B$ and $C$ from the file sYSIN.
2. GET FILE (BETA) EDIT (X,Y,Z) (A(S),
F(5.2), A(10));
Specifies the edit-directed transmis-
sion of the values assigned to $X, Y$
and $Z$ from file BETA.

## The GO TO Statement

## Function:

The GO TO statement causes control to be transferred to the staterrent identified by the specified label.

General format:

$$
\left\{\begin{array}{ll}
\text { GO TO label-constant; } \\
\text { GOTO } & \text { element-label-variable; }
\end{array}\right\}
$$

General rules:

1. If an "element label variable" is specified, the value of the latel variable determines the statement to which control is transferred. Since the label variable may have different values at each execution of the GO TO statement, control may not always pass to the same statement.
2. A GO TO statement cannot fass cont col to an inactive block.
3. A GO TO statement cannot transfer control from outside a DO-group to a statement inside the Do-group $i f$ the DO-group specifies repetitive execution, unless the GO TO terminates a procedure or on-unit invoked from within the DO-group.
4. If a GO TO statement transfers control fren within a klock to a point not contained within that block, the block is terminated, Also, if the transfer point is contained in a block that did not directly activate the block being terminated, all intervening blocks in the activation sequence are also terminated (see Part 1 . Section 6. "Blocks, Flow of Control, and Storage Allocation," for examples and details). When one or more blocks are terminated ty a GO TO statement, conditions are reinstated and automatic variables are freed just as if the blocks had terminated in the usual fashion.
5. When a GO TO statement transfers control out of a procedure that has been invoked as a function, the evaluation of the expression that contained the corresponding function reference is discontinued.

## The IF Statement

Function:
The IF statement tests the value of a specified exrression and controls the flow cf execution according to the result of that test.

General format:

```
IF element-expression
    THEN unit-1
    [ELSE unit-2]
```


## Syntax rules:

1. Each unit is either a single statement (except DO, END, PROCEDURE, BEGIN, DECLARE, FORMAT, OR ENTRY), a DOgrcup, or a begin block.
2. The $I F$ statement itself is not terminated by a semicolon; however, each "unit* specified must be terminated by a sericolon.
3. Each "unit" may be labeled and may have condition prefixes.

## General rules:

1. The element expression is evaluated and, if necessary. converted to a bit string. When the ELSE clause (that is, ELSE and its following "unit") is specified, the following occurs:

If any bit in the string is 1 . "unit-1" is executed, and control then passes to the statement following the IF statement. If all bits in the stxing have the value

$$
\begin{aligned}
& 0, \text { "unit-1" is skipped and "unit- } 2 \text { " } \\
& \text { is executed, after which control } \\
& \text { passes to the next statement. }
\end{aligned}
$$

When the ELSE clause is not specified, the following occurs:

If any bit in the string is 1 . "unit-1" is executed, and controi then passes to the statement following the IF statement. If all bits are 0, "unit-1" is not executed and control passes to the next statement.

Each "unit" may contain statements that specify a transfer of control (e.g.. GO TO); hence, the normal sequence of the IF statement may be overriden.
2. If statements may be nested; that is, either "unit", or both, may itself be an IF statement. Since each ELSE clause is always associated with the innermost unmatched $I F$ in the same block or DO-group, an ELSE with a null statement inay be required to specify a desired sequence of control.

## The LOCATE Statement

## Function:

The LOCATE Statement, which applies to BUFFERED OUTPUT files, causes allocation of a based variable in a buffer; it may also cause transmission of a previously allocated based variable.

## General format:

## LOCATE variable

FILE (filename) [SET (pointer-variable)] [KEYFROM(expression)];

## Syntax rules:

1. The options may appear in any order.
2. The "variable" must be an unsubscripted level 1 kased variable.

## General rules:

1. The FILE(filename) option specifies the file involved. This option must appear.
2. Execution of a LOCATE statement causes the specified based variable to be allocated in the kuffer. Components of the based variable that have been specified in REFER options are initialized. A pointer value is assigned to the pointer variable named in the SET option or, if the SET oftion is omitted, to the pointer variable spe-
cified in the declaration of the kased variatle. The pointer value identifies the record in the buffer. After execution of the LOCATE statement, values may be assigned to the based variakle for subsequent transmission to the data set associated with the file, which will occur immediately before the next LOCATE, WRITE, or CLOSE oferation on the file, at which time the record is freed.
3. If the KEYFROM (expression) option appears, the value of the expression is converted to a character string and is used as the key of the record when it is subsequently written.
4. If the FILE(filename) option refers to an unopened file, the file is opened automatically; the effect is as if the LOCATE statement were preceded by an OPEN statement referring to the file.

Example:

```
LOCATE ALPHA SET (REC_POINT) FILE (BETA) ;
```

The based variable ALPHA is allocated in a buffer and REC POINT is set to identify ALPHA in the buffer. Values may subsequently be assigned to ALPHA and the record will be written in the data set associated with file BETA when a suksequent LOCATE or WRITE statement is executed for file BETA or if BETA is closed, either explicitly or implicitly.

## The Null Statement

Function:
The null statement causes no action and does not modify sequential statement execution. If the label of a null staterent is enabled for the CHECK condition, CHECK is raised whenever control reaches the null statement.

General format:
[lakel:]...;

## The ON Statement

Function:
The ON statement specifies what action is to be taken (user-defined or standard systell action) when an interruption results from the occurrence of the specified exceptional condition. exceptional condition.

General format:

ON condition [SNAP]\{SYSTEM; |on-unit\}

## Syntax rules:

1. The condition may be any of those described in part II, Section 8, "ONConditions".
2. The "on-unit" represents a userdefined action to be taken when an interruption results from the occurrence of the specified "condition". It can be either a single unlabeled simple statement or an unlabeled begin block. If it is an unlakeled simple statement, it can be any simple statement except BEGIN, DO, END, RETURN, FORMAT, PROCEDURE, or DECLARE. If the on-unit is an unlabeled begin block, any statement can be used freely within that block, with one exception: A RETURN statement can appear only within a procedure nested within the begin block.
3. Since the "on-unit" itself requires a semicolon, no semicolon is shown for the "on-unit" in the general format. However, the word SYSTEM must be followed by a semicolon.

## General rules:

1. The on statement determines how an interruption occurring for the specified condition is to ke handled. Whether the interruption is handled in a standard system fashion or by a user-supplied method is determined by the action specification in the oN statement, as follows:
a. If the action specification is SYSTEM, the standard system action is taken. The standard system action is not the same for every condition, although for most conditions the system simply prints a message and raises the ERROR condition. The standard system action for each condition is given in Part II, Section 8, "ONConditions." (Note that the standard system action is always taken if an interruption occurs and no ON statement for the condition is in effect.)
b. If the action specification is an "on-unit," the user has supplied his own interruption-handling action, namely, the action defined by the statement(s) in the on-unit itself. The on-unit is not executed when the ON statement is executed; it is executed only when an interruption results from the
occurrence of the specified condition cor if the interruption results from the condition keing signaled by a SIGNAL statement).
2. The action specification (i.e., "onunit" or SYSTEM) estaklished ky executing an ON statement in a given block remains in effect throughout that block and throughout all klocks in any activation sequence initiated by that block, unless it is overridden by the execution of another on statement or a REVERT statement, as follows:
a. If a later ON statement specifies the same condition as a pricr on statement and this later ON statement is executed in a block that lies within the activation sequence initiated by the klock containing the prior on statement. the action specification of the prior on statement is temporarily suspended, or stacked. It can be restored either by the execution of a REVERT statement, or by the termination of the block containing the later ON statement.
b. If the later $O N$ statement and the prior $O N$ statement are internal to the same invocation of the sare block, the effect of the prior on statement is completely nullified.
3. An on-unit.is always treated by the compiler as a procedure internal to tne block in which it appears. (conceptually, it is enclosed in PROCEDURE and END statements.) Any names used in an on-unit do not belong to the invocation of the procedure or thock in which the interruption occurred (and, hence, effectively, the frocedure or block in which the on-unit is executed) but, rather, to the environment of the invocation of the procedure or block in which the on statement for that on-unit was executed. (Remember that an ON statement is exeruted as it is encountered in statement flow; whereas, the action specification for that on statement is executed only when the associated interruption occurs.)
4. A condition raised during execution results in an interruption if and only if the condition is enabled at the point where it is raised.
a. The conditions AREA, OVERFLOW, FIXEDOVERFLOW, UNDERFLOW, ZERODIVIDE, CONVERSION, all of the input/output conditions, and the
conditions CONDITION, FINISH, and ERROR are enabled by default.
b. The conditions sIZE, STRINGRANGE, SUBSCRIPTRANGE, and CHECK are disabled by default.
c. The enabling and disabling of OVERFLOW, FIXEDOVERFLOW, UNDERFLOW, ZERODIVIDE, CONVERSION, SIZE, STRINGRANGE, SUBSCRIPTRANGE。 and CHECK can be controlled by condition prefixes.
5. If on-unit is a single statement, it cannot refer to a remote format specification.
6. If SNAP is specified, then when the given condition occurs and the interruption results, a calling trace is listed; that is, a trace of all of the procedures active at the time the interruption resulted is printed on SYSOUT.

The OPEN Statement

## Function:

The OPEN statement opens a file by associating a file name with a data set. It also can complete the specification of attributes for the file, if a complete set of attributes has not keen declared for the file being opened.

General format:
OPEN FILE(file-name) [options-group] [,FILE(file-name) (options-group]]...;
where "options-group" is as follows;
[DIRECT/SEQUENTIAL]
[BUFFERED|UNBUFFERED]
[STREAM| RECORD]
[INPUT|OUTPUT|UPDATE]
[KEYED] [EXCLUSIVE]
[BACKWARDS]
[TITLE (element-expression)]
[PRINT]
[LINESIZE(element-expression)]
[PAGESIZE(element-expression)]
Syntax rules:

1. The INPUT, OUTPUT, UPDATE, STREAM, RECORD, DIRECT, SEQUENTIAL, BUFFERED. UNBUFFERED, KEYED, EXCLUSIVE, BACKWARDS, and PRINT options specify attributes that augment the attributes specified in the file declaration; for rules governing which of these attributes can be applied together, see Part I, Section 8, "Input and output." and the corresponding attritutes in part II, Section 9. "Attributes."
2. The options in an "option group" and the file option for a file may appear in any order.
3. The "file name" is the name of the file that is to be associated with a data set. Several files can be opened by one OPEN statement.

## General rules:

1. The ocening of an already open file does not affect the file if the second ofening takes place in the same task. In such cases, any expressions in the "options-group" are evaluated, but they are not used.
2. If the TITLE option is specified, the "element expression" is converted to a character string, if necessary, the first eight characters of which identify the DDEF command (the DDNAME) to be associated with the file. If this option does not appear, the first eight characters of the file name (padded or truncated) are taken to be the CDNAME. Note that this is not the same truncation as that for external names. If the file name is a parameter, the identifier of the original argument passed to the parameter. rather than the identifier of the parameter itself, is used as the identification.
3. The LINESIZE option can be specified only for a STREAM OUTPUT file. The expression is evaluated, converted to an integer, and used as the length of a line during subsequent operations on the file. New lines may be started by use of the printing and control format items or ly options in a GET or PUT statement. If an attempt is rade to position a file past the end of a line before explicit action to start a new line is taken, a new line is automatically started, and the file is fositioned to the start of this new line. If no line size is qiven for a PRINT file, an implementation-defined default of 120 characters is supplied.

The LINESIZE option cannot be specified for an INPUT file. The line size taken into consideration whenever a SKIP option appears in a GET statement is the line size that was used to create the data set, if any; otherwise, the line size is taken to be the current length of the logical record (rinus control bytes, for format-v records). The maximum line size is 32,751 for format-v records, and 32. 759 for format-U and -F records.
4. The PAGESIZE option can be specified only for a file having the STREAM and

PRIN' attributes. The element expression is evaluated and converted to an integer, which represents the maximum number of lines to a page. During subsequent transmission to the PRINT file, a new page may be started by use of the PAGE format item or ty the PAGE option in the PUT statement. If a page becomes filled and more data remains to be printed before action to start a new page is taken, the ENDPAGE condition is raised. For the TSS/360 PL/I compilex, the maximum size of a page is 32,767 lines; the minimum is 1 line. If PAGESTZE is not specified. the default is 60 lines per page.

## The PROCEDURE Statement

## Function:

The PROCECURE statement has the following functions:

- It heads a procedure.
- It defines the primary entry point to the procedure.
- It specifies the parameters, if any. for the primary entry point.
- It may specify certain special characteristics that a procedure can have.
- It may specify the attributes of the value that is returned by the procedure if it is invoked as a function at its primary entry point.

General format:
entry-name: [entry-name:]...
PROCEDURE[(parameter[, parameter]...)]
[OPTIONS (option-list)] [RECURSIVE]
[RETURNS (attribute...)]
[ORDER|REORDER];
Syntax rules:

1. OPTIONS and RECURSIVE are special procedure specifications that the user can specify. They and the other PLIdefined options can appear in any order and are separated by blanks.
2. The "option list" of OPTIONS specifies one or more additional implementationdefined options; it may contain the MAIN and REENTRANT options, separated by commas. MAIN specifies that the procedure is the initial proce are, to be invoked by the time-sharing system as the first step in the execution of the PL/I program; REENTRANT specifies that the compiler must generate reenterable code; that is, code that does
not modify itself during its execution.

Note: It is up to the programmer to ensure that any static variables are read-only, if the program is to be truly reentrant.
3. ORDER and RBORDER are options used to control the optimization performed by the compiler. The selected option applies to all nested blocks unless overridden. (These options are also allowed on BEGIN statements.) If neither option is given for an external procedure, ORDER is assumed.

## General rules:

1. When the procedure is invoked, a relationship is established between the arguments passed to the procedure and the parameters that represent those arguments in the invoked procedure. This topic is discussed in part $I$. Section 12. Subroutines and Functions."
2. OPTIONS may be specified only for an external procedure, and at least one external procedure must have the OPTIONS (MAIN) designation; if more than one is so designated, the system will invoke the one that appears first, physically. options applies to all of the entry points (both primary and secondary) that the procedure for which it has been declared might have.
3. Recursive must be specified if the procedure might be invoked recursively: that is, if it might be reactivated while it is still active. If specified, it applies to all of the entry points (primary and secondary) that the procedure might have. It applies only to the procedure for which it is declared.
4. The "RETYRNS attributes" specify the attritures of the value returned by the rrocedure when it is invoked as a furction at its primary entry point. only arithmetic, string, pointex, offset, AREA, and PICTURE attributes are allowed. The value specified in the RETURN statement of the invoked procedure is converted to conform with these attributes before it is returned to the invoking procedure.

If RETURNS attributes" are not specified, default attributes are supplied. In such a case, the name of the entry point the entry name by which the procedure has been invoked) is used to determine the default base. precision, and scale. Since the entry point can have seweral entry names, the default
base, precision, and scale can differ according to the entry name.)
5. If a PROCEDURE statement has more than one entry name, the tir:;t name can be considered as the only label of the statement; each subsequent entry name can be considered as a separate ENTRX statement having the same parameter list and RETURNS option as the PROCEDURE statement. Thus, the statement:

## A: I: PROCEDURE RETURNS(BINARY

 FIXED):is effectively the same as:

## A: PROCEDURE RETURNS (BINARY FIXED);

I: ENTRY RETURNS(BINARY FIXED):
6. The ORDER and REORDER options specify, for optimization purposes, the degree of language stringency to be observed during compilation of the block. The strict rules require that the source program should be compiled so as to be executed in the order slecified by the sequence of the statements in the source program (see "Control statements" in part 1 . Section 5, "Statement Classification"), even if the code could be reordered so as to produce the same result more efficiently, The relaxation allowed ky REORDER is; such that if computational or system action interrupts occur during execution of the block, the result is not necessarily the same as it would be under the strict rules.
7. The ORDER oftion specifies that the normal language rules are not to be relaxed; i.e., any optimization must be such that the execution of a block always produces a result that is in accordance with the strict definition of $\mathrm{PL} / \mathrm{I}$. This means that the values of variables set ty execution of all statements prior to computational or syster-action interruptions are guaranteed in an on-unit entered as a result of the interruption, or anywhere in the program afterwards. Note that the strict definition now allows the compiler to optimize common expressions (see note kelow), where safely possible, by evaluating them once only and saving the result, rather than reevaluating for each reference.

Note: A common expression is an expression that occurs more than once in a program but is obviously intended to result in the same value each time that it is evaluated, i.e.. if a later expression is identical to an earlier expression, with no intervening modification to an operand, the expressions are said to be common.
8. The REOHDER option specifies that execution of the block must produce a result that is in accordance with the strict definition of PL/I unless a computational or system-action interruption occurs during execution of the block; the result is then allowed to deviate as follows:
a. After a computational or systemaction interruption has occurred during execution of the blcck, the values of variatles modified, allocated, or freed in the block are guaranteed only after normal return from an on-unit or when accessed ty the ONCHAR and ONSOURCE condition built-in functions.
b. The values of variables modified, allocated, or freed in an on-unit for a computational or systemaction condition (or in a block activated by such an on-unit) are not guaranteed on return from the on-unit into the block, except for values modified by the ONCHAR and ONSOURCE pseudo variakles.

A frogram is in error if a computational or system-action interruftion occurs during execution of the block and this interruption is followed by a reference to a variable whose value is not guaranteed in such circumstances.

## The PUT statement

Function:
The put statement is a STREAM transmission statement that can be used in either of the following ways:

1. It can cause the values in one or more internal storage locations to be transmitted to a data set on an external medium.
2. It can cause the values in one or more. internal storage locations to be assigned to an internal receiving field (represented by a characterstring variable).

General format:

## PUT option list;

Following is the format of "option list":
([flle(filename)][data-specification])
$\left.\left[\begin{array}{l}\text { PAGE [LINE(element-expression) } \\ \text { SKIP [(element-expression)] } \\ \text { IINE (element-expression) }\end{array}\right\}\right]$
(STRING (character-string-variable) data-specification\}

## Syntax rules:

1. If neither the FILE nor STRING option appears, the specification FILE (SYSOUT) is assumed. If such a put statement lies within the scope of a declaration of the identifier SYSOUT, SYSOUT must have teen declared as FILE STREAM OUTPUT. If the PUT statement does not lie within the scope of a declaration of SYSOUT, SYSOUT is the standard system output file.
2. The file option specifies transmission to a data set on an external medium. The file name in this oftion is the name of the file that has been associated by implicit or explicit opening) with the data set that is to receive the values. This file must have the OUTPUT and STREAM attributes.
3. The STRING option specifies transmis--ion from internal storage locations (represented by variarles or expressions in the "data specification") to a character string (represented by the "character-string variable"). The "character-string variatle" can be a string pseudo-variatle.
4. The "data sfecification" option is as described in Part I. Section 9 , "Stream-Oriented Transmis:ion."
5. The PAGE, SKIP, and LINE options cannot appear with the STRING oftion.
6. The options may appear in any order: at least one must appear.

General rules:

1. If the fIle option is specified, and the "file name refers to an unopened file, the file is opened implicitly as an output file.
2. If the STRING option is specified, the PUT operation begins assigning values to the beginning of the string (that is, at the left-most character position), after appropriate conversions have been performed. Blanks and delimiters are inserted as usual. If the string is not long enough to accomodate the data, the ERROR condition is raised.
3. The PAGE and LINE oftions can be specified for PRINT files only. All of the options take effect tefore transmission of any values defined ty the data specification, if given. Of the three, only PAGE and LINE may appear
in the same put statement, in which case, the PAGE option is applied first.
4. The PAGE option causes a new current page to be defined within the data set. If a data specification is present, the transmission of values occurs after the definition of the new page. The page remains current until the execution of a PUT statement with the PAGE option, until a PAGE format item is encountered, or until an ENDPAGE interruption results in the definition of a new page. A new current page implies line one.
5. The SKIP option causes a new current line to be defined for the data set. The expression, if present, is converted to an integer w, which for nonPRINT files must be greater than zero. The data set is positioned at the start of the wth line relative to the current line. If the expression is omitted, SKIP(1) is assumed.

For PRINT files way be less than or equal to zero; in this case, the effect is that of a carriage return with the same current line. If less than w lines remain on the current page when a SKIP(w) is issued, ENDPAGE is raised.
6. The LINE option causes a new current line to ke defined for the data set. The expression is converted to an integer $w$. The LINE option specifies that blank lines are to be inserted so that the next line will be the wth line of the current page. If $a \bar{t}$ least w lines have already been written on the current page or if $w$ exceeds the limits set ly the PAGESIZE option of the OPEN statement, the ENDPAGE condition is raised. If $w$ is less than or equal to zero, it is assumed to be 1.
7. If the flle(filename) option refers to a file that is not open, the file is opened implicitly for stream output.

Exameles:

1. PUT DATA (A, B,C);

Specifies the data-directed transmission of the values $A, B$ and $C$ to the file SYSOUT.
2. PUT FILE (LIST) EDIT (X,X,2) (A(10)) PAGE:

Specifies that a new page is to be defined for the print file LIST. The values of $X$. Y and $Z$ axe placed start
ing in the first printing position of the new page. Each of the values will use the $A(10)$ format item.

## The READ Statement

## Function:

The READ statement causes a record to be transmitted from a RECCRD INPUT or RECORD UPDATE file to a variakle or kuffer.

## General format:

READ option-list;
The fcrmat of "option list" is shown in Figure 51.

## General rules:

1. The options may appear in any order.
2. The FILE(filename) option specifies the file from which the record is to be read. This option must appear. If the file specified is not open, it is opened.
3. The INTO(variable) option specifies an unsubscripted level 1 variable into which the record is to ke read. It cannot be a parameter, nor can it have the DEFINED attribute.
4. If the variable in the FROM or INTO option is a structure, it cannot contain VARYING strings. However it is possible to have a VARYING string element variable in these options. This is an implementation restriction.
5. The KEY and KEYTO options can be specified for KEYED files only.
6. The KEY option must appear if the file has the EIRECT attribute. The "expression" is converted to a character string that represents a key. It is this key that determines which record will be read.

The KEY option may also appear for files having the SEQUENTIAL and KEYED attributes. In such cases, the file
is positioned to the record having the specified key. Thereafter, records may be read sequentially from that point on ky using READ statements without the KEY option. For Syster/ 360 implementations, the data set must have the INDEXED organization.
7. The KEYTO option can be given only if the file has the SEQUENTIAL and KEYED attributes. It specifies that the key of the record being read is to be assigned to the "character-string variable" according to the rules for character-string assignment. If proper assignment cannot be made, the KEY condition is raised.

For INDEXED, the recorded key is padded or truncated on the right to the declared length of the characterstring variable. The KEY condition is not raised for such padding or truncation.

Note: The KEYTO option cannot specify a variakle declared with a numeric picture specification.
8. The EVENT option allows processing to continue while a record is being read or ignored. This option cannct be specified for a BUFFERED file.

When control reaches a READ statement containing this option, the "event variakle" is made active (that is, it cannot be associated with another event) and is given the completion value ' 0 ' $B$, provided that the UNDEFINEDFILE condition is not raised by an implicit file opening (see "Note" below). The event variable rerrains active and retains its $0^{\prime} B$ completion value until control reaches a WAIT statement specifying that event variable. At this time, either of the following can occur:
a. If the READ statement has been executed successfully and none of the conditions ENDFILE, TRANSMIT, KEY or RECORD has been raised as a result of the READ, the event variable is set complete (given

the completion value '1'B), and is made inactive, that is, it can be associated with another event.
b. If the READ statement has resulted in the raising of ENDFILE, TRANSMIT, KEY, or RECORD, the interruption for each of these conditions I does not occur until the WAIT is encountered. At such time, the corresponding on-units (if any) are entered in the order in which the conditions were raised. After a return from the final on-unit, or if one of the on-units is terminated by a GO TO statement, the event variable is given the completion value '1'B and is made inactive.

Note: If the READ statement causes an implicit file opening that results in the raising of UNCEFINEDFILE, the onunit asscciated with this condition is entered immediately and the event variable remains unchanged; that is, the event variable remains inactive and retains the same value it had when the READ was encountered. If the onunit does not correct the condition, then, upon normal return from the onunit, the ERROR condition is raised; if the condition is corrected in the on-unit, that is, if the file is opened successfuliy, then, upon normal return from the on-unit, the event variable is set to '0'B, it is made active, and execution of the READ statement continues.
9. Any READ statement causes the record to be locked. A locked record cannot be read, deleted, or rewritten by any other task until it is unlocked. Any attempt to read, delete, or rewrite a record locked by another task results in a wait. Subsequent unlocking occurs as a result of one of the following actions:
a. The locking task executes a REWRITE or DELETE statement that specifies the same file name and key as the locking READ statement;
b. The locking task executes a CLOSE statement for the file specified in the locking READ statement;
c. The locking task is completed.

Note that a record is considered locked only for tasks other than the task that actually locks it; in other words, a locked record can always be read by the task that locked it and still remain locked as far as other tasks are concerned (unless, of
course, the record has been explicitly unlocked by one of the above rethods).
10. The SET option specifies that the record is to ke read into a buffer and that a pointer value is to be assigned to the named pointer variable. The pointer value identifies the record in the buffer.
11. The IGNORE option may be specified for SEQUENTIAL INPUT and SEQUENTIAL UPDATE files. The expression in the IGNORE option is evaluated and converted to an integer. If the value, $\underline{n}$, is greater than zero, $\underline{n}$ records are ignored; a subsequent READ statement for the file will access the $(n+1)$ th record. A READ statenent without an INTO, SET, or IGNORE cption is equivalent to a READ with an IGNORE(1).
12. An INDEXED data set that is accessed by a KEYED SEQUENTIAL INPUT file or a KEYED SEQUENTIAL UPDATE file may te positioned ky issuing a READ statement with the KEY option. The specified key will te used to identify the record required. Thereafter, reccrds may be read sequentially from that point by use of READ statements without the KEY oction.

For buffered sequential files, two positioning statements can be used, with the following formats:

## READ FIIE (filename) INTO (variable) KEY (expression); <br> READ FILE (filename) SET (pointervariable) KEY (expression);

For UNBUFFERED SEQUENTIAL files, only the first form shown immediately above can be used, and it may be specified with the EVENT option.

Examples:

1. READ FIIE (ALPHA) SET (REC_ILENT);

The next record from the data set associated with ALPHA is made available and the pointer variable REC_IDENT is set to identify the recor $\bar{d}$ in the buffer.
2. READ FILE (BETA) KEY (VALUE) INTO (WORK) ;

The record identified ky the key VALUE is transmitted from the data set associated with BETA into the variable WORK.

## The RETURN Statement

Function:

The RETURN statement terminates execution of the procedure that contains the keTURN statement. If the frocedure has not reen invoked as a task, the RETURN statement returns control to the invoking procedure. The RETURN statement may also return a value.

## General format:

Cption 1.
RETURN:
Option 2.
RETURN (expression):
General rules:

1. Only the RETURN statement in option 1 can be used to terminate procedures not invoked as function procedures; control is returned to the point logically following the invocation.

If the RETURN statement terminates the major task, the FINISH condition is raised prior to the execution of any termination processes.
2. The RETURN statement in Oftion 2 is used to terminate a procedure invoked as a function procedure only. control is returnel to the point of invocation, and the value returned to the function reference is the value of the expressicn specified converted to conform to the attributes declared for the invoked entry foint. These attributes may be explicitly scecified at the entry point: they are otherwise implied by the initial letter of the entry name through which the procedure is invoked.
3. If control reaches an END statement corresponding to the end of a procedure, this END statement is treated as a RETURN statement lof the option 1 form) for the procedure.

Example:
$\begin{aligned} & A: \quad \text { PROCEDURE (X,Y) RETURNS (FIXED): } \\ & \text { DECLARE (X,Y) FLOAT: }\end{aligned}$
-
RETURN (X**2+Y**2); END:
B: PROCEDURE; DECLARE A ENTRY RETURNS (FIXED); . --

```
\(R=A(P, Q) ;\)
-
-
END:
```

In the assignment statement $(R=A(P, Q) ;)$. frocedure $B$ invokes procedure $A$ as a function. Procedure $B$ specifies that the element expression in the RETURN statement is to be evaluated; since $X$ and $Y$ are floating-point variatles and the RETURNS option of the PROCEDURE statement sfecifies that the value returned is to te fixedcoint, the value of the expression is converted to fixed-foint, and this value is returned to $B$.

## The REVERT Statement

Functicn:

The REVERT statement is used to cancel the effect of one or more previously executed $C N$ statements. It can affect only ON statements that are internal to the tlock in which the REVERT statement cccurs and which have been executed in the same invocation of that block. Execution of the REVERT staterent in a given block cancels the action specification of any ON staterent for the named condition that has been executed in that block; it then reestatlishes the action specification that was in force at the time of activation of the tlock.

General tormat:
REVERT condition;
Syntax rule:
The condition" is any of those described in Part II, Section 8. "ON-Conditions."

General rule:

The execution of a REVERT statement has the effect descrited above only if (1) an ON statement, sfecifying the same condition and internal to the same block. was executed after the tlock was activated and (2) the execution of no other similar REVERT staterent has intervened. If either of these two conditions is not met, the REVERT statement is treated as a null statement.

## The REWRITE Statement

## Function:

The REWRITE statement can be used only for update files. It replaces an existing record in a data set.

General format:
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```
REWRITE FILE (file-name)
    [FROM(variable)]
    \KEY (element-expression)]
    [EVENT (event-variable)]
```

Syntax rules:

1. The options can appear in any order.
2. The "fille (file-name)" option specifies the name of the file, which must have the UPDATE attritute.
3. The "variable" in the FRON option must be an unsubscripted level 1 variable (that is, a variable not contained in an array or structure). It cannot have the DEFINED attribute and it cannot be a parameter. It represents the record that will replace the existing record in the specified file.

General rules:

1. If the file whose name appears in the FILE specification has not been opened, it is opened implicitly with the attributes RECORD and UPDATE.
2. The KEY option must appear if the file has the DIRECT attribute; it cannot appear otherwise. The elementexpression is converted to a character string. This character string is the source key that determines which record is to be rewritten. For SEQUENTIAL files associated with INDEXED data sets in system/360 implementations, the key must be the same as the one it replaces.
3. For SEQUENTIAL UPEATE files, the record sizes must match. If the new length is shorter than the original record, the record is not written, and no error indication is given. If the new length is greater than the original, the record is not written, and error message IHE112I is issued.

For DIRECT UPDATE files, the record sizes need not match.
4. The FROM option must ke sfecified for UPDATE files having either the EIRECT attribute or both the SEQUENTIAL and UNBUFFERED attributes. A REWRITE statement in which the FRCM option has not been specified has the following effect: if the last record was read by a READ statement with the INTO option, REWRITE without FROM has no effect on the record in the data set; if the last record was read by a READ statement with the SET option, the record will be updated by whatever assignments were made in the buffer identified by the pointer variable in the SET option.
5. If the variable in the FROM option is a structure, it cannot contain VARYING strings. However it is possible to have a VARYING string element variable in these options. This is an implementation restriction.
6. The EVENT option allows processing to continue while a record is being rewritten. This option cannot be specified for a SEQUENTIAL BUFFERED file.

When control reaches a REWRITE statement containing this option, the event variable is made active (that is, it cannot be associated with another event) and is given the completion value " 0 ' $B$, provided that the UNDEFINEDFILE condition is not raised by an implicit file opening see *Note" below). The event variable remains active and retains its $0^{\circ} 0^{\prime} B$ completion value until control reaches a WAIT statement sfecifying that event variable. At this time, either of the following can occur:
a. If the REWRITE statement has been executed successfully and none of the conditions TRANSMIT, KEY, or RECCRD has been raised as a result of the REWRITE, the event variatle is set complete (given the completion value '1'B), and the event variable is made inactive (that is, it can be associated with another event).
b. If the REWRITE statement has resulted in the raising of TRANS MIT, KEY, or RECORD, the interruption for each of these conditions does not occur until the WAIT is encountered. At such time, the corresponding on-units (if any) are entered in the order in which the conditions were raised. After a return from the final on-unit. or if one of the on-units is terminated by a GO TO statement, the event variable is given the comFletion value ' 1 ' $B$ and is made inactive.

Note: If the REWRITE statement causes an implicit file opening that results in the raising of UNDEFINEDFILE, the on-unit associated with this condition is entered imrediately and the event variable remains unchanged, that is. the event variable remains inactive and retains the same value it had when the REWRITE was encountered. If the on-unit does not correct the condition, then, upon normal return from the on-unit, the ERROR condition is raised; if the condition is corrected in the on-unit, that is, if the file is opened successfully, then, upon
normal return from the on-unit, the event variable is set to $0^{\prime \prime} \mathrm{B}^{\prime}$, it is made active, and execution of the REWRITE statement continues.

## The SIGNAL Statement

Function:
The SIGNAL statement simulates the occurence of an interruption. It may be used to test the current action specification for the associated condition.

General format:
SIGNAL condition;
Syntax rule:
The "condition" is any one of those described in Part II, Section 8 . "ON-Conditions."

General rules:

1. When a SIGNAL statement is executed, it is as if the specified condition has actually occurred. Sequential execution is interrupted and control is transferred to the current on-unit for the specified condition. After the on-unit has been executed, control normally returns to the statement immediately following the SIGNAL statement.
2. The on-condition CONDITION can cause an interruption only as a result of its specification in a SIGNAL statement.
3. If the specified condition is disabled, no interruption occurs, and the SIGNAL statement becomes equivalent to a null statement.
4. If there is no current on-unit for the specified condition, then the standard system action for the condition is performed.

## The STCP Statement

## Function:

The STOP statement causes immediate termination of the program; control is returned to the command system, and the user is prompted with an underscore.

## General format:

STOP:
General rule:

Prior to any termination activity the FINISH condition is raised in the frogram in which the STOP is executed. If there is a FINISH on-unit, that on-unit is executed first, and the program is terminated on normal return from the on-unit.

## The UNLOCK Statement

## Function:

The UNLOCK statement is ignored in TSS/ 360, since all records are automatically locked when a file is opened for direct access.

## The WAIT statement

## Function:

The execution of a WAIT statement within an activation of a block gives the WAIT statement control for that activation of that block until certain specified events have completed.

General format:
WAIT (event-name (.event-name]...) [(element-expression)];

## General rules:

1. Control for a given block activation remains within this statement until, at possibly separate times during the execution of the statement, the condition

$$
\text { COMPLETION(event-name) }={ }^{\prime} 1^{\prime} \mathrm{E}
$$

has been satisfied, for some cr all of the event names in the list.
2. If the oftional expression does not appear, all the event names in the list must satisfy the above condition before control returns to the next statement in this task following the WAIT.
3. If the optional expression appears, the expression is evaluated when the WAIT statement is executed and converted to an integer. This integer specifies the number of events in the list that must satisfy the above condition before control for the block passes to the statement following the WAIT. Of course, if an on-unit entered due to the WAIT is terminated abnormally, control might not pass to the statement following the WAIT.

If the value of the expression is zerc or negative, the WAIT statement is treated as a null statement. If the value of the expression is greater
than the number, $n$, of event names in the list, the value is taken to be $n$. If the statement refers to an array event name, then each of the array elements contributes to the count.
4. If the event variable named in the list is associated with an I/O operation initiated in the same task as the WAIT, the condition in Rule 1 will be satisfied when the $I / O$ operation is completed. The execution of the WAIT is a necessary part of the completion of an I/O operation. If prior to, or during, the WAIT all transmission associated with the I/O operation is terminated, then the WAIT performs the following action: If the transmission has finished without requiring any I/O conditions to be raised, the event variable is set complete (that is. COMPLETION(event name) $={ }^{\prime} 1^{\prime \prime}$ B). If the transmission has been terminated but has required conditions to be raised, the event variable is set abnormal (that is, STATUS (event name) $=1)$ and all the required on conditions are raised. On return from the last on-unit, the event variable is set complete.
5. The order in which CN conditions for different $I / O$ events are raised is not dependent on the order of appearance of the event names in the list. If an ON condition for one event is raised, then all other conditions for that event are raised before the WAIT is terminated or before any other I/O conditions are raised unless an abnormal return is made from one of the on-units thus entered. The raising of $O N$ conditions for one event implies nothing about the completion or termination of transmission of other events in the list.
6. If an abnormal return is made from any on-unit entered fror a WAIT, the associated event variable is set complete. the execution of the WAIT is terminated, and control passes to the point specified by the abnormal return.
7. If a WAIT statement is executed and the events required to satisfy the WAIT contain a mixture of I/O and nonI/O events. all non-1/O events will be set complete before any of the I/U events.
8. If some of the event names in the WAIT list are associated with I/C operations and have not teen set complete before the WAIT is terminated (either because enough events have teen completed or due to an abnormal return).
then these incomplete events will not be set complete until the execution of another WAIT referring to these events in this same frocedure.
9. The CALL statement will prevent execution of the program. The EVENT option must not be associated with a call statement under TSS/360.

Example:

## PI: PROCEDURE;

```
.
CALL P2 EVENT(EP2):
*
*
WAIT(EP2);
*
-
ENC:
```


## The WRITE Statement

## Function:

The WRITE statement is a RECORD transmission statement that transfers a record from a variable in internal storage to an OUTPUT or UPDATE file.

General format:

```
WRITE FILE (file-name) FROM (variable)
    [KEYFROM(element-expression) ]
    [FVENT(event-variable)];
```

Syntax rules:

1. The FILE and FROM specifications and the KEYFRCM and EVENT options may appear in any order.
2. The "file name" specifies the file in which the record is to be written. This file must be a RECORD file that hac either the ouTput attribute or the DIRECT and UPDATE attributes.
3. The "variable" in the from specification must be an unsubscripted level 1 variable (that is, a variable not contained in an array or structure). It cannot have the DEFINED attribute and it cannot te a parameter. It contains the record to be written.

## General rules:

1. If the file is not open, it is opened implicitiy with the attributes RECORD and output (unless update has been declared).
2. If the KEYFROM option is specified, the "element expression" is converted to a character string. This character string is the source key that specifies the relative location in the dataset where the record is written. For INDEXED data sets, KEYFROM also specifies a recorded key whose length is determined by the KEYLEN suboperand
3. The EVENT option allows processing to continue while a record is being written. This option cannot ke specified for a SEQUENTIAL BUFFERED file.

When control reaches a WRITE statement containing this option, the "event variable" is made active (that is, it cannot be associated with another event) and is given the completion value $0^{\prime} \mathrm{B}$, provided that the UNDEFINEDFILE condition is not raised by an implicit file opening (see "Note" below). The event variable remains active and retains its $0^{\circ} B$ completion value until control reaches a WAIT statement specifying that event variable. At this time, either of the following can occur:
a. If the WRITE statement has been executed successfully and none of the conditions TRANSMIT, KEY, or RECORD has been raised as a result of the WRITE, the event variable is set complete (given the completion value '1'B), and the event variable is made inactive, that is, it can be associated with another event.
b. If the WRITE statement has resulted in the raising of TRANSMIT, KEY, or RECORD, the interruption for each of these conditions does not occur until the WAIT is enccuntered. At such time, the corresponding on-units (if any) are entered in the order in which the conditions were raised. After a return from the final on-unit, or if one of the on-units is terminated by a GO TO statement, the event variable is given the completion value ('1'B) and is made inactive.
4. If the variable in the FROM or INTO option is a structure, it cannot contain VARYING strings. However it is possible to have a VARYING string element variable in these options. This is an implementation restriction.

Note: If the WRITE statement causes an implicit file opening that results in the raising of UNDEFINEDFILE, the on-unit associated with this condition
is entered immediately and the event variable remains unchanged; that is, the event variable remains inactive and retains the same value it had when the WRITE was encountered. If the on-unit does not correct the condition, then, upon normal return from the on-unit, the ERROR condition is raised; if the condition is corrected in the on-unit, that is, if the file is opened successfully, then upon normal return from the on-unit, the event variable is set to '0'B, it is made active, and execution of the WRITE statement continues.

## PREPROCESSOR STATEMENTS

All of the statements that can be executed at the preprocessor stage are presented alphabetically in this section.

## The \%ACTIVATE Statement

## Function:

The appearance of an identifier in a \%ACTIVATE statement makes it active and eligible for replacement; that is, any subsequent encounter of that identifier in a nonpreprocessor statement, while the identifier is active, will initiate replacement activity.

General format:

> \%[label:]... ACTIVATE identifier [,identifier]...

## Syntax rules:

1. Each identifier must be either a preprocessor variable or a preprocessor procedure name.
2. A \%activate statement cannot apfear within a preprocessor procedure.

General rules:

1. An identifier cannot be activated initially by a \%ACTIVATE statement; the appearance of that identifier in a \%DECLARE statement serves that purpose. An identifier can be activated by a \%ACTIVATE statement only after it has been deactivated ky a \%DEACTIVATE statement.
2. When an identifier is active (and has been given a value -- if it is a preprocessor variable) any encounter of that identifier within a nonpreprocessor statement will initiate replacement activity in all cases except when the identifier appears within a comment or within apostrophes.

Example:

If the source program contains the following sequence of statements:

```
% DECLARE I FIXED, T CHARACTER;
% DEACTIVATE I;
% I = 15;
% T = 'A(I)';
S = I*T*3;
% I = I+5;
% ACTIVATE I;
% DEACTIVATE T:
R = I*T*2;
```

then the preprocessed text generated by the above would be as follows (replacement nlanks are not shown):

```
S = I*A(I)*3;
R = 20*T*2;
```


## The \% Assignment Statement

Function:

The \% assignment statement is used to evaluate preprocessor expressions and to assign the result to a preprocessor variable.

General format:
\%[label:]... prefrocessor-variable = preprocessor-expression;

## General rule:

When the value assigned to a preprocessor variable is a character string, this character string should not contain a preprocessor statement, nor should it contain unmatched comment or string delimiters.

## The \%DEACTIVATE Statement

## Function:

The appearance of an identifier in a \%DEACTIVATE statement makes it inactive and ineligible for replacement; that is, any subsequent encounter of that identifier in a nonpreprocessor statement will nct initiate any replacement activity (unless. of course, the identifier has been reactivated in the interim).

General format:
\% [lakel:]... DEACTIVATE identifier [, identifier]...;

Syntax rules:

## 1. Each "identifier" must be either a preprocessor variable, the SUBSTR built-in function, or a preprocessor procedure name. <br> 2. A \%DEACTIVATE statement cannot affear within a Ereprocessor procedure.

## General rule:

The deactivation of an identifier does not strif it of its value, nor does it prevent it from receiving new values in subsequent creprocessor statements. Deactivation simply prevents any replacement for a particular identifier from taking flace.

## The \%DECLARE Statement

Function:

The \% DECLARE statement establishes an identifier as a freprocessor variarle or a preprocessor procedure name and also serves to activate that identifier. An identifier must appear in a \% DECLARE statement before it can be used as a variable or a procedure name in any other preprocessor statement.

General format:

The general format is shown in Figure 52.
\%\{label:]... DECLARE identifier \{FIXED|CHARACTER|entry-declaration\} [,identifier \{FIXED|CHARACTER|entry-declaration\}]...;
|where the format of "entry declaration" is:

```
ENTRY[([CHARACTER|FIXED]
    [,[CHARACTER|FIXED]]...)]
RETURNS (CHARACTER|FIXED)
```

Figure 52. General Format of the \%DECLARE Statement

## Syntax rules:

1. CHARACTER or FIXED must be specified if the "identifier" is a preprocessor variable; an entry declaration must be specified if the identifier" is a preprocessor procedure name.
2. Only the attributes shown in the above format can be specified in a XDECLARE statement.
3. Factoring of attributes is restricted to no more than three.
4. Any label attached to a XDECLARE statement is ignored ky the scan.

General rules:

1. No length can be specified with the CHARACTER attribute. If CHARACTER is specified, it is assumed that the associated identifier represents a varying-length character string that has no maximum length.
2. A preprocessor declaration is not known until it has been encountered by the scan. If a reference to a preprocessor variable or procedure is encountered in a freprocessor statement before the declaration for that variable or procedure has been scanned, then the reference is in error.
3. The scope of all preprocessor variables, procedure names, and labels is the entire source program scanned by the preprocessor, not including any preprocessor procedures that redeclare such identifiers. The scope of a declaration in a rreprocessor procedure is limited to that procedure.
4. An entry declaration must be specified for each preprocessor procedure in the source program. The ENTRY attribute specifies the number (and attritutes, if desired) of the parameters of the procedure; the RETURNS attritute specifies the attribute of the value returned by that procedure.

The ENTRY attribute in the entry declaration must account for every parameter specified in the XPROCEDURE statement of the preprocessor procedure. If the procedure has no parameters, ENTRY must be specified without the parenthesized list following; if the procedure has one parameter, ENTRY followed by empty closed farentheses -- ENTRY () -- will suffice; if the procedure has more than one parameter. the place of each additional parameter must be kept by a comma. Thus, ENTRY
(., FIXED) specifies three parameters. the third of which has the attribute FIXED; the freprocessor makes no assumptions about the attributes of the first two.

The RETURNS attribute specifies the attribute of the value to be returned by the preprocessor procedure to the point of invocation. If, in fact, the attribute of the value does not agree with the attribute specified by RETURNS, no conversion is performed and errors may result.

See "Preprocessor Procedures" in Part I, Section 16, "Compile-Time Facilities." for a discussion of the above attributes, as well as a discussion of the association of arguments and parameters at the time of invocation.
5. After a \% LECLARE statement has been executed, it is replaced by a null statement so that any subsequent scanning through the statement has no effect.

## The \%DO Statement

Function:
The x [O statement is used in conjunction with a $x$ END statement to delimit a preprocessor DO-group. It cannot be used in any other way.

General format:

$$
\text { X llabel:]...DO }\left[i=m 1\left[\left\{\begin{array}{lll}
\text { TO } & m 2 & \lfloor B Y \\
m 3] \\
\text { BY } & m 3 & (T O \\
m 2
\end{array}\right)\right]\right]
$$

Syntax rule:
The "i" represents a preprocessor variable, and "m1," "m2"' and "m3" are preprocessor expressions.

General rule:
The expansion of a preprocessor DO-group is the same as the expansion for a corresponding nonpreprocessor DO-group and "i," "m1," m m 2" "and "m3" have the same meaning that the corresponding expressions in a nonpreprocessor DO-group have.

See "Preprocessor DO-Groups" in Part 1 , Section 16, "Compile-Time Facilities," for a discussion and an example of its use.

## The XEND Statement

## Function:

The xEND statement is used in conjunction with XDO or XPROCEDURE statements to
delimit preprocessor $\mathrm{LO}-\mathrm{groups}$ or preprocessor procedures.

General format:

* [label:1... ENL [label];

Syntax rule:
The label following END must te a label of a \$PROCEDURE or $x_{D O}$ statement. Multiple closure is permitted.

## The 8GO To Statement

Function:
The \$GO TO statement causes the preprocessor to continue its scan at the specified label.

General format:

* [label:]... \{GO TO|GOTO\} label;

General rules:

1. The label following the keyword GO TO determines the point to which the scan will be transferred. It must be a label of a preprocessor statement, although it cannot be the label of a preprocessor procedure.
2. A preprocessor GO TO statement appearing within a preprocessor procedure cannot transfer control to a point outside of that procedure. In other words, the label following GO TO must be contained within the procedure.
3. See "The \%include Statement" for a restriction regarding the use of XGO TO with included text.

## The \&IF Statement

## Function:

The XIF statement can control the flow of the scan according to the value of $a$ preprocessor expression.

General format:

# X [label:]...IF preprocessor-expression <br> \$THEN preprocessor-clause-1 <br> (XELSE preprocessor-clause-2) 

Syntax rule:
A preprocessor clause is any single preprocessor statement other than XDECLARE, \$PROCEDURE, XEND, or \$DO (percent symbol included) or a preprocessor DO-group (percent symbols included). Otherwise, the
syntax is the same as that for nonpreprocessor IF statements.

General rules:

1. The preprocessor expression is evaluated and converted to a bit string (if the conversion cannot be made, it is an error). If any bit in the string has the value 1 , clause-1 is executed and clause-2, if present, is ignored; if all bits are 0 , clause-1 is ignored and clause-2, if present, is executed. In either case, the scan resumes immediately following the $I F$ statement, unless, of course, a \$GO TO in one of the clauses causes the scan to resume elsewhere.
2. XIF statements can be nested according to the rules for nesting nonpreprocessor IF statements.

## The XINCLULE Statement

Function:
The xinclude statement is used to include (incorforate) strings of external text into the source program being scanned. This included text can contribute to the preprocessed text being formed.

## General format:

The ornclude statement is defined as follows for the $\mathrm{TSS} / 360 \mathrm{PL} / \mathrm{I}$ compiler:
\&[label:]... INCLUDE

| $\left\{\begin{array}{l} \text { ddname- } 1 \quad(\text { member-name-1) } \\ \text { member-name- } 1 \end{array}\right\}$ |
| :---: |
| . ddname-2 (member-name-2) $\left.\begin{array}{l}\text {. member-name-2 }\end{array}\right\}$ |

Syntax rules:

1. Each "ddname" and "member name" pair identifies the external text to be incorporated into the source frogram. This external text must be a member of a partitioned data set.
2. A ddname" specifies the daname occurring in the name field of the appropriate DDEF command. Its associated merrber name specifies the name of the data set member to be incoreorated. If ddname" is omitted. SYSULIB is assumed, and no DDEF command is required.
3. A \& INCLUDE statement cannot be used in a preprocessor procedure.

General rules:

1. Included text can contain nonpreprocessor and/or preprocessor statements.
2. The included text is scanned, in sequence, in the same manner as the source program; that is, preprocessor statements are executed and replacements are made where required.
3. \% INCLUDE statements can ke nested. In other words, included text also can contain \%INCLUDE statements. A \%GO TO statement in included text can transfer control to a point in the source program or in any included text at an outer level of nesting, but the reverse is not permitted. An analogous situation exists for nested DOgroups that specify iterative execution: control can be transferred from an inner group to an outer, containing group, but not from an outer group into an inner, contained group.
4. Preprocessor statements in included text must be complete. It is not permissible, for example, to have half of a \%IF statement in included text and half in the other part of the source program.

Example:
If the source program contained the following sequence of statements:
\%DECLARE (FILENAME1, FIIENANE2) CHARACTER;
\% FILENAME1 = 'MASTER';
\% FILENAME2 $={ }^{\prime}$ NEWFILE';
\% INCLUDE DCLS;
and if the SYSULIB member name DCLS contained:

DECLARE (FILENAME1, FILENAME2)
FILE RECORD INPUT DIRECT KEYED;
then the following would be inserted into the preprocessed text:

```
DECLARE (MASTER, NEWFILE)
FILE RECORD INPUT
DIRECT KEYED;
```

Note that this is a way in which a central library of file declarations can be used, with each user supplying his own names for the files keing declared.

## The \% Null Statement

Function:
The \% null statement can be used to provide transfer targets for \%GO TO statements. It is also useful for balancing ELSE clauses in nested $\% I F$ statements.

General format:
\% [label:]...;

## The \%PROCEDURE Sta tement

## Function:

The \%PRCCEDURE statement is used in conjunction with a \%END statement to delimit a preprocessor procedure. Such a preprocessor frocedure is an internal function procedure that can be executed only at the freprocessor stage.

General format:

## \% label: [latel:]... PROCEDURE

[(identifier [, identifier]...)]
'RETURNS(CHARACTER|FIXED)';
Syntax rules:

1. Each "identifier" is a parameter of the function procedure.
2. One of the RETURNS attributes CHARACTER or FIXED must be specified to indicate the type of value returned ky the function procedure. There can be no default.

General rules:

1. The only statements and groups that can be used within a preprocesscr procedure are:
a. the preprocessor assignment statement
b. the preprocessor DECLARE statement
c. the preprocessor DO-group
d. the preprocessor GO TO statement
e. the preprocessor IF statement
f. the preprocessor null statement
g. the preprocessor RETURN statement

All of these statements and the $\mathrm{co}-$ group must adhere to the syntax and general rules given for them in this section, with one exception; all percent symbols must be omitted.
2. A GO TO statement appearing in a pre-
processor procedure cannot transfer
control to a point outside of that

procedure. $\quad$| therefore, can have no leading \%. It |
| :--- |
| returns a value as well as control back to |
| the point from which the preprocessor fro- |
| cedure was invoked. |

This section descrites structure mapping and alignment of records in buffers as performed by the TSS/ $360 \mathrm{PL} / \mathrm{I}$ compiler. The information is included in this manual because, under certain circumstances, it should be borne in mind while the program is being written. However, the information is not essential to stream-oriented transmission or unaligned data; it is intended for those using record-oriented transmission (particularly locate mode) with aligned structures.

## STRUCTURE MAPPING

For any structure (major or minor), the length, alignment requirement, and position relative to a doubleword boundary will depend on the lengths, alignment requirements, and relative positions of its members. The process of determining these requirements for each level in turn and finally for the complete structure, is known as structure mapping.

During the structure mapping process, the compiler minimizes the amount of unused storage (padding) between members of the structure. It completes the entire process kefore the structure is allocated, according (in effect) to the rules discussed in the following paragraphs. It is necessary for the user to understand these rules for such purposes as determining the record length required for a structure when record-oriented input/output is used, and for determining the amount of padding or rearrangement required to ensure correct alignment of a structure for locate-mode input/output (see "Record Alignment," below).

Structure mapping is not a physical process. Although during this discussion such terms as "shifted" and "offset" are used, these terms are used purely for ease of discussion, and do not imply actual movement in storage; when the structure is allocated, the relative locations are already known as a result of the mapping process.

RULES
The mapping for a complete structure reduces to successively combining pairs of items (elements, or minor structures whose individual mappings have already been determined). Once a pair has been combined, it becomes a unit to be paired with
another unit, and so on until the complete structure has keen mapped. The rules for the process are therefore categorized as:

## Rules for determining the order of pairing

Rules for mapping one pair
These rules are described below, and are followed by an example showing an application of the rules in detail.

Note: To follow these rules, it is necessary to appreciate the difference between logical level and level number. The item with the greatest level number is not necessarily the item with the deepest logical level. If the structure declaration is written with consistent level numbers or suitable indention (as in the detailed example given after the rules), the logical levels are immediately apparent. In any case, the logical level of each iter in the structure can ke determined by applying the following rule to each item in turn, starting at the keginning of the structure declaration:

The logical level of a given item is always one unit deeper than that of the nearest preceding item that has a lesser level number than the given item.

## For example:

LCL 1 A, 4 B, $5 \mathrm{C}, 5 \mathrm{D}, 3 \mathrm{E}, 8 \mathrm{~F}, 7 \mathrm{G}$; $\begin{array}{lllllll}1 & 2 & 3 & 3 & 2 & 3 & 3\end{array}$

The lower line shows the logical level for each item in the declaration.

## Rules for Order of Pairing

The steps in determining the order of pairing are as follows:

1. Find the minor structure with the deepest logical level (which we will call logical level n).
2. If the number of minor structures at logical level $n$ exceeds one, take the first one of them as it appears in the declaration.
3. Using the rules for mapping one pair (see below), pair the first two elements appearing in this minor structure, thus forming a unit.
4. Pair this unit with the next element (if any) appearing in the declaration for the minor structure, thus forming a larger unit.
5. Repeat rule 4 until all the elements in the minor structure have been combined into one unit. This completes the mapping for this minor structure; its alignment requirement and length, including any padding, are now determined and will not change (unless the programmer changes the structure declaration). Its offset from a doubleword boundary will also have been determined; note that this offset will be significant during mapping of any containing structure, and it may change as a result of such mapping.
6. Repeat rules 3 through 5 for the next minor structure (if any) appearing at logical level $n$ in the declaration.
7. Repeat rule 6 until all minor structures at logical level $n$ have been mapped. Each of these minor structures can now be thought of as an element for structure mapping purposes.
8. Repeat the process for minor structures at the next higher logical level; that is, make $n$ equal to ( $n$ 1) and repeat rules 2 through 7.
9. Repeat rule 8 until $(=1$; then repeat rules 3 through 5 for the major structure.

## Rules for Mapping One Pair

As stated earlier, terms apparently implying physical storage are used here only for ease of discussion; the storage thus implied may be thought of as an imaginary model consisting of a number of contiguous doublewords. Each doubleword has eight bytes numbered zero through 7, so that the offset from a doubleword boundary can be given; in addition, the kytes in the model may be numbered continuously from zero onwards, starting at any kyte, so that lengths and offsets from the start of a structure can be given.

1. Begin the first item of the pair on a doubleword boundary; or, if the item is a minor structure that has already been mapped, offset it from the doubleword boundary by the amount indicated.
2. Begin the other item of the pair $a=$ the first valid position following the
end of the first item. This position will depend on the alignment requirement of the second item. Alignment and length requirements for elerents are given in Figures 53 and 54. (If the item is a minor structure, its alignment requirement will have been determined already.)
3. Shift the first item towards the second item as far as the alignment requirement of the first item will allow. The amount of shift determines the offset of this pair from a doubleword boundary.

After this process has been completed, any fadding ketween the two items will have keen minimized and will remain unchanged throughout the rest of the operation. The pair can now be considered to be a unit of fixed length and alignment requirement; its length is the sum of the two lengths plus padding, and its alignment requirement is the higher of the two alignment requirements (if they differ).

## Effect of UNALIGNED Attribute

The example of structure mapping given below shows the rules applied to a structure declared ALIGNED, because mapping of aligned structures is more complex owing to the number of different alignment requirements: Briefly, with the TSS/360 PL/I comfiler, the general effect of the UNALIGNED attribute is to reduce fullword and doubleword alignment requirements down to byte. and to reduce the alignment requirement for kit strings from byte down to bit. The same structure mapping rules apply, but the reduced alignment requirements are used. This means that unused storage between items can only be bit padding within a byte, and never a complete byte; bit padding may occur when the structure contains Lit strings.

POINTER, OFFSET, LABEL, TASK, EVENT, and AREA data cannot be unaligned, then UNALIGNED is ignored for that element; the element is aligned by the compiler and error message IEM3181I is put out. For example, in a program with the declaration

LECLARE 1 A UNALIGNED,
2 B,
2 C AREA (100);
$C$ is given the attribute ALIGNED, as the inherited attribute UNALIGNED conflicts with AREA.


Figure 53. Summary of Alignment Requirements for ALIGNED Data


Figure 54. Summary of Alignment Requirements for UNALIGNED Data

## EXAMPLE OF STRUCTURE MAPPING

This example shows the application of the structure mapping rules for a structure declared as follows:

DECLARE 1 A ALIGNED, 2 B POINTER, 2 C , 3 D FLCAT DECIMAL(14). 3 E , 4 F LABEL, 4 G, 5 H CHARACTER(2), 5 I FLOAT DECIMAL(13), 4 J FIXED BINARY(31,0), 3 K CHARACTER(2), 3 L FIXED BINARY(20,0), 2 M , 3 N ,

4 P FIXED BINARY,
4 Q CHARACTER(5).

4 R FLOAT DECIMAL(2), 3 S ,

4 T FLOAT DECIMAL (15),
4 U BIT (3),
4 V CHAR (1),
3 W POINTER
2 X PICTURE '\$9V99';

The minor structure at the deepest logical level is $G$, so that this is mapped first. Then $E$ is mapped, followed by $N, S$, $C$, and $M$, in that order. Finally, the ma jor structure A is mapped. For each structure, a table is given showing the steps in the process, accompanied by a diagram giving a visual interpretation of the process. At the end of the example, the structure map for $A$ is set out in the form of a table showing the offset of each member from the start of $A$.
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Figure 55. Mapping of Minor Structure G
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Figure 56. Mafping of Minor Structure $E$


Figure 57. Mafping of Minor Strucrure $N$

$T$


Figure 58. Mapping of Minor Structure $S$


Figure 59. Mapping of Minor Structure C

$\mathrm{N} \quad \mathrm{S}$


Figure 60. Mapping of Minor Structure M


Figure 61. Mapping of Major Structure A


Figure 62. Offsets in Final Mapping of. Structure A

## KECORD ALIGNMENT

The user must pay attention to record alignment within the buffer when using locate mode input/output. The first data byte of the first record in a block is generally aligned in a buffer on a doubleword boundary (see Figure 66); the next record begins at the next available tyte in the buffer. The user must ensure that the alignment of this byte matches the alignment requirements of the based variable with which the record is to be associated.

Most of the alignment problems described here occur in ALIGNED based or nonbased variables. If these variakles were UNALIGNED, the preservation of the record alignment in the buffer would be considerably easier.

If a VB-format record is to be constructed with logical records defired by the structure:

1 s,
2 A CHAR(1),
2 B FIXED BINARY(31,0);
this structure is mapped as in Figure 63.

$\mathrm{w}=$ word boundary
Figure 63. Format of Structure $S$

If the block was created using a sequence of WRITE FROM(S) statements, the format of the klock would be as in Figure 64. and it can be seen that the alignment in the kuffer differs from the alignment of S.

There is no problem if the file is then read using move mode READ statements, e.g., READ INTO(S), because information is moved from the buffer to correctly aligned storage.

If, however, a structure is defined as:

```
1 SBASED BASED(P) LIKE S;
```

and READ SET(P) statements are used, reference to SBASED.B will, for the first record in the klock, be to data aligned at a doubleword plus one byte, and will protably result in a specification interruption.

The same proklem would have arisen had the file originally been created by using the statement:

## LOCATE SBASED SET(P);

Again, for the first record in the block, $P$ would be set to address a dcubleword and references to SBASED.B would be invalid.
CL
W
$\mathrm{BL}=\mathrm{Block}$ length
$\mathrm{CL}=$ Record length
$\mathrm{D}=$ Doubleword boundary

[^12]

In both cases the problem is avoided if the structure is padded in such a way that $B$ is always correctly aligned:

1 S,
2 PAD CHAR (3),
2 A CHAR(1). 2 B FIXED BINARY;

The block format would now be as in Figure 65; $B$ is always on a word boundary. Padding may be required at the beginning and end of a structure to preserve alignment.

The alignment of different types of record within a buffer is shown in Figure 66. For all organizations and record types except blocked records in INDEXED data sets
I with format-FB, -V, or -VB records and RKP=0, the first data byte in a block is always on a doubleword boundary. The position of any successive records in the buffer depends on the record format.

For unblocked INDEXED with format-F and RKP $=0$, the LOCATE statement will use a hidden buffer if the data set key length is not a multiple of 8 . The pointer variable will point at this hidden buffer.

A special problem arises when using locate mode $I / O$ in conjunction with based variable containing adjustable extents, i.e., containing a REFER option. Consider the following structure:
$1 \begin{aligned} & 1 \mathrm{~S} \text { BASED ( } \mathrm{P} \text { ) } \\ & 2 \mathrm{~N},\end{aligned}$ 2 C CHAR (L REFER (N));

If it is desired to create blocked format-V records of this type, using locate mode I/O, record alignment must be such that $N$
is halfword aligned. If $L$ is not a multiple of 2 then, if the alignment of the current record is correct, that of the following record will be incorrect. Correct alignment can be obtained by the following sequence:

```
LENGTH = L;
    /* SAVE DESIRED LENGTH L */
L = 2*CEIL(L/2);
    /* ROUND UP TO MULTIPLE OF 2 */
LOCATE S FILE (F);
N = LENGTH;
    /* SET REFER VARIABLE */
```

This technique can be adapted to other uses of the REFER option.

The preprocessor RETURN statement can be used only in a preprocessor procedure and, therefore, can have no leading \%. It returns a value as well as control back to the point from which the preprocessor procedure was invoked.

General format:
[label:]... RETURN
(preprocessor-expression):

General rule:
The value of the preprocessor expression is converted to the attribute specified in the XPROCEDURE statement before it is passed back to the point of invocation. If the point of invocation is in a nonpreprocessor statement, replacement activity can be performed on the returned value after that value has replaced the procedure reference.


Note: 1. Each VBS record is moved to a hidden buffer
2. Control bytes and key for the first data item have been omitted where they precede the doubleword alignment

- Figure 66. Alignment of Data in a Buffer in Locate Mode Input/Output, for Different Formats and Data Set Organizations

This section provides definitions for most of the terms used in this publication.
access: the act that encompasses the reference to and retrieval of data.
action specification: in an $O N$ statement, the on-unit or the single keyword SYSTEM, either of which specifies the action to be taken whenever an interruption results from raising of the named condition.
activation: institution of execution of a block. A procedure blcck is activated when it is invoked at any of its entry points; a tegin block is activated when it is encountered in normal sequential flow.

## active:

1. the state in wnich a block is said to be after activation and kefore termination.
2. the state in which a preprocessor variable or preprocessor procedure is said to be when its value can replace the corresponding identifier in source program text.
3. the state in which an event variable is said to be as a result of its appearance in the EVENT option of an executed RECORD input/output statement. An event variakle remains active, and, hence, cannot be associated with any other input/output operation, until a WAIT statement naming that event variable has been executed.
additive attributes: file attributes for which there are no defaults and which, if required, must always be stated explicitly.
address: a specific storage location at which a data item can be stored.
adjustable (bounds and lengths): bounds or lengths that may be different for different allocations of the associated variable. Adjustable bounds and lengths are specified as variables, expressions, or asterisks, which are evaluated separately at each allocation. They cannot be used for STATIC data.
allocated variable: a variakle with which storage has been associated.
allocation: the association of storage with a variable.
alchabetic character: any of the characters A through $Z$ and the alphabetic extenders \#, §, and a.
alphameric character: an alphabetic character or a digit.
alternative attributes: attributes that may be chosen from groups of two or more alternatives. If none is specified, a default is assumed.
area: a block of storage defined by an area variable and reserved, on allocation, for the allocation of based variables.
arithmetic conversion: the transformation of a value from one arithmetic representation to another arithmetic representation.
argument: an expression, file name, statement lakel constant or variable, mathematical built-in function name, or entry name fassed to an invoked procedure as part of the procedure reference.
arithmetic data: data that has the characteristics of base, scale, mode, and precision. It includes coded arithmetic data and numeric character data.
arithmetic operators: any of the prefix operators, + and - or the infix operators +, -, *, /, and **.
array: a named, ordered collection of data elements, all of which have identical attributes. An array has dimensions, and elements that are identified by subscripts. An array can also be an ordered collection of identical structures.
array of structures: an ordered collection of structures formed by giving the dimension attribute to the name of a structure.
assignment: giving a value to a variable.
asynchronous: the overlap of an input/ cutput. operation with the execution of statements.
attribute: a descriptive property associated with a name or expression to describe a characteristic of data items, of a file, or of an entry point the name may represent.
automatic storaye: storage that is allocated at the accivation of a block and released at the termination of that klock.
base: the number system in terms of which an arithmetic value is represented. In PL/I, the base is binary or decimal.
based storage: storage whose allocation and release is controlled by the user, with immediate access to all unfreed allocations.
kegin blcck: a collection of statements nealed by a BEGIN statement and ended by an END statement that delimits the scope of names and, in general, is activated by normal sequential statenent flow. It controls the allocation and freeing of automatic storage declared in that block.
kinary: the number system based on the value 2.
kit: a binary digit, either 0 or 1.
bit string: a string composed of zero or more bits.
kit-string operators: the operators f(rot), E(and), and (or).
block: $a$ begin block or a procedure block.
bounds: the upper and lower limits of an array dimension.
buffer: an intermediate area, used in input/output operations, into which a record is read during input and from which a record is written during output.
built-in function: one of the PL/I-defined functions.
call: the invocation of a sukroutine by means of the CALL statement or the CALL option of the INITIAL attribute.
character string: A string composed of zero or more characters from the data character set.
coded arithmetic data: arithmetic data whose characteristics are given by the base, scale, mode, and precision attributes. The types for system/360 are packed decimal, binary fullwords, and hexadecimal floating-point.
comment: a string of characters, used for documentation, which is preceded by $/ *$ and terminated by */ and which is treated as a blank.
$\stackrel{\text { comparison operators: }}{\langle=1=}=\quad$ the operators $1 \ll$
compile time: in general, the time during which a source program is translated into an object module. In PL/I, it is the time during which a source program can be
altered (preprocessed), if desired, and then translated into an object program.
compiler: a translator that converts a source program into an object module. It consists of two stages, a preprocessor and a processor.
complex data: arithmetic data consisting of a real part and an imaginary part.
compound statement: a statement that contains other statements. IF and on are the only compound statements.
concatenation: the operation that connects two strings in the order indicated, thus forming one string whose length is equal to the sum of the lengths of the two strings. It is specified ky the operator 11 .
condition name: a language keyword that represents an exceptional condition that right arise during execution of a program.
condition prefix: a parenthesized list of one or more condition names prefixed to a statement by a colon. It determines whether or not the program is to be interrupted if one of the specified conditions occurs within the scope of the prefix. Condition names within the list are separated by commas.

Constant: an arithmetic or string data item that does not have a name; a statement label.
contained in: all of the text of a block except any entry names of that block. (A lakel of a BEGIN statement is not contained in the begin block defined by that statement.)
contextual declaration: the association of attributes with an identifier according to the context in which the identifier appears.
controlled storage: storage whose allocation and release is controlled by the user, with immediate access to the latest allocation only.
conversion: the transformation of a value from one representation to another.
cross section of an array: every element represented by the extent of at least one dimension of an array. An asterisk in the place of a subscript in an array reference indicates the entire extent of that dimension.
data: representation of information or of value.
data character set: all of those characters whose bit configuration is recognized by the computer in use.
data-directed transmission: the type of STREAM input and output in which selfidentifying data of the type, variable-name $=$ value, is transmitted.
data item: a single unit of data; it is synonyllous with "element."
data list: a list of expressions used in a STREAM input/output specification that represent storage areas to which data items are to be assigned during input or from which data items are to ke oktained on output. (On input, the list may contain only variables.)
data set: a collection of data external to the program.
data specification: the portion of a stream-oriented data transmission statement that specifies the mode of transmission (DATA, LIST, or EDIT) and includes the data list and, for edit-directed transmission. the format list.
deactivated: the state in which a preprocessor variable is said to be when its value cannot replace the corresponding identifier in source program text.
decimal: the number system based on the value 10.
declaration: the association of attributes with an identifier explicitly, contextually, or implicitly.
default: the alternative assumed when an identifier has not been declared to have one of two or more alternative attributes.
delimiter: any valid special character or combination of special characters used to separate identifiers and constants, or statements from one another.
dimensionality: the number of bounds specifications associated with an array.
disabled: the state in which the occurrence of a particular condition will not result in a program interruption.

Do-group: a sequence of statements headed by a DO statement and closed by its corresponding END statement.
dummy argument: a compiler-assigned variable for an argument that har no userassigned name or whose attrıbutes do not agree with those declared with the ENTRY attribute for the corresponding parameter.
edit-directed transmission: that type of STREAM transmission for which both a data list and a format list are specified.
element: a single data item as offosed to a collection of data itens, such as a structure or an array. (Sometimes called a "scalar item.")
element variable: a variable that can refresent only a single value at any one point in time.
enabled: that state in which the occurrence of a particular condition will result in a program interruption.
entry natie: a label of a PROCEDURE or ENTRY statement.
entry point: a point in a procedure at which it may be invoked by reference to the entry narre. (See primary entry point and secondary entry point.)
epiloque: those processes which occur at the termination of a block.
event: an identifiable point in the execution of a program.
event name: the identifier used to refer to an event variable.
event variable: a variable associated with an event; its value shows whether an event is complete and the status of the completion.
excertional condition: an occurrence, which can cause a program interruption, of an unexpected situation, such as an overflow error, or an occurrence of an expected situation, such as an end of file, that cccurs at an unpredictable time.
explicit declaration: the assignment of attributes to an identifier by means of the LECLARE statement, the appearance of the identifier as a label, or the appearance of the identifier in a parameter list.
exponent (of floating-point constant): a decimal integer constant specifying the Fower to which the base of the floatingpoint nurber is to be raised.
expression: the representation of a value; examples are variatles and constants appearing alone or in combination with operators, and function references. The term "expression" refers to an element expression, an array expression, or a structure expression.
external declaration: an explicit or contextual declaration of the EXTERNAL attribute for an identifier. Such an identifier
is known in all other blocks for which such a declaration exists.
external name: an identifier which has the EXTERNAL attribute.
external procedure: a procedure that is not contained in any other procedure.
field (in the data stream): that portion of the data stream whose width, in number of characters, is defined by a single data or spacing format item.
field (of a picture specification): a character-string picture specification or that portion (or all) of a numeric character picture specification that describes a fixed-point number. If more than one field appears in a single specification, they are divided by the $F$ scaling-factor character for fixed-point data, the K or E exponent character for floating-point data, or the $M$ field-separator for sterling data.
file: a symbolic representation, within a program, of a data set.
file name: a symbolic name used within a program to refer to a data set.
format item: a specification used in editdirected transmission to describe the representation of a data item in the stream or to control the format of a printed page.
format list: a list of format items required for an edit-directed data specification.
function: a procedure that is invoked by the appearance of one of its entry names in a function reference.
function reference: the appearance of an entry name in an expression, usually in conjunction with an argument list.
generation (of a block): a particular activation of a block.
generation (of data): a particular allocation of controlled or automatic storage.
generic key: a character string that identifies a class of keys: all keys that begin with the string are members of that class. For example, the recorded keys 'ABCD', 'ABCE', and 'ABDF' are all members of the classes identified ky the generic keys ' $A$ ' and ' $A B$ ', and the first two are also members of the class 'ABC'; and the three recorded keys can ke considered to be unique members of the classes 'ABCD',
'ABCE', and 'ABDF', respectively.
generic name: the name of a family of entry names. A reference to the name is replaced by the entry name whose entry attribute matches the attributes of the argurent list.
group: a DO-group.
identifiex: a string of alphameric and break characters, not contained in a comment or constant, preceded and followed by a delimiter and whose initial character is alchabetic.
imaginary number: a number whose factors include the square root of -1 .
implicit declaration: association of attributes with an identifier used as a variable without having been explicitly or contextually declared; default attributes apply, depending upon the initial letter of the identifier.
inactive block: a procedure or begin block that has not been activated or that has keen terminated.
inactive event variable: an event variable that is not currently associated with an event.
infix operator: an operator that defines an operation between two operands.
initial procedure: an external procedure whose PROCEDURE statement has the OPTIONS (MAIN) attribute. Every PL/I program must have an initial procedure. It is invoked automatically as the first step in the execution of a program.
input/output: the transfer of data between an external medium and internal storage.
interleaving of sutscripts: a subscript notation used with subscripted qualified names that allows one or more of the required subscripts to immediately follow any of the component names.
internal block: a block that is contained within another block.
internal rame: an identifier that has the INTERNAL attribute.
internal procedure: a procedure that is contained in another block.
internal to: all of the text contained in a block except that text contained in another block. Thus the text of an internal block (except for its entry names) is not internal to the containing block.

Note: An entry name of a klock is not contained in that block.
interruption: the suspension of normal program activities as the result of the occurrence of an enabled condition.
invoke: to activate a procedure at one of its entry points; to enter an on-unit.
invoked procedure: a procedure that has been activated at one of its entry points.
invoking block: a block containing a statement that activates another block.
iteration factor: an expression that specifies:

1. the number of consecutive elements of an array that are to be initialized with a given constant.
2. the number of times a given format item or list of format items is to be used in succession in a format list.
key: see source key and recorded key.
key class: a set of keys that begin with a common character string; this character string is the generic key for the class.
keyword: an identifier that is part of the language and which, when used in the proper context, has a specific meaning to the compiler.
known: a term that is used to indicate the scope of an identifier. For example, an identifier is always known in the block in which it has been declared.
label constant: synonymous with statement label.
label prefix: an unparenthesized identifier prefixed to a statement by a colon.
leading zeros: zeros that have no significance in the value of an arithmetic number: all zeros to the left of the first significant digit (1 through 9) of a number.
level number: an unsigned decimal integer constant specifying the hierachy of a name in a structure. It appears to the left of the name and is separated from it by a blank.
level-one variable: a major structure name; any unsubscripted data variable not contained within a structure.
list-directed transmission: the type of STREAM transmission in which data in the stream appears as constants separated by blanks or commas.
list processing: the use of based variables and locator variables to build chains or lists of data.
locator variable: a variable whose value identifies an allocation of a based variable in storage. pointer variables and offset variables are the two types of locator vaxiables.
major structure: a structure whose name is declared with level number 1 .
minor structure: a structure whose name is declared with a level number greater than 1.
mode: real or complex designation for an arithmetic value.
multiple declaration: two or more declarations of the same identifier internal to the same block without different qualifications, or two or more EXTERNAL declarations of the same identifiex as different names within a single program.
name: an identifier that has been declared.
nesting:
3. the occurrence of a block within another block.
4. the occurrence of a group within another group.
5. the occurrence of an IF statement in a THEN clause or an ELSE clause.
6. the occurrence of a function reference as an argument of another function reference.
7. the occurrence of a subscript within a subscript.
null locator value: a special locator value that cannot identify any location in storage; it gives a positive indication that a locator variable does not currently identify any allocation of a based variable.
null string: a string data item of zero length.
numeric character data: arithmetic data described by a picture that is stored in character form. It has both an arithmetic value and a character-string value. The picture must not contain either an $A$ or an X picture specification character.
offset variable: a locator variable whose value identifies a location in storage. relative to the start of an area.
on-unit: the action to be executed upon the occurrence of the ON-condition named in the containing ON statement.
operator: a symbol specifying an operation to be performed. See arithmetic operators, bit-string operators. comparison operators. and concatenation.
option: a specification made in a statement that may be used by the user to influence the execution of the statement.
packed decimal: the System/360 internal representation of a fixed-point decimal data item.
parameter: a name in an invoked procedure that is used to represent an argument passed to that procedure.
parameter-attribute list: a description in an ENTRY attribute specification that lists attributes of parameters of the named entry point. This enables dummy arguments to be created correctly.
picture: a character-by-character specificati $n$ describing the composition and atti,butes of numeric character and character-string data. It allows editing.
point of invocation: the point in the invoking block at which the procedure reference to the invoked procedure appears.
pointer variable: a locator variable whose value identifies an absolute location in storage.
precision: the value range of an arithmetic variable expressed as the total number of digits allowed and, for fixed-point variables, the assumed location of the decimal (or binary) point.
prefix: a label or a parenthesized list of condition names connected by a colon to the beginning of a statement.
prefix operator: an operator that precedes, and is associated with, a single operand. The prefix operators are $1+$ -
preprocessed text: the output from the first stage of compile-time activity. This output is a sequence of characters that is altered source program text and which serves as input to the processor stage in which the actual compilation is performed.
preprocessor: the first of the two compiler stages. At this stage the source program is examined for preprocessor statements which are then executed, resulting in the alteration of the source program text.
preprocessor statements: special statements appearing in the source program that specify how the source program text is to be altered; they are identified by a leading percent sign and are executed as they
are encountered by the preprocessor (they appear without the percent sign in preprocessor procedures).
primary entry point: the entry point named in the PROCEDURE statement.
problem data: string or arithmetic data that is processed by a PL/I program.
procedure: a block of statements, headed by a PROCEDURE statement and ended by an END statement, that defines a program region and delimits the scope of names and that is activated by a reference to its name. It controls allocation and freeing of automatic storage declared in that block.
procedure reference: a function or subroutine reference.
processor: the second of the two compiler stages. The stage at which the preprocessed text is compiled into an object module.
program: a set of one or more external procedures, one of which must have the OPTIONS (MAIN) attribute in its PROCEDURE statement.
program control data: data used in a $P L / I$ program to affect the execution of the program. Program control data consists of the following types: label, event, task, pointer, offset, and area.
proloque: those processes that occur at the activation of a block.
pseudo-variable: one of the built-in function names that can be used as a receiving field.
pushed-down stack: a stack of allocations to which new allocations are added and removed from the top on a last-in, firstout basis.
qualified name: a sequence of names of structure members connected by periods, to uniquely identify a component of a structure. Any of the names may be subscripted.
receiving field: any field to which a value may be assigned.
record: the unit of transmission in a RECORD input or output operation; in the internal form of a level-one vaxiable.
recorded key: a character string recorded in a direct-access volume to identify the data record that immediately follows.
recursion: the reactivation of a procedure while it is already active.
repetition factor: a parenthesized unsigned decimal integer constant preceding a string configuration as a shorthand representation of a string constant. The repetition factor specifies the number of occurrences that make up the actual constant. In picture specifications, the repetition factor specifies repetition of a single picture character.
repetitive specification: an element of a data list that specifies controlled iteration to transmit a list of data items, generally used in conjunction with arrays.
returned value: the value returned by a function procedure to the point of invocation.
scale: fixed- or floating-point representation of an arithmetic value.
scope (of a condition crefix): the range of a prograni throughout which a condition prefix applies.

Scope (of a name): the range of a program throughout which a name has a particular interpretation.
secondary entry point: an entry point defined by a label of an ENTRY statement within a procedure.
source key: a character string referred to in a RECORD transmission statement that identifies a particular record within a direct-access data set. The source key may or may not also contain, as its first part, a substring to be compared with, or written as, a recorded key to positively identify the record. Note: The source key can be identical to the recorded key.
source program: the program that serves as input to the compiler. The source program may contain preprocessor statements.
standard file: a file assumed by the compiler in the absence of a FIIE or STRING option in a GET or PUT statement the standard files are: SYSIN for input, SYSPRINT for output).
statement: a basic element of a PL/I program that is used to delimit a portion of the program, to descrite data used in the program, or to specify action to be taken.
statement label: an identifying name prefixed to any statement other than a PROCEDURE or ENTRY statement.
statement label variable: a rariable declared with the LABEL attribute and thus able to assume as its value a statement label.
static storage: storage that is allocated before execution of the program begins and that remains allocated for the duration of the program.

Strean: data being transferred from or to an external medium represented as a continuous string of data items in character form.
string: a connected sequence of characters or bits that is treated as a single data item.
structure: a hierarchical set of names that refers to an aggregate of data items that may or may not have different attributes.
subfield: the integer description fortion or the fraction description portion of a picture specification field that describes a noninteger fixed-point data item. The subfields are divided by the picture character $V$.
subroutine: a procedure that is invoked by a CALL statement or a CALL option. A subroutine cannct return a value to the invoking block, but it can alter the value of variables that are known within the invoking block.
subscript: an element expression specifying a location within a dimension cf an array. A sukscript can also be an asterisk, in which case it specifies the entire extent of the dimension.
synchronous: describes serial execution of a frogram, using a single flow of control.
termination of klock: cessation of execution of a block, and the return of control to the activating block by means of a RETURN or END statement, or the transfer of control to the activating block or some other active block by means of a GO TO statement. A return of controi to the operating system via a RETURN or END statement in the initial procedure or a STOP or EXIT statement in any block results in the termination of the program. see epiloque.
variable: a name that represents data. Its attributes remain constant, but it can represent different values at different times. Variables fall into three categories: element, array, and structure variables. Variables may be subscripted and/or qualified.

Where more than one page reference is given, the major reference is first.
; (see semicolon)
\% Assignment statement $310,154,160$
\% Null statement 313,160
*ACTIVATE statement 309,154-157,160
*DEACTIVATE statement 310,154-157,160
\%DECLARE statement 310,154-157,160
XDO statement 311,159-160
\%END statement 311-312,160
\%GO TO statement $312,145,160$
in included text 313
\%IF statement 312,160
*INCLUDE statement 312.7
\%PROCEDURE statement 313,156-157,160
RETURNS option 158

A format item 204
A picture character 192.17
abbreviations of keywords 187-191
abnormal termination 55,60
access attributes 73
action specification 132,244
nullification of 133,305
on-unit 132,298
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of preprocessor entry names 154,157
of preprocessor variables 154,156
of SUBSTR at compile-time 159
active event variable 251,309
active procedures, list of 132
ADD built-in function 227
addition operation 32,218
additive attributes 72
ADDR built-in function 239,142-143
adjustable area size 139
adjustable array bound 139
adjustable string 36
adjustable string length 139
adjustable variable
STATIC attribute, when prevented 260
aggregates 16,22-25
algebraic comparison 35
ALIGNED attribute 258,26
bit strings 140
buffering 326-328
STRING argument 224
alignment 315-328
ALL built-in function 236
ALLOCATE statement 281,6
use with based variables 142
allocation
of based storage 138,142
of buffers 94,102
of controlled storage 281
determination of 240
of storage 61-62,6

ALLOCATION built-in function 240,283
allocation of storage 163
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alphabetic extenders 67,28
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"and" symbol 34
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area
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parameters 147
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in function reference 120
label 128-129,119
of mathematical built-in functions 230
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types of 128
arithmetic to lit-string conversion 214.30 examples of 215
length of result 217
arithmetic built-in functions 226,220
arithmetic to character-string
conversion 212,30
examples of 213
length of result 217
arithmetic constants 18
arithmetic conversion 210,30
base in 211,43
mode in 210,30
precision in 216,43
scale in 216,43
target attributes in 43
arithmetic data 13
attributes for 256
comparison of 35
defaults for 253
arithmetic operations 31
conversion in 31
errors to avoid 174-176
results of 218,32
truncation in 32
arithmetic operators 9,156
arithmetic value of numeric character
data 213,112-113
array 27,11
ALIGNED bit string 140
arguments 128
arithmetic 176-177
assignment 283
based 139
cross sections of 23
dimensions of 22,265
operations, results of 38
parameters 128
of structures 24
UNALIGNED bit string 140
variables 22.83
array bounds 22,265
adjustable 139
asterisks for 265,282
declaration 139
expressions for 167
based variables 140
REFER option 139,140
array expressions 29,37
in array assignment 284
data conversion in 39
dimensions in 57
with element operands 38
with infix operators 38
operands of 37
optimization 163
with prefix operators 38
array manipulation built-in
functions 236,220
arrow (pointer-qualifier) 139
assignment
area 146
array 283.38
by assignment statement 283,110
bit-string 20,110
BY NAME 283.39
character-string 18,284
CHECK condition raised for $2 ' j 2$
conversion by $\mathbf{3 1 , 1 1 0}$
of data items 79
element 283,284
errors to avoid 173-174
by input/output 111
label 284
multiple 50.285-286
pointer 142
by STRING option 111
structure 283-284,39
assignment statement 283-286,10,50
for computation and assignment 50
for conversion and editing 110.50
for internal data movement 50
optimization 163
preprocessor 310
types of 284
asterisk notation 69
in ALLOCATE statement 282
for kounds specifications 265,282
for controlled parameters 127
in INITIAL attributes 271
for length specifications 262,282
for simple parameters 127
for subscripts 23
asterisk picture characters (*) 195,113
asynchronous oferation 98,103-104
ATAN built-in function 232-233
ATAND built-in function 233
ATANH built-in function 233-234
attributes 256-280,6
additive 72,74
in ALlOCATE statement 281-282
alternative 72.73
buffering 73
contextual declaration of 66,69
in CECLARE statements 288
default 68,72
(see also default)
entry name 51
in ENTRY statement 293
errors to avoid 171-173
explicit declaration of 288,65
factoring of 256,288
file 72
implicit declaration of 67.69
listing of 6,69
merging of 75
in PROCEDURE statement 300
of result in arithmetic
operations 218,219
scope 257
of source in conversions 41,218-219
specification of 256
storage class 260,126
target (see target attributes)
of target in conversions 41,218-219
AUTOMATIC attribute 260,52
autoratic storage 71,6
automatic variables 27
fointer variables 64

B format item 204,80,89
E picture character 196.114
BACKWARDS attribute $261,83,84$
EACKWARDS option 299
base 13.31
in arithmetic conversion 43
of arithmetic data 261
of arithmetic targets 43
attributes for 261
binary 13
decimal 13
of numeric character data 276
base conversion 211,41,43

BASED attribute 260,138-139
alignment 326
buffering 326
dimension attribute 265
REFER option 140-141,265
based data
array 139
string 139
kased storage 138-152,6
allocation of 142
allocation of, within area 147
built-in functions 239-240
freeing of 143-144
freeing of, within area 146
based variables 138-152
examples of use 150-152
inputioutput 141-142
in recursive procedure 64
restrictions 139-140
base identifier of DEFINED attribute 263
BEGIN block 56,1
END statement for 60,292-293
as on-unit 132,51
speed of execution slowed by 166
termination of 60
BEGIN statement 287.12
blocks, nesting of 57
CHECK prefix to 134,252
condition prefixes to 131-132
ORDER option 161,162
REORDER option 161,162
BINARY attribute 261.15
binary base 15,13
BINARY built-in function 227
binary data 15,16
binary full word 15
binary logarithm 235
bit addressing 140
BIT attribute 262,20
in Allocate statement 281
data mapping 317.318
BIT built-in function 221,117
bit-calss data 259
bit-string comparison 35
bit-string data
assignment of 20,284
attributes for 20
comparison of 35
concatenation of 35
constants 20,84
conversion of 43,221
manipulation of 116
variables 20
bit-string format item (B) 204, 89
bit-string operations 34
bit-string operators 9
bit-string targets 45,221
bit-string to arithmetic conversion 214.30
bit-string to character-string
conversion 214,30
blank picture character (B) 196,114
balnks 10
in constants 211,19,20
in data-directed transmission 85
in keys 106
in list-directed transmission 82.79
in numeric character data 196
in picture specifications 114
in preprocessor replacement 154.158
in structure declarations 25
use of 10
BLKSIZE subparameter 93,102
Elock size 94,93,102
block structure 1,166
tlocking of records 93,101-102,71
alignment 326-328
record-orient $\in$ d transmission 101-102
strean-oriented transmission 93,94
klocks 56,5
activation of 58-59
begin 56.1
invocation of 59
multiple closure of 57-58
nested 57
procedure 56,1
record 71,93,101-102
in stream-oriented transmission 79
and structures, external 70
on tape 71-72
termination of 60
EOOL built-in function 221,117
boolean operation 221,117
tounds 22,236
in Allocate statement 281-282
asterisk notation for 127
expressions for 127
of array parameters 127
branch 52-53
(see also GC TO statement)
BSI pence characters 201
ESI shilling characters 201
BUF (see BUFFERED attribute)
buffer
alignment 326-328
and based storage 62
RUFFERED attribute 262,73
EVENT option 289
BUFFERED option 299
buffering attributes 73
kuffers 73.97
allocation of 94,102
hidden 73.261
EUFFERS option 94,102
BUFNO subparameter 94,102
kuilt-in functions 220,41
arithmetic 226-232.220
array manipulation 236,220
as arguments 129
based storage 239-240
computational 221,220
condition 237,134
mathematical 232-236,220
miscellaneous 240-241,220
multitasking 240
string-handiing 221,117
values returned by 122
BUILTIN attribute 262,122
BY clause 82,290,291
EY NAME option $283,39,284,285$
in array assignment 285
in structure assignment 40,284-285

C format item 205,89
CALL option 271,27
CALL statement 287,54

```
    multitasking 7,55
calling trace 299
card punch codes 185-186
carriage control 91,103
CEIL built-in function 227.217
    data mapping 317,318
ceiling values 217
chaining technique }15
CHAR built-in function 222,117
CHAR48 compiler option 186
CHARACTER attribute 261,19
    in %DECLARE statement 154,155,310,311
    in %PROCEDURE statement 158,313
    in ALLOCATE statement 281
    data mapping 317.318
character sets 185-186,8
character-class data }26
character-string comparison 35
character-string data 18-20
    as keys 98,106
    assignment of 19,284
    attributes for 19.261
    comparison of }3
    concatenation of 36
    constants 9,18
    conversion of 211,221
    defined on numeric character data }11
    picture specification for 192,115
    variables 19.261
character-string format item (A) 204,88-89
character-string targets 45,212
character-string to arithmetic
    conversion 211,30
character-string to bit-string
    conversion 214.30
character-string value of numeric
    character 193,113
characters 8
CHECK condition 251,136
    raised for null statement }29
    standard system action for 136,254
CHECK condition prefix (see cHECK prefix)
CHECK frefix 135-136,252
classes
    of statements 48
    of storage 61,6
clauses
    BY 82,290,291
    ELSE 53,296-297
    THEN 53,296
    TO 82,292
    WHILE 54,82,292
CLOSE statement 288,50
    unlocking of record 304
closing of files 77,50
    multiple 77,288
closure, multiple 57-58
COBOL option 103
codes for ON-conditions (see condition:
    codes)
collating sequence 117,222,223,35,y
collections of data
    arrays 7,22-23
    arrays of structures 25
    structures 23-25
COLUMN format item 205,80,90
comma picture character (,) 196,114
commas
multitasking 7,55
calling trace 299
card punch codes 185-186
carriage control 91.103
CEIL built-in function 227.217
data mapping 317,318
ceiling values 217
CHAR built-in function 222.117
CHARACTER attribute 261.19
in \%DECLARE statement \(154,155,310,311\)
in \%PROCEDURE statement 158,313
in ALLOCATE statement 281
data mapping 317.318
character sets 185-186.8
character-class data 264
character-string comparison 35
character-string data 18-20
as keys 98,106
assignment of 19,284
attributes for 19.261
concatenation of 36
constants 9,18
conversion of 211,221
efined on numeric character data 113
picture specification for 192.115
variables 19.261
character-string format item (A) 204.88-89
character-string targets 45, 212
conversion 211,30
character-string to bit-string
conversion 214.30
of numeric
character 193.113
CHECK condition 251.136
raised for null statement 297
standard system action for 136. 254
(see check prefix)
classes
of statements 48
of storage 61,6
clauses
BY \(82,290,291\)
THEN 53.296
TO 82,292
WHILE \(54,82,292\)
CLOSE statement 288,50
unlocking of record 304
closing of files 77.50
multiple 77,288
closure, multiple 57-58
COBOL option 103
codes for \(O N\)-conditions (see conditions codes)
117,222,223.35 ,
collections of data
arrays 7.22-23
arrays of structures 25
structures 23-25
COLUMN format item 205, 80,90
comma picture character (.) 196.114
commas
```

in data-directed transmission 79
in list-directed transmission 79.83
in parameter attribute lists 124
comments 10.160
common logarithm 235
comparison $34-35,9$
of reys 106
COMPLE'ION built-in function 240
completion value of event variable 240.242
COMPLEX attribute 262.14
with PICTURE attribute 262,276.277
COMPLEX built-in function 227
complex data 16-17.14
attributes for 17,256
picture specification for 277
COMPLEX format item (c) 205,89
complex numeric character data 276,277.212
COMPLEX cseudo-variable 242
complex to character-string conversion 214
complex value 227-228. 229
composite symbols 185-186
compound statements 11
computational built-in functions 218
arithmetic 226
array manipulation 236-237
mathenatical 232-236
string-handling 221
computational conditions 247
computational statements 50
concatenation 35-36,31
condition built-in functions 237.134
condition codes 245,134
CONDITION condition 255,133
with SIGNAL statement 307
condition name 244,11
use of NO with 131
condition prefix 244,7
effect on nested blocks 131-132
scope of 131,244
conditional rranch 53
conditional digit position 195
conditional insertion characters 196
conditions 231-242.55
codes for $244,245,134$
computational 247
disabled 244.299
enakled 244,298-299
exceptional 131,7
input/output 249.247
program checkout 251.247
raised in conversions 46
system action 247
usex-named 255
CONJG built-in function 228
conjugate of complex value 228
CONSECUTIVE option $104,92,101$
alignment 328
compared with SEQUENTIAL attribute 104
EVENT attritute 267
EVENT option 98
NCP oftion 104
CONSECUTIVE organization 94,102-104
compared with INDEXED
organization 105-106
constants 13
arithmetic 14
attrilutes of 13
bit-string 20,30
blanks in 211
character-string 18-19,10
label 20
sterling 15
contained in, meaning of 65
contextual declaration 66-67
of built-in function
identifiers 122-123
of entry names 126
of event names 267
of user-named condition 255
control
flow of 58-64
return of 60.247
control format items 90
control statements 52-55
control variable in DO statement 53,291
controlled
arguments 127
parameters 126-127
storage 62.6 allocation of 281
freeing of 294
stacking of 62
variakles; 62,63,27 bounds and lengths for
CONTROLLED attribute 259.62
conversion 41-42,6
arithmetic 43-45,210
base in 43,44,211
mode in $31,43,210$
precision in 43,44.211
scale in 43,210
target attributes in 42-45
arithmetic to bit-string 214,43,45
arithmetic to
character-string 212,43,45
in arithmetic operations 31
in arxay expressions 37
by assignment 31,50
base 31.43
bit-string to arithmetic 214.45
bit-string to character-string 214,42
in bit-string operations 34
character-string to arithmetic 211,43
character-string to bit-string 214,42
coded arithmetic to
character-string 212.43
coded arithmetic to numeric character 211
in comparison operations 34
complex to character-string 214
conditions raised in 46-47
efficiency of 164-166,168
in exponentiation operations 33
inline 164-166
intermediate results in 42
numeric character to coded
arithmetic 211,43
offset to pointer 31
pointer to offset 31
in preprocessor expressions 156
type 211
CONVERSION Condition 248,46-47
in assignment to picture 245
in B-format input 205
for character-string to arithmetic 30
for character-string to bit-string 214
in E-format input 206
null on-unit for 133
ONCHAR used for 237
ONSOURCE used for 239
in STREAM input 203
COPY option 80,295-296
correspondence defining 262.263
COS built-in function 234
COSD built-in function 234
COSH built-in function 234
COUNT built-in function 241
CR ficture characters 202
credit picture characters (CR) 197
cross sections of arrays 23
CTLASA option 103
CTL 360 oftion 103
currency symbol picture character
(\$) 196,114
data
aggregates 176-177
(see also array)
area 144-145,23
arithmetic 13 comparison of 35 conversion of $212,43,44-45$
attrikutes of 256,69 (see also attributes)
bit-string 20
comparison of 35
concatenation of 35
conversion of 42 operations with 34
character-string 18-19 comparison of 35 concatenation of 36 conversion of 211,42
collections of 7,21-22
conversion of 41-47,30-37
editing of 110-112
event 21
format icems 203,87-89
examples of 89
implicit conversion 164.165
inline conversion 164-166
item 79
label 20
locator 21
movement of 50-51
offset 144-145,21
pointer 21
problem 13.30
program control 20,30
string 18-20
task 21
typed 49
types of $5,13,120$
data interchange 93,101-102
LATA keyword 80,84-86
data list 81-82.
element of 83
omission of 84-85
data management routines 93,101
data mapping 315-328
data sets 79
COBOL-generated 103
files, association with 76
organization of 102-106,94 positioning of 94-95,103
in stream-oriented transmission 79
data specification 81-91,114
data-directed 85-87
edit-directed 87-91
list-directed 83-85
data transmission 71,96
(see also input/output)

## statements

(see also DELETE statement; GET statement: LOCATE statement; PUT statement; READ statement; REWRITE statement; UNLOCK statement; WRITE statement)
record-oriented transmission 96-97
stream-oriented transmission 80-91
data-directed transmission 79
data specification for 85-87
input 85 CHECK condition for 251.134
output 86
DATAFIELD built-in function 238
DATE built-in function 241
DB picture characters 197
DCB parameter 93,102
DDEF command 92-94,101-104,76-77
BLKSIZE suboperand 93
BUFNO suboperand 94
DCB suboperands 93
DISP operand 94
KEYLEN suboperand 106
LRECL suboperand 93
RECFM suboperand 93
for record-oriented
transmission 101-104,106
RKP suboperand 106
for standard file 78
for stream-oriented transmission 93
ddname 76.77
in sINCLUDE statement 312
deactivation 155,310
(see also termination)
of preprocessor entry names 157
of preprocessor variables 156
debit picture characters (DB) 199
debugging 134.55
debugging file 132
decimal, packed 15
DECIMAL attribute 261,14
data mapping 317.318
decimal base 13
DECIMAL built-in function 228
decimal data 14-16,277
decimal point picture character
(V) 194,114
declarations 65-70
errors to avoid 171-173
DECLARE statement 288,48
condition prefix to 132
preprocessor 311.155-160
RETURNS attribute 121
default 6,68
for arithmetic data 262,269
attributes assumed by 14,256
for attributes of value returned by function 121
conditions enabled by 244,136
for file attributes 73
for preprocessor variables 155
DEFINED attribute 263,25-26
evaluation of 264
defined item 262-264
defining 263
DELAY statement 289
EELETE statement 289.49
unlocking of record 304
density of tape 72
descriptive statements 48
device independence 71
digit specifier picture characters 194,276
digits 8
LIM built-in function 236
dimension 22.265
bounds of 22,236
extent of 22,236
maximum number of $23,38,39,57$
dimension attribute 265,22
in ALLOCATE statement 281
DIRECT attribute 266,73 comparison with SEQUENTIAL attribute 105-106,108-109
direct-access storage devices 93.101
disabled conditions 131,244 compared to null on-unit 132
DISP operand of DDEF command 104
LISPLAY statement 290,50
DIVIDE built-in function 228
division operations 33 attributes of results of 219 remainder of 229
division operator 31
in freprocessor expressions 156
DO-group 57.11
errors to avoid 176-177
preprocessor 159,311
transfer of control into 292,296
Do keyword in repetitive specification 82
DO-loof (see DO-group)
DO statement 290-292,11,53-54
blocks, nesting of 57
condition prefix to 131
iterative 53-54
noniterative 54
preprocessor 311
types of 290-291
drifting picture characters 197-198
drifting string 197.198
[SNAME parameter 76.77
dumray arguments 123-124,136 attrikutes 124
dump, obtained by CHECK prefix 134
dynamic storage allocation 61.6

E format item 206,89
E picture character 200.276
EBCDIC (Extended Binary Coded Decimal
Interchange code) 185-186,35
EDIT keyword 87-91,80
edit-directed transmission 80,111
data specification for 87-91
format items for 203,88-89 FORMAT statement for 294 input 87 output 87

```
editing
    by assignment 110-117,50
    of numeric character data }19
    by PICTURE attribute }11
efficient performance 161-180
element
    and array operations 38,37
    assignment 283
    of data list 83
    expression 29,236
        in array assignment 285
        in IF statement 53,296
    of structure 23
    and structure operations 39
    variable 22
ELSE clause
    in % IF statement 160,312
    in IF statement 53,35
embedded key 106
EMPTY built-in function 239,146
enabled condition 131-134,244
end of file 85
END statement 292-293.12
    tor neqin block termination 60
    blocks, nesting of 57
    multiple closure by 57-58
    preerncessor 311
    for procedure termination 60,119
ENDFILE condition 249.98
ENDPAGE condition 249,91-92
ENTRY attribute 266,51
    in DDECIARE statement 158,311
    compared with ENTRY statement 51
    contextual declaration of 266
    in generic entry name declaration 270
    implied 121,125
entry name 58,121
    as argument 125-126,129
    attributes for }25
    in CALL statement 287
    contextual declaration of 66,125,266
    explicit declaration of 300.125
    parameters 126,129
    preprocessor 156-157
entry point 118,266
    primary 58,300
    secondary 58,293
ENTRY statement 293,51,58
    compared with ENTRY attritute 51
    condition prefix to }13
    label of 65,125
    parameters of }29
ENVIRONMENT attribute 92-95,101-109
    general format 74
    for record-oriented
    transmission 101-109
    for stream-oriented transmission 92-95
epilogues }6
ERF built-in function }23
ERFC built-in function }23
ERROR condition 255,131-136
    AREA condition }25
    raised by GET statement }29
    raised by PUT statement }30
    results in program termination 61
errors to avoid in programming 170-180
established action 132,133
EVENT attribute 267,21
editing
by assignment 110-117,50
of numeric character data 192
by PICTURE attribute 112
efficient performance 161-180
element
and array operations 38,37
assigmin 283
of data list
in array assignment 285
in IF statement 53,296
of structure 23
and structure operations 39
variable 22
ELSE clause
in \% IF statement 160,312
in IF statement 53,35
embedded key 106
EMPTY built-in function 239,146
(131-134,244
end of tile 85
sND statement 292-293,12
tor neqin block termination 60
multiple closure by 57-58
preprocessor 311
for procedure termination 60,119
encrile condition 249.98
ENTRY attribute 266,51
in dDECLARE statement 158,311
compared with ENTRY statement 51
in generic entry name declaration 270
implied 121.125
entry name 58,121
as argument 125-126,129
attributes for 257
contextual declaration of \(66,125,266\)
explicit declaration of \(\mathbf{3 0 0 . 1 2 5}\)
parameters 126,129
preprocessor 156-157
entry point 118,266
primary 58,300
secondary 58,293
ENTRY statement 293,51,58
compared with ENTRY attrikute 51
condition prefix to 132
label of 65,125
NVIRONMENT attribute 92-95,101-109
general format 74
transmission 101-109
for stream-oriented transmission 92-95
epilogues 64
ERFC built-in function 234
ERROR condition 255,131-136
AREA condition 254
raised by GET statement
raised by pUT statement 302
results in program termination 61
errors to avoid in programming 170-180
EVENT attribute 267,21
```

data mapping 316
event data 21
event name 267
(see also event variable)
EVENT oftion 98,66
and CHECK condition 136
in DELETE statement 289
in READ statement 303
in REWRITE statement 306
in WRITE statement 309
event variakle 98,246
active 251,306
completion value of 242.240
inactive 251,306
exception control statements 55,48
exceftional conditions 131,7
EXCL (see EXCLUSIVE attribute)
EXCLUSIVE attribute 268,74
execution speed $166-170$
EXIT statement 293.55
EXP built-in function 234
explicit declaration 65-66
by DECLARE statement 288
explicit opening 74-75
exponent
of floating-point data 15
in picture specification 200,276
exponent field 200
exponent specifier picture characters 200
exponentiation operations 33-34,31,32
attributes of result 219
base 43
conversion 31,32
mode 43
precision 43
scale 43
expressions 29-47,6
array 37-39,29
for array bounds 167.265
attrikutes of result of 6,32
for controlled parameters 127
element 29
in format items 91
function reference operands 40-41
operands of 40-41
operational 29
preprocessor 156,309
in RETURN statement 120
for string lengths 167
structure 39-40.29
as subscripts 23
use of parentheses in 37
extended binary coded decimal interchange
code (ste EFCDIC)
extent
of area 144
of dimension 22, 236
in overlay defining 264
EXTERNAL attrikute 269.61
CHECK condition
external declaration 257
external names 10,68
structures 70
external procedure 57.1
external storage 71
external structure 70
external text, compile-time incorporation of 159.312

```
F format item 207,88-91
F format item 207,88-91
F-format (fixed-length) records 93,102
factor 27.28
factoring of attributes 256,288
    in tDECLARE statement 311
family members }27
field
    in picture specification 193,275
    width }20
file 72
    association with data set 76,49
    attributes for 72-74,257
    closing of 74,288
    contextual declaration of }7
    name of (see file name)
    opening of 74-75,299
    standard 77-78,92
FILE attribute 269,72,73
file declarations, examples of 109
file name 72,97
    arguments 129
    length of }7
    parameters }12
    in stream-oriented transmission 79
FILE option 97,49,80
    of GET statement 295
    of PUT statement 301-302
FILE specification
    of CLOSE statement }28
    of DELETE statement 289
    of OPEN statement 299
    of READ statement 303
    of REWRITE statement 306
    of WRITE statement 308
FINISH condition 255,61
FIXED attribute 269,14
    in कDECLARE statement 310-311
    in %PROCEDURE statement 158,313
    data mapping 317,318
    with preprocessor variables }15
FIXED built-in function }22
fixed-length records (F-format) 93,101,102
    (see also format-F records)
fixed-point data 14-15
    assignment of 14
    binary 15,23
    constants 14-17
    conversion of 212-213
    decimal 14-15
    division operations with }3
    picture specification for 194,276
    sterling 15
    variables 14-17,23
fixed-point format item(F) 207,88-91
fixed-point scale 13
FIXEDOVERFLOW condition 248,46
    compared with SIZE condition 47
    disabling 163
FLOAT attribute 269.16
    data mapping 317,318
FLOAT built-in function 228
floating-point data 15-16
    binary }1
    constants 15,16
    conversion of 210,213
    decimal 15-16
    decimal 15-16
```

picture specification for 200,276 short form of 16,210
variables 16
floating-point format item (E) 206,88-91
floating-point scale 13
FLOOR built-in function 229
flow of control 58-64,52
flow trace 134
format-F record
alignment 328
record-oriented transmission
102
stream-oriented
transmission 93,94,103,104
format, record 92-94,101-102
format items 88-91
alphabetic list of 204
control 90,87,88
data 203,87-90
remote $204,87,88,90$
spacing 204
summary of 88
format list 88,203
in FORMAT statement 294
FORMAT statement 294
format-U record
reccrd-oriented transmission 102
stream-oriented transmission 93.94
format-V record
alignment 326-328
record-oriented transmission 102
stream-oriented transmission 93.94
format-VB record 326
fractional digits 206,207
fractional subfields 194
free format 8
FREE statement 294-295,6
freeing of kased storage 143-144
freeing of controlled storage 52,294
FROM option 97,109,308
FROM specification (see FROM option)
fullword, kinary 15
function 120-130,41
(see also built-in functions)
arguments of 118-119,123-139
built-in 220.41
errors to avoid 177
name of 123
preprocessor 313
references (see function references)
termination of 120
value returned by 120,305
without arguments 121
function file attributes 73
function references 120,40
preprocessor 156-157

G sterling picture character 201
gap, interblock 72
gap, interrecord 72
generation
of data 281
stack of generations 127
of variable 259
GENERIC attribute 269-270,129
generic name 129,269,270
generic reference 129
GENKEY option 108

GET statement $295,49,75,78$
for internal data movement 50
NAME condition raised by 250
with standard input file 78
stream-oriented transmission 80
with STRING option 50-51,295
GO TO statement 296,52-53
for begin block termination 60
label variable in 52-53
in on-unit 132
for procedure termination 60,119,120

H sterling picture character 201
halfword 15
HBOUND built-in function 237
hidden buffers 73.262
hierarchy of names 23
High built-in function 222, 117
high-order digits, loss of 32
(see also SIZE condition)

I picture character 200
identical structuring, meaning of 39
identifiers 9,15,16
built-in function 122.123
compile-time replacement of 140
length of 9
reserved 122
IF statement 296,11
condition prefix to 131
element expression in 53,296
nested 297
preprocessor 312
IGNORE option 109
ignoring of records 112-113
IMAG built-in function 229
IMAG pseudo-variable 242
imaginary number 263
imaginary part of complex value 213.228
implementation information 2
implication, file attributes derived by 79
implicit declaration 67-69
implicit freeing of based storage 143
implicit opening 109
UNDEFINEDFILE raised in 251
implied attributes 109
IN option 142,145
inactive event variable 251,306
inactive identifier 310
included text 159,312
effect on preprocessor scan 159
preprocessor procedures in 160
INDEX built-in function 222-223,117
INDEXED data set 104-109,94,254 alignment 350
comparison with CONSECUTIVE data set 105-106
infix operations 30,32
infix operators 31
array expressions with 37-38
structure expressions with 39
INITIAL attribute 271,27 in ALLOCATE statement 281-283 for label variables 271-272
initial key 106
initial procedure 59,255
(see also main procedure)
initialization 27-28, 271-272
of automatic variables 27
of controlled variables 27,283
errors to avoid 173-174
of lakel arrays 271-272
of static variables 27,62
inline operations 164-166
input 6-7,71
standard system file for 78
INPUT attribute 273,73-77
INPUT oction 299
input/output
of based variables 141
conditions 249-252,131
errors to avoid 177-180
event 246.308
locate-mode 139,151
record-oriented 78,6,7
statements for 96,49
statements 48-49,71
stream-oriented 79,6,7
conversion in 111
data-directed 85-86,49
edit-directed 88-89,49
list-directed 83-84,49
statements for 80,49
insertion picture characters 196.115
integer subfield 193
interblock gap 72
interleaved array 224
interleaved subscripts 25,86
intermediate results 42
intermediate string 213
maximum length 110
internal procedure 57
INTERNAL attribute 269,68-70
structure members 70
internal to, meaning of 65
interrecord gap 72
interruption 7,55
established action for 134
investigation of 238
multiple 246
ORDER option 162
relaxation of rules 161,162
REORDER option 162,161
simulation of 55
specification 326
synchronous 99
intervening blank 19, 20
INTO option 97,111.
invocation
CALL statement for 287-288
procedure 59
preprucessor procedure 156,157
invoked rrocedure 59-60
IRREDUCIBLE attribute 273
iSUB variakles $26,263,264$
iteration factor 27-28
compared with repetition factor 28
in format list 88
in INITIAL attribute 27.271
iterative execution 290-292
(see also repetitive execution)

K picture character 276.115,200
KEY condition 250,106
KEY option 98
in DELETE statement 289
error 106
in READ statement 303
in REWRITE statement 306
KEYED attribute 273,74-76
example 109
KEYED option 299
KEYFROM option 98
error 106
KEYLEN suboperand of DDEF command 106
keys 106,74
comparison 106
conversion of 46
length of 106,46
in READ statement 303
recorded 106
source 106
KEYTO option 98
error 106
keyword statements 10
keywords 9-10,187-191
label
argument 129,121
constants 20
data 20
parameter 118
prefix 11
of preprocessor statement 157
statement label 65
variable 273-274 in GO TO statement 52-53
initialization of 272
LABEL attribute 273-274,257
data mapping 316
INITIAL attribute 271
layout of pages 91-92
LBOUND built-in function 237
leading blanks in the stream 203
leading zeros 86,156
LEAVE option 94.103
length
of area 144
in arithrnetic to bit-string conversion 217
in arithmetic to character-string conversion 217
of bit-string targets 45
of character-string targets 45
of external names 10,68
of fields 87,84
of file names 81
of identifiers 10
of keys 106,46
maximum for strings 19,20
minimum for strings 19,20
of record blocks 94,102
of recorded key 106
specified in ALLOCATE statement 281-282
of string parameters 127
of strings 118,18
of tape 72
length attribute $262,19,20$
LENGTH built-in function 223.19
level numbers 24
in DECLARE statement 288
factoring of 256
in LIKE attribute specification 274
logical level, not same as 315
maximum permitted 24
for structure parameters 128
level-1 variakles 96,288
in READ statement 303
in REWRITE statement 306
in WRITE statement 308
LIKE attribute 274,26
INITIAL attribute 271
line of data 79
LINE format item 208,249
LINE option 301-302,80,236-237
line position format item (see LINE format iter)
line size for PRINT file 94
line skifping format item (see SKIP format item)
LINENO built-in function 241
IINESIZE option 91-92.299
LIST keyword 83-84.80
list-directed data specification 83
list-directed output 83
list-directed transmission 79.83
list processing 138,150
list processing condition 254-255.247
(see also AREA condition)
list of program variables (see data list)
locate mode input/output 139,151
alignment 326-328
data mapping 315,326-328
record alignment 326-328
LOCATE statement 297.49
alignment 326-238
and based variable 62
OUTPUT attribute 273
pointer setting by 141
RECORD attribute 279
locator arguments and parameters 148
locator conversion 31
locator data 21,31
locator returns from entry points 148
locator variables 149
locking records 307.50
(see also EXCIUSIVE attribute)
LOG built-in function 234-235
logarithms 234-235
logical level 315
logical operations, errors to avoid 174-176
logical records 71,72
on tape 72
LOG10 kuilt-in function 235
LOG 2 built-in function 235
long floating-point form 16
loop optimization 163
LOW built-in function 223,117
lower bound 22,237
LRECI sukparameter 102

M sterling picture character 201
rachine independence 5,1
magnetic tape 71-73,93,101
MAIN option 300
main procedure 54,59
major structure
alignment 140
name 23,25
offset to 140
pointer to 140
mantissa 200,206
in picture specification 276.198
mapping of data 315-328
mathematical built-in functions 232-236
MAX built-in function 229
maximum length
bit-string data 20
character-string data 19
CHECK name 253
fixed-point data 248
identifiers 9
intermediate string result 110
LABEL list 273
LINESIZE option 299
numeric-character picture
specification 194
parameter list 314
picture specification 20.194
sterling fixed-coint data 15
STRING result 224
string variable 110
VARYING string 36
naximum number of binary digits 15
maximum number of decimal digits 14
maximum precisions 278,14-16,44
member of external structure 70
merging of attributes 75-76
MIN built-in function 229
minor structure
alignment 140
name 23.25
offset to 140
pointer to 140
minus sign picture character (-) 197.199 miscellaneous built-in functions 240,220
MOD built-in function 229
MOD data-set disposition 104
mode 14
in arithmetic conversion 30-31,43-44
of arithmetic targets 43
of arithmetic variables 263
complex 16,14
conversion of 31,210
in exponentiation 43-44
of numeric character data 276
real 14
Model 44 Programming System 93,101-102
modes of stream transmission 49.79
modularity 1,5
multiple assignment 50,284
multiple closing of files 77
multiple closure 57-58
by XEND statement 312
of blocks 57-58
of DO-groups 57
by END statement 57-58
of preprocessor DO-groups 159
multiple declarations 70
multiple interruptions 246,238
multiple opening of files 75
multiplication 33,218
MULTIPLY built-in function 230
multiprogramming 21
multitasking 7,21,55, 280
multitasking built-in functions 240

NAME condition $250,84,85$
name list of CHECK condition 252
names 9,65-70
attributes for 256-280,5
in CHECK condition prefix 134
condition names 11,55
entry names 58
event names 267
external names 10,68
file names 97
generic names 129
hierarchy of 23
procedure names 51,56
qualification of 24-25
qualified names 24-25,83 subscripted 25
scope of 65-68
of structure members, external 70
structure names 23-25
subscripted names 23.25,86
unique names 70
natural logarithm 234
NCP cption 103,104,189
nested blocks 57.70
nested function 42
nested IF statements 297
nested repetitive specifications 82
nesting 5
of WIF statements 160,312
of \%INCLUDE statements 313
in array expression 38
of blocks 57,70
effect of condition prefix with 132
ENTRY attribute 267,271
of factored attributes 256
of preprocessor DO-groups 159
in structure expression 39
NO with condition names 11,132
NOCHECK 244
NOCONVERSION 244
NOFIXEDOVERFIOW 244
NOLOCK option 99
noniterative DO statements 54
nonsequential access 108,109
NOOVERFLCW 244
normal return 247
normal termination 54,60-61
of on-unit 247
of procedure 60
of program 61
normalized hexadecimal floating-point 16
NOSIZE 244
NOSUBSCRIPTRANGE 244
"not" operation 34
NOUNDERFLOW 244
NOZERODIVIDE 244
null bit-string constant 20
NULL built-in function 240,143
null character-string constant 19
null ELSE clause in \$IF statement 160
null offset value 146,240
null on-unit 132-133
null pointer value 143,240
null statement 297.10
as on-unit 132-133
null string
character string 19
conversion to arithmetic 211
result in arithmetic to bit-string 217
NULLO built-in function 240,146
numeric character data 17-18,112-115,275
arithmetic value of 113,275
character-string value of 113
compared with coded arithmetic data 17
conversion in arithmetic operations 17
conversion to character-string 212
conversion to coded arithmetic 17,211
format 17
picture characters for 193
picture specification for 112-115
signs in 197
numeric character picture
specifications 193-194,112-113
numeric character variables 192
numeric picture specifications 17
object program 153
offset arguments 148,129
OFFSET attribute 275.145
data mapping 316
offset data 1.45-146,21
offset parameters 148-149
offset returns from entry points 148,149
offset to pointer conversion 31
offset variables 138
defining 147
examples of use 151
null values of 146,240
restriction 140
setting value of 146
ON statement 297-299.11
condition prefix to 131
purpose of 132
scope of 133
SNAP option of 132
ON-codes (see condition codes)
ON-conditions 244-245,132-137
errors to avoid 177
example of use 134-137
ON-unit 132.98-99
begin block as 132
errors to avoid 177
return of control from 132,247
speed of execution slowed by 166
ONCHAR built-in function 238,242
ONCHAR pseudo-variable 242,66
ONCODE built-in function 238,134
ONCOUNT built-in function 238
ONFILE built-in function 238
ONKEY built-in function 239
ONLOC built-in function 239
ONSOURCE built-in function 239,242
ONSOURCE pseudo-variable 242.66
OPEN statement 299,74-77
as descriptive statement 48
format of 76
as input/output control statement 49
options of 299,72
opening files 74-77,49,299
attributes, specification of 72-73

```
    explicit openings 74-75
    implicit openings 75.109
    multicle openings }7
operands 29-41
    of array exfressions 37-38
    of bit-string operations 34
    of comparison operations }3
    of concatenation operations 35
    element 38,39
    in expression evaluation 42
    of expressions 40-41
    function reference 40-41
    of freprocessor expressions }15
    of structure expressions 39,40
Operating System 93,101
operational expressions 29-31
cperations
    arithmetic 31-34
        errors to avoid 169
    array }3
    bit-string 34,30
    combinations of 36-37
    comparison 34-35
    concatenation 35-36
    element 38,39
    four classes of 31
    infix 30
    logical 174-176
    prefix 30
    structure 39,40
cperators 9
    concatenation 35
    in expression evaluation 42
    infix }3
        array expressions with 38
        structure expressions with 39
    prefix 31
        array expressions with 38
        structure expressions with 39
    priority of 36-37
OPT compiler oction 163
optimization of program 161-180
OPTIONS option 300
CPTIONS(MAIN) specification 300,12,59
"or" operation 34
order of evaluation of expressions }3
ORDER option 161-162,189
    BEGIN statement }28
    PROCELURE statement 300,301
organization of data set 102-106,74,94
cutput 71-109,6-7
    (also see input/output)
OUTPUT attrikute 273,73
    for standard file 78
output files 96,109
    standard system output file 77-78,92
OUTPUT option }29
OVERFLOW condition 248,11,34
overlay defining 264-265,258,259,117
cvercunched sign picture
    characters 199-200
P format item 208,88-90,112
P sterling picture character 201
cacked decimal format }1
padding of keys 106,303
PAGE format item 208,90
```


PAGE option 302,80
PAGESIZE option 91-92
default for 249,300
paging format item (PAGE) 208.203
parameter attribute lists 124,128
parameter lists 118,65
variable 118-119,69
in \%PROCEDURE statement 313
area 148
attributes of 118,119,126
bounds and lengths of 127
controlled 127
in DDEF command 76-77,92-94,101-104
default attributes for 267,120
element 128
explicit declaration of 120
file name 129
label 121
pointer 147-148,129
of creprocessor functions 157-158,313
of primary entry point 300
simple 127,265
storage allocation for 126-127
string 129
structure 128
124.37
level of 42
number permitted 57
pence character specifier (P) 201
pence field 202,193
PENDING condition 191
percent symbol 139,141
74
physical record 71,72
sets)
PICTURE attribute 275,112
with COMPLEX attribute 263
data mapping 317,318
picture characters 112-115,275-278
for character-string data 192
for numeric character data 193
picture format item (P) 208
picture specification 275-276
for character-string data 217.115
for editing 112
inline conversion 164-166
for numeric character
data 193-194.112-115
PLI command 186
(see also CHAR48 compiler option; OPT
compiler option; SORMGIN compiler
option)
plus sign picture character
(+) 197,114-115
coint alignment in numeric character
point insertion picture character (.) 197
point of invocation 59
pointer arguments 147-148,129
pointer assignment 142
POINTER attribute 275,66
data mapping 316
pointer data 21
pointer farameters 147
pointer qualification 140,64
pointer returns from entry points 148
pointer to offset conversion 31
pointer variables 139,140
contextual declaration of 66
defining 140
examples of use 150
null value of 143,240
restrictions 139-140
setting value of 142
stacking of 64
storage class 64
POLY built-in function 237
"Pocped-up" stack 260,281
"Popped-up" storage 62
POSITION attribute 264,26
positioning of data sets 94-95.103
positioning of records 109
pounds field 202,193
precision 13-17.30
of arithmetic constants 18
in arithmetic conversion 44-45
attribute 278
in conversion 30,43-45,210
default 278,14
default for preprocessor variables 156
in exponentiation 43
function, value returned by 120
and length specifications 44,45
maximum 278,14-16,44
of numeric character data 276
of source 210
of sterling data 277-278
of subscripts 23
of target 210,43-45
PRECISION built-in function 230
Prefix list 131
Prefix operations 30
Prefix operators 31
array expressions with 37-38
structure expressions with 39
prefixes 11
condition 244,11
label 11
preprocessed text 154,157
preprocessor 7
DO-groups 159,311
expressions 156
in XIF statement 312
arithmetic operators in 156
evaluation of 156,310
operands of 156
in RETURN statement 157,314
function reference 158
functions 157-159,313
input to 153
output from 153
procedure name 156,314
establishment of 311
in included text 159
invocation of 156
scope of 311
scan 153
control of sequence of 154,311
stage 153
statements 309.153
abbreviation of keywords 187-191
comments in 160
labels of 160
variable 155-156,310
maximum frecision 155
primary entry point 58-59,300
FRINT attribute 279,91-92
PRINT files 80
block size 94
column positioning 205
format items for 80
line positioning 208
page layout 91-92
record format 94
record size 94
PRINT option 299
printing format items 203,80
priority
of operators 36-38
of types in comparison operations 35
PRIORITY built-in function 240
PRIORITY (PL/I built-in function, and
pseudo-variable) option 7
PRIORITY pseudo/variable 242
problem data 13-20,30
attributes for 256
procedure 56,5
communication between procedures 51
END statement for 292
external 57,1
function 120-123,51
initial 59,255
internal 57
invocation of 287,59
main 54,59
nesting of procedures 119
preprocessor 156
subroutine 119
procedure block (see procedure)
procedure name 51,56
procedure reference 58
PROCEDURE statement 300,12
blocks, nesting of 57
condition prefix to 131
CHECK condition prefix 252,134
label of 65,126
ORDER option 161,162
REORDER option 161,162
procedure termination 60-61
processor stage 153
PROD built-in function 237
program
blocks $\quad 56,11-12$
calling $\quad 58-59,63$
$\begin{array}{lr}\text { blocks } & 56,11-12 \\ \text { calling } & 58-59,63\end{array}$
checkout 131,135
checkout conditions 252,132
control 171
control data 13,20-21
attributes for 257
debugging 247
entry point of 266
interruption 11,50,244
optimizing 161-180
segmentation 166
data mapping 315
statements 96.48-49
options of 97 summary of 108
recorded keys $106,98,108,109$
records 7
(see also record format)
addition of 94,103
alignment 326-328
blocked 93.101
boundaries 79
deletion of 103
format of 92-94,101-102
format-F 92,93,102
format-U 92,102
format-V 92,93,102
locking and unlocking of 109
(also see EXCLUSIVE attribute)
logical 71,72
physical 71
replacement of $77,94,103$
rereading of 77
retrieval of 94,103
self-Cefiring 140
on tape 71-72
unblocked 72,93,102
recursion 6:-64
cefect on storage class 63-64,260
i) remote format items 208-209

RECURSIVE option 300,63
recursive procedure 62-64
REDUCIBLE attribute 273
REFER option 139.140
a lignment 349
$R \equiv A D$ with SET, effect on 142
references
anbiguous 70.24
fanction 120,40-41
generic 129
sibroutine 119
REGI NAL option 191
a ignment 328
relacive structuring 131
remote format item (R) 208-209,90
REORDER option 161-162,190,287
PROCEDURE statement 300,301
FEPEAT built-in function 223,117
repetition factor 19
in bit-string constants 20
in character-string constants 19,28
compared with iteration factor 28
in INITIAL attribute 271.28
in preprocessor expressions 156
repetitive execution $290,53-54$
repetitive specification 82
replacement 310
of identifiers 154
by preprocessor function value 158
replacing records 77
replacement value 154,155
REPLY option 290,50
rereading records 77
reserved identifier 10,65
results
of arithmetic operations 32-34
of array operations 37-38
attributes of 32-36
of bit-string operations 34
of comparison operations 34-35
of concatenation operations 35-36
of element operations 38
intermediate 42
of structure operations 39-40
return of control from
function 121
invoked procedure 60
on-unit 60.247
subroutine 119
RETURN statement 305,54
expression in 120
for function termination 120
preprocessor 314.156 expression in 158
for subroutine termination 120
returned value 305
of arithmetic built-in function 226
of array manipulation built-in
function 236
attrikutes of 121,293
conversion of 121
for preprocessor function 158
default attributes for 280
of mathematical built-in
function 232-233
of preprocessor function 158
of preprocessor procedure 311
of string-handling built-in
function 221
RETURNS attribute 279,121-122.190
in DECLARE statement 311.157 .158
RETURNS option 121
\%PROCFDURE statement 158,313
ENTRY statement 293
example 305
RETURNS aitrikute 279
REVERT statement 305,50
REWRITE statement 306,96
purfose of 49
unlocking of record 304
RKP suboperand 106
alignment 326-328
RKP suboperand of DDEF command 106
ROUND built-in function 230
row-major order 83

S picture character 199.198
scalar expression 29
scalar variable 21
scale 13
in arithmetic conversion 32,43
of arithmetic targets 43.44
conversion of 32
in exponentiation 43
of numeric character data item 276
scale factor 278
range permitted 278
scaling factor 89,212
in $F$ format item 207
in picture specification 276
scaling factor picture character
(F) 200-201
scan by preprocessor 153
scope 66-67
attributes for 269.257
of condition prefix 244,131

```
    of declaration 65-67
    of member names of external
    structures 70
    of name 256,65-68
    of ON statement 132
    of preprocessor variable }15
    of structure member }7
secondary entry point 58,293
self-defining data 140
semicolon 79.85
    1:8-character set 186
SEQl (see SEQUENTIAL attribute)
SEQI ENTIAL attribute 266,72-76
    ( mppared with CONSECUTIVE oftion }10
    compared with EIRECT
        attribute 105-106,108-109
    EVENT attribute 267
    and EVENT option 98,289
    and NCP option 104
SET option 97,142
    alignment of record 326
    and based variable 62
    record alignment }32
    relationship to REFER option }14
    self-defining data 140
shillings field 202,193
short floating-point form 16,210
sign, determination of }23
SIGN built-in function }23
sign picture characters 197.276
SIGNAL statement 307,133
    AREA condition 254-255
significant digits 206,211
    (see also SIZE condition)
simple parameters 127.265
simple statement 10-11
simulation of an interruption 55
SIN built-in function 235
SIND built-in function 235
SINH built-in function 235
SIZE condition 248,11,46
    in base conversion 211
    compared with FIXEDOVERFLOW
    condition 47
    disabling 163,171,172
    in E format output }20
    in F format output }20
    MOD function 230
    in precision conversion 211
size of area 144
SKIP format item 209,203
SKIP option 301,80
skipping of records 97,109
slash picture character (/) 196-197.114
SNAP option 299,132
SORiGGIN compiler option }17
source data item 42
source keys 106,98
source program 153
spacing format item (X) 209,90
special characters 8,9
specification interruption 326
speed of execution 166-170
SQRT built-in function }23
stacking of controlled storage 62
stacking of pointer variables 64
stacks 259,281
standard files 77-78,92
```

system output (SYSIN) 294
systen output (SYSOUT) 80
standard system action 244-255,55,131,132 for CHECK condition 134
statement label constants 273
statement lakel designators 204, 208
statement label variable 21
statement lakels 11,65
statements 281
classes of 48
compound 10,11
keyword 10
null 10
preprocessor 309,160
simple 10.11
static allocation 61
STATIC attribute 260,61
static picture characters 197.199
static storage 61-62
static variakles 27,52
allocation of 61
initialization of 27,62
STATUS built-in function 240
STATUS pseudo-variable 242
sterling fixed-point data 15,278
sterling picture specifications 201.193
examples of 201
STMT compiler option 166
STOP statement 307,55
storage
allocation 61-62.5,6
attributes for 260
dynamic 6,61
effect of recursion on 63-64 for parameters 126-127
classes of (see storage classes)
external 71
freeing of 259,260
popped-up 62
pushed-down 62
storage classes 6,61-62
attributes for 61,52
automatic 6,52
based 138-147,6
controlled 6.52
of pointer variables 64
static 6,52
storage devices, direct-access 93.101
stream 203
STREAM attribute 72-75,279,280
STREAM option 299
stream-oriented transmission 79-95
attributes for 72
characteristics of 79,71
conversion in 79,71
data maffing 315
modes 79.80
statements 80-83.49
uses for 49
string
arguments 132
assignment 272
based 139
fixed-length 262,115
operators 9
parameters 129
varying-length 110,223,224, 262
string data 18-20,13

[^13]subtraction 32-33,218
SUM kuilt-in function 237
synchronous interruptions 99
syntactic unit 183
syntax errors to avoid 17-171
SYSIN 77-78.92
SYSULIB 313
SYSPRINT/SYSOUT 77-78,92
as dekugging file 132
system action 244-245,55,131,132
system action conditions 255,247
system action specification 50.132

T picture character 200
tab positions 80,86
TAN built-in function 235
TAND built-in function 235-236
TANH built-in function 236
tape (see magnetic tape)
tape density 72
target 41
base of arithmetic target 43
length of bit-string target 45
length of character-string target 45
mode of arithmetic target 43-44
precision of arithmetic target 44,210
scale of arithmetic target 44
target attributes 42-45
task 7
data 21
variakles 21
TASK attribute 316,191
TASK option 7.191
temporary result
in assignment statement evaluation 42
in conversions 41,42
in DO statement evaluation 291
in expression evaluation 42
termination
abnormal 55-293
of klocks 58-59
of function 120
normal 54,60-61
of on-unit 132,98-99.247
of procedure 60-61
of sukroutine 119
testing of program 131
THEN clause
in \%IF statement 312,160
in IF statement 296,53
three-line skip 92
TIME built-in function 241
TITLE option 299,76,77
TO clause 291
TR machine instruction 225
track overflow PL/I option 104
transfer of control by GO TO statement 296
TRANSIENT attribute $72,96,191$
TRANSLATE kuilt-in
function 224-225,117,191,220
transmission statements
(see DELETE statement; GET statement; LOCATE statement; PUT statement; READ statement; REWRITE statement: UNLOCK statement; WRITE statement)
TRANSMIT condition 251,98,99
raised ky DELETE statement 289

```
    raised by READ statement 303
    raised by REWRITE statement 306
    raised by WRITE statement 309
TRKOFL option 104,191
TRT machine instruction }22
TRUNC built-in function }23
truncation 32,203
    in arithmetic operations }3
    of keys }30
    of source key }10
    in string assignment 110
type 31
type conversion 42-45,31
typed data 49
U-format records 92,102
UNALIGNED attribute 140
    buffering 326
    data mapping 316,326
    GENERIC attribute 270
    string argument 224
unblocked records 72,93,102
unblocking 93.102
UNBUFFERED attribute 262.73
    EVENT attribute }26
    and EVENT option 98
    and NCP option 104
UNBUFFRRED option 299
unconditional branch 52-53
unconditional insertion characters }19
undefined format records
    (see U-format records)
undefined-length records
    (see format-U records)
UNDEFINEDFILE condition 251.75
    raised by implicit file opening 247.289
    raised for TRANSIENT files }7
UNDERFLOW condition 248,244
UNLOCK statement 307,50
unlocking records 109
    (also see EXCLOSIVE attribute)
UNSPEC built-in function 225,117
UNSPEC pseudo-variable 243
UPDATE attribute 280,73
UPDATE option 299
upper bound 22,237
usage file attributes }7
V picture character 194,113
variable 13
    array 22,81
    automatic 27
    and based storage 62
    control 53-54
    controlled 27,52
    element 21,22,96
    event 98,246
    iSUB }2
    label 20,21
    pseudo-variables 41
    scalar 21
raised by READ statement 303
raised by REWRITE statement
raised by WRITE statement 309
TRKOFL option 104,191
TRT machine instruction 226
231
truncation 32.203
arithmetic operations
of keys 303
source key 106
in string assignment 110
type 31
typed data 49
U-format records 92,102
UNALIGNED attribute 140
buffering 326
data mapping 316,326
string argument 224
unblocked records 72,93,102
unblocking 93.102
FFERED attribute 262.73
and EVENT oction 98
and NCP option 104
UNBUFFERED option 299
unconditional branch 52-53
characters 196
recor
efined-length records
EFINEDFILE condition 251.75
raised by implicit file opening 247,289
raised for TRANSIENT files 72
UNDERFLOW condition 248,244
UNLOCK statement 307.50
(also see EXCLOSIVE attribute)
UNSPEC built-in function 225, 117
UNSPEC pseudo-variable 243
UPDATE option 299
usage file attributes 73
V picture character 194,113
riable 13
array 22.81
and based storage 62
```

car
statement-label 20
static 27.52
structure 23-24,274
variable-length records
(see format-V records)
VARYING attribute 262,36
with bit-strings 20
with character-strings 19
READ statement 303
REWRITE statement 306
WRITE statement 309
VARYING strings 110
varying-length records (see v-format records)
VERIFY built-in function 226,117,191,220
virtual access method (VAM) 93.101
VAM (virtual access method)
virtual storage data sets
record-oriented transmission 101-102
virtual storage data sets
stream-oriented transmission 93
volume 71

WAIT statement 307,66
WHILE clause 291,54
work area in PL/I 62
WRITE statement 308,75
alignment of record 326
purpose 49
record alignment 326

X format item 209,90,91
X ficture character 192,115

Y picture character 195.115

2 picture character 195,113
zero suppression 194,113
in data-directed transmission 79-80
in $E$ format output 206
in edit-directed transmission 88
in $F$ format output 207
in list-directed transmission 79
in numeric character data 113
picture characters for 194
in sterling pictures 202
ZERODIVILE condition 249,244
zeros, extensions with 110
zoned decimal format 17

48-character set 8,186
6 sterling picture character 201
60 -character set $\mathbf{8 . 1 8 5}$
codes for 185
7 sterling picture character 201
8 sterling picture character 201
9 picture character 194,113,115
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[^0]:    ${ }^{1}$ The break character is the same as the typewriter underline character. It can be used with a name, such as GROSS_PAY, to improve readability.

[^1]:    The use of adjustable VARYING strings can create a similar problem. When an operand of the concatenate operator or the argument of the UNSPEC function is an adjustabie VARYING string, the length of the intermediate result field is not tested, and execution will fail. This situation can also occur with SUBSTR if the third argument is not a constant, because in this case the result is an adjustable VARYING string.

    Similarly, when a VARYING string is passed as an argument to a fixed-length string parameter, the length of the temporary argument created is the maximum length. If the user wishes to pass the current length of the VARYING string (in, for example. $Y=X(A))$, a possible method is:

    DCL ATEMP CHAR(*) CTL;
    ALLOCATE ATEMP CHAR (LENGTH(A));
    АTEMP $=$ A;
    $\mathrm{Y}=\mathrm{X}$ (ATEMP);
    FREE ATEMP;

[^2]:    1. Each "item" represents a format item as described below.
[^3]:    1. If an argument is a constant
    2. If an argument is an expression involving operators
[^4]:    /*EXAMPLE 4*/
    GET ELEMENT: PROCEDURE;
    /*ASSUNE THE SAME DECIARATIONS AS IN EXAMPLE 3, AND ASSUME THAT LISTPTR IS INITIAIIZED TO NULL BY THE CALLING PROCELURE*/

[^5]:    ${ }^{1}$ For the purpose of this discussion, a nonpreprocessor statement is any statement or set of one or more identifiers that appears in the source program but is not contained in a preprocessor statement, nor in a preprocessor procedure, nor in a comment.

[^6]:    ${ }^{1}$ These card codes are those used by the TSS $/ 360$ high-speed card reader. The code variations for use with the IBM 1056 card Reader can be found in IBM System 360 Time Sharing System: Terminal User's Guide, GC28-2017.

[^7]:    Use of Keyword
    built-in function preprocessor statement built-in function built-in function attribute
    built-in function statement
    built-in function built-in function condition attribute built-in function built-in function built-in function attribute
    attribute, option of OPEN statement
    attribute
    statement
    attribute
    built-in function
    attribute
    built-in function
    built-in function
    attribute
    option of ENVIRONMENT attribute
    attribute
    clause of DO statement
    option of the assignment statement
    statement or option of INITIAL attribute built-in function
    built-in function
    attribute
    condition
    statement
    option of ENVIRONMENT attribute
    format item
    built-in function, pseudo-variable
    data attribute
    built-in function, pseudo-variable condition
    built-in function
    option of ENVIRONMENT attribute
    attribute
    concition
    option of GET statement
    built-in function
    built-in function
    built-in function
    built-in function
    option of ENVIRONMENT attribute
    option of ENVIRONMENT attribute
    STREAM I/O transmission mode
    built-in function
    built-in function
    preprocessor statement
    attribute
    built-in function statement

[^8]:    Figure 26. Examples of Insertion Characters

[^9]:    F ( $[+\mid-1$ decimal-integer-constant)

[^10]:    Figure 42. Ceiling Values

[^11]:    The TRANSLATE String Built-in Function
    Lefinition: TRANSLATE returns the translated value of a specified string to the point of invocation. The translation is cerformed in accordance with a translation table supplied in the form of two arguments to the function.

    Reference: TRANSLATE(s,r $1, p])$

[^12]:    Figure 64. Block Created from Structure S

[^13]:    attributes for 262,257
    errors to avoid 177
    inline conversion 164,165
    length of (see string length)
    string-handling built-in functions 221,220 inline handling 166
    string length 113,18
    adjustable 139
    determination of 221
    expressions for 167
    REFER option 139,141
    varying 223-224,110,262
    STRING option 111,50-51
    in GET statement 50-51,295
    in PUT statement 50-51,302
    STRING p:eudo-variable 242-243,117.190,221
    STRINGRANGE condition 254,136
    (also see SUBSTR built-in function)
    string to arithmetic conversion 43
    structure 139.140
    arguments 128
    assignment 284,285
    declarations, blanks used with 24
    operations 40
    farameters 128
    structure, block 1
    structure expressions 29,39-40
    dimensions in 57
    in structure assignment 284
    structure level, maximum permitted 24
    structure mapting 315-326
    structure names 24,25
    external 70
    structure variables 274,23-24
    in LIKE attribute specification 257
    structures 23-25
    arrays of 25
    COBOL 103
    structuring
    identical 39.274
    LIKE attribute 26,274
    relative 128
    subfield delimiter 194
    subfields in a picture
    specification 193,275
    subroutine 119.5
    subroutine reference 119
    subscripted names 23,25,86
    subscripted qualified names 25
    subscripted variable 42
    SUBSCRIPTRANGE condition 254,134,136
    subscripts 22-23
    in arguments 128
    asterisks as 23
    checking of 134
    evaluation of 254
    in expressions 38,39
    expressions as 23
    interleaved 25,86
    internal form of 23
    optimization 163
    precision of 23
    SUBSTR built-in function 224,41 in preprocessor expressions 156,158-159
    third argument 36
    SUBSTR pseudio-variable 243
    in assignment statement 286
    substring 117,224

