










































































































































external reference: A reference to a 
symbol defined in another module. 

external symbol: A control section name, 
entry point name, or external reference; a 
symbol contained in the external symbol 
dictionary. 

external symbol dictionary (ESD): Control 
information associated with an object or 
load module which identifies the external 
symbols in the module. 

fetch (program): 
1. To obtain requested load modules and 

load them into main storage, 
relocating them as necessary. 

2. A control routine that accomplishes 1. 

F-format: A data set format in which the 
logical records are the same length. 

fixed area: That portion of main storage 
occupied by the resident portion of the 
control program (nucleus). 

generation data group: A collection of 
successive, historically related data sets. 

hierarchy: A division of main storage that 
provides addressing distinction between 
processor storage, referred to as hierarchy 

IEHATLAS: A system utility program used to 
recover usable data from a defective track, 
assign an alternate track, and merge 
replacement data with the recovered data 
onto an alternate track. 

in-stream procedure: An in-stream 
procedure is a set of job control 
statements placed in the input stream that 
can be used any number of times during a 
job by naming that procedure in an execute 
(EXEC) statement. 

inclusive segments: OVerlay segments in 
the same region that can be in main storage 
simul taneously. 

index (data management): 
1. A table in the catalog structure used 

to locate data sets. 
2. A table used to locate the records of 

an indexed sequential data set. 

initial program loading (IPL): As applied 
to the operating system, the initialization 
procedure which loads the nucleus and 
begins normal operations. 

initiating task: The job management task 
of selecting jobs and preparing jobs for 
execution. 

initiator/terminator: The job scheduler 
function that selects jobs and job steps to 

. be executed" allocates input/output devices 
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for them, places them under task control, 
and, at completion of the job, supplies 
control information for writing job output 
on a system output unit. 

input stream: The sequencepf control 
statements and data submitted to the 
operating system on an input unit 
especially activated for this purpose by 
the operator. 

input work queue: A queue of summary 
information of job control statements 
maintained by the job scheduler, from which 
it selects the jobs and job steps to be 
processed. 

installation: A general term for a 
particular computing system, in the context 
of the overall function it serves.and the 
individuals who manage it. operate it, 
apply it to problems" service it, and use 
the results it produces. 

integrated emulator program: A problem 
program under the control of an operating 
system that �a�l�~�o�w�s� programs written for one 
system to be executed on another system. 

IPL: (See initial program loading.) 

job: A total processing application 
comprising one or more related processing 
programs, such as a weekly payroll, a' day's 
business transactions, or the reduction of 
a collection of test data. 

job class: A parameter on the JOB 
statement that allows you to define the 
type of job to be processed, with a maximum 
of three types per region or partition. In 
multiprogramming systems;, jobs within a job 
class are initiated according to their 
priority numbers. 

job·· control statement: Anyone of the 
control statements in the input job stream 
that identifies a job or defines its 
requirements. 

job library: A concatenation of 
user-identified partitioned data sets, used 
as the primary source of load modules for a 
given job. 

job management: A general term that 
collectively describes the functions of the 
job scheduler and master scheduler. 

job processing: The reading of control 
statements from an input stream, the 
initiating of job steps defined in these 
statements, and the writing of SYSOUT 
messages. 

job queue: (See input work queue.) 



job. scheduler: The control program 
function that controls input job streams 
and system output, obtains input/output 
resources for jobs and job steps, attaches 
tasks corresponding to job steps, and 
otherwise regulates the use of the 
computing system by jobs. (See 
reader/inter- preter, initiator/terminator, 
output writer.) 

job (JOB) statement: The control statement 
in the input job stream that identifies the 
beginning of a series of job control 
statements for a single job. 

job step: That unit of work associated 
with one processing program and related 
data. A cataloged procedure can comprise 
many job steps. 

job step task2 The first task created for 
a job step. That task created in response 
to an ATTACH macro instruction issued by an 
initiator routine. 

language trans lator: A general term for 
any assembler, compiler, or other routine 
that accepts statements in one language and 
produces equivalent statements in another 
l.anguage. 

l.ibrary: 
1. In general, a collection of objects 

(e.g., data sets, volumes. card decks) 
associated with a particular use, and 
the location of which is identified in 
a directory of some type. In this 
context" see job library, link 
library, system library. 

2. Any partitioned data set. 

limit priority: A priority specification 
associated with every task in an MVT 
operation, representing the highest 
dispatching priority that the task may 
assign to itself or to any of its subtasks. 

l.ink library: A generally accessible 
partitioned data set which, unless 
otherwise specified, is used in fetching 
l.oad modules referred to in execute (EXEC) 
statements and in ATTACH, LINK, LOAD, and 
transfer control (XCTL) macro instructions. 

link pack area: The area of main storage 
that contains selected reenterable routines 
from SYS1.SVCLIB and SYS1.LINKLIB. The 
routines are l.oaded at IPL time, and can be 
used for all tasks in the system. 

linkage: The means by which communication 
is effected between two routines or 
modules. 

linkage editor: A program that produces a 
load module by transforming object modules 
into a format that is acceptable to fetch; 
combining separately produced object 

modules and previously processed load 
modules into a single load module; 
resolving symbolic cross references among 
them; replacing, deleting" and adding 
control sections ,automatically on request; 
and providing overlay facilities for 
modules requesting them. 

load: To fetch, i.e.~ to read a load 
module into main storage preparatory to 
executing it. 

loader: A service program that combines 
the basic editing and loading functions of 
the linkage editor and program fetch in one 
job step. It loads object and load modules 
into main storage for execution; however, 
it does not produce load modules. 

load module: The output of the linkage 
editor; a program in a format suitable for 
loading into main storage for execution. 

locate mode: ~ transmittal mode in which 
data is pointed to rather than moved. 

lockout: A programming technique used to 
prevent access to critical data by both 
CPUs at the same time,. (In a 
multiprocessing environment.) 

logical record: A record from the 
standpoint of its content" function, and 
use rather than its physical attributes; 
i.e., one that is defined in terms of the 
information it contains. 

Machine-Chec~Handler for Model 65 
(MCH/65): Is an optional feature for MFT 
and MVT (exception: it is standard for MVT 
with Model 65 multiprocessing) which 
analyzes the error and attempts recovery by 
retrying the failing instruction, if 
possible. If retry is not possible, or if 
it is unsuccessful, MCH/65 will attempt to 
repair the malfunction, or isolate the 
task, or both. 

Machine-Check Handler for Model 85 
(MCR/85): Is a standard feature for MFT 
and MVT; it constructs a record of errors 
successfully retried by machine recovery 
facilities, and, in the case of an 
unsuccessful machine retry, analyzes the 
error and attempts repair and/or isolation 
and termination of the affected task. 

macro instruction: A general term used to 
collectively describe a roacro instruction 
statement, the corresponding macro 
instruction definition, the resulting 
assembler language statements, and the 
machine language instructions and other 
data produced from the assembler language 
statements; loosely, anyone of these 
representations ofa machine language 
instruction sequence. 
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main storage: All addressable storage from 
which instructions can be executed or from 
which data can be loaded directly into 
registers. 

master scheduler: The control program 
component that responds to operator 
commands, initiates actions requested 
thereby, and returns requested or required 
information; thus, the overriding medium 
for controlling the use of the computing 
system. 

master scheduler task: The 
command-processing task of searching a 
queue of pending commands and of attaching 
a task to execute these commands. 

MFT: Multiprogramming with a fixed number 
of tasks. 

module (programming): The input'to, or 
output from, a single execution of an 
assembler, compiler, or linkage editor; a 
source, object, or load module; hence, a 
program unit that is discrete and 
identifiable with respect to compiling, 
combining .with other units, and loading. 

move mode: A transmittal mode in which 
data is moved between the buffer and the 
user's work area. 

multijob operation: A term that describes 
concurrent execution of job steps from two 
or more jobs. 

multiprocessing system: A computing system 
employing two or more interconnected 
processing units to execute programs 
simultaneously. 

mUltiprogramming: A general term that 
expresses use of the computing system to 
fulfill two or more different requirements 
concurrently. Thus, it includes MFT and 
MVT. 

multi task operation: Multiprogramming; 
called multitask operation to express 
parallel processing not only of many 
programs, but also of a single reenterable 
program used by many tasks. 

MVT: Multiprogramming with a variable 
number of tasks. 

name: A 1- to 8-character alphameric term 
that identifies a data set, a control 
statement, a program l or a cataloged 
procedure. The first character of the name 
must be alphabetic. 

nucleus: That portion of the control 
program that is loaded into the fixed area 
of main storage from SYS1.NUCLEUS at IPL 
time and is never overlaid by another part 
of the operating system. 
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nucleus initialization program (NIP): 'The 
program that initializes the resident 
control program. Through it, you may 
request last minute changes to certain 
options specified during system generation. 
The o~erator makes these changes through 
the console. 

object module: The output of a single 
execution of an assembler or compiler, 
which constitutes input to the linkage 
editor. An object module consists of one 
or more control sections in relocatable, 
though not executable~ form and an 
associated control dictionary. 

Online Test Executive Program (OLTEP): An 
operating system facility that schedules 
and controls the activities on the Online 
Test System (q.v.) and provides 
communication with the operator. This 
program is part of a set that can be used 
to test I/O devices, control units, and 
channels concurrently during the execution 
of programs. See also, nOnline Test 
system. n 

Online Test System (OLTS): OLTS allows a 
user to test I/O devices concurrently with 
the execution of programs. Tests may be 
run to diagnose I/O errors, verify repairs" 
verify engineering changes, or just to 
periodically check devices. See also, 
nOnline Test Executive Program. n 

operator corrroand: A statement to the 
control program, issued via a console 
device, which causes the control program to 
provide requested information" alter normal 
operations, initiate new operations, or 
terminate existing operations. 

output stream: Diagnostic messages and 
other output data issued by the operating 
system or the processing program on output 
units especially activated for this purpose 
by the operator. 

output work queue: A queue of control 
information describing system output data 
sets, which specifies to an output writer 
the lccation and disposition of system 
output. 

overlay: To place a load module or a 
segment of a load module into main storage 
locations occupied by another load module 
or segment. 

overlay (load) module: A load module that 
has been divided into overlay segments, and 
has been provided by the linkage editor 
with information that enables the overlay 
supervisor to implement the desired loading 
of segments when requested. 

overlay segment: (See segment.) 



overlay supervisor: A control routine that 
initiates and controls fetching of overlay 
segments on the basis of information 
recorded in the overlay module by the 
linkage editor. 

parallel processing: Concurrent execution 
of one or more programs. 

partition: A subdivision of the dynamic 
area that i p allocated to a job step or a 
system task. 

partitioned data set: independent groups 
of sequentially organized data sets, each 
identified by a member name ir. the 
directory. 

path: A ser ies of segments which, as 
represented in an overlay tree, form the 
shortest distance in a region between a 
given segment and the root segment. 

PDS Compression: A data set utility that 
compresses a partitioned data set within 
its original extent and provides a summary 
of remaining space. 

physical record: A record from the 
standpoint of the manner or form in which 
it is stored, retrieved, and moved; i.e., 
one that is defined in terms of physical 
qualities. 

polling: A technique by which each of the 
terminals sharing a communications line is 
periodically interrogated to determine if 
it requires servicing. 

post: To note the occurrence of an event. 

priority.schedulingsystem: A form of job 
scheduler which uses input and output work 
queues to improve system performance. 

private library (of a job step): Any 
partitioned data set which is neither the 
link library nor any part of the job 
library. 

problem program: Any of the class of 
routines that perform processing of the 
type for which a computing system is 
intended" and including routines that solve 
problems, monitor and control industrial 
processes, sort and merge records, perform 
computations, process transactions against 
stored records, etc. 

processing program: Any program capable of 
operating in the problem program mode. 
This includes IBM-distributed language 
processors" application programs, service 
and utility programs and user-written 
programs. 

,protection key: An indicator associated 
with a task which appears in the program 
status word whenever the task is in 
contrel, and which must match the storage 
keys of all storage blocks the task is to 
use. 

gualified name: A control statement term 
that comprises one or more names, each 
qualifying the name that follows it. 
Levels of qualification are separated by 
periods. For example" the term 
stepname.procstepname represents a 
procedure step name qualified by a job step 
name. 

guaiifier: Each component name in a 
qualified name other than the rightmost 
(which is called the simple name). 

queue control block (QCB): A control block 
that is used to regulate the sequential use 
of a programmer-defined facility among 
requesting tasks. 

queued access method: Any access method 
that automatically synchronizes the 
transfer of data between the program using 
the access method and input/output devices, 
thereby eliminating delays for input/output 
operations. (The primary macro 
instructions used are GET and PUT.) 

reader/interpreter: A job scheduler 
function that services an input job stream. 

ready condition: The condition of a task 
that is in contention for the central 
processing unit, all other requirements for 
its activation having been satisfied. 

real time (interval timer): Actual time. 

record: A general term for any unit of 
data that is distinct from all others when 
considered in a particular context. 

reenterable: The attribute of a load 
module that allows the same copy of the 
load module to be used concurrently by two 
or more tasks. 

refreshable: A refreshable module cannot 
be modified by itself or by any other 
module during execution; i. e,., a 
refreshable module can be replaced by a new 
copy during execution by a recovery 
management routine without changing either 
the sequence or the results of processing. 

region: A subdivision of the dynamic area 
that is allocated to a job step or a system 
task. 

relocation: The modification of address 
constants required to compensate for a 
change of origin of a module or control 
section. 
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relocation dictionary: That part.of an 
object or load module which identifies all 
relocatable address constants in the 
module. 

Remote Job Entry (RJE): This f aci li ty 
provides., for a System/360 with attached 
communication lines, an efficient and 
convenient method of entering jobs 
submitted from remote work stations into 
the job stream.' Once a job is entered into 
the job stream by RJE, execution of the job 
proceeds under the supervision of the 
operating system job management routines. 
All data sets created by the job are 
handled by operating system data management 
routines. 

resource: Any facility of the computing 
system or operating system required by a 
job or task'and including main storage, 
input/output devices, the central 
processing unit, data sets, and control and 
processing programs. 

resource manager: A general term for any 
control program function responsible for 
the allocation of a resource. 

restart: To reestablish the status of a 
job using the information recorded at a 
checkpoint,. 

return -code': A value that is by system 
convention placed in a designated register 
(the "return code register") at the 
completion of a program. The value of the 
code, which is established by 
user-convention" may be used to influence 
the executioJ;l of succeeding programs or, in 
the case of an abnormal end-of-task~ it may 
simply be printed for programmer analysis. 

return.code register: A register 
identified by system convention in which a 
user-specified condition code is placed at 
the completion of a program. 

reusable: The attribute of a routine that 
permits the same copy of the routine to be 
used by two or more tasks. (See 
reenterable" serially reusable.) 

root seqment: That segment of an overlay 
program that remains in main storage at all 
times during execution of the overlay 
program; the first segment in an overlay 
program. 

scatter loading: The form of fetch that 
may place the control sections of a load 
module into noncontiguous positions of main 
storage. 

scheduler: (See master scheduler and job 
scheduler. ) 

secondary storage: Auxiliary storage. 
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seek: To position the access mechanism of 
a direct access device at a specified 
location. 

segment: 
1. The smallest functional unit (one or 

more control sections) that can be 
loaded as orie logical entity during 
execution of an overlay program. 

2. In telecommunications, a portion of a 
message that can be contained in a 
buffer of specified size. 

sequential scheduling system: A form of 
the job scheduler that reads one input 
stream and executes only one job step at a 
time from that input stream. 

serially reusable: The attribute of a 
routine that, when in main storage the same 
copy of the routine can be used by another 
task after the current use has been 
concluded. 

service program: Any of the class of 
standard routines that assist in the use of 
a computing system and in the successful 
execution of problem programs, without 
contributing directly to control of the 
system or production of results, and 
including utilities, simulators, test and 
debugging routines, etc. 

Shared DASD Option: An operating system 
option that enables independently operating 
corr.puting systems to share common data 
residing on shared direct access storage 
devices. The option is selected at system 
generation time, available with PCP, MFT, 
MVT (exception: MVT with Model 65 
multiprocessing), and it provides the 
control program functions needed to control 
device reservation and release. 

short block: A block of F-format data 
which contains fewer logical records than 
are standard for a block. 

shoulder tap: A processing technique that 
uses the Write Direct instruction to enable 
one CPU to communicate with another CPU. 
(In a multiprocessing environment.) 

simple buffering: A technique for 
controlling buffers in such a way that the 
buffers are assigned to a single data 
control block and remain so assigned until 
the data control block is closed. 

simple name: The rightmost component of a 
qualified name (e.g., APPLE is the simple 
name in TREE.FRUIT.APPLE). 

source module: A series of statements (in 
the symbolic language of an assembler or 
compiler) which constitutes the entire 
input to a single execution of the 
assembler or compiler. 



stacked job processing: A technique that 
permits multiple job definitions to be 
grouped (stacked) for presentation to the 
system, which automatically recognizes the 
jobs, one after the other. More advanced 
systems allow job definitions to be added 
to the group (stack) at any time and from 
any source, and also honor priorities. 

step library: A concatenation of 
user-identified partitioned data sets used 
as the primary source of load modules for a 
given job step. 

step restart: A restart that is initiated 
through the use of special parameters on 
either the JOB or EXEC statements. The 
restart may be automatic (depending on an 
eligible ABEND code and the operator's 
consent) or deferred, where deferred 
involves resubmitting the job. 

storage-block: A contiguous area of main 
storage consisting of 2048 bytes to which a 
storage key can be assigned. 

storage key: An indicator associated with 
a storage block or blocks, which requires 
that tasks have a matching protection key 
to use the blocks. 

StoraqeReconfiguration: For MVT with 
Model 65 multiprocessing a permanent 
storage failure in a non-critical operating 
system component (e.g., problem program 
storage) can be logically removed by 
Storage Reconfiguration and normal system 
operation can continue. 

substitute mode: A transmittal mode used 
with exchange buffering in which segments 
are pointed to and exchanged with user work 
areas. 

subtask: A task that is created by another 
task by means of the ATTACH macro 
instruction. 

subpool: All the 2048 (2K) blocks of main 
storage allocated under a subpool number 
for a particular task. 

supervisor: As applied to the operating 
system, a routine or routines executed in 
response to a requirement for altering or 
interrupting the flow of operations through 
the central processing unit, or for 
performance of input/output operations, 
and, therefore, the medium through which 
the use of resources is coordinated and the 
flow of operations through the central 
processing unit is maintained; hence, a 
control routine that is executed in 
supervisor state. 

supervisor queue area: The main storage 
area, adjacent to the fixed area, that is 
reserved for control blocks and tables 
built by the control program. 

SVC routine: A control program routine 
that performs or initiates a control 
program service specified by a supervisor 
call. 

synchronous: Occurring concurrently" and 
with a regular or predictable time 
relationship. 

SYSIN: A name conventionally used as the 
data definition name of a data set in the 
input job stream. 

SYSOUT: An indicator used in data 
definition statements to signify that a 
data set is to be written on a system 
output unit. 

system input unit: A device specified as a 
source of an input job stream. 

system library: The collection of. all 
cataloged data sets at an installation. 

system macro instruction: A predefined 
macro instruction that provides access to 
operating system facilities. 

system Management Facilities: An optional 
control program feature that provides the 
means for gathering/and recording 
information that can be used to evaluate 
system usage. 

system outPUt unit: An output device, 
shared by all jobs, onto which specified 
output data is transcribed. 

system output writer: A job scheduler 
function that transcribes specified output 
data sets onto a system output unit, 
independently of the program that produced 
such data sets. 

system residence volume: The volume on 
which the nucleus of the operating system 
and the highest level index of the catalog 
are located. 

system task: A control program function 
that is performed under control of a task 
control block. 

SYS1.LINKLIB: The partition~d data set 
that contains the IBM-supplied processing 
programs and part of the nonresident 
portion of the control program. It may 
also contain user-written programs. 

SYS1.PROCLIB: The partitioned data set 
that contains cataloged procedures. 
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SYS1.SVCLIB: The partitioned data set that 
contains the nonresident SVC routines, 
nonresident error-handling routines" and 
access method routines. 

task: A unit of work for the central 
processing unit from the standpoint of the 
control program; therefore, the basic 
multiprogramming unit under the control 
program. 

task control block (TCB): The 
consolidation of control information 
related to a task. 

task dispatcher: The control program 
function that selects from the task queue 
the task that is to have control of the 
central processing unit and gives control 
to the task. 

task management: A general term that 
collectively describes those functions of 
the control program that regulate the use 
by tasks of the central processing unit and 
other resources (except for input/output 
devices) • 

task queue: A queue of all the task 
control blocks present in the system at any 
one time. 

telecommunications: A general term 
expressing data transmission between a 
computing system and remotely located 
devices via a unit that performs the 
necessary format conversion and controls 
the rate of transmission. 

Teleprocessing: A term associated with IBM 
telecommunications equipment and systems. 

test translator: A facility that allows 
various debugging procedures to be 
specified in assembler language programs. 

text: The control sections of an object or 
load module, collectively. 

throughput: A measure of system 
efficiency; the rate at which work can be 
handled by a computing system. 

time slicing: an option available to users 
of MFT and MVT that allows them to 
designate that all tasks with a certain 
priority (MVT) or all tasks within a 
specified group of partitions (MFT) are to 
share the use of the CPU for an equal, 
predetermined length of time. Specified at 
either system generation or system 
initialization time (MFT users may also 
modify the specifications through the 
DEFINE command), this facility allows the 
user to prevent one task of a given 
priority or one partitions from 
monopolizing CPU time to the exclusion of 
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all other tasks of the same priority or 
other partitions. 

transient areas: Main storage areas 
defined in the nucleus and reserved for 
either nonresident SVC routines or 
nonresident error-handling routines. 

transmittal mode: The method by which the 
contents of an input buffer are made 
available to the program, and the method by 
which a program makes records available for 
output. 

turn-around time: The elapsed time between 
submission of a job to a computing center 
and the return of results,. 

,U-format: A data set format in which 
blccks are of unspecified or otherwise 
unknown length. 

~: Anyone who requires the services of 
a computing system. 

V-format: A data set format in which 
logical records are of varying length and 
include a length indicator; and in which 
V-format logical records may be blocked, 
with each block containing a block length 
indicator. 

volume: All that portion of a single unit 
of storage media which is accessible to a 
single read/write mechanism. 

Volu~e statistics: An operating system 
facility that allows you to monitor read 
and write errors. Operating System Volume 
statistics has two options: Error 
statistics by Volume (q.v.) and Error 
Volume Analysis (q.v.). 

volume table of contents (VTOC): A table 
associated with a direct access volume, 
which describes each data set on the 
volume. 

wait state (system): The condition of the 
CPUs when all operations are suspended. 
This condition is indicated by a bit 
setting in the current program status word. 

wait state (task): The condition of a task 
when it is unperformable because some event 
such as the completion of an I/O operation 
has not occurred. 

work queue entry: The control blocks and 
tables created from one job in an input 
stream and placed in the input work queue 
or in one of the output work queues. 

writing task: The job management task of 
transferring system messages and SYSOUT 
data sets from the direct access volume on 
which they were initially written to a 
specified output device. 
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