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Summary
This 2raduct Functional Specification describes a new

GCOS % nulticomputer system desian for an infarmation
processing conplex with significantly increased availability

and capa:ity which may be Llocally or aeogranhically
distributad. The multicomputer system design 1is an
a’olicatian of the Distributed Systems Architecture.,

yffering tightly <coupled multicomputer systems support and
local netsork capabilities. ALl multicomputer capabilities
described in this PFS apply to GCOS 8 and are candidates for
iacliusion in other operating systems as the marketing
requiremeats dictate.

The nulticomputer system desian provides increased
-, availability and extensibility by making multiple computer
"systams aaxpear to the end user to be a single comoutina
resoJurce. The wuser visibility of an individual computer
within tn2 comnplex will not be areater than that of an
individual: processor within a traditional multiprocessor
ciafinuration. dhile the multicomputer complex provides the
apoearanc2 of a single system, it is actually made up of
szmi=-autd>1r0mo4s computers each with dt's own operating
system, cooderating at a level which creates the perspective
of a unified resource. This oprovides both hardware and
software redundancy. contributing to system availability.
The multiconpuater complex can be configured so that the
availability - of the total system will be uninterrupted by
anry single=-point hardware or software failure. The
isolation provided by the multicomputer system design will
also contrioute to availability by limiting the effects of
any failure to a portion of the total complex., System
isolaticn als> provides enhanced extensibility., Transaction
processing and timesharina loacon workstations, and a alobal
batcs scr1ejuler eliminate the requirement for end user
knosledge of the configuration. In addition, an attemot s
made to distribute the workload judiciously among the
comoaters in the complex. System transparency 1is enhanced
by shariang resources between computers. The multicomputer
system da2sign provides the framework for incorporating
functional ly dedicated processors into a multicomputer
comdlex, For example, a database machine could be
constructad from standard hardware and software products.,
and incorsorated into the comolex utilizing the high lewvel
data interface and the Llocation 1independent storage
management caocabilities currently being specified as pvart of
DSA,
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Certain aoplications (e.q. word processing and araphics
stations) require high data transmission rates and many
intercona2cted computers and devices. The multicomputer
systen d2sign will orovide DnSA based local network
canabilities for processors connnected by a high speed bus
(inter-conputer connection). Ffor example, word processing
stations <c¢ould store and retrieve documents from a host
systen's 1atasase. The high speed inter-computer connection
would facilitate the transfer of documents between stations,
as 421l as >etween the host <computer and the specialized
stations. A Llocal network can be confiaured as part of a
g2ongraphizally distributed network., HIS systems, other than
GCOS &, aa1d other vendor's systems, can be accommodated
through 3 ne2twork job entry facility and throuagh a file
transfer system.
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1«N Intrayduction

Rec21t irdustry and Parc trends indicate the necessity
of oproviiing locally distributed functional seoaration of
processings, extensible systems, and high availability
systems, This fact, alona with the realization that
Distributad Systems involve more than Metworks and
Communications., has led to the <conclusion that the
Distribut2d Systems Architecture (DSA) should be used to
prodive a new multicomputer capability. The current
c32ability. known as Shared Mass Storage, which has served in
a sihset cadxacity, is recognized as being inadecuate for the
fature., 3C0S 8 now has the opportunity to provide this new
malticomoster capability to the users, which is governed by
the DSA protocol., interface, and administrative
scecifications.

The narket requirements for this new multicomputer
c3oability are contained in "LISD Market Reaquirements For a
Milticomoister Comolex'" (see document 32.19),

1.1 Definition of Multicomputer

Camdyuter - Qne or more processors sharing main memory along
witn asssciated I/0 and peripheral subsystems.

Conouter system - An informat ion processing system
consisting of a single computer and operating system
supadrting application programs and databases.

Mylticomouster system = An information oprocessing system
consisting of two or more interconnected <computer
systams. The operating systems on the various
comditers cooperate to provide a single end wuser
interface in which the <confiaquration is typically
traasparent to t he end user, The essential
characteristics of a multicomputer system are:

- The nulticomputer system appears to the end user to be
a siiagle computer system,

- The :omputers are typically located within a Llimited
area, Normally this is a single building or building
compl ex.

- The juicx exchanqge of information amona computers s
critical and is tyoically performed via high speed
conn2ctions.
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1.2 Objectives

The following objectives have been established for the
malticomouter system design to meet the requirements
described 17 "LISD Market Requirements For a Multicomputer
Comolex" (see document 3,19),

- The multicomputer system design must increase the
availaonility of the total computing system, This does
not ytecessarily mean that the reliability of any single
compoanent will increase, but the availability as viewed
by the total end wuser population must substantially
incr2ase over that of a sinale independent computer
systa2m,

- The nulticomputer system design must increase computing
power throuqgh the interconnection of multiple
comdisters., This does not mean that the computing power
seer oy an individual end user will increase, bhut that
the computing capacity viewed by the toctal end wuser
popuslatison can be substantially increased over that of
a sivgle independent computing system,

- The aulticomputer system design must ease the migration
of GI0S 8 users to new releases of GCNS & and to
(installation of) new computers. It is envisioned that
the intarfaces defined will be standardized and that
eacn system of a multicomputer complex can be
individually and incrementally updated from one
operating system and software release to another,

- The multicomputer system design must provide an
evolition to locally distributed functional
capadilities (e.g. specialized processors).

- The nulticomputer system design must provide a single
unifarn user interface to the total computing complex.
That ises the user interface must be independent of the
multicomputer <configuration and the location at which
hardeware and software services are performed,

-~ The multicomputer system design must support the
interconirection of other HIS and non=-HIS computer
systams in a sinale multicomputer complex, The

objeztive is for GCOS & to support Network Jobh Entry.,
File Transfer, and cooperating wuser applications for
such systems.
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2.0 Business Stratagy

Successful establishment of Honeywell as the Lleader 1in
maylticomoster technology 1is not only desirablte for PARC
protectionr, but it provides a wvehicle for penetration of
comoetitor's markets. It also furthers the adoption of DSA
as an industry standard and reaffirms our Lleadership in
Distributad Processing.

The nalticomputer system design described in this PFS
provides:

- Incr2ased power for customers whose reaquirements exceed
the capacity of our largest tightly coupled
multi-ordcessor systems.,

- Availaoility aporoaching wutility grade service for
customers whose business depends on non-interruntable
operation of the computer complex and fast response.

-+ Non=4IS nost ‘connections for special purpose machines
(databasz2, array processors, etc.) or to permit the
penetration of non-HIS customers in a highly efficient,
coexisteat environment.

- Fase of migration to new Honeywell machines and
operating systems for customers who cannot risk major
hardsvare or sof tware chances in a production

environmnent,

- Allows additional customer flexibility in the manner in
whichr he can take advantage of the decreasing cost of
proccessing power while retainina the advantages of
centralized operation.
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2.0 Aposlicabls Documents

bSA Reference Book - Volume 1 (General Descript#on)
DSE/NSA Product Set 1 PFS-582053232

Unified Network Control Processor PFS RX=-D06

Unified Network Application/Satellite Processor PFS-39848
Unified File Transfer PFS-53N2NS63

Praarannatic Interface to Presentation Control, Movember
2, 1377

Procramnatic Interface to Messaoce Manaqgement, Reva. 4, July
11, 1977

DSA Link Protocol, DSA-S1

DSA MNetwork Protocol, DSA-S52

DSA Trassport Multiplex Protocol, DSA=-S3

DSA Conyection Protocol, DSA=-54

DSA Dialog Protocol, DSA-SS

DSA Presentation Control Protocol, DSA-56

L55 = JNC? (Common) Exchange Interface, NDSA-S7
DSA NetJork Batch Protocol, DSA=-50

Remote 7<ile Access Protocol, DSA-41

Remote File Access Protocol Logical File Transfer Subset,
DSA=42

DSA Metwork Control and Administration, DSA-70

LISD Market Requirements for a Multicomputer Complex, LISD
P 3 PM, Dec. 102, 1979

AD? MHysarvisor Software EPS-58061027, R. Carlisle, Nov.
12, 1977

Systems Description: Hyperchannel Network Adapters.,
Network Systems Corporation, Publication no., AQ1-0000-02.,
Reva 2, Jan 1978
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L,0 Developmeat Strategy

The development strategqy for the multicomputer system design
is to divide the multicomputer capability into a series of
developmeat ohases (or steps) which can be implemented over
a period >f several years. The subset to be implemented for
eacH phase will he implemented usinag the design
syecifications for the full multicomputer capability.

The advantages of the phased development are:
-~ A phised development reduces the implementation risks
by reducing the numher of new functions in each

relsise,

- A phased development plan permits a short term release
of 3 suibset of the multicomputer architecture. This

will permit early user visibility and feedback. The
knowl edge gained from this exposure will improve later
phasz2s.

- A phased develooment plan permits a short term release
of 23 shared mass store equivalent subset of the
multicomouter <capability to meet the marketing
requirement defined in "LISD Market Peaquirements fecr a
Maylticomouter Comnplex” (see doc. 2.19).

4,1 Phase 1 Development

The arinary purpose of Phase 1 is to oprovide a solid
foundatisar on which the complete multicomputer functionality
can be built. This phase has four major goals:

- FEstaslisament of the multicomputer system conventions,

- Implementation of the kernel functions of the
multicomputer capability.

- Implamentation of a functional replacement for shared
mass storage.

- Provide a customer release of the mul ticomputer
capad>ility to satisfy market requirements specified in
docuneat 3.19,

Phase 1 nist meet the followina requirements:
- Estaslish the conventions and standards for subsequent
multicomouter development. These will be based on the

approy>priate DSA standards.

+ Establish the multicomputer confiauration
definition langquage which includes:
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* Definition of the computers in a complex.

Definition of the locations of system
workstations,
* Pefinition of peripheral devices and

communications connections,

Establish the multicomputer operator lanquace,
Establish the mailbox naming conventions for both
network and multicomputer confiqurations.
Establish the default mailbox nrames for both
system and user workstations.

Establish t he conventions for all system
workstations,

de the basic system functions (kernel) required
he full multicomputer development.

Inplement the complete DSA Session Control
Programmatic Interface.

Inplement functions necessary to create and
initiate system workstations,

Inplement recovery functions for system
workstations.

Inplement startup and restart functions for

multicomputer configurations,
Inplement functions for user and system oprocesses
to e standard workstations, That is:

Administration of default mailbox names,
Creation of deault mailboxes at process
initiation.

* Loading and initialization of shared code
(such as session control) early in startup so
that it can be used by system workstations.,

Mydify system processes to be system workstations
and to use Session Control Progorammatic Interfaces
for interprocess communications, These system
processes include Scheduler, PALC, GEOT, GEIN,
P)PY, 7SS, and others.

ment functional replacement for shared mass
ge #hich must include support for:

Malticomputer shared disk drives and packs.
Multicomputer shared disk files with access
control at the file level.

Multicomputer shared input (local and remote).
Multicomputer shared output (local and remote).

ment Common Exchange Interface (CX!) support for
IS Inter System Link (ISL),
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4,2 Phase 2 Development

The orimary opurpose of Phase 2 is to provide the
c3aoability to run multiple system releases concurrently in a
mialticomouter complex, provide enhanced resource management
of shared resources and provide enhanced availability,

Prase 2 mist neet the following requirements:

- Implament multicomputer functions to the point where
multiple operatinn system releases can run
concurrently.

- Impla2ament enhanced resource manaagement of shared
resources to support:

+ Multiple computer connectability (shared ophysical
connection) tape drives, and unit record
ejuipment,

+ Shrared and exclusive allocation of disk packs at
the volume set level,

+ Exclusive allocation of multiple computer
connected tape drives and unit record eguioment.

+ Data integrity control at the <control interval
level for disk files as specified by the DSA 1/0
architecture,

- Implament enhanced availabiltiy and recovery functions
which support:

t User planned recovery of user workstations when a
comduter fails,

+ Integrated processina of journals at the
multicomputer complex level.

- Impl2ment the multicomputer operator functions which
provides a single operator 1interface to control the
multicomouter complex.

4.3 Phase 3 Development

The primary purpose of Phase 3 is to achieve 1increased
cdnfigurat ion independence.

Phase 3 sqr0uld meet the followina recquirements:

-- Shara2d paysical connection of disk devices is no Longer
a functional reaquirement. At this phase the use of
shar2d physical connections is only required to meet
spezi fic availability and performance reauirements.
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~ Shared laogical connection of all relevent devices will
be supported (i.e. a computer <can access device
inde>endent of where it is confiqured in the
multicomputer complex),

-- Enhavced resource manager and scheduler which support:

+ Scheduling based on resource requirements.

+ Resource allocation and scheduling based on global
ressurce utilization.

+ Resource allocation and schedulina based on shared
logical connection of devices.

- Fnhatced Media Management which bprovides <coordination
of nadia at the multicomputer level,

4.4 Phase 4 Deseldoment

The srinary purpose of Phase 4 is to support multiple
different oJperating systems running concurrently and to
sJopdrt sy>ecialized processors., :

Phase 4 s10uld meet the following requirements:

- Support running multiple operatina systems concurrently
throsgn coexistence based on the DSA Network Job Entry
and File Transfer facilities, The followina onerating
systams Jill be supported based on specific marketing
requdiraments:

GCOS 8

CP=5

Multics

Level-64 (not to be done by LISD)
Level-6 (not to be done by LISD)

+ + + +

- Supoart for specialized processors such as:

+ C03)0L machine
+ Fartran machine

+ etc.

- Supod>rt 3 database machine throuah a non-procedural
inter face that is much higher than the record—-at-a=-time
inter facz, This interface is currently being added to
the )SA specification.
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S.0 Hardsare Configuration

The market requirements for the multicomputer system
design ¢3all for a wide range of possible configurations to
satisfy thie variations in customer applications, Further.,
it is expected that the range of multicomputer
confiqurations will reflect evolutionary changes taking
place 11 the <computer dindustry. Therefore, the hardware
sapport for multicomouter must be designed and implemented
in the nost open—-ended and flexible manner possible., This
includes:

-~ The numder and type of computers which can be
configured in a multicomputer complex,

- The “rumber and type of peripheral devices and their
topology within the multicomputer complex,

- The ability to configure all hardware redundantly for
maxinun availability.

5.1 Conputers

The mislticomouter system desian supports the
ivterconn2ction of computers of many different sizes and
types., Tais includes:

- single processor computers
- tightly coupled multiprocessor computers
- functionally specialized processors
(2.3., database machine)

-- ALl 3C0S 8 compatible computers

(e.ge.sr ELS, DPS-E, ADP, (CR6A etc.).
- 0Other HIS computers

(€.ger LEB, LAL, LA etc.).
- non=-41IS computers

S.2 Inter-comditer Connection

The nulticomputer system desian requires that each host
comouter in a multicomputer complex be able to communicate
wita all »>ther host computers in the complex (See section
)., Sinc2 the DSA Session Layer standard does not include
m2ssaqge switching in the host computer, the inter-computer
connectisn nust allow each host computer in the complex to
comnunicate with every other host computer in the complex
without 221i1g routed through an intermediate host. The
physical characteristics of this connection (multidrop.
pyint=-to-c>o0int, the distance between computers, the number
of <computers and the speed of the connection) shall be
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ly oy the cost-effective technologies available,

ay be different implementations of this
uter connection to meet the requirements of
multicomputer confiqurations {(number of computers,

ty and performance requirements, database size and
o) s

iftinum inter-computer connection implementation
have the following characteristics:

It nust be compatible with the DSA Common Exchange
Interface (CXID),

It nust be high speed (>= S5 megabytes/sec.).

It must be capable of connectinaga up to four
computers in a multicomputer complex.

It nust be capable of connecting multiple HIS
comouter types,

It nust be capable of distributina the <computers
over a relatively long distance (>= 70 meters).

It nust be capable of connecting multiple parallel
data paths for increased performance and
availability.

axinum inter—-computer connection implemented must

the following characteristics (these
cteristic are similar to the MSC Hyperchannel; see
ent 3.21):

It nust be compatible with the DSA Common Exchange
Interface (CXI).

It nust be high speed (>= 5 megabytes/sec.).

It must be capable of connectina at Lleast 256
comdouters in a multicomputer complex.

It must be capable of connecting multiple computer
tyoess including non-Honeywell mainframes.

It nmust be capable of distributing the computers
over a relatively long distance (>= 1700 meters).
It nust be capable of connecting multiole parallel
data paths for increased performance and
availability.

peripheral configuration supported by the
ter system design must be flexible and extensible
the varyinc reauirements of individual

01s. These reguirements include the following:z
ignal capability (see section 6,5)

bility (see section 6.8)
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- Performance (see section 7.0)

Three basic types of peripheral connections are required
t> supnpdrt these requirements. These connections are not
the only alternatives available nor is a multicomputer
configuration Llimited to a single type of connection. In
fact, th2 types of peripheral <connections wused in a
configuration form an extremely 1important consideration
bsaring 31 ths availability and performance of the comolex.

The three types of physical connections are:

-- Conna2ction of devices to a single computer (non-shared
physical connection).

- Cona2ction of devices to two or more computers (shared
physical connection).

- Cona2ction of devices to the inter-computer connection
via an ajdaptor (shared physical connecticn),.

Sinale {sxmouter Connection (Non-Shared Physical Connection)

Fiqur2 5.3.1 illustrates non-shared physical <connection
of devic2s to a single computer in a multicomputer complex.
The difference between cases A, B, and C 1is the Llevel of
availabilty and per formance provided through hardware
redindancy . ‘

The v3n-shared physical connection of peripherals has
o1e major disadvantage which will limit its usaae in some
installations. Devices connected in this manner make the
system susceotible to single point failures. I1f a computer
fails, all of the devices connected only to that <computer
are lost from the entire complex, Further, a computer
witqiout sharsd ophysically connected devices Llimits the
recovery >f system work stations in that computer,

S5¢%.2 Multiple Comdouter Connection (Shared Physical Connection)

Figur2 5.3.2 illustrates shared physical connection of
devices t> two or more computers in a multicomputer complex.
The diffzrence between cases A and B8 is the level of
availability and performance provided through hardware and
syftsare redundancy.

The orimary advantage of the shared physical connection
is availability. Fiqure 5.32.2 <case B.provides complete
protectiaoy from a single point failure, If one of these
comdaters fails all of the work of that computer can bhe
performed by the other computer (possibly with perfeoermance
degradatioan). This includes the recovery of system
wirkstations.
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8 second advantage of the shared physical connection 1is
perfaormance, If an installation has a single large database
which caynot be divided into resource partitionss, a single
comduter nay not be sufficient to handle the Lload. This
type of coanection provides the neccessary additional power
at the ca5t of some additional inter-computer connection
traffic for resource management.

Se3e2 INter-conputer Connection (Shared Physical Connection)

Figur2 5.3.3 illustrates the shared physical <connection
of devic2s to the inter—-computer connection. This s
acconplisned through the use of an adaptor for the specific
device type. This adaptor may vary from non-existent to a
very comdlex function depending on the inter-computer
¢>n1ectionr inplementation and the specific device. The
diffarenc2 Detween cases A, P and € is the Llevel of
asailability and performance provided through hardware
redindancy. ~ Support for this type of connection is
dependent uson the existence of market requirements,

The disajvantages of the physical connection of devices to
the inter-comouter connection are:

-- Therz are Llimitations on t he capacity ¥ the
inter=conputer connection, based on cost and
tecitologys, which may limit the useful applications.

- Thers ‘are architectual problenms with controlling
physical access to such devices by multiple operating
systam, This is complicated when a foreian host 1is
configured in a multicomputer system.

The advaatages of the physical connection of devices to the
inter-comduter connection are:

-~ ALl Jevices are equally accessable by all computers in
the multicomputer complex, Therefore, this provides
the naximum possible multicomputer availability.

- Sinc2 wusage of these devices never requires two
operating systems, this type of connection incurs the
least overhead for non-local use of devices.
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Fiqure 5.3.1
PHYSTICA_. CONNECTION OF DEVICES TO A SINGLE COMPUTER
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Figure 5.3.2
CONNECZTION OF DEVICES TO INTER-COMPUTER CONNECTION
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6.0 Software

The r2alization of the full multicomputer —capability
reqguires 1es desians which depart from traditional operatina
system designs. These designs will involve:

- Use of DSA concepts and interfaces in imolementina the
multicomouter capability to provide product
evolistionary compatibility and inter product
compatibility.

- Redesigning system components (such as scheduler,
respirce manager, etc.) to be system workstations and
to Jase global alaorithms in addition to local

algorithnsa.

- Restructure system startup into steps with each step
using functicns provided by oprevious steops. For
exand>l2, the Session Layer must be initialized early in
startud so that System Work Stations can be initialized
and ctommunicate during startup.

- Efnhancements to availability and recovery concepts are
required. The conplexity and topology of the
multicomouter configuration will require automation of
operations traditionally lLeft to the operator.

6.1 Architecture

The naulticomputer system desian is a specific DSA
produact set which implements the maximum Level of
cooderation between computer systems in a3 DSA network. The
Level of cooperation 1is intended to provide end-user
visibility equivalent to that of a single computer system,

The comnunications facility interconnecting computers in
the multicomputer system design is based on the DSA
definition of a primary network., In order to distinguish
the —comanusnications facilities interconnecting the comouters
in 3 multicomputer complex from the communications
facilities through which a multicomputer complex may
communicate with other <computers or other multicomputer
comylexes, the multicomputer interconrection is defined as
the "multiconputer oprimary network". The multicomputer
primary tetwork may be a totally independent communications
netwadrk (see Ffigure 6.1.1) or a portion of a larger
comnanications network (see Figure 6.1.2).
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The organization of system functions in the
malticomoster system design is based on the DSA concept of
cood2rating workstations. Three workstation classes are
defined for multicomputer based on the <confiocuration
attributes >f the workstation <(i.e., the systems in a
mylticomouster complex in which an occurrence of the

workstation may be executed). These classes are:

- Class 1 Adorkstations - A workstation which may have any
numd>2r of occurrences in any number of the systems in a
maulticomouter complex, Application workstations are
typical of this class.

- Class 2 Adorkstations - A workstation which must have
one a1d only one occurrence in each system within a
multicomauter comp lex.

- Class 3 Aorkstations - A workstation which must have
one ani only one active occurrence within a
multicomouter complex, There may be one or more
inact ive occurrences within a multicomputer complex one
of which would become active in case of a failure of
the curr2ntly active occurrence.

It should be noted that class 32 workstations imnlies a
hiersrchizal relationship hetween workstations. UHhile this
may apoear inconsistent with the concept of distributed
pracessiny, the feasibility of implementing a totally peer
oriented d2rjanization reauires further study. Thus, for a
first inplenentation a hierarchical structure must be
considerai.

In thre detailed desian phase each system function
perfarmed in a multicomputer complex will be analyzed and
agroioed i1:t> workstations of one the these three classes. A
conceptual overview of the relationship between workstations
i1 a3 multicomputer complex is illustrated in figures 6.1.3
and 6ol ot For this illustration the following
workstatiaons, their function and class, are defined:

- Multicomouter Administration Workstation (MCADM) - A
class 3 workstation which is responsible for
admitistration of the multicomputer complex. Its
functions dinclude startup, avaitability, recovery, and
configuration.

-~ Schejuler/Resource Manager Workstation (SCH/RM) -~ A
class 3 workstation which 1is responsible for the
scheduling of all work, the allocation of all
resoisrcess, and integrity control for the multi-comnputer
compl ex.
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Operatar Workstation (OPR) - A class 3 workstation
resd2dnsiole for handlina the operator interface for the
multicomouter complex.

Multicomputer Availability Workstation (MCAVL) - A

class 2 workstation which is responsible for
coordinating the system in which it resides with the
Multicomouter Administration Workstation, Its

functions include local system startup, availability,
and recovery,

Initiation Workstation (INIT) - A class 2 workstation
whicr is responsible for initiating workstations and
proc2sses in the system in which it resides. This 1is
achiavad through cooperation with the Schedule/Resource
Manajer dorkstation,

Systam Input Workstation (SYSIND - A class 1
workstation responsible for reading batch job inmput and
inter facing Wwith the Scheduler/Resource Manager
Workstation,

Systam Jutput Workstation (SYSQUT) - A class 1
works tation responsible for dispersing batch job
outoust, This is achieved through cooneration with the
Scheduler/Resource Manaqger Workstation.,
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Figure 6.1.1
INDEPEMNDENT MULTI-COMPUTER PRIMARY NETWORK
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Figure 6.1.2
SU3SFT MULTI-COMPUTER PRIMARY NETWORK
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Fiqure 6.,1.32
SOFTWARE OVERVIEW NOTATION

. Class 1 Workstation
. Class 2 Workstation
. Class 3 Workstation
-i ______ SESSION INTERFACE
-------------- PROCESS AND WORKSTATION INITIATION

> ARROW = directed arc/edage

- Undirected arcs/edges imply peer
relationships hetween workstations,

- Directed arcs/edages imply
dependent/dominance relationshipse,
i.e.r the workstation at the base
of the "arrow” is the dominant
and the workstation at the head
of the "arrow” is the dependent.
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Figqure 6.17.4
SOFTWARE OVERVIEW
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6.2 Operating 3ystems

The s>ftware implementations within the multicomputer
system d2sign will opermit dindividual computers within a
multicomditer complex to be updated to a new release without
having to update the entire complex and without shutting the
comdylex dowr. This will be accomplished by defining the

inter-conduter protocols for the total multicomputer
capability oefore the initial implementation so that they
wiltl renain stable from software release to software

release., Howzver, evolutionary changes in the multicomputer
requiremzats nay from time to time reaquire changes in the
h3sic¢ nulticomputer design. When this happens
incrnpatisilities between software releases may occur which
will regiire upgrading the software on the entire complex,

The nulticomputer system design supports ranning
multiple releases of GCOS R concurrently within a sinale
multicomdister complex. However, there may be GC0S 8 changes
from release to release which affect the wuser or operator
isterfaca, Depending on the specific change the
malticomouter configquration may not he totally transparent
ty the =2nd user or operator. Possible areas of visibhility
include:

- Operatd>r commands
- Job zontrol languaage
- User/system execution time interfaces

I1 srder to control such visibility and allow more releases
t> run coircJurrently, the following functions are required:

- Ther2 J4ill be optional JCL commands to specify which
release of GCOS 8 is required. If not specified, the
site soecified default release for the complex is wused
(the default can be "any release').

- The nulticomputer system desian will build on the

Distriouted Maintenance Service (DMS) Software
Fnvironamnent Database facility to identify <compatiblity
betwW2en software components, Thus. it will

autonatically identify which software releases are
compatible with a wusers application and schedule the
application on the appropriate computer in the
multicomouter complex.
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5C20S 3% Support of Other Operating Systems

The GZ0S 8 implementation will include DSA protocols to
sipoort coexistence of GCO0S 8 and other orerating systems
(both HIS and non=-HIS) within the multicomputer complex.,
This coexistence will be based on the DSA Network Batch
Protocol (see doc. 3.175), the DSA Remote File Access
Protacol (see doce 3.16 and 2,170, and system
administration protocols, Conformance to these protocols by
the "foreigr" system will be required for connection 1in a
milticomoster complex.

The administrative protocols supported by GCOS 8 are:

-- Operator messagqge protocol for system operator input and
outout,

- €IS 8 will maintain the status of all activities 1in
the nulticomputer system. There will be a protocol for
activity status update and inquirvy.

-- Startud and recovery protocol to <coordinate system
startup and recovery.

- Availadnility protocol for the exchange of system status
information,

- Accounting protocol for exchance of accounting records.

- allozation of operipheral devices to non GC0S 2
operiting systems for exclusive use.

The functions based on the NSA Network Batch Protocol and
DSA Remot2 File Access Protocol include:

- JCL commands to specify the operating system on which
activities are to ke executed.

- traasfar of jobs between operating systems,

- transfsr of output between operating systems.

- transfar of files between operating systems.

- acce2ss to GCOS B files and databases through Session

Control Programmatic Interfaces to a GCOS 8 foreign
systam access control workstations.



Multicomputer 58053243 28 1
Global PFS DPRAFT

These protocols are similar to those used between GC0OS 8
noerating systems’ However, due to architectural
differenc2s osetween GC0S 2% and other operatina systems the
following Llimitations can be expected.

- The set of functions which GC0S 2 supports for non=HIS
syst2ms w~will be less than for other HIS systems.

- Thes2 systems may not he able to fully satisfy the
multicomputer objective for end user transparencye.

- Thes2 systems may not he able to fully satisfy the
multicomoputer objectives for system availability and
recovery.

$.2.2.1 dDther 418 Jdperating Systems

It is expected that other HIS -operatinag systems will
sJo20rt tnese functions for the concurrent execution of GCCS
8 and other HIS ooveratina systems in a multicomputer
comodlex. This includes:

= Myltics
- CP=5%

- Leval =54
- Level-5%

The multicomputer functions supported by each of these
ooerating systems will be specified in a separate PFS for
each operating system based on the marketing requirements
for the systen.

felaele?2 VOn=HIS OJperating Systems

Suoport for non-Honeywell operating systems 1is Llimited
t> the dJdegree to which the user modifies such systems to
conform ty: DSA and multicomputer conventions. Any special
functions required in GCOS R to support non-HIS operatina
systems will oe specified in a separate PFS for each such
system based on the marketinag reguirements,

6.3 Resosurce Managament
g

Resource Management consists of a collection of system
finctions wnich include: \

-- Configuration management

- Allocation of peripheral devices



Multicomputer 580532473 29 1
Global PFS DRAFT

- Media naﬁagement

- Allocation of files and databases

- Access control to files and databases
- Sche2duling of activities

The maslticomputer system design requires major
enhancemelts to current resocurce management in all of these
areas, I1 single computer systems these functions are often
ignored 5~ conbined. For example, the allocation of a taoe
drive (da2vice) and the mounting of a tape reel (media) are
often a single function.

In th2 multicomputer environment the distinction between
these fun:ztions must be well defined and maintained. For
exanole, "in the multicomputer environment it must be
possihle to allocate a taoe drive (device) to a computer
system 43ich will subsequently allocate that tape drive to
an activity and mount a3 tape reel (media),

The nulticomputer system design provides extremely
flexible resource manaqgement which supports the many new
kinds of device types and device .usage that will occur.
This inclides:

- Local. >eripherals = Peripherals restricted to wuse by
the computer or computers to which they are physically
conn2cted.

- Mon _ocal Peripherals = Peripherals which may be used
by <comnputers other than the computer to which they are
physically connected,

- Datasase machine - The implementation of a . database
physically connected to one or more computers in the
comdolex which provide storage management workstation
services to the rest of the complex.

-+ Storage hierarchy facility - A data access facility
characterized by data beina transferred between
physical storage devices of different speeds and cost.,
bas2d on the data usage or specific requests,

-- Devize pool - The overall <cost of a multicomputer
configuration can be reduced by having a single pool »of
logically or physically shared devices rather than
having to configure sufficient devices at every
comditer to handle the maximum resource requirement.

In order to help tune the performance of a multicomputer
cyrfiguration to snecific site requirementss, Resource
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Management suoports the concept of a "resource opartition”,

A res>urce partition is defined as "a set of physical
res>iarces anid the set of all activities which use that
resyuyrce set, Further, these activities do not reference
avy resd>urce outside of the resource partition.,” Resource
partitions can be defined either statically or dynamically
denending o7 the resource management algorithms wused.
Various algorithms will be studied before making the final
design de:zission. '

The wuse of resource partitions improves performance by
limiting the scope of operations. Thus:

- - Limiting access to a set of peripherals to a subset of
all comduters in a complex (possibly to one computer).,

- PReduy:ing inter-computer data traffic
- Limiting concurrency control to the resource partition.,
Confiquration Management

The narket requirements for the multicomputer system
design c¢all for a wide range of confiaqurations to satisfy
the variatisons in customer apnplications. Further, it is
exsected trat multicomputer confiaqurations will reflect
evolutiotary changes taking place in the computer industry,
Thereforz, the software desiagn for multicomputer must be
ooen-ended and flexible,

- The numdoer and type of computers which can he
configured in a multicomputer complex must not be
arbitrarily limited by the software,

- The rumber and type of nperipheral devices and their
topology within the multicomputer complex must not be
arbitrarily limited by software.

- In order to provide improved availability, the software
must allow for the complete redundancy of all hardware
and software components,

The nilticomputer system design greatly expands the
software and hardware view of peripheral devices., Devices
wnich are currently considered as stand alone devices (e.Qg.r
plotters, page printers, etc.) will be handled as standard
p2rioheral devices. 1In addition, evolutionary changes will
introduce many new devices. Some of the peripheral devices
ares

-- disk devices
-- tape devices
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unit record devices
archival storaqe devices

-plotters
-ootical document readers

voic2 inout/output devices
page printers

he nanter in which these devices can be confiqured and
is flexinole and open-ended so that each site can tailor
onfijuration to meet its availability, performance, and
zation requirements,

following device configuration attributes are defined:

Shared device connection - A device which is physically
cont2cted to more than one computer simultaneouslye.

Mon-s hared device <connection = A device which s
physically connected to only one computer,

Local device use - The condition in which a device is
used o2y an activity in the computer to which that
devi:ze is physically connected,

- Non=-local device use - The condition in which a device

is J4sed by an activity in a computer other than the
comdater to which that device is physically <connected.

Sharad device use = The condition in which a device s
used by more than one computer simultaneously. This is
indeyendent of shared or non-shared connection and
local: or non=-local use,

exclisive device use - The condition in which a device
is 4sed by only one computer. This is independent of
shar2d or non-shared connection and local or non-local
use,

onfijuration capabilities supported are:

The device attributes defined above may he assigned to
any peripheral device. Each type of peripheral device
will have default values based on the device type and
the type of physical connection, However, the site may
specify other values through confiquration parameters.
For 2xamoles, while the default values for tapes may be
local: use only, the site may specify non-local use of
specific tape drives.

Any type of peripheral device may be physically
conn2cted as either shared or non-shared. Note,
diffa2rent occurrences of a device type can be connected
in different ways.
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Devices 3are assigned local or non-local use attributes
based 017 device type, physical connection, and site
soeci fied parameters. The non-local wuse of devices
will result in addi tional cPU overhead and
inter-conputer data traffic. This must be considered
when evaluating the benefits of assigning the non-local
use attribute.

Hardware and software redundancy is supported for all
comadnents necessary to access a peripheral device.

ocation of Peripheral Devices

The allocation of perioheral devices includes two levels
devic2 allocation. Devices are allocated first to a
Jter and then to an activity at that computer, The
tions supoorted are:

Allozation of devices to computers,

+ Any computer in a3 multicomputer complex may
reqsest the resource manager to allocate a device
to that computer for shared or exclusive use., The
request will be satisfied based on the reguest,
device connections, device type, and device use
attrihutes.

+ A local or non-local device is allocated based on
the request, device availibility, and device
attributes, Allocation attempts to minimize
non-local device use.

Allozation of devices to activities,

+ Avy peripheral device can be allocated to an
activity for shared or exclusive use based on the
reqJest, the shared and exclusive use attributes
of the device, and how the device is allocated to
the computer. The valid combinations of —computer
and activity allocation are:

| Shared activity | Exclusive activity
| allocation | allocation
g gy S g g g
Shared ! 1
computer | yes | no

allocation | |

[P | [ ] U ——
ixclusive | |

computer | yes | yes
allocation | |

S - - W - — N - - - - - - - - - W . - - -
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hade3 Vedia Mantagemnent

Media Management is the system component responsible for
keeoing track of all disk, tape, and other media volumes
used on 3 comdouter system, Media are manaaed 1in terms of
volume s2ts (one or more volumes used as a set). Media
Manajement provides the facilities to support: computer
ooeration (resource allocation) and media library operation.,
This is 3shisved by a Media Manacement maintained catalog of
vilumne s2ts, a pool of unassign volumes, and a number of
Media Yanagemant interfaces.

- Medi3 Manaqgement maintains a global media <catalog for

the nulticomputer complex which may be either
distriouted or centralized.

The nedia may be organized 1into one or more media
libraries. Media Management provides facilities for
both temoorary and permanent transfer of media between
libraries.

ALl nedia (i.,e., tape reels, disk packs, etc.) are
manijed as volume sets consisting of one or more
entities.

ALl nenba2rs of a volume set are always assiagned to
physical drives with equivalent physical connections
and device wuse attributes (i.€ar the identical
acce2ssipility by computers).

5.3.4 8llocation of Files and Databases

Rassaurce Management provides all of the functions necessary
for effective and reliable use of Llarge databases 1in the
milticomouter confiquration. These functions include:

-- Datadxase partioning

-~ Replicatad files

-+ User initiated file transfers

- Syst2m initiated file transfers based on file use and
size,

-- Data integrity control to the file, control interval,
and field levels for the multicomputer complex,

- File and database location independence,

- File anid database data independence.

- Audit trails,

- Before and after journalization,

- Pecovyery after distruption.
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6.%2,5 Sciz2duling
The schreduling of activities 1in the multicomputer

complex is 23 key component 1in providing confiauration
tralsspareicy. The end user will only accept transparency if
the schedjuler provides efficient wuse of the computer
facility. The scheduling of activities and the allocation
of resour:es are done considering both global and Llocal
factors. The factors considered inc lude:

-- Operating system type and release

- Admiaistrative overrides

- User overrides

- Pesouarces required (including processor type)
- Glodoal r2source usage

- Load laveling

- Special processors

HeZa541 33tch 3creduling

The niulticomputer batch scheduling capabilities will be
bised 01 the DSA Network Batch Protocol and the DSA Remote
File Access Protocol. The batch scheduling <capabilities
include:

The inout locatior, execution location, and ooutput
location are all independent of each other unless
speci fied by the user.

Activitiss within a job are automatically directed to a
comditer for execution considerina the above factors.

Activities within a job may execute in separate
compatible computers with the same operating system,

CutpJt is automatically directed to the appropriate
location,

6.2.,5.2 Timesharing Scheduling

The nulticomputer timesharing capabilities will be
enhanced to provide the following:

- A tinesharing user can request timesharing services on
a sd2cific computer in the multicomputer complex,

- A tinesharing user can request timesharing as a generic
service. The wuser's session will be scheduled on a
comduter based on:

t+ which computers are executing timesharing
+ the user resource requirements (user profile)
+ the loadina on the various computers
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In t1is situation the computer which handles the user
session is transparent to the user,

6e3eSe? Transa:tidon Processinag Scheduling

The nulticomputer transaction processing facilities
will he earhanced to provide the following capabilities:

- A transaction processing user can request transaction
proc2ssiig services on a specific computer 1in the
multicomouter complex.

- A trinsaction processing user can request transaction
proc2ssing as a aeneric service. The user's session
will b2 scheduled on a computer based on:

+ which computers are executing transaction
processing

+ the user resource requirements {(user profile)

t the loading on the various computers

In this situation the computer which handles the user
session is transparent to the user,

6.4 Files and )Yataocases

The 23jectives of the Distributed System Architecture
and the nialticomputer system design are:

-- The nulticomputer complex appears to the end user to be
a siygle computer system,

- The nulticomputer complex configuration is typically
transparent to the end user.

-- ALl batch, timesharingr, and transaction processing
applications have a sinaole end user view of the files
and Jataoases which they use.

- Fase of use for the applications programmer,

- Isolation of the user from details of the database
desiyjn 3and the steps required to retrieve data. This
allows:

+ The database to be changed without requiring
application nroarams to change.

+ Inter-computer database communication between
machrines of different personalities (e.q., L62,
L56, LG4, L6, etc.).
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The full realization of these —capabilities <can only be
achieved by evolution to the news, highly structured and
standardized, DSA data storaae and retrieval hierarchy. The
DSA storage and retrieval hierarchy consists of the
following layers:

- Data independent access
-- Mata dependent access

- Recd>rd ard file access
= Storage access

- Device access

-- Physical access

The D3A storage and retrieval hierarchy is a Llong term
development. Therefore, a short term solution to the file
and database architecture must be provided in multicomputer
for the following reasons:

- Systam components and applications require a dupolicate
file capability to provide additional availability. 1In
order t> provide maximum availability these files must
be azcessible from multiole computers.

- Curr2nt applications must he accommodated 1in the
multicompouter environment,

The 320S 8 Buffer Manager performs functions similar to
the storage access Layer of the DSA storage and retrieval
hierarchy. Therefore, the Ruffer Manager will ©provide the
following storaqge access layer functions (see Figqure 6.64.1):

-- The suffar Manaager functions as the system-wide space
manajer for <control interval buffers for all files,
Its prinary function is the balancinag of space
requirements for "main memory" file buffer space. As
sucnes it works as a software controlled disc buffer
attanpting to reduce real I/0 by maintaining frequently
accessed data blocks in main memory.

- The 3uffer Manaager 1is responsible for providing a
duplicate file <capability. When the duplicate file
optidn is specified, Buffer Manager writes every update
to tre primary file and the duplicate, If there is a
failure involving the primary file, BRuffer Manaaer
inter facing with File Management automatically switches
to thre duplicate file for all operations. In addition.,
Buffar Manager can read from either <copy based on
device usaqge.

- The 3uffer Manager also provides an inter-computer DSA
interface to accesss, at the control interval level,
files located at remote computers.
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Figure 6é.4.1
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6.5 Op2rator Interface

The Joerator “essage Manager must provide functions
which allow the multicomouter complex to be managed as a
single systen, Since the topoloaqy of the multi-system
comolex is significantly different than a sinale comobuter.,
this imposes a number of requirements on the Operator
Terminal Yarager.

-- AlLL >perator messages must be assioned t> messaqge
catejories which are based on the type of operator
funct ion. These cateqgories should include:

+ tape library requests

+ tape mounting

+ urit record actions

+ general information (job start, end, etc.)
+ job scheduling management

+ configuration manaqgement

+ etc. )

- It must be possible to specify operator functions
(i.2.», message categories) for each operator terminal,
Motes th2 functions of several operator terminals may
overlas.

- Fach ooerator terminal must te able to restrict its
functisns by configuration attributes (e.ge.r, all tape
mount nessages for a specified list of tape drives).

- Sud2>rt an unlimited number of operator terminals,

- Supoort operator terminals connected via data
commnunications lines.

feb Startup

The nanter in which operating system startup occurs must
be restruyctured into a number of steps with each step using
functions provided by previous steps. For example, the
S2ssion _.ayer must be initialized early in startup so that
Systemn Work Stations can be initialized and communicate
daring startup.

The canceot of a software configuration must be added to

startupn to support the 1initiation of specific system
workstations according to software configuration parameters,
There ar2 a number of system workstations for which

sccurrenc2s of the workstation do not map one to one wWwith
coamdaters in a multicomputer confiauration,
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The startup procedures used in the multicomputer system
mist He c¢i)nsistent with the view of a single comouting
comolex. Thus, the startup of any individual computer
involves an exchange of confiauration and status information
With the rest of the complex. The startup of each computer
mist be done ~ith the cooperation of that portion of the
malticomouter complex which is already started, The
following functions are required:

- Startuo 2f all computers in a multicomputer complex,
excedt the first computer to be started, must require
mininal operator involvement so that consistency of
startud parameters across the multicomputer complex is
assJred.

- In addition to the standard local boot <capability, an
externally initiated (remote) boot capability must be
provided which permits the executina nortion of a
multicomouter complex to boot and coordinate startup of
all >ther computers in the complex.

- A failing computer must be able to automatically
restart 4ith the cooperation of the non-failing portion
of the complex.

- It nist oe possible to startup a multicomputer complex
even though one or more of the computers in the complex
may 2e unavailable. -

6.7 Availability and Recovery

The availability and recovery aspects of a multicomputer
comdlex nust be based on the specific user reguirements.
The user nust consider the following factors in determining
his specific configuration:

-- The types of applications to be supported. 3atch.,
timesharina, and transaction processing,

- The level of availability that is needed (utility
qradz2, etc.)

- Perfdrmance requirements in terms of numbers of wusers.,
respanse time, throuaghput, etc.

- 0Overall hardware costs.

The site mnust be able to configure both the hardware and
s>fteware t3 meet 1its specific needs, The following
functions are required for maximum availibility and recovery
(These must be subsetable to meet the sites needs):
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ailure of any single entity (computer, channel,
e, operator terminal, software component, etc.,) in
ulticomputer complex must not cause the failure of
whole multicomputer complex, The capabilities
red include:

Use of duplicate file functions for critical
system files,

Detection of a computer failure by other computers
in the multicomputer complex through inter
coymouter availability orotocols.

The work of system workstations will either be

assJmed by a system workstation in another
comouter or the system workstation will be
restarted in another computer from the last

checkpoint,

The multicomputer confiquration will be wupdated
and adjustments made to scheduling parameters,

User workstations which use system provided
recovery capabilities witl be restarted in another
comouter,

Confiaquration of redundant hardware (I0M,
cortroller, channel, etc.). This includes shared
physical <connection of devices for optimum

performance.

any new hardware, including a new computer, is
tled it may be added to the multicomputer complex
ut shutting the complex down and restarting.

ry in a multicomputer configuration will be
huss, the system must perform many operations which
ntly performed by operators, In situations where
ntervention is reaquired, the system must provide
nd easily understood interfaces. The functions
nclude:

der to reduce the coordination probhlem associated
recovering from journals, there must be:

A single after journal per file (with the
capability for multiple copies).
A sinale before journal per process (with the
capability for multiple copies).
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- Restart 2f a failed computer in a multicomputer complex
must rejuire minimal operator involvement so that
restart carameters are consistent with the non-failed
memd2rs >f the multicomputer complex.

A8 Statistical Data Collection

Statistical data in the multicomputer complex must be
consistenat with the concept that the <confiquration s
totally transparent to the customer, Therefore, user
hbilling nust be independent of the processor and peripheral
devices s2 lected by the multicomputer resource manager. Ffor
exanole, PU seconds alone is not a valid unit of resource
usage; C(>U seconds must be adjusted by an aporopriate CPU
soeed factor. A second solution would be to have the
hardware zount memory references.

Statistical data records on this file will <contain
ivfyrmation ~hich unicuely identifies the resource within
the multizonputer configuration. For example, the record
f>r the execution of an activity will identify on which
comduter the activity executed,

A.9 Distributed Yaintenance Services (DMS)

The Distributed Maintenance Services concepts must be
exteaded to include the multicomputer complex. Areas to be
extended include:

- The 2rror logging facility in the multicomputer comolex
must be managed at the complex level, Information on
the errar Llog must include unique identifications of
all failing components. In multicomputer
configurations computers must be handled like any other
devi:e. '

- Remste maintenance services must be able to access the
multicomouter complex as 1if it were a single system,

- The renote maintenance service must be able to diagnose
hardsare and software problems within a computer in the
multicomouter complex.

- The remnote maintenance service must be able to 3access
the 2rror log when any one of the computers within the
comolex has failed.,
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6.170 Subexecutives

There 1is a siagnificant amount of user visible
finctional ity provided by wvarious subexecutives. The
transaction processing (1TP) and timesharing (TSS)

sibexecutives are of particular importance. In order for
the multicomputer architecture to truly meet the user
reqguiremets, these subexecutives must be extended to
ercimpass the multicomputer architectural objects.

Those areis which must be extended include:

- The suoexecutives must be enhanced to interface with
the dats independent access layer of the data storage
and retrieval hierarchy to achieve file and database
location independence,

- The subexecutives must be enhanced to optionally
provide Lload Llevelina <capabilities of subexecutive
users 3across the multicomputer complex. This <can be

done at wvarious times includina loa in, transaction
initiatiaon or periodic rebalancing.

- A conpuater failure within a multicomputer complex must
be traasparent to . the subexecutive wusers on other
comdatars and cause minimum disruption to users on the
failing computer.,

-~ The nulticomputer configuration must be transparent to
the sujdexecutive users,

The fuactions supported by each of the GCOS 8
sabexecutives will be specified in a separate PFS for each
wiylticomoster release based on the market requirements for
that releise.
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7.0 Multicomputer Performance

The actual operformance of any given mul ticomputer
comolex «will depend heavily on the hardware confiquration
and softwire d2ptions chosen., The porimary factors that will
affact performance are:

- The specific availability options chosen,
- The s31ze and distribution of the user database.
-- The rate and distribution of database usage.

- The nanner in which perinheral devices are configqured,
The numder of devices, whether devices are shared
betw2en computers, etc.

In »>~der to achieve optimum performance for each
castomer, the multicomputer system design must include the
tools neca2ssary to accurately measure user performance and
provide the information needed for better confiquration
manigemnent. Tools for distributing (partioning) the wuser
datahase ~ill be particularly important in achieving ootimum
performance,
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8.0 Standards
Softwars releases for the multicomputer system design

conforms to HIS standards applicable to software products as
regquired oy Hineywell Policy HIS-8, Product line Unificaticon
and Standardization, and Distributed Systems Architecture,
Aoplicabl2 standards include:

- DSA Reference Book - Volume 1 (General Description)

- HONA Link Protocol, NT=51

- HDNA Network Protocol, NT-52

- HDNA Transport Multiplex Protocol, NT-53

- DSA Connection Protocol, DSA=54

-- DSA Yialog Protocol, DSA-S5

- DSA 2resantation Control Protocol, DSA=-556

- DSA Vetwork Zatch Protocol., DSA=-6D

- Remote File Access Protocol, DSA=-41

- Remote File Access Protocol Logical File Transfer
Subs2ts DSA=62

2.1 Desiyn Standards
The Mylticomputer design will be a top down desian usina
Welimade standards. This will result in several important
banafitsy
- Impraved design documentaticn
- Improvad productivity of designers and developers
- Iapr>ved product reliability

- Improved product maintainability

- Modularity and reduced intermodule dependence
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Imolementation Standards

ALl imolementation will be done in a high level
inplementation languaae wherever feasible. This will result
i1 several imoortant benefits:

- Impraoved productivity of developers

- Improved product reliability

- Improved broduct maintainability

- Modularity and reduced intermodule dependence
- Standard interfaces

The inplenentation of the multicomputer system design
may resalt 1in increased system overhead, In order to
prevent 3ny such overhead from becoming intolerable, the
following measures will be taken:

- Within DSA implementation standards, every possible
measJyr? must be used to prevent unnecessary overhead.
Thes2 standards may be modified after implementation,
if iastrumentation shows it is needed.

- The 1impact of the multicomputer implementation on
single computer confiqurations must be minimized,

- The imolementation must include the metering necessary
to neasure and correct any performance problems that
may dccur. This should be done in a manner that
permi ts easy removal for production systems (e.q., via
macri>s).

The increased overhead required to support the
milticomoster complex will be compensated by the following:

- Overnead must he compensated for by better wutilization
of rassurces at the global level.

- Overaead must be comnensated for by imoroved
availanoility of the system. That is, less down time,
Lless tim2 spent recoverina from failures, etc.
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9.0 Documnentation

Documn2ntation must be provided for all the prospective
users of the the multicomputer system, The level of detail
ranjes from concept documents for prospects and end-users
through Jdetailed reference manuals necessary to start and
ooerate a Multicomputer Complex.

Jdhile 1initial documentation may of necessity be
convantiotal hard copy., full cognizance should be taken of
the advantages of on-line documentation, either via terminal
disolay or usina microfiche readers and the like, The need
far docuneatation mobility withim a multicomputer system
will be at' least as great as the need for application or
database mobpility. This need will impact hboth the document
distribution costs to deliver the documentation to the user
atd the costs to transfer the documentation within the user
system =2avirsnment, The following sections define the
varisus categories of documentation required.

9,17 End-User Documentation

End users as defined here include casual wusers of the
systemns, N3n-computer professionals and interested observers.
Documnentatian renquired for this class must emphasize the
hasic concepts employed toagether with the mechanics of
interacting 4ith the system (e.g.r, sign-on, application
activation, file access, communicaticn with another end

user) . docunentation at this level will not describe
implementation or detailed Llanguaae ootions. On=-1line
documnentation will emphasize a "first aid" capabilty,
usually i1 response to a "help"” command. Help must be

provided 131 both training (for first time wusers) and
diagnosti: (for unexpected conditions) mode,

- A MVMiylticomputer Concepts and Facilities Manual s

required and must be available at the time of
annyincenent of the first release. This document
describes both t he system design and how the
multicomputer capabilities can be used. The document

should indicate the kinds of multicomputer complexes
that can be configqured and how they would be used to
supodrt 3 customer's business needs,
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2.2 Apalicatisn Development Documentation

Applization development is primarily concerned with the
inolementation of new procedures. Documentation required
for this zlass of user must include reference documentation
5. the varisus oprocedure languages supported as well as
instructions for Llinking new procedures into the existing
a’solicati>n structure. Amonag the most important aspects of
this intejration phase are:

- How t> establish a communication session in a
multicomouter system,

- How to send and receive messages within a communication
session,

- How to interface to the database facility.
- How to interact with other tasks and programs.
2,3 Multicomputer Administration and Control Documentation
The nulticomputer administrator <controls the entire

comolex, neace this area demands the richest and most varied
docinentaton. Basically, six cateqories of documentation
are required:

- Complex configuration and startup

- Datasase distribution and definition

- Catalog and Media management

- Access control and security

- Operation of the complex (includinga monitoring and
tuniag)

Configuration management (reconfiquration)

Within 2ach of these categories., two classes of
documentation are required: The formalism for accomplishing
the objective and the assistance 1in making the decisions
thenselves. Here again an on=-line <capability is highly
desirable because of the opportunities for linking decision
considerations with on=-line system performance monitoring
tools.
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Glossary ( For DSA definitions see the DSA Reference Book =
Apoendix A , DSA Terminology )

Activity - an activity is the basic unit of work which s
scheduled, Some examples of activities include:

+ A jod> step (batch)
+ A session (timesharing)
+ A transaction (transaction processing)

Arcrival storage device - A mass storace device intended for
infrequently accessed files. Typically such devices offer
l>4 costr, high <capacity storage at the expense of
accessibility. Due to the access time characteristics of
these devicess, files are often staged to hiagh speed devices
diaring perinods of file activity.

Byffer Manragenent - A software component in G6C0S 8, similar
t> the >SA storage access Llayer, which functions as a
system-wije soace manager for data files., Buffer Management
finctions as a software controlled disk buffer — attempting
t> reduc2 real I/0 by maintaining frequently accessed data
blocks resideat in main memory.

Concurrenzy Control - See data intearity control.

Comouter system - An information processing system
consisting 3f a sinagle computer and operating system
sap2d2rting apolication programs and databases.

Nata dependent access layer - A DSA term,

Data indedrzendence = A DSA term,

Data dindeszendent access layer = A DSA term.

Data integrity control - A DSA term.

Data Storage and Retrieval Hierarchy - A DSA term.

Database - A collection of files of stored records where
each fil2 1is <constructed 1in accordance with a single
storage=-d>ri2nted data description.

Database Processor =~ A functionally dedicated computer
responsiole for the functions of the storage management

workstation,

Device aczess layer - A DSA term,
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Disc Cacre 3uffer - A buffer, transparent to central
process o software, which is used to reduce real disc I/0 by
maiatainivg frequently accessed data blocks in a dedicated
separate nenory. The cache would be located <close to the
discs D0ssioly in the controller or channel.

End-User - A DSA term,

Finctionally Distributed = In a functionally distributed
systsm a3:ztivities are searenated based on their type. A
database processor is one example of a functionally
snecializad processor. Other types of functional
syecialization include higher level Llanguage processors such
as COROL >r FORTPAN machines, and special editing or text
predesratisn o>Jrocessors. Specialized hardware, firmware and
software systams can be employed in a specialized processor,
siych as a firmware interpreter in a directly executable
hiaher Llavel lanquaae processor, or it can simply involve
the functional dedication of <conventional systems, For
exanole, a database machine can be confiqured from standard
hardware 3nd software products.

Inter-Conouter Connection - A direct physical link between
each comnsyuter in a multicomputer complex and every other
comouter in the complex.,

Layer = A DSA term,

Malticomdyster Complex = A Multicomputer Comnlex consists of
two or maore inter-connected computer systems and sufficient
software to coordinate resources and processina activities
at the aulticomputer level. The complex typically will be
locally distributed and will present a single end user view
of the system.

Physical accass layer - A DSA term,

Record ani file access layer - A DSA term,

Session Contraol Programmatic Interface - A DSA term.

Sassion Layer - A DSA term.

Shared Logical Connection - With a shared loaical connection
miultiple hosts can access a single device., This device
miaht be ochysically connected to only one computer, or may
b2 ashysically shared by multiple computers., I1f physically

connected to only one computer, that computer will access
the devic2 for other hosts in the complex.
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Shared Physical Connection = A shared physical connection
requires direct physical paths between an 1/0 device and
maltiple r1osts. This does not imply that the device in part
or in whole will be used simultaneously by more than one
hast.

Storage Access Layer = A DSA term.
Storaage Managament Workstation - A DSA term,.

System Work Stations - System workstations are workstations
which sa2port system functions. The wuser visibility of
these worxstations is equivalent to that of conventional
ooerating system processes., System workstations 1in the
malticomouster environment, will provide functions including
sibsysten managers, availability/recovery functions, and
scheduling.



