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r h i s ::i r) d J c t F u n c t i on a l Sp e c i f i c at i on des c r i be s a new 
GCOS ~ nulticomouter system desiqn for an information 
process ii~ conplex with significantly increased availability 
and capa;ity which may he locally or qeoqraohically 
distribut?d. The multi computer system design is an 
a::>::>licati:>n )f the Distributed Systems Architecture, 
:>fferiig tightly coupled multicomputer systems support and 
loc3l netJork caoabilities. All multicomputer capabilities 
describej in this PFS apply to GCOS 8 and are candidates for 
iiclJsioi in other operatin~ systems as the marketinq 
requiremeits dictate. 

The nulticomouter system desian provides increased 
a11ai l abili t)" and extensibility by making multiple computer 

· s1steTis a:> pear to the end user to be a sinqle comoutinq 
res::>Jrce. The user visibility of an individual computer 
wit1in tn? coTiplex will not be oreater than that of an 
hdi11idual; processor within a traditional multiprocessor 
c:>ifiaurati:>n. Ahile the multicomouter complex pr::>vides the 
;::iooearanc? of a single system, it is actually made up of 
semi-aut:>10TIOJS computers each with it's own ooerating 
s1sten, c:>ooerating at a level which creates the persoective 
::>f a u.,ifi e::J res:lurce. This provides both hardware and 
S:lft~are redJndancy, contributinq to system availability. 
The TIUlti:onpJter complex can be configured so that the 
a11ailiabilitt ·of the total system wilt be uninterrupted by 
aiy single-point hardware or software failure. The 
isol1tio1 orovided by the multicomputer system desiqn will 
also contr-ioute to availability by limiting the effects of 
ait failJre to a oortion of the total comolex. System 
isol1tio1 also provides enhanced extensibility. Transaction 
processii~ anj timesharinq looon workstations, and a qlobal 
b1tc1 sc1ejuler eliminate the requirement for end user 
kio~ledge of the configuration. In addition, an attemot is 
made to distribute the workload judiciously among the 
comoJters in the complex. System transparency is enhanced 
bf shariig resources between computers. The multicomputer 
sfstem j!sig1 provides the framework for incorporatinq 
f:Jnctional.l:t dedicated processors into a multicomputer 
com:llex. For example, a database machin~ could be 
construct~d from standard hardware and software products, 
aid iicor>orated into the comolex utilizing the high level 
data iiterface anrl the location independent storage 
mai:qemeit caoabilities currently being specified as cart of 
{) s ~. 
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Certain aJplications <e.g. word processinq and araphics 
stations> require high data transmission rates and many 
iiterconi!ctej computers and devices. The multicomputer 
sf st e,, d ~ s i g i w i l l o ro vi rf e "SA based local n e two r le 
ca::>abilities for processors connnected by a high speed bus 
(inter-cJnputer connection>. For example, word processing 
stations cJuld store and retrieve documents from a host 
Sfst~ii's iataoase. The high speed inter-computer connection 
w:.ul:l facilitate the transfer of documents betweei stations, 
as ~ell as Jetween the host computer and the specialized 
stations. A local network can be confiqured as part of a 
geo~raohi:allt distributed network. HIS systems, other than 
GCDS ~, aid other ve~dor's systems, can be accommodated 
through a network job entry facility and throuqh a file 
traisfer system. 
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Rece1.t iidustry and Pare trends indicate the necessity 
of orovijinq locally distributed functional seoaration of 
processin3, extensible systems, and high availability 
Sfstems. Tnis fact, alona with the realization that 
Distributed Systems involve more than ~etworks and 
C::>m11Jnic:it ions, has led to the conclusion that the 
Distribut~d Ststems Architecture (DSA) should be used to 
or ::> j i v e a new mu l t i comp u t e r cap ab i t i t y • The c 'Jr re n t 
C3::>3bilitf known as Shared Mass Storage, which has served in 
a SJbset ca::>acity, is recognized as beinq inadecuate for the 
fJtJrP. ;cos 8 now has the opportunity to provide this new 
mJltice>m:>Jter caoabi lity to the users, which is qoverned by 
t~e DSA protocol, interface, and administrative 
s:>e::ificat ions. 

The narket requirements for this new multicomputer 
cao3hilitf are contained in "LISD Market Reouire'Tlents For a 
r~Jlticom:>Jter Comolex" (see document 3.19). 

1.1 Definition of '>1ulticomputer 

C:>11:>Jter - One or more processors sharing main memory 
witn ass:iciated I/O and oeripherat subsystems. 

along 

()~::>Jter st stem An information processing system 
consisting of a sinqle computer and ooeratinq system 
supo:>rting aoplication orograms and databases. 

~Jtticom:>Jter system An information processinq system 
consisting of two or more interconnected computer 
systems. The operating systems on the various 
com::>Jters cooperate to provide a sinqle end user 
inte~face in which the confiauration is typically 
traisparent to the end user. The essential 
char3cteristics of a multicomputer system are: 

- The nulticomouter system appears to the end user to be 
a si1gle computer system. 

- The :oznpJters are typically located within a limited 
area. ~ormatly this is a sinqle bui tdinq or bui ldinq 
comolex. 

- The ::iui c< 
criti C3 l 

exchanqe of information amona 
and is tyoically performed 

connections. 

computers is 
via high speed 
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fhe fllllwing objectives have been established for the 
mJlticomlJter system design to meet the reQuirements 
described ii ~LISD Market Requirements For a Multicomputer 
CJmolex" <see document 3.1Q). 

The mJlticomputer system design must increase the 
avail~oility of the total computinq system. This does 
not 'ecessarily mean that the reliability of any single 
compln!nt will increase, but the availability as viewed 
by tie total end user oooulation must substantially 
increase over that of a sinote independent computer 
system. 

- The nulticomputer system design must increase computing 
power throuqh the interconnection of multiple 
comoJters. This does not mean that the comoutinq power 
seei by an individual end user will increase, but that 
the :o~pJtinq capacity viewed by the total end user 
popJlatiJn can be substantially increased over that of 
a siigle independent computing system. 

- The nulticomputer system design must ease the migration 
of G:os S users to new releases of GCOS 8 and to 
<installation of) new computers. It is envisioned that 
the interfaces defined will be standardized and that 
eacn system of a multicomputer complex ca~ be 
indi1idually and incrementally updated from one 
operitin~ system and software release to another. 

- The mJlticomputer system design must provide an 
evolJtioi to locally distributed functional 
capaJilities <e.g. specialized processors>. 

- The nulticomputer system design must provide a single 
uniflrn user interface to the total comouting complex. 
That is, the user interface must be independent of the 
multi comouter configuration and the location at which 
hard~are and software services are performed. 

-- The mJlticomputer system design must suoport the 
interconiection of other HIS and non-HIS computer 
syst!mS in a single multicomputer complex. The 
obje:tive is for GCOS 8 to support Network Job Entry, 
File Tra~sfer, and cooperating user applications for 
such systems. 
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Successful establishment of Honeywell as the leader in 
mJlticom:>Jter technology is not only desirable for PARC 
protecti:n, bJt it provides a vehicle for penetration of 
c:>11oetit:>r 's markets. It also furthers the adoption of DSA 
as 3'l in:lJstrf standard and reaffir'l'ls our leadership in 
Distributed Processing. 

!he nJlticomputer system desiqn described 
provides: 

in this PF S 

Increase:l power for customers whose 
the caoacity of our largest 
fllulti -or:>cessor systems. 

reouirements exceed 
tiqhtly coupled 

Availaoility aporoaching utility orade service for 
cust:>mers whose business depends on non-interruotable 
operitio1 of the computer complex and fast response. 

Non-iIS iost connections for soecial purpose machines 
Cdat3b3se, array processors, etc.) or to permit the 
oenetration of non-HIS customers in a highly efficient, 
c o ex i s t e 1 t en v i r on men t • 

- Ease of 
opentin;i 
har:l.iare 

migration to 
systems for 

or software 
en vi r on 11 en t. 

new Honeywell machines and 
customers who cannot risk major 

chanoes in a production 

All:>.is ajditional customer flexibility in the manner in 
whici he can take advantage of the decreasing cost of 
proccessing power while retainina the advantaqes of 
centralized operation. 
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3 • n 1 - I) S ~ ~ e f e re n c e Boo k - Vo t u me 1 ( Gen e,. a l De s c r i pt i on ) 

3.02 - DSE/DSA Projuct Set 1 PFS-SP053238 

~.03 - Unified Net#ork Control Processor PFS RX-006 

8 1 

3.04 - Unifiej Net#ork Application/Satellite Processor PFS-39848 

~. 0 5 - Uni f i e j Fi le Tran sf er PF S - 5 8 0 2 n5 6 3 

3.06 - Pr,ora~natic Interface to Presentation Control, November 
3'), 1971 

3.07 - Progra11natic Interface to ~essaae Manaaement, Rev. 4, July 
11, 1 9n 

3.nq - DSI\ Lin~ Pr:itocol, DSA-5'1 

3.0Q - DSA Net#Ork Protocol, DSA-52 

3.10 - DSA Tra1sport Multiplex Protocol, DSA-53 

3.11 - DSA Con1ection Protocol, DSA-54 

3.1? - DSA Dialog Protocol, DSA-55 

3.13 - DSA Presentation Control Protocol, DSA-56 

3 .. 14 - L~5 - JllC 0 <Common) Exchanoe Interface, os,0-57 

3.15 - DSA Net~ork Batch Protocol, DSA-60 

!.16 - Re'llote rile Access Protocol, DSA-61 

3.17 - Re11ote File Access Protocol logical Fite Transfer Subset, 
DSA-62 

3.18 - DSA ~et~ork Control and Administration, DSA-70 

3.19 - LISD Market Reauirements for a Multicomputer Complex, LISD 
p ~ PM, Dec. 10, 1979 

?.?O - llD=> Hy::>?rvisor Software EPS-5806102?, R. Carlisle, Nov. 
12, 19n 

3.:?1 - S1stl"ms 
'let work 
R~v. 2, 

Description: Hyperchannel Network Adaoters, 
Systems Corporation, Publication no. A01-0000-02, 

Jan 1978 
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The jevelJpmeit strateqy for the multicomputer system desiqn 
is to di11ide the multicomputer caoability into a series of 
developmeit Jhases <or steps) which can be implemented over 
a period >f several years. The subset to be implemented for 
e3ci phase will be implemented usinQ the desiqn 
SJecificati:>is for the full multicomputer capability. 

T~e advaita;es of the phased development are: 

A phised develooment reduces the 
hy reducing the numher of new 
relin se. 

irnolementation 
functions in 

risks 
each 

- A ph3sed development plan permits a short term rel~ase 
,f i sJbset of the multicomoutPr architecture. This 
will per11it early user visibility and feedback. The 
ho1111ledge g::iined from this exposure will imorove later 
ohas!s. 

- A ph3sed develooment plan permits a short term release 
of 3 shared mass store equivalent subset of the 
multi c:>m:>uter capability to meet the marketing 
re q u i rem e n t def i n ed i n "L IS O M. ark e t Re o u i re !!I e n t s F o r a 
~ultic:>m:>uter Complex" <see doc. 3.19). 

4.1 Phase 1 Development 

The :>rinary purpose of Phase 1 is to provide a solid 
f:>uidati:>i :>n which the complete multicomputer functionality 
c 3 .., be b J i l t • Thi s p ha s e has four ma j or go a ls : 

- EstaJlisiment of the multicomputer system conventions. 
- Implementation of the kernel functions of the 

multi 011;Juter ca pa bi li ty. 
- Implerne:itation of a functional replacement for shared 

mass storage. 
Pro11i de a customer release of the multicomputer 
capaJility to satisfy market requirements specified in 
docJneit 3.19. 

Phase 1 'llJSt ~eet the fotlowinq requirements: 

- Estajlish the conventions and standards for subsequent 
mu l t i c J m :> u t e r d e v et op men t • T h es e w il l be b a s e d ::> n t h e 
a op r> pr i ate D SA st an da r ds. 

+ Establish the multicomputer confiauration 
definition language which includes: 
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* Definition of the computers in a complex. 

1 

* Definition of the locations of system 
works tat ions • 

* Definition of perioheral devices and 
communications connections. 

+ Est3blish the multicomputer operator lanouaoe. 
+ Est3blish the mailbox naming conventions for both 

network and multicomputer confiqurations. 
+ Establish the default mailbox names for both 

system and user workstations. 
+ Establish the conventions for all system 

w::irl< stations. 

Pro~ide the basic system functions Ckernet) 
for the full multi computer deve topment. 

required 

+ l'n pl em e., t th e co mo l et e 
Pro~rammatic Interface. 

D SA ~ . ,_,ess1on Col"ltrol 

+ ITiplement functions necessary 
i'1itiate system workstations. 

to create and 

+ ITiplement recovery functions for system 
w::i r k stat i on s. 

+ ITiolement startup and restart 
mJlticomputer co'1figurations. 

functions for 

+ Inolement functions for user and system 
to :i e stand a r d wo r ks t at i on s. Th a t i s : 

processes 

* Administration of default mailbox names. 
* Creation of deault mailboxes at process 

i n i t i a t i on • 
* Loading and initialization of shared code 

(such as session control) early in startup so 
that it can be used by system workstations. 

+ M:idify system processes to be system workstations 
a'1d to use Session Control Proqrammatic Interfaces 
for interprocess communications. These system 
processes include Scheduler, PALC, GEOT, GEIN, 
P)P~, rss, and others. 

- Implement functional replacement for 
stor29~ ~hich must include support for: 

shared 

• MJlticomputer shared disk drives and packs. 

mass 

+ Multicomputer shared disk files with 3ccess 
cont r o l at th e f i le l eve l • 

• Multicomputer shared input <local and remote). 
• Multicomouter shared output <local and remote). 

Implement Common Exchange Interface (CX!) 
the -l l S I n t er Sys t em L i n k C I SL ) • 

support for 
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4.2 Phase 2 De1~Lopment 

The Jrinary ourpose of Phase 2 is to provide the 
caoabilitf to run Multiple system releases concurrently in a 
m.Jlticom::>.Jter complex, provide enhanced resource management 
of shared res::>urces and orovide enhanced availability. 

P1ase 2 nJst neet the followino requirements: 

- !mpl!ment multicomputer functions to the point where 
multiple operatin~ system releases can run 
conc.Jrre.,tly. 

- !'llpL!ment enhanced resource manaoement 
res::>.J rces to support: 

of 

+Multiple CO!'lputer connectability (shared 
con1ection) tape drives, anr; unit 
e::iuipment. 

shared 

ohysical 
record 

+ S1ared and exclusive allocation of disk packs at 
the volume set level. 

+ Exclusive allocation of multiple computer 
con1ected tape drives and unit record equioment. 

~ Data integrity control at the control interval 
level for disk files as specified by the DSA I/O 
arch i tee ture. 

I~pl!ment enhanced availabiltiy and recovery 
whici suoport: 

functions 

+ User planned recovery of user workstations when a 
c::>m:>uter fails. 

+ l'ltegrater:l processina of journals at the 
m""lticomputer complex level. 

- Impl!ment the multicomputer operator functions which 
pro11i des a single operator interface to control the 
rnultic::>m::>uter complex. 

4.3 Phas~ 3 Oe1~looment 

The prinary purpose of Phase 3 is to achieve increased 
c:>1fi gurat i:>n indeoendence. 

Phas! 3 sioulj meet the followina reouirements: 

Shared p1ysical connection of disk devices is no longer 
a f.Jnctional reouirement. At this phase the use of 
shar!d physical connections is only required to meet 
specific availability and performance reoui rements. 
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- Shared lJgical connection of all relevent devices will 
he supported (i.e. a ~omputer can access device 
indeJeident of where it is configured in the 
multicJmputer complex). 

Enh31ced resource manager and scheduler which support: 

+Scheduling based on resource requirements. 
• ResJurce allocation and scheduling based on global 

resJurce utilization. 
• ResJurce allocation and scheduling based on shared 

logical connection of devices. 

- Enh31ced Media Management which orovides coordination 
of n!dia at the multicomputer level. 

4.4 Ph3se 4 Oe1el0Jment 

The prinary purpose of Phase 4 is 
different Jperating systems running 
SJOOJrt slecialized processors. 

to suooort multiple 
concurrently and to 

Phase 4 sioJld meet the following requirements: 

- Supplrt running multiple operatino systems concurrently 
throJgi coexistence based on the DSA Network Job Entry 
and Fi le Transfer fa c i l i t i es. The f o l low in a oo er at in q 

syst!ms ~ill be supported based on specific marketing 
reqJi rements: 

t- GC OS 8 
• C?-S 
• MJ l ti cs 
• Level-64 (not to be done by LISD) 
t- Level-6 (not to be done by LISD) 

_, Sup:>:>rt for specialized processors such as: 

t- C:>3~L machine 
• Fortran machine 
t- etc. 

- SupJ)rt a database machine throu~h a non-procedural 
interface that is much higher than the record-at-a-time 
interface. This interface is currently being added to 
the ) SA speci fi cat ion. 
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5.0 Hard~are CJnfiguration 

The ~3rket requirements for the multicomputer system 
design o ll for a wide range of possible confiqurations to 
satisfy tie variations in customer applications. Further, 
it is expected that the range of multicomputer 
configurac i)ns will reflect evolutionary changes takinq 
place ii the computer industry. Therefore, the hardware 
sJpport fJr mJltico~outer must be designed and implemented 
ii the nost open-ended and flexible manner possible. This 
;.,cl udes: 

- The nJmJer and type of computers which 
configJred in a multicomputer comolex. 

can be 

- The iumber and type of peripheral devices and their 
topology within the multicomputer complex. 

- The 3bility to configure all hardware redundantly for 
maxinun availability. 

5.1 ConoJters 

The m~lticomouter system 
iiterconiection of computers of 
ttoes. Tiis includes: 

- single processor comouters 

desiqn supports the 
many different sizes and 

- tightly coupled multiprocessor computers 
- fun c t i ' n 3 l l y s p e c i a l i z e d o r o c es so r s 

Ce.~., database machine) 
All 3C~S 8 compatible computers 

Ce.g., ELS, DPS-E, AOP, CR66 etc.). 
- Other HIS computers 

<e.g., L68, L64, LA etc.). 
- non-;rs computers 

5.2 Inter-~omJJter Connection 

The nulticomputer system design requires that each host 
comouter in a multicomputer complex be able to communicate 
witi all :>ther host computers in the complex (See section 
6). Since the DSA Session Layer standard does not include 
message switching in the host computer, the inter-computer 
con~ectiJi nust allow each host computer in the comolex to 
C)~nJnicate -ith every other host computer in the complex 
without oei1g routed through an intermediate host. The 
p1iysi cal characteristics of this connection <multi drop, 
p)i~t~to-Joint, the distance between computers, the number 
of compJt ers and the speed of the connection) shall be 
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li'Tlited 01l>1 oy the cost-effective technologies available. 
T1er~ na'I be different imolementations of this 
iiter-con,uter connection to meet the requirements of 
different multicomputer confiaurations (number of comouters, 
a11ailabili t'I and performance requirements, database size and 
usa;ie, et:.>. 

- The niiinum inter-computer connection implementation 
must have the f o t l owing ch a r a c t er i s ti c s : 

• It nust be compatible with the DSA Common Exchange 
Literface (CX!) .. 

• It nust be high speed<>= 5 megabytes/sec.>. 
+ It ,11ust be capable of connectina up to four 

c:>mouters in a multicomputer complex. 
+It nust be capable of connectinq multiple HIS 

C)mouter tyoes. 
+ It nust be capable of distributina the comouters 

over a relatively long distance<>= 70 meters). 
+ It nust be capable of connectina multiple parallel 

data paths for increased performance and 
availability. 

- The nax i num inter-comouter 
have the following 
char:icteristic are similar 
docunt:nt 3.21): 

connection implemented must 
characteristics (these 

to the r·~c Hyoerchannet: see 

• It nust be compatible with the DSA Comrnon Exchange 
I"lterface (CXI). 

• It nust be high speed <>= 5 megabytes/sec.). 
+ It nust be capable of connectino at least 256 

comouters in a multicomputer complex. 
+ It nust be capable of connectinq ~ultiple computer 

t>1oes, includinq non-Honeywell mainframes. 
+ It nust be capable of distributing the computers 

over a relat ivety long di stance <>= 1700 meters). 
+ It nust be capable of connecting multiple oarallet 

data oaths for increased performance and 
av a i lab i l i t y. 

5.3 Peri::liierats 

The peripheral configuration supported by the 
mJ1ticom)Jter system design must be flexible and e x tens i bl e 

individual 
fol lowing: 

t ' meet th e v a r y i na re o u i rem en t s of 
iistallatio"ls. These requirements include the 

- Funct i::>nal capability (see section 6.5) 

- Avahbility (see section 6.8) 
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Three basic types of perioheral connections are reauired 
tJ suopJrt these requirements. These connections are not 
t~e only alternatives available nor is a multico~puter 
c:>nfigur::dion limited to a single type of connection. In 
f3ct, th! types of peripheral connections used in a 
configur3t i::>n form an extremely important consideration 
bearing J1 the availability and performance of the comotex. 

The t hr e e t y p e s of phys i cal connect i on s are : 

_, Connecti::>n of devices to a single comouter 
physical connection). 

C n on-shared 

- ConiectiJn of devices to two or more comouters 
physical connection). 

(shared 

- Con1ection of devices to the inter-comnuter connection 
via 3n ajaptor <shared physical connection). 

5.3.1 Sii~lP. CJm::>uter Connection (Non-Shared Physical Connection) 

Fiqure 5.3.1 illustrates. non-shared physical connection 
of rlevic!s to a single co~puter in a multicomputer complex. 
The ~iffere1ce between cases A, s, and C is the level of 
a11ai l ahi lt y and performance provided through hardware 
red.Jndancf. 

The i::>n-shared physical connection of peripherals has 
01e majJr disadvantaqe which will limit its usaqe in some 
iistallations. Devices connected in this manner make the 
ststem s.Jsceotible to single point failures. If a computer 
fails, all ::>f the devices connected only to that computer 
are lost from the entire complex. Further, a computer 
wit1,ut shared physically connected devices limits the 
rec::>very J f system work stations in that computer. 

5.3.2 ~ultiole CJmouter Connection (Shared Physical Connection) 

F i q u n 5 • 3 • 2 i l l u s t r a t e s s h a r e d oh y s i c a t c on n e c t i on o f 
devices tJ two or more computers in a multicomputer complex. 
The diff! rence between cases A and B is the level of 
a11ai labili ty and performance provided throuqh hardware and 
soft#are reduidancy. 

The Jrimary advantage of the shared physical connection 
is avait:1bility. Fiqure S.3.2 case B.provides complete 
protectioi from a single point failure. If one of these 
c::>'Tl:>Jters fails alt of the work of that computer can be 
performed bt the other computer (oossibly with performance 
de~radatiJn). This includes the recovery of system 
wJrkstatiJns. 
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~ secJnd 3dvantaqe of the shared physical connection is 
perfJrmai:e. If an installation has a sinqle larqe database 
w1tch c31not be divided into resource partitions, a single 
comJJter nay iot be sufficient to handle the toad. This 
type of co"lnection provides the neccessary additional power 
at the co>t of some additional inter-computer connection 
traffic f)r resource management. 

~.3.3 Inter-conputer Connection (Shared Physical Connection> 

Figura 5 • .5.3 illustrates the shared physical connection 
of devic!s to the inter-computer connection. This is 
acconplisied through the use of an adaptor for the specific 
device t1pe. This adaptor may vary from non-existent to a 
very conolex function deoending on the inter-computer 
co11PctiJ1 inplementation and the specific device. The 
diff~renc~ oetween cases A, B and C is the level of 
a1ailahili ty and performance provided through hardware 
r~dJ1danc1. Support for this tyoe of connection is 
deoeident uooi the existence of market requirements. 

T1e rlisajv3ntages of the ohysical connection of devices to 
the inter-comouter connection are: 

- Ther? are limitations on the capacity ')f the 
inte~-conputer connection, based on cost and 
tec11ology, which may limit the useful aoplications. 

- Ther! are architectual problems 
physi c2l access to such devices by 
s y s t ? m. T h i s i s c om p l i c a t e d w h en a 
configured in a multicomputer system. 

with controltinci 
multiple operating 
foreiq~ host is 

T 1 e a d v a , t a g e s o f t h e ph y s i c a l c on n e c t i on o f d e v i c e s t o t h e 
i1ter-co11outer connection are: 

All jevices are equally accessable by all computers in 
the multicomputer comolex. Therefore, this provides 
the naxi11um possible multicomputer availability. 

- Sine! usage of these devices never requires two 
oper~ting systems, this type of connection incurs the 
least overhead for non-local use of devices. 
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DYYSICIL.~ CO\INECTIO~J OF DEVICES TO A SINGLE COMPUTER 

INTER-COMPUTER CONNECTION .................................................................. 
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CONNE:rro~ JF DEVICES TO INTER-COMPUTEP CONNECTION 

INTER-COMPUT~R CONNECTION ............................... , ....................... . 
I 
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1-------1 
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The r!alization of the full multicomouter caoabi lity 
re::lJi res ie.i jesigns which deoart from traditional operatino 
S(Stem desi~is. These designs will involve: 

- Use :>f DSA concepts and interfaces in imolementino the 
multic:>mouter caoability to provide product 
evolJtioiary compatibility and inter oroduct 
com:ntibi lity. 

- Redesi~ninq system comoonents <such as scheduler, 
resoJrce manager, etc.) to be system workstations and 
to JSe global aloorithms in addition to local 
alg::irithns. 

- RestructJre system startup into steps with each step 
usi1~ functions provided by orevious steos. For 
exan:>L!, the Session Layer must be initialized early in 
startu::i so that System Work Stations can he initialized 
and ::ommunicate durinq startup. 

- !:nhai ce:nents to avai l;:ibil i ty and recovery concepts are 
req.Ji red. The co11olexity and toooloqy of the 
multi c:>mouter conf iciuration will require automation of 
ooerations traditionally left to the ooerator. 

6.1 ArchitectJre 

The nulticomouter system desiQn is a specific OSA 
prodJct set which implements the maximum level of 
coooerati:>n between computer systems in a D~A network. The 
level of cooperation is intended to provide end-user 
visi:,itiu eq.Jivalent to that of a sinqle computer system. 

The C)mnuiications facility interconnectinq comouters in 
the multico:nputer system desiqn is based on the DSA 
definiti::ii of a primary network. rn order to distinquish 
t~e comnJnications facilities interconnectinq the comouters 
ii 3 mJlticjmputer complex from the communications 
hcilities through which a multicomputer complex may 
CjmmJnicate with other comouters or other multicomputer 
CJm,texes, the multicomputer intercon~ection is defined as 
t,e "multic,nputer orimary network". The multicomputer 
ori'T1ary ietwork may be a totally independent communications 
netw:>rk (see figurP. 6.1.1) or a portion of a larger 
comnJnic:iti::>ns network (see Figure 6.1.2). 
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The organization of system functions in the 
mJlticomJJter system design is based on the DSA concept of 
cooJ!ratiig wJrkstations. ThreP workstation classes are 
defined for multicomouter based on the configuration 
attribute:> :>f the workstation <i.e., the systems in a 
mJlticomJJter complex in which an occurrence of the 
workstatiJn may be executed). These classes are: 

- Clas:; 1 ~orkstations - A workstation which may have any 
numoer of occurrences in any number of the systems in a 
'11Jlti comouter comp lex. .Application workstations are 
typi:al of this class. 

- Class 2 ~orkstations - A workstation which must have 
one aid only one occurrence in each system within a 
'!'Ult i comJuter como lex. 

- Clas5 3 NOrkstations - A workstation which must have 
one anj only one active occurrence within a 
multi comouter complex. There 'l'lay be one or more 
inactive occurrences within a multicomputer comotex one 
of 4hich would become active in case of a failure of 
the :urrently active occurrence. 

It s'ioulj be ioted that class 3 workstations imolies a 
hier:;rchi:al relationshio between workstation-;. \·lhile this 
May apoear inconsistent with the concept of distributed 
processii~, the feasibility of implementin9 a totally peer 
or i e i t e d ) r 3 a , i z at i on r ea u i res f u rt h er s t u d y • Thu s , f o r a 
first inplenentation a hierarchical structure must be 
c::insiderej. 

In tie jetailed desiqn phase each system function 
perf::ir:ne:l in a multicomputer complex will be analyzed and 
groJ:::ied )i,tJ 4orkstations of one the these three classes. A 
c::inceptual ::iverview of the relationship between workstations 
ii a multi com:::>uter complex is illustrated in figures 6.1.3 
aid 6.1.4. For this illustration the following 
workstati)ns, their function and class, are defined: 

- Multi c::>mouter Admi ni strati on Workstation (MC ADM) A 
class 3 workstation which is responsible for 
admiiistration of the multicomputer complex. Its 
fu.icti:Jns include startup, availability, recovery, and 
configuration. 

-, Schejuler/Resource r-,anaqer Workstation <SCH/RM) A 
class 3 workstation which is responsible for the 
sch e j u l i , g of al l w o r k, the a l lo cat ion of at l 
res::>Jrces, and integrity control for the multi-conputer 
comolex. 
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- Qperit::>r Workstation COPR) A class 3 workstation 
res::>JnsiJle for h~ndlina the operator. interface fJr the 
multi cJ:n::>uter cornpleJC. 

- Multi c::>mouter Availability Workstation (MCAVL) A 
etas; 2 workstation which is responsible for 
coorjiiatinq the system in which it resides with the 
Mu l t i c ::> m ::> u t er A dm in i st r at i on Works ta ti on • It s 
functions include local system startup, availability, 
and recovery. 

- Initiati::>n Workstation (!NIT) - A class 2 workstation 
whici is responsihle for initiating workstations and 
proc!sses in the system in which it resides. This is 
achi~v!d through cooperation with the Schedule/Resource 
r-.•an:qer ,./orkstation. 

- Syst~m Input Workstation (SYSIN) A 
workstation responsible for readin9 batch job 
interfacinq with the Scheduler/Resource 
Workstation. 

class 1 
input and 

Manager 

- Syst~m Jutput Workstation (SYSOUT) A class 1 
workstation responsible for dispersinq batch job 
out::>Jt. This is achieved throuqh cooperation with the 
Schejuler/Resource ~anaqer Workstation. 
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INDE~ENDENT MULTI-COMPUTER PRIMARY NETWORK 
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PRI~ARY NETWOPK 
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··························-··························· 
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F i qu re 6 • 1 • 3 
SOFTWARE OVfRVIEW NOTATION 

Class 1 Workstation 

Class 2 Workstation 

Class 3 Workstation 

SESSION INTERFACE 

24 

-------------- PROCESS AND WORKSTATION INITIATIO~ 

> ARROW = directer! arc/edoe 

- Undirected arcs/edges imply peer 
relationships between workstations. 

- Directed arcs/edges imply 
deoendent/dominance relationships, 
i.e., the workstation at the base 
of the "arrow" is the dominant 
and the workstation at the head 
of the "arrow" is the deoendent. 

1 
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SYS IN • SYSOUT 
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T h e s :> f t w a r e i mp l e m en t a t i o n s w i th i n t h e mu l t i comp u t e r 
s1ste~ j~sign wilt oermit individual comouters within a 
m~lti coTI:>Jter complex to be uodated to a new release without 
having to update the entire complex anrl without shuttinq the 
c:>molex jJw1. This will be accomplished by defining the 
i1ter-con:>uter protocols for the total multicomouter 
caoabilit1 :>efore the initial implementation so that they 
will renain stable from software release to software 
release. However, evolutionary chanqes in the multicomputer 
re0Jireme1ts nay from time to time reauire chanqes in the 
basic nulticomputer design. When this happens 
incJnpati:>ilities between software releases may occur which 
will re~Jire upgrading the software on the entire complex. 

f>.2.1 :;c1s g 

The nulticomputer system design supoorts rJnninq 
mJltiple releases of GCOS R concurrently within a sinole 
mJlti com:>Jter comolex. However, there may be GCOS 8 changes 
fron rele3se to release which affect the user or ooerator 
i1terfac~. Depending on the specific change the 
m;lticomoJter configuration may not he totally transparent 
t~ the enj Jser or operator. Possible areas of visibility 
i"'lcl.~de: 

- noeratJr com~ands 
- Job :oitrol language 
- User/ system execution time interfaces 

!1 Jrder to c:introl such visibility and allow more releases 
tJ run :01cJrrently, the following functions are reauired: 

- Ther! ~ill be ootional JCL commands to specify which 
rele3 se of GCOS P. is required. If not specified, the 
site soecified default release for the complex is used 
(the default can be "any release"). 

- The nulticomouter system desian will build on the 
Distri:iuted Maintenance Service (OMS) Software 
Enviro1nent Database facility to identify compatiblity 
bet~!e"l software components. Thus, it will 
autonaticatly identify which software releases are 
comoatible with a users application and schedule the 
aopli cation on the aooropriate computer in the 
'Tlu lti c:>m:iuter como lex. 
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The s:os 8 imolementation will include OSA protocols to 
s;ooort coexistence of GCOS 8 and other operating systems 
(both HIS aid non-HIS) within the multico~outer complex. 
T,is coe<istence will be based on the DS~. Network Batch 
Protocol <see doc. 3.15), the DSA Remote File "ccess 
Protocol <see doc. 3.16 and 3.17), and system 
a1ministr3tion protocols. Conformance to these protocols by 
t,~ "forei cp" system will be reauired for connection in a 
mJlticomoJter complex. 

T'ie adriii1i strati ve protocols supported hy GCOS 8 are: 

- Ooerator message protocol for system operator input and 
outoJt. 

- GCJS 8 will maintain the status of all activities in 
the nulticomputer system. There will be a protocol for 
acti,ity status update and inauiry. 

-· Startuo and recovery protocol to coordinate system 
start up and rec ov e ry. 

- ~vailaoility orotocol for the exchange of syste~ status 
information. 

- AccoJnting orotocol for exchange of accounting records. 

- allo:ation of oerioheral devices to non 
oper3tin~ syste~s for exclusive use. 

GCOS 

Th e fun c t i o n s b a s e d on t h e !'\ SA Ne two r k 8 a t c h Pr o to co l an d 
DS~ Remot~ File Access Protocol include: 

- JCL commands to specify the operatinq system on which 
acti,ities are to t:e executed. 

- tra1>f~r of jobs between operatina systems. 

- transfer of output between operating systems. 

- tra1sfer of files between operatina systems. 

- acce>s to GC~S 8 files and databases 
Control Proqrammatic Interfaces to 
syst~m access control workstations. 

through Session 
a GCOS 8 foreiqn 
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These protocols are similar to those used between GCOS 8 
ooerating systems; However, due to architectural 
differenc!s Jetween GCOS Rand other operatinq syste'lls the 
fJll,wing limitations can be expected. 

- The set of functions which GCOS 8 supports for non-HIS 
systems 1dll be less than for other HIS systems. 

- Thes! systems may not be able to fully satisfy the 
multi cJmputer objective for end user transparency. 

- Thes! systems may not be 
multi cJmouter objectives 
rec::>.1ery. 

6.2.2.1 )ther ·iIS Jperating Systems 

able 
for 

to fully satisfy the 
system availability and 

It is expected that other HIS ·ooeratinq systems will 
sJo,ort tiese functions for the concurrent execution of GCOS 
8 31d Jther HIS ooeratino systems in a multicomputer 
c'm:>lex. This includes: 

- r."ulti cs 

- Level-54 

- Level -6 

The mJlticomputer functions supported by each of these 
ooerating systems will be specified in a separate PFS for 
e3ci ooer~ting system based on the marketin9 require~ents 
f:>r the Sf st en. 

6.2.2.2 ~on-HI5 :>peratinq Systems 

Suoport for non-Honeywell operating systems is limited 
t:> the jegree to which the user modifies such systems to 
c:>if:>r'11 t>; i>S~ and multicomputer conventions. Any special 
fJnctions required in GCOS ~ to support non-HIS operatino 
systems will Je specified in a separate PFS for each such 
system based on the marketing reQuirements. 

qesoJrce ~anagement consists of a collection of system 
fJnctions which inctude: 

Configuration management 

- Allnation of peripheral devices 
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- Access control to fi Les and databases 

- Schejuliig of activities 
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rhe mJlticomouter system design requires major 
enhancemeits to current resource manaaement in all of these 
areas. Ii siigte computer systems these functions are often 
i1nored o~ conbined. For examole, the allocation of a taoe 
drive (jevice) and the mounting of a tape reel (media) are 
oftei a sin~le function. 

In the Tiulticomputer environment the distinction between 
t~ese fui:tiois must be well defined and maintained. For 
e>Canole, in the multicomputer environment it must be 
possible to allocate a taoe drive (device) to a computer 
s)"stem .i1ich will subsequently al.locate that tape drive to 
an :ictivity aid mount a tape reel (media). 

The nulticomputer system desiqn provides extremely 
flexible resource manaaement which supoorts the many new 
kin:is of jevice types and device .usage that will occur. 
This inclJdes: 

- LoC3L. :>eripherals - Peripherals restricted to use by 
the comouter or computers to which they are physically 
con1:ctej. 

- · Non _ -o c a l Pe r i p h er al s - Pe r i p h e rat s w h i ch may be u s e d 
by :onpJters other than the computer to which they are 
ohysi cally connected. 

- ~ataoase machine - The implementation of a database 
phys1 cally connected to one or more computers in the 
comole>C .Jhich provide storage management workstation 
services to the rest of tt'>e complex. 

$tor~ge hierarchy facility - A data acce9s facility 
char3cterized by data beino transferred between 
ohysi cal storage devices of different soeeds and cost, 
bas~j on the data usaqe or specific requests. 

Devi:e pool - The overall cost of a multicomputer 
configJr3tion can be reduced by havinq a single oool of 
logi:allf or physically shared devices rather than 
havi1g to confiaure sufficient devices at every 
comoJter to handle the maximum resource reouirement. 

In orjer to help tune the performance of a multicomputer 
cJifigurat i::ii to soecifi c site requirements, Resource 
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M3n3gement suoports the concept of a "resource oartition". 

A reslurce partition is defined as "a set of physical 
res)Jrces anj the set of all activities which use that 
res)Jrce 3et. Further, these activities do not reference 
aiy res)Jrce outside of the resource partition." Resource 
partitiois cai be defined either statically or dynamically 
deoendin; 01 the resource management algorithms used. 
Vari:>us alg:>rithms wilt be studied before makinq the final 
desi3n de;ission. 

The use of resource partitions 
limi ti11g the scooe of operations. 

improves 
Thus: 

oerformance by 

- Limit iig access to a set of peripherals to a subset of 
all clm:>uters in a complex (possibly to one computer>. 

- PedJ: i1g inter-computer data traffic 

- Limit iig concurrency control to the resource partition. 

6.3.1 C:>1fiqur:ttio1 Manaqement 

The 1urket requirements for the multicomputer system 
design ci ll for a wide ranqe of confiqurations to satisfy 
the variat i::ins in customer apolicat ions. Further, it is 
e~'ected tiat multicomputer conf iqurations will reflect 
ev:>lutio1:try changes taking place in the computer industry. 
Thereforer the software. design for multicomputer must be 
ooei·endej and flexible. 

- The nJmoer and type of comnuters which can be 
confi gJred in a multicomputer complex must not be 
arbitnrily limited by the software. 

- The iumber and type of peripheral devices and their 
top:>lo~y within the multicomputer complex must 11ot be 
arbitrarily limited by software. 

- In order to provide improved availability, the software 
must allJw for the complete redundancy of alt hardware 
and 3of t#are components. 

The nJlticomputer system design greatly exoands the 
s:>ftware and hardware view of peripheral devices. Devices 
w~ich are CJrrently considered as stand alone devices Ce.g., 
pl:>t:ters, page printers, etc.) wilt be handled as standard 
p!ri,heral devices. In addition, evolutionary changes will 
i11troduce many new devices. Some of the perioheral devices 
are: 

disk de vi c es 
- tape devices 
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The n3nier in which these devices can be configured and 
us e '.i i s f l ex i o l e and op en - ended so t ha t ea c h s i t e c an t a i lo r 
tie coifi~uration to meet its availability, performance, and 
utitizati:>n requirements. 

The follJwin~ device configuration attributes are defined: 

- Shared device connection - A device which is physically 
coniectej to more than one computer simultaneously. 

Non-shared device connection A device which is 
oh y s i ca l l y connect ed t o on l y on e comp u t er. 

Local je~jce use - The condition in whi~h a device is 
used :>y an activity in the computer to which that 
devi:~ is physically connected. 

Non-local device use - The condition in which a device 
is Jsed by an activity in a computer other than the 
com:>Jter to which that device is physically connected. 

Shared device use - The condition in which a device is 
used bt nore than one comouter simultaneously. This is 
indeJendent of shared or non-shared connection and 
local. or non-local use. 

- exclJsive device use - The condition in which a device 
is Jsed by only one computer. This is independent of 
shar?d or non-shared connection and local or non-local 
use. 

The confi~uration capabilities supported are: 

- The jevice attributes defined above may be assigned to 
any peripheral device. Each type of peripheral device 
will h:tve default values based on the device type and 
th~ type of physical connection. However, the site may 
so e c i f y o t h e r v a t ue s t h r o ugh c on f i g u r a t i on pa r a me t e rs • 
For !X3TI:>le, white the default values for taoes may be 
l::>c:tL use only, the site may specify non-local use of 
specific taoe drives. 

- Any type of peripheral device may be physically 
coni!ctej as either shared or non-shared. Note, 
different occurrences of a device type can be connected 
in di ff er en t ways • 
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- Devi::es are assigned local or non-local use attributes 
basej 01 device type, physical connection, and site 
soeci fied parameters. The non-local use of devices 
will result in additional CPU overhead and 
inter-cJnputer data traffic. This must be considered 
whe1 evaluating the benefits of assignina the non-local 
use :i tt ri bute. 

Harj~are and software redundancy is supported for all 
comJlnents necessary to access a peripheral device. 

6.~.2 ~llocatiJn of Peripheral Devices 

The al location of oerioheral devices includes two levels 
of devic! allocation. Devices are allocated first to a 
c:>'ll::>Jter and then to an activity at that computer. The 
fJnctions SJp::>orted are: 

- dllJ:atiJn of devices to computers. 

+ Any computer in a multicomputer complex may 
reqJest the resource manager to allocate a device 
tJ that comout~r for shared or exclusive use. The 
request will be satisfied based on the re~uest1 

device connections, device type, and device use 
attributes. 

+ A l::>cal or non-local device is allocated based on 
the request, device availibility, and device 
attributes. Allocation attempts to minimize 
n::>n-local device use. 

- AllJ:atiJn of devices to activities. 

+ Aiy perioheral device can be allocated to an 
activity for shared or exclusive use based on the 
reqJest, the shared and exclusive use attributes 
of the device, and how the device is allocated to 
tne computer. The valid combinations of computer 
and activity allocation are: 

I Shared activity I Exclusive activity 
I allocation I allocation 

------------ t ------------------1------------------------
Shared 

c:>mputer 
allocation 

yes no 

------------1------------------ I-----------------·---
:xclusive 
co11puter 
3llocation 

yes yes 



.., u l t i c om put er 
Global PFS DPAFT 

6.3.3 ~erlia M31a~enent 

SR053243 33 1 

~e~ia Man3gement is the svstem component resoonsible for 
keeoing t r3ck of alt disk, tape, and other media volumes 
used on 3 C)nouter system. Media are manaoed in terns of 
votJne sets Cone or more volumes used as a set). Media 
Mana~ement provides the facilities to supoort computer 
o:>eration (resource allocation) and merlia library operation. 
P1is is 3:;hie11ed by a r.iedia i"'anaael'lent maintained catatoq of 
votune sets, a pool of unassign volumes, and a number of 
Media Management interfaces. 

- Media ..,a~agement maintains a global media 
the nulticomputer complex which may 
distrbuted or centralized. 

catalog for 
be either 

- The nedia may be orqanized into one or '!lore media 
libraries. ~iedia Management provides facilities for 
bot~ te'll:>orary and permanent transfer of media between 
libnries. 

- 11.ll ne:lia (i.e., tape reels, disk packs, 
nana3ed as volume sets consisting of 
en ti t i es. 

etc.) are 
one or more 

- atl nenbers of a volu~e set are always assiqned to 
physical drives with equivalent physical connections 
and device use attributes <i.e., the identical 
a c c e s s i b i L i t y by c om o u t er s ) • 

6.3.4 qlocati)n :>f Files and Databases 

Pesi~rce Management provides all of the functions necessary 
hr effective and reliable use of large databases in the 
mJlticomoJter configuration. These functions include: 

- Dataoase partioning 
-- Replicated fit es 

User initiated file transfers 
- Syst1m initiated file transfers based on file use and 

s i z e. 
- Data integrity control to the file, control interval, 

and field levels for the multicomputer complex. 
- File aid database location independence. 
- · Fi L e a i d data b a s e da ta ind eo end en c e. 
- Audit trails. 
- Ref:>re aid after journatization. 
- Peco;ery after distruption. 
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T"1e sc:lejuling of activities in the multicomputer 
comotex is 3 key component in providinq confiouration 
tra1spare1cy. The erid user wilt only accept transparency if 
the schejuler provides efficient use of the computer 
f3ci lity. The scheduling of activities and the allocation 
of resour:es 3re done considering both global and local 
f:ict:>rs. T.1e factors considered include: 

- Ooer3tin~ system type and release 
- Arlmi1istrative overrides 
- User overrides 
- Pes:>.Jrces required (including processor type) 
- Glo:nl r:!source usaqe 
- L:Hd Leveling 
- Soeci al processors 

6.3.5.1 33tch 5c1e:foling 

The n.Jlticomputer batch schedulinq capabilities will be 
b3s!d 01 the DSA Network Batch Protocol and the DSA Remote 
Fi le 11.cces s Protocol. The batch schedul inq capabi Li ties 
hcl'Jde: 

- The in:::>ut locatior, execution 
tocation are all independent 
soec; fi e::l by the user. 

location, 
of each 

and output 
other unless 

- Acti1ities within a job are automatically directed to a 
comJ.Jter for execution considerina the above factors. 

- Acti1ities within a job may execute in separate 
comp3tible computers with the same operatinq system. 

- Outo.Jt is automatically directed to the approoriate 
locat i:>n. 

6 • 3 • 5 • ~ r i :n e sh 1 r i n g S ch e du t i ng 

The nulticomputer timesharinq 
e1h31ced to provide the fol towing: 

capabilities will be 

- A tinesharinq user can reauest timesharinq services on 
a sJecific computer in the multicomputer complex. 

- A tinesharing user can 
ser11i ce. The user's 
como.Jter based on: 

reauest timesharinq as a qeneric 
se~sion will be scheduled on a 

t which computers are executing timesharing 
t the user resource requirements (user orofite) 
t t'le loadinq on the various computers 
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In tiis situation the computer which handles 
s es s i o, i s t r ans o a rent to the u s er. 
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the user 

The nulticomputer transaction orocessina facilities 
wilt re eihanced to provide the following capabilities: 

- A transaction processina user can reauest transaction 
proc~ssi1g services on a specific comouter in the 
multicomouter comolex. 

- A trinsaction processinq user can request transaction 
proc~ssi1g as a generic service. The user's session 
will be scheduled on a computer based on: 

+ which computers are executina transaction 
processing 

+the user resource reauirements (user profile) 
t tie Loading on the various computers 

In this situation the computer which handles the user 
sessi 01 is transoa rent to the user. 

6.4 Files aid )ataoases 

r he :> :> j e c t i v e s o f t he D i s t r i h u t ed S y s t em 1\rchitecture 
a 1 d t he n J l t i c om put er s y s t em de s i g n are: 

- The nulticomputer complex appears to the end user to be 
a si1gle comouter system. 

- The nulticomouter comolex confiauration 
t r a , s pa r e n t t o t h e e n d u s e r • 

is tyoically 

All batch, timesharing, and transaction processing 
aopli cations have a sinole end user view of the files 
aid jataoases which they use. 

- Fase of JSe for the applications programmer. 

Tsol3tio1 of the user 
desi1n and the steos 
all:h1s: 

from details of the database 
reauired to retrieve data. This 

r The database to be 
application programs 

changed 
to change. 

without reauirinq 

Inter-computer database 
mac1ines of different 
L56, L64, L6, etc.). 

communication between 
personalities Ce.g., L6P, 
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The full re3lization of these capabilities can only be 
achieved by evolution to the new, highly structured and 
staijardizej, DSA data storaqe and retrieval hierarchy. The 
DSA stor3ge and retrieval hierarchy consists of the 
f::>llowin;:J l3yers: 

- 03t3 i:idependent access 
- nat3 dependent access 
- Rec:>rd aid file access 
- Stor3ge 3ccess 
- nevi c e access 

Physical access 

The D)A storage and retrieval hierarchy is a long term 
developmeit. Therefore, a short term solution to the file 
aid datab3se 3rchitecture must be provided in multicomputer 
for the f:>lloJing reas6ns: 

- Syst!m c:>mponents and apolications rP.quire a duolicate 
file capability to provide additional availability. In 
order t:> provide maximum availability these files must 
be 3:cessible from multiole computers. 

- Curr!nt apolications must he accommodated in the 
multi c::>moute,. envi ron'Tlent. 

The ~:os 3 Buffer Manager oerforms functions similar to 
tie stor3ge access layer of the OSA storage and retrieval 
hierarchy. Therefore, the Buffer Manager will orovide the 
f o l t o w i n ~ st or a a e a cc es s ta ye r fun c t i on s Cs e e F i qu r e 6. 4. 1) : 

-·The :>uffer Manaaer functions as the system-wide soace 
ma13~er for control interval buffers for all files. 
Its prinary function is the balancing of space 
req"d rements for "main memory" file buffer space. As 
sucn, it works as a software controlled disc buffer 
att~nptiig to reduce real I/0 by maintaining freauently 
accessed data blocks in main memory. 

The 3uff!r Mananer is responsible for providinQ a 
duplicate file capability. When the duplicate file 
ootiJn is specified, Buffer Manaqer writes every update 
to tie primary file and the duplicate. If there is a 
fail;re involvinq the primary file, Buffer !'i'anaaer 
interfacing with File ~anagement automatically switches 
to tie dJplicate file for all operations. In andition, 
Buffer Manager can read from either copy based on 
device usaqe. 

- The 3uffer Manager also provides an inter-computer DSA 
inte~~ace to acce~s, at the control interval level, 
files lJcated at remote computers. 
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6.5 Ooer3tor [1.terface 

The ~oerator ~essage Manager must 
whici allow the multicomputer complex 
single ststeITT. Since the topoloqy of 
O'Tlolex is significantly different than 
tiis i'llposes a number of reQuirements 
Ter'llinal ~a1a3er. 

provide functions 
to be managed as a 
the multi-system 

a single comouter, 
on the Operator 

All >perator messaqes must be assi9ned to messaqe 
cate3ories which are based on the tyoe of operator 
function. These cateqories should incturJe: 

+ Upe library reQuests 
+ tape mountinq 
+ u i 'i t r e c o r d a ct i o n s 
+ general information (job start, end, etc.) 
+ j::>b scheduling management 
+ configuration management 
+ etc. 

- !t n;st be oossible to specify operator functions 
Ci.e., nessage categories> for each operator terminal. 
Mote .. the functions of several operator terminals may 
overla::>. 

- Fach ooerator terminal must be able to restrict its 
functi::>ns by configuration attributes <e.g., all tape 
~ouit nessages for a specified list of tape jrives>. 

- Su::>:>> rt an unlimited number of operator terminals. 

- Supo>rt operator terminals connected via data 
comnJnications lines. 

6.6 StartJO 

The ninier in which operating system startup occurs must 
be restrJctured into a number of steps with each step usinq 
fJnctions provided by previous steps. For example, the 
Session .afer must be initialized early in startup so that 
S1sten W)rk Stations can be initialized and communicate 
dJriio st3rtu;:>. 

fhe c>nceot of a software configuration must be added to 
startuo to support the initiation of specific system 
w::>r~stati>ns according to software configuration oarameters. 
There ar~ a number of system workstations for which 
occJrrences ::>f the workstation rlo not map one to one with 
c::>n,;ters ii a multicomputer confiquration. 
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The startJp procedures used in the multicomputer system 
'llJSt ~e clisistent with the view of a single comouting 
comolex. Thus, the startup of any individual computer 
iiv,lves 3n exchange of confiouration and status information 
1o1it1 the rest of the complex. The startup of each co11puter 
mJst be jJne .iith the cooperation of that portion of the 
~JlticomoJter complex i.thich is already started. The 
f,ltowing fJnctions are reauired: 

- Startu:::> ,fall computers in a multicomputer complex, 
exceJt the first computer to be started, must require 
mininal operator involvement so that consistency of 
startuo parameters across the multicomputer complex is 
assJ:'"ej. 

I., :dditi on to the standard local boot caoabi lity, an 
externally initiated (remote) boot capability must be 
provided which oermits the executino nortion of a 
multi omouter comolex to boot and coordinate startup of 
all )ther computers h the comolex. 

- A f3ili1g comouter must be able to automatically 
rest3rt "ith the cooperation of the non-failing portion 
of tie complex. 

It nJst oe oossihle to startup a multicomouter complex 
evei t~o~gh one or more of the computers in the comolex 
may oe uiavailable. 

6.7 ~vail~bility aid Recovery 

Tt'>e a.iailability and recovery aspects of a multicomputer 
com,lex nust be based on the specific user reauirements. 
The user nust consider the followinq factors in determining 
his specific configuration: 

- The t yoes of applications to be supported. 
ti mes hari no, and trans act ion orocessino. 

The l eve l of availability that is needed 
qraj~, etc.) 

3atcl-, 

<utility 

- PerfJrTiance requirements in terms of numbers of users, 
respJnse time, throuqhput, etc. 

- Ovenll hardware costs. 

T~e site Tiust be able to confioure both the hardware and 
sJft~are tJ meet its specific needs. The fottowinq 
bnctions are required for maximum availibility and recovery 
Cfhese must be subsetable to meet the sites needs): 
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- The fai l;.ire of any single entity {computer, channel, 
devi:e, jperator terminal, software component, etc.) in 
the nulticomputer complex must not cause the failure of 
the whole multicomputer complex. The capabilities 
required include: 

+- Use of duplicate .file 
ststem files. 

functions for critical 

+ Detection of a computer failure bv other computers 
;, the multicomputer complex through inter 
CJmjuter availability protocols. 

+ The work 
assJmed 
c:im::iuter 

of system workstations wilt 
by a system workstation 
or the system workstation 

in another comouter from restarted 
checkooint. 

either be 
in another 

will be 
the last 

+- T1e multicomputer confiquration wilt be updated 
a,d adjustments made to scheduling parameters. 

+- User workstatio,s which use system provided 
recjvery capabilities will be restarted in another 
c:im:iuter. 

+- Confiouration of 
c:i,troller, channel, 
physical connection 
pert o rman c e. 

redundant hardware <IOM, 
etc.). This includes shared 
of devices for ootimum 

Whe, any new hardware, includinq a new computer, is 
hsnllej it may be added to the multicomputer comolex 
witlnut shutting the complex down and restarting. 

Qecovert in a multicomouter configuration will be 
CjTIOlex. rhJs, the system Tiust perform many operations which 
are currentlt performed by operators. In situations where 
ooerator intervention is reauired, the system must provide 
orecise ~nd easily understood interfaces. The functions 
reo~.ii red in: l;.ide: 

- In order to reduce the coordination problem associated 
with recovering from journals, there must be: 

+- A single after journal per file <with the 
c3pability for multiple copies). 

+-A single before journal oer process <with the 
capability for multiple copies). 
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- Pest2rt of a failed computer in a multicomouter complex 
must re~uire minimal operator involvement so that 
rest2rt oarameters are consistent with the non-failed 
memo~ rs ) f the mu L ti c :> mp u t er co mp lex • 

6.P Statistical Data Collection 

Statistical data in the multicomputer comolex must be 
c:>nsiste1t with the concept that the confiqurati:>n is 
t :>ta l l y t r :i 1 spare n t t o t he customer. There f :>re, user 
hillin1 nust be independent of the orocessor and oeripheral 
devices se Lected by the multicomputer resource manager. For 
exa11:>le, :PJ seconds alone is not a valid unit of resource 
usa~e; C'U seconds must be adjusted by an aoor:>priate CPU 
s:>eed factor. A second solution would be to have the 
hariware :aunt memory references. 

Statistical data records on this file will contain 
iif)rmati)n .ihic1 uniauely identifies the resource .iithin 
the 11ulti:o11pJter configuration. For examole, the record 
hr the execution of an activity will identify on wf"tich 
con:>;ter the :ictivity executed. 

6.9 Distrib;t:d Vlaintenance Services (DMS) 

The Distributed Maintenance Services concepts Must be 
exte1ded to include the multicomputer complex. Areas to be 

nc lJde: 

- T'ie error logqing facility in the multicomputer comolex 
l!'USt be 11anaqed at the complex level. Information on 
the err:>r tog must include uniaue identifications of 
all failing comoonents. In multico11puter 
c 1 n f i g u r :i t i :>,, s compute rs must be ha n d l e d l i k e any o the r 
devi:e. 

- RemJte maintenance services must be able to a~cess the 
m..ilti CHIJuter complex as if it were a sinole system. 

- The re11ote maintenance service must be able to diaqnose 
harj~are and software problems within a computer in the 
multi c:>m:>uter complex. 

The r~Tiote ~aintenance service must be able to access 
the ~rrJr l:>g when any one of the comouters within the 
com:>lex has failed. 
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6 • 1 0 SJ be x ec u t i v es 

There is a significant amount of user visible 
fJnctional ity provided by various subexecutives. The 
traisacti:>n processing <ITP) and timesharing CTSS) 
SJbexecutives are of oarticulat importance. In order for 
t"te m:.iltj c:>mouter architecture to truly meet the user 
reaJiremeits, these subexecutives must be extended to 
eic:>~oass the multicomouter architectural objects. 

Thos?. are3s which must be extended include: 

- The suoexecutives must be enhanced 
the data independent access layer 
a,d retrieval hierarchy to achieve 
location independence. 

to interface with 
of the data storaqe 
file and database 

- The subexecutives must be enhanced to optionally 
oro11i de load levelina capahi lities of subexecutive 
users across the multicomputer compte,. This can be 
done at various times includin9 loq in, transaction 
hitiati:>n or periodic rebalancing .. 

- A c:>npJter failure within a multicomputer complex must 
be traisparent to the subexecutive users on other 
comoJter• and cause minimum disruotion to users on the 
faili n~ computer. 

The nulticomouter configuration must be transparent to 
the >u:>executive users. 

The fuictions suoported by each of the GCOS 8 
SJbexecut1ves will be specified in a separate PFS for each 
M~lticom:>Jter release based on the market requirements for 
tn3t rele:sse. 
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The 3Ctual oerformance of any given muttico~puter 

CJmJlex ~ill depend heavily on the hardware coifiouration 
aid softw3 re 'Pt ions chosen. The orimary factors that will 
affect perfornance are: 

- The specific availability options chosen. 
- The ; ize and distribution of the user database. 
- The rate and distribution of database usaqe. 
- The nanner in which oerioheral devices are confiqured. 

T1e num~er of devices, whether devices are shared 
bet~~ei computers, etc. 

Ii J•der to achieve optimum performance for each 
customer, the multicomputer system design must include the 
tools iec~ssary to accurately measure user performance and 
pro1ide the information needed for better coifiquration 
m3i3Jemeit. fools for distributing (oartioning) the user 
dat3base ~ill be particularly important in achievino ootimum 
performai:e. 
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SoftJare releases for the multicomputer system design 
cJnf,rms to HIS standards applicable to software products as 
reqJired Jy HJneywetl Policy HIS-8, Product line Unification 
aid Stanjard1zation, and Distributed Systems Architecture. 

A'plicabl! standards include: 

- ~SA ~eference Rook - Volume 1 <General Description) 

- HDNA Link Protocol, NT-51 

- HDNA NetJork Protocol, NT-52 

- HONA Traisport Multiplex Protocol, NT-53 

- DSA :onnection Protocol, OSA-54 

DSA >ialJg Protocol, DSA-55 

- DSA ,resentation ·control Protocol, DSA-56 

- DSA ~etwork 9atch Protocol, DSA-60 

- Remote Fi le Access Protocol, DSA-61 

- Remote File Access Protocol Logical File Transfer 
Subs!t, )SA-62 

The ~Jlticomputer ~esiqn will be a too down desiqn usinq 
Wellmade staidards. This will result in several imoortant 
b!nefits: 

- Imprlved design documentation 

- Improved productivity of desiqners and developers 

- I~prJved product reliability 

- I~prlved product maintainability 

- Modularity and reduced intermodule dependence 
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ti.tt imolementation will be done in 
inolement3tioi languaae wherever feasible. 
i, sevenl i m::>ortant benefits: 

- Impr::>ved productivity of developers 

- Impr::>ved product reliability 

- Impr::>ved product maintainability 

a high level 
This w i t l result 

- Modularity and reduced intermodule deoendence 

- Stanjard interfaces 

rhe inplenentation of the multicomputer system design 
113y resJlt in increased system overhead. In order to 
pre~ent aiy sJch overhead from becoming intolerable, the 
following measures wilt be taken: 

- Within DSA implementation standards, every possible 
measJre must be used to prevent unnecessary overhead. 
These standards may be modified after impl~mentation, 
H iistrJmentation shows it is needed. 

- The i:npact of the multicomputer implementation on 
sin;l~ c::>mputer confiqurations must be minimizerl. 

- The im::>lementation must include the metering necessary 
to neasJre and correct any performance problems that 
may ::>ccur. This should bP. done in a manner that 
per11i ts easy removal for production systems <e.a., via 
macr::>s>. 

The increased overhead required to support the 
mJlti com::>Jter complex will be compensated by the following: 

- Overiead must be compensated for by better utilization 
of res::>urces at the global level. 

- Overiead must be comnensated for by imoroved 
availaoility of the system. That is, less down time, 
less time spent recoverino from failures, etc. 
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Docun?ntation must be provided for all the prospective 
users of tie the multi computer system. The level of detail 
r3n~es frJm c'ncept documents for prospects and end-users 
thrtlJgh ;Jetai led reference manuals necessary to start and 
ooerate a MJlticomputer Complex. 

Jhile initial documentation may of necessity be 
c,n,enti,ial hard copy, full coqnizance should be taken of 
the advaita~es of on-line documentation, either via terminal 
disolay or usina microfiche readers and the like. The need 
f'r docJneitation mobility within a multicomputer system 
will be at' least as great as the need for application or 
dat3base m:>bi lity. This need will impact 'both the document 
distributio~ costs to deliver the documentation to the user 
aid the costs to transfer the documentation within the user 
Sfstem eivir:rnment. The following sections define the 
vari,us c~teg,ries of documentation reouired. 

Q.i Enj-User Documentation 

En1 Jsers as defined here include casual users of the 
sfsten, ,,n-c,mputer professionals and interested observers. 
Docu11entat i'n rer.iuired for this class must emphasize the 
basic con:epts employed to(lether with the mechanics of 
iiteractiig Jith the system <e.g., sign-on, application 
acti11ati::>i, file a.ccess, communication with another end 
user>. >ocunentation at this level will not describe 
i~olement3tion or detailed tanquaQe options. On-line 
d ' c u 'Tl e n t a t i o n w i l l e mp ha s i z e a "f i r s t a i d " c a p a b i t t y , 
usually ii response to a "help" command. Helo must be 
prodded ;, both training (for first time users> and 
dia~nosti: (for unexpected conditions) mode. 

- A \llJlticomputer Concepts and Facilities Manual is 
r e q J i re d an d m us t be av a i la b l e a t the t i me o f 
ann::>Jncenent of the first release. This document 
describes both the system desiqn and how the 
multi C)m:>uter capabi ti ties can be used. The document 
shoJl~ indicate the kinds of multicomputer complexes 
that c3n be configured and how thPy would be used to 
sup;:>' rt a custo!Tler 's business needs. 
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~.2 ApJlicatiJi De~elopment Documentation 

Aooli:atiJn development is primarily concerned with the 
in~lementJtioi of new procedures. Documentation reQuired 
f:> r t h i s : la s s of use r mu st i n c l u de ref e r enc e doc um en t at i on 
::i i t h e " a r i J u s p r o c e du r e l a n g u a g es s up po r t e d a s w e l l a s 
iistructiJns for linking new procedures into the existinq 
aJoli cati)n structure. Amonq the most important asoects of 
this inte~ ration phase are: 

- How tJ establish a communication session in a 
mu l t i c J m :> u t er s y s t em. 

- H::iw to send and receive messages within a communication 
s es s i on. 

- How to iiterface to the database facility. 

- How to iiteract with other tasks and oroqrams. 

Q.3 ~ulticompJter ~dministration and Control Documentation 

The nulticomputer administrator controls the entire 
c:>mJlex, ieice this area demands the richest and most varied 
doCJTientatoi. Rasical ly, six cateoories of documentation 
are re1uired: 

- Complex configuration and startup 

- DataJase distribution and definition 

- Catalog and Media management 

Access control and security 

- Oper~tion of the complex 
tuni i g) 

Cincludinq monitorinq 

ConfigJration management (reconfiguration> 

and 

Within each of these categories, two classes of 
d::>cumentation are required: The formalism for aecomolishinq 
t"le objective and the assistance in making the decisions 
t~enselves. Here again an on-line capability is hiqhly 
desirable becluse of the opportunities for linking decision 
considerations with on-li~e system performance monitorinq 
t:>ols. 
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1C.O Glossary C For DSA definitions see the DSA Reference Book 
Apoendix A , DSA Terminoloqy ) 

.r\cti11ity 
s::hedule:l. 

~n activity is the basic unit of work 
Some examples of activities include: 

which is 

• A joo step <batch> 
•A sessioi (timesharing) 
• A tr:.nsaction (transaction processing) 

- Arciival storage device - A mass storaoe device intended for 
iifreoueit Lt accessed fi tes. Typically such devices offer 
lJ# costr high capacity storage at the expense of 
acc!ssibility. Due to the access time characteristics of 
these :ievi ces, files are often staqed to hiQh speed devices 
d.Jring peri:>ds of file activity. 

8.Jffer Maia;Jenent - A software component in GCOS 8, similar 
t' the >SA storage access layer, which functions as a 
system-wije soace manaqer for data files. Buffer ~anaqement 
fJnctions as a software controlled disk buffer - attempting 
t' reduc! real I/O by maintaininq freauently accessed data 
blocks re>ideit in main memory. 

- Concurren:y Control - See data inteority control. 

- Co~oJter ststem An information processing 
co~sistii~ of a sinqle computer and operatinq 
s.Joo,rtii~ apolication programs and databases. 

- ri at a de p e i de n t a cc e s s l ayer - A D SA t e rm • 

- D'.!t'.! inde:>endence - A l)SA term. 

- DHa iride:>e1dent acce'Ss layer - A DSA term. 

- Data inte~ritt control - A DSA term. 

- Data Storage and Retrieval Hierarchy - A DSA term. 

- Database -·A collection of files of stored 
each fil! is constructed in accordance 
~torage-Jrie1ted data description. 

records 
with a 

system 
system 

where 
single 

- Database Processor 
resoJnsi:>le for the 
w:>rkstati:>n. 

P functionally dedicated computer 
functions of the storage management 

- Device ac:ess layer - A DSI\ term. 
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- Disc Cacie 3uffer A buffer, transparent to central 
processo·· software, which is used to reduce real disc I/0 by 
m3i1taini1g frequent Ly ~ccessed data blocks in a dedicated 
seo3rate nenory. The cache would be locaterl close to the 
di s c, o o s s i ::> l f in the cont rot le r or ch an net. 

- Eid-User - A OSA term. 

- fJnction3l lt '.>istributed - In a functionally distributed 
Sfstem 3:tivities are seare~ated based on their type. A 
database processor is one example of a functionally 
soeciatiz!d processor. Other types of functional 
s:ieciatiz3tio1 include higher level language processors such 
as coeoL lr F~RTPAN machines, and special editinq or text 
ore:ieratiln :irocessors. Specializerl hardware, firmware and 
software systems can be employed in a specialized processor, 
s.Jc'1 as a fir11ware interpreter in a directly executable 
hi~'1er l!vel language processor, or it can simply involve 
t~e fu1ctio1at dedication of conventional systems. For 
exan::>le, a database machine can be confiqured from standard 
h a r j " a r e 2 n j s o f t w a re p rod u c t s • 

- Iiter-Con:>uter Connection - A direct physical link between 
eac1 con:>uter in a multicomputer complex and every other 
c::>m::>Jter in the complex. 

- Layer - A DSA term. 

- MJlticom:>Jter Complex - A Multicomputer Comnlex c::>nsists of 
t~o or n:>re inter-connected comput~r systems and sufficient 
s o f t w a r e t o c o o r d i n a t e re so u r c e s a n d p r o c e s s i n a a c t i v i t i e s 
at the nulticomputer level. The complex typically will be 
locally ji stributed and will present a sinqle end user view 
of tie sotem. 

- Physical access layer - A DSA term. 

- R~cord aij file access layer - A OSA term. 

- Session CJntrol Proqrammatic Interface - A DSA term. 

- Sass ion Layer - A DSA term. 

- S1ared Lo~ical Connection - With a shared looical connection 
mJltiple h::>sts can access a single device. This device 
mioht be Jhfsicatly connected to only one computer, or may 
b! ::>hysicallt shared by multiple computers. If physically 
coniectej to only one computer, that computer will access 
the devic~ for other hosts in the complex. 
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- Shared Ph(sical Connect ion - A shared physical connection 
requires direct physical paths between an I/O device and 
mJltiple iosts. This does not imply that the device in part 
or ii wh~le will be used simultaneously by more than one 
h'st. 

- st,r3ge 4ccess Layer - A DSA term. 

- Storage ~~nag~ment Workstation - A DSA term. 

- Sfstem Work Stations - System workstations are workstations 
which SJlp,rt system functions. The user visibility of 
these wor<stations is eQuivalent to that of conventional 
ooerating system processes. System workstations in the 
mJlticomlJter environment, will provide functions including 
SJbSf~ten naiaqers, availability/recovery functions, and 
sch!dulii~. 


