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Concurrency (antral ex; sts as a function of integrity control to 
controL the sr.aring of resour ces het .. een ter.ants. 

Control wilL be exerted at two logical levels. The coarse level, 
or resource level, is for the control of individual resources, or 
9 r 0 ups 0 f res cur c est a 0 e carl t r 0 l l e::l a san i n d i v i d u a l res 0 u r C e • 
A. n e x amp teo f the fir s t .. 0 u l J bet h e can t r 0 l 0 f the s h a r ; n g 0 f a 
file. An example of tile second ,",ould be thE' control of a group 
of files ur)jer one database rarr.e. The fine level, or sutresource 
level, is for the control of subsets of the coarse level 
resources. A stan::lard use of this leve L is the treating of file 
controL intervaLs as subresources of the file. 

Whenever users wish to cooperatively share resources, they must 
express their intent to concurre"'lcy control prior to accE'ssing 
the resource. This expression of intent is via the "enqueue" 
command which identifies the particular resource or subresource 
rlesired and the type of reservation desi red. The type of 
reservation ;s a statement of the degree to which this user is 
w; t Lin g t 0 s h are t his ( s u t ) res au r c e • The use r may r e Q u; r e 
EXCLUSIVE use of the resource, in which case he is unwilling to 
share the resource with anyone eLse, or the user may require 
SHARED use, which means that he is loIitting to share the resource 
loIith any other user requesting SHARED use. For the coarse level 
~f resources, the user may also specify SUBRESOURCE, IoIhich means 
that he wishes the right to request individuaL subresources of 
this resource and is w;lling to share the resource only with 
other users making requests in the SUBRESOURCE mode. 

Enqueue commands establish resource "ownership". If a user 
requests EXCLUSIVE and there is any current owner, a "conflict" 
1 s de t e c ted. I f a use r r e Que s t s S H ARE 0 and the cur r en tow n e r ( s ) 
have specified SHARED, or there are no current owners, then the 
requestor may be placed on the ownership list. Otherlollse, a 
conflict ;s detected again. If a user requests SUBRESOURCE, 
conflict will result unless there are no current owners, or all 
i:urrent owners have SUBRESOURCE type reservations. In all cases 
of conflict, the requestor is marked on a waiting li't for that 
resource, and his process is suspended via the WAIT command. 
Resource requests are handled FIFO, so prior waiters loIill also 
cause new requestors to be delayed. The process .ill wait until 
the resource becomes free, a deadlock is detected (see next 
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paragraph), or until the wait time exceeds a value designated by 
the ten ant i nth ere c; ue s tin 9 com man j • 

Some subset of the waiting processes can possibly be in a deadly 
embrace situation, which could result in none of the involved 
processes ever being awakener.. This can occur in a simple case 
if process "A" holds resource "x" while requesting resource "y" 
and simultaneously, process "8" holds resource "y" while 
requesting resource "x". It can Le seen that neither resource 
"x" nor "y" loIill become available u1til either process "A" or "B" 
is forced to relinquish the resources that they currently hold. 
This ~articutar situation is cOl'l'1monLy catled a "deadlock". 
r:>e.:!dlocks do not occur frequently in systems obser\ied to date, 
a'id they are rather expensive to detect. For these reasons, 
concurrency control will perform deadlock detection in the 
background. That is to say, it wiLL guarantee that deadlocks 
\.Ii II be eventually detected, but possihly after some set 
increment of ti'Tle has eLapsea. 

The deadlock detection mechanism \.IilL name the list of processes 
IoIhich are involved in the deadlock. A distinct procedure loIill 
pick the process(es) which will receive the deadlock status. 
when the deadlock is broken, the ot'1er processes will proceed. 
The process(es) receiving the deadLock status will be required to 
either abort or rollback to a commitment point and retry. 

At each enqueue, the user supplies a phase number from his PCB. 
This number becomes the phase identi fication of the reservation 
for its duration. The J:;hase number in the PCB wilt be 
initialized to zero at the start of each commitment_unit and will 
be incremented by integrity_control as the user establishes 
intermediate checkpoints to which he wishes to recover. Once a 
~ew phase is initiated, no user dequeue command will be able to 
alter a reservation from a prior phase, and all reservation 
.;pdates wi II be t.o more restrictive reservation types (eg. SHARED 
to EXCLUSIVE) with the original phase identification of the 
reservation remaining unaltered. These policies will insure the 
integrity of the user's intermediate checkpoints. 

The first time a user updates a shared resource, he must set the 
update lock on the associated EXEClUSIVE reservation. This may 
be done at the same time the EXCLUSIVE reservation is made by 
set t ; n g the up d ate l 0 c k bit i nth e c om man d b l 0 c k • 0 nee t his 1 0 c k 
;s set, only integrity_control is allowed to dequeue the 

'reservation. Integrity_control will use the Dequeue_all command 
available through a restricted entry point. All user accessible 
dequeue cOlllmands "ill ignore requests to dequeu,F.,;upd.ate_loc:Jted 
resources. 
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,Ownership of a resource by a tenant 101 it l be maintained unt; l the 
resource is explicitly released by means of a dequeue command. 
Dequeue commands available to the tenant ~ill allow him to 
dequeue named resources subject to the phase number and 
update_lock restrictions described in the preceeding paragraphs. 
The tenant :nay also declare a set of current files (resources) 
and a set of current sub-re sources ove r those fi les so that all 
non-update locked sub-resources of the current phase, which 
::>eLong to the current fiLes cut which are not on the current 
subresource list, are dequeued. This command, 
Dequeue_non-current, wi II allow a database manager to decLare to 
concurrency_control a set of "current" subresources. The 
implicit assumption is that alL reservations which are not 
current and not update_locked are not necessary in order to 
maintain the consistency of the database. For example, when 
walking an ordered data set, the control intervals searched which 
:j 0 not con t 3 i nth e p rio r 0 r c ur r e n t d a t a e l e men t sus u all y don 0 t 
have to remain reserved once the target data etement is found. 

,:.!!I.;,- '. 
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All changes and references to concurrency control tables wi II be 
made by concurrE'ncy control procedure through the use of the 
defined command interface. 

The basic data structure is illustrated in FIGURE 1. Each data 
entry in the structure is described telow. 

o 

o 

o 

o 

o 

Pro c e s s_ en try PE 

one e n try for e a c h p r" ace s s h 0 l d; n 9 res 0 u r c e s 0 r w a ; t ; n 9 
on a resource on behaLf of a tenant; points to lists of 
reservation and waiting entries; located in a linear 
table indexed by ~ro(ess numter. 

RB 

one entry per resource known to concurrency_control; 
poi ~ t s t 0 lis t s 0 f 0 l- ne r san d ioi a i t e r son t his res 0 u r c e ; 
points to lists of subresources; tocated by the RB_ID 
token held by th£' user. 

S3 

one entry per named subresource in use; points to lists 
of owners and waiters on thi s subresource; located as 
uniquely named subresource of designated resour~e or irom 
sub res 0 u r c e _ res e r vat i on _ e n try. 

RR 

one entry per ownership of resource; identifies owner 
and RS; identifies ownership type: located from the 
RR_IO token held by the user. 

Subresource_reservation_entry SR 

one entry per owne~ship of a subresource; identifies the 
owner and the RB; identifies the ownership 'type; holds 
the update lock; located by the SR_IO token held by the 
user. 
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o 

one entry per process waiting for a resource; identifies 
the ~aiting process and the reservation type; the entry 
is in a FIfO queue poirltt"d to by the RB. 

Sub re s ou r c e _ wa i t i n9 _ en try SW 

one entry per process waiting for a subresource: 
identifies the waiting process and the reservation type; 
the entry ;s in a FIFO queue pointed to by the S8. 

ThesE' data entries will be manipulated from the command interface 
through two entry points. Tre first entry point is available to 
the buffer manager, the access methoj, the database manager, and 
the batch interface: 

o 

o 

o 

E P1 

declares a resource to concurrency control; physically 
allocates an RS: returns an RB identifying token to be 
supplied by the user when referencing this resource in 
subseQuent calls: this command never resuLts in a wait. 

R e l ea s e_ RB EP1 

physically deallocates the RBidentified by the R8_ID 
token: .the RB_IO token becomes invalid; this call never 
results in a wait. 

EP1 

enQueues a pro~ess on an RB spec ified by the R8_ID token 
returned 1rom the Allocate_RB command, or updates an 
existing reservation identified by the RS_ID and, 
optionally, the RR_ID from t he prior enqueue; the 
process also supplies the reservation type; the phase 
number, and a lIaxilllJm wait ti.e; concurrency control 
will '.mediately return i1 the resource.;"." .. "ailable, 
otherwise, the process will be forced to .aft; vaits can 
result ;n a ti.e-out, a deadlock, or a reservation 
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o 

o 

o 

completed status; an RR_ID token is returned for further 
efficient reference to this reservation; when updating a 
current reservation, a transition from SHARED to 
EXCLUSIVE or from SUBRESOJRCE to EXCLUSIVE wHl cause a 
dequeue and an enqueue at the head of any existing Queup. 

EnQ_subresource EP1 

e n QU e u e sap roc e s son a n S 9 w h i chi ssp e c i fie d by a 
unique subresource name (SR_name), the RR_ID tokpn 
returned by the EnQ_resource command, and oPtionally, the 
SP._ID rt>turned frOM a prior enqueue of this sub-resource 
(for updates); th€ process should also suppty the 
reservation type, tr.e phase nurrber, the update lock 
setting, ard a lTlaximum wait time; concurrency control 
wi II immediately return if the resource ;s available, 
o t he r 101 i s e , the pro c e ssw ill b e for c edt 0 wa ; t ; a w a ; t 
can res u l tin a tim e - ou t, a de ad l 0 c k ,or are s e r vat ion 
compLeted status; an SR_ID token is returned for further 
efficient refererce to this reservation; multiple calls 
for the same resource to update the reservation type and 
the update lock setting are a llowed; when updating an 
existing reservation, a transition from SHARED to 
EXCLUSIVE will cause a dequeue and an enqueue at the head 
of any existing queue. 

EP1 

for all S8' s which are chi ldrenof the R8 identified by 
the supplled RR_IC token, delete all ownership 
reservations of this process; then delete the ownership 
reservation of this process on this R8; the RR_ID token 
becomes .invalid as welt as all 5R_ID tokens of all 58 
reservations; this command never results in a wait. 

Deq_subresource EP1' 

dequeues a process from the SB which is specified by a 
unique subresource name (SR_name), the RR_ID token 
returned by the Enq_resource command, and optionally, the 
SR_ID returned from the prior enqueue of this 
sub-resource: the SR_ID token becomes invalid: this 
command never resutts in a wait. 
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o 

o 

£ P1 

the update lock for the specified SR will be set; the 
com'lland will never result in a wait. 

Deq_non-current EP1 

the user will suoply a list of of RB_ID's and a list of 
SR_IO's; for the given list of RB_ID's, all SR_IO's not 
on the given SR_ID list and whose update locks are not 
set, will be deleted; this command will only affect 
entries with the current phase number: the command will 
not result in a wait. 

The second of these entry points will be available only to 

o 

integrity_control 
need to be used 
aborts. 

E p2 

and the batch interface. It will only 
at rollbacks, commits, and process 

the process will identify itself and a phase number; all 
reser~ations for the process with a phase qreater to or 
e q ua l tot he sup p lie d ph a sen u m be r wit t bed e t e ted; 
up da tel 0 c k s 101 ; t 1 be 0 v err i d de n; t his c om man d will n eve r 
result ina loIait. 

Jsage Information of CC 

Usage Information 

concurrency control 

A. General Description 

The use of concurrency control entails first making the shared 
resource known to the function. Each resource must be associated 

"""; th a resource_control_block. 

~ach resources's RB will be explicitly created and deleted by 
:~:j'.i;:":Co •• and from one process on behalf of alt other sharing 

processes. A token will be returned from concurrency control by 
the AU.ocate_RB command which will uniQuely'"'identify the RB 
altocated. All subsequent users referring to that}:JtB "will be 
required to produce that RB_ID token. All sharers of the 
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_ addressabi li ty to that token. Aft er a command 

has been received, it will be assumed that no 
io/ill produce that PB_ID token, i.e. it must be 
oj s e r. 

Runoff: 12/08/78 

therefore have 
to release an RB 
subsequent user 
destroyed by the 

Resource reservation commands can be of three mutually 
types: 

exclusive 

EXCLUSIVE: request for exclusive use of all subresources: 

SHAPED: request for shared use of al l subresources: 

SUGRESOURf E: request for right to make subresource reservations. 

Ant X C L US I VEe n Que u e wit l pre ve n tal lot her I" n que u ere que s t s for 
this resource from being serviced until this process dequeues it. 
The process will share the resource with no one. A data manager 
would probably .ant EXCLUSIVE use of a f He extent which was to 
::Ie written. 

A SHARED enqueue will prevent all other EXCLUSIVE and SUBRESOURCE 
requests from being honored for this resource until this process 
jequeues it. A process requesting this mode is willing to share 
the resource, but only with other users who specify SHARED. An 
example of thls mode would be the batch allocation of a file with 
READ disposition. 

A SUB R E SO U R C E e n que u e will p r even tal lot he rEX C L U S I V E and S H ARE D 
requests for this resource from being honored until this process 
jequeues it. A process requesting this mode is willing to share 
this resource with any other process who has specified 
SUBRESOURCE. This enqueue command gives the process the ability 
to make EXCLUSIVE and SHARED enqueue requE'sts on subsets of the 
resource. These subsets ~ust be agreed upon by all users, the 
1Iembers must have unique namE'S, and the members must be disjoint. 
For a d a t a ba s e man age r, t h ; s 1010 u l d mea n t he a b ; l ; t y t 0 con t r 0 l 
access at the control interval level. One user may hold control 
intervalS for update by himself while a group of users are 
-silllultaneously sharing control interval 7 for reading • 

...... :#:.. .~ > 

- A· reservation entry token is returned to the tenant by each 
reservation command. This token should be used by the tenant ;n 
.l t. subs eQuent exp l ic it re fer ences to th is 'ff'.eserv.tion. By 
convention, a zero token will be ;nvalid. ~'''''By using this 
convention both the user .nd concurrency control will be able to 
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tell whether a given entry is a vaLid token. 

Once a tenant has secured permission to make subresource 
requests, it enqueues on subresources of the parent RB by 
identifying the parent via the reservation entry token and 
specifying the subresource by a unique name agreed upon by alL 
sharing tenants. AlLo~abLe subresource reservation requests are 
EXCLUSIVE and SHARED, where these requests have the same meanings 
as requests for RRls. 

Sub res 0 u r c e _ c on t r 0 l_ b l 0 c k s wi l L be p h y s ; cal l y all 0 cat e dan d 
released a~ needed bv concurrency control. SR_ID tokens, 
ret urn edt 0 the ten ant ate n q lJ e lJ e time, can be use don t y for 
subsequent deQueues or update lock handl ing by that tenant. 

A reservation request wilL be honored imrrediately if the resource 
is available. If the requested resource is busy and cannot be 
shared due to incompatibility between the current reservation and 
the request, then the requestor wilL be delayed. Tenants wHl be 
delayed by a WAIT on a run-time defined RB_free condition. The 
corresponding condition will be met when concurrency control 
dequeues the last owner of an RB and signaLs the waiting tenant. 
The tenant will wait until a deadlock 1S detected, the RB becomes 
free, or the wait time exceeds a value designated by the tenant 
i nth ere q ue s tin g COlT' ma n d. 

Deadlock detect ion wit l be done at the discretion of concurrency 
control to promote system-wide efficiency.' When a deadlock is 
dete-cted, the PCU_sequence numbers of the processes involved will 
be inspected. The process with the largest PCU_sequence number, 
i.e. the youngest PCU, will be selected to recieve the deadlock 
status. This process wilt have one reservation that will be 
detected as being involved in the deadlock. The phase number of 
that reservation will be passed to integdty control. This will 
inform integrity ,control how far the process must be rolled back 
toe f f e c t i ve t y b rea k the de a d lo c k • 

All reservation requests will be serviced FIfO. A pending 
request for EXClUS1VE usage will prevent a subsequent request for 
SHARED usage from being immediately granted even though all 
current owners have SHARED usage specified. This policy prevents 
.a tenant from being indefinitely blocked while waiting as long as 

• ,the current owners eventually terminate. 
, ~~~< ... ' .<~, 
F~' ,~ 

:;, ';~'Anyreservation lIay be altered by i5suing another .. nqueue command 
for the resource. If the reservation type is to be changed, the 
user _ust be prepared to wait .nd IIUst supply a .,.it time. The 
phase number obtained frOIl the user's PCB during the original 
enqueue will not be updated. It ;s expected that _ost use of 
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this function will be to effect a transition from SHARED to 
EXCLUSIVE 01'"1 resources and subresources. One exception to the 
FIFO policy mentioned in the preceding paragraph wHl be when an 
:>wner Io/ho has specified SHARED, requests EXCLUSIVE. The first 
such request which cannot be immediately granted due to the 
existence of concurrent owners, will be placed waiting at the 
head of the reservation list with an EXCLUSIVE request. 
Subspquent EXCLUSIVE requests from concurrel'"1t owners will be 
reco~niz~d as a deadlock condition. This exception to the fIFO 
policy facilitates the standard practice of reading a datat,ase 
entity, then writing it later. Any enqueue with the same 
reservation type anJ update Lock setting as the current 
reservation ""ill result ir- no change to the reservation and an 
immediate return. 

Periodically, tor efficiency, a user may wish to release all 
subresources IoIhich he has reserved \oIhi ch have no currencies. A 
command is provided which alLows a user to specify a list of 
resources and a subset of the subresources of those resources. 
All subresources of the named resources not listed and whose 
update locl..s are not set (see next paragraph) will be released. 
This will appLy only to reservations initially made in the 
current phase. The last established currencies in prior phases 
wi II not be affected in order that a rol lback. can be supported to 
a prior phase boundary. 

The subresource reservation commands will also support a 
mechanism referred to as an update lock.. Its primary purpose is 
to give the user the ability to specify a subresource which is 
needed in order to recover the PCU. The initial setting of the 
lock is specified in the reservation request word. The lock may 
be set later by using the Update_lock command or by issu;ng 
another enqueue command with the lock bit set. Note that an 
update lock may never be reset. An update locked resource will 
,ot released by the Release_non-current command. Updated file 
extents should be marked as update locked by the data manager so 
that they wilt be available 'for possiblerotlback even though 
they may become non-currf'nt. 

A command is provided to dequeue all resources of a process. 
Resources and subresources can also be dequeued individually by 
identify;ng them explicitly in the dequeue commands. These 
CDmmands override update locks, but are honored only if the phase 
nUlllberin the PCB is less than or equal to the rphase when the 
r~servation was originatly established. Once ~~.~ase number is 
written in a reservation block, subsequent references to that 
reservation witl never cause the phase number tQ,berewritten. 

~~j~. 
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8. Parameter Stack & Command Block Descriptions 

The first descriptcr on thf- parameter stack will define the six 
word comman:J btock dE'scribed below. The first two words of the 
tlOCk are the return words a5 defined by system conventions. The 
l::>wer 12 hits of thE> first word will contain the status from each 
comman::. The pararr:eters in the bLock will atways have the same 
~ositions in the cLock for all commdnds, but only the variables 
callf-J out in the comman:J descriptions will be used for a 
particular command. 

The last descriptor on the parameter stack should only be 
suoplit:d for the Deq_non-current command. It will defrne a 
subordinate descriPtor seg'fent. This segment contains a 
variat'Le-size array of descriptors pointing to currency and keep 
lists. 

Immediate_return 

Original_return 

I II1I RE S , u I Cur _ lis t _ I 
IIIIITYPILI number I 

1111111111 Ti mer 

C 0 mm and _ bloc k 

an 18-bit parameter which is an unsigned integer 
describing the number 01 currency lists supplied by the 
user; there is one descriptor for each list, so this 
identifies the number of descriptors to be ~sed from 
the Currency_list_d subordinate descriptor segment. 
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o E bID 

0 RR 10 

0 SR I D 

an 16-tit token identifying a particular R8; the user 
obtains it on the return from the Allocate_RB command: 
the user supplies it for the subsequent EnQ_resource 
and Deq_non-current commands referencing this resource: 
it is up tc the ustr to maintain a rrappinq of RBts to 
pa r tic u l a r re s ou r c e s. 

an 1b-bit to ken identifying a particular 
res 0 u r c e _ res e r vat i 0 n_ e n try ( R R ) : the user obtains ; t 
on the return f r orr the Enq_re sourCf> command: the user 
supplies ; t for t he sub sequ ent Enq_resource_update, 
Deq_resource, and E nq _ sub res OU r c e commands. 

an 18-bit token identifying a particular 
subresource_reservation_entry (SR); the user obtains 
it on the return from the EnQ_subresource command; the 
use r sup p lie sit for sub s e qu e n tEn Q _ sub I' e sou r c e _ up d ate, 
De q _ non - cur r e nt, D e Q_ sub res 0 u I' c e _ t 0 ken, and U p d ate _ l 0 c k 
com man d s ; a z e rot ok e n is; n val ; d • 

o Reservation_type 

o 

a 2-bit parameter designating the reservation type 
requested; reservation types are explained above; 
at lowa b le val ues ar e! 

a I nv ali d 

1 EXCLUSIVE 

2 S HA R ED 

3 SUBRESOURCE. 

• 1-bit parameter which is a lock on.,the reservation; 
once set, the lock cannot be reset and the reservation 
will. not be deQueued by a DeQ_non-current command; the 
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o Timer 

recognized settings are: 

o - reset 

1 set. 

a 30-bit parameter specifying the maximum time to wait 
while performing this request; the units are in 
l'1illiseconcs; a wait time exhausted status will be 
ret urn e d i f t '1 i s a IT' ou n t 0 f tim eel a p s e s w hit e w a ; t 1 n g 
on an en Q ue u ere qu est; s pe c i f i cat i on 0 f 0 tim e 101 ill 
resuLt in an irr.mediate return with no wait performec, 
out a possible status of wait time exhausted. 

o SR name 

a 36-bit Su~resource_name which uniquely identifies a 
subresource of a named resource; the user supplies 
this name on Enq_subresource and DeQ_subresource_name 
commands; a name of zero is valid. 
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o 

, 11111111111111111 

111111111111111111 

o 
o 
o 

, 1111111I111111111 

R~ - I D 

111111111111111111 

11/111111111111/11 

o 
o 
o 

!IIIIIIIIIIIIIIIII 

an 18-bit integer specifying the number of SR_ID's on 
the end of the list. 

an 18-bit integer specifying the number of RB_ID's on 
the be 9 ; n n i n9 0 f the l; st. 

an 18-bit RB_ID previously obtained from an Allocate_RB 
command; this list defines the resources whose 
re s e r vat ion s wit l bed e qu e ue d • 
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an 18-bit SR_ID returned by the EnQ_subresource 
command; this list, along with the update locks, will 
define whic, reservations will be kept. 
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c. Command Descriptions 

1 • At tocate_RB 

2. Release_RG 

3. En q_ res 0 u r c e 

4. E n Q_ sub res 0 u r C e 

5. o ~ Q_ res::> u r C e 

6. De Q_ sub r e 50 U r c e 

7. Up da t e _ l 0 c k 

b. Deq_non-current 

9. D EO q_ all 

".,If .~. 

'-. 
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use: 

output: 

in p ut 
argu'!\ents: 

use: 

ou t pu t : 

; nput 
arguments: 

declares a resource to concurrency control; 
physically allocates an RB; returns an RB 
identifying token to be supplied by the user 
w hen ref ere n C i n g t his re sou r c e ; n sub seq u e n t 
calls; this commClnd never results in a wait. 

S tat us 

none 

G - norrral return 
1 - request denied; 

exh3usted 
space is temporarily 

physically deal locates the RB identified by the 
RB_ID token; the RB_ID token becomes invalid; 
t h ; s call neve r re s u l t s ; n a wa it. 

S tat us 
o - normal retu rn 
4 - r e Q u es t den i e d ; 

by use r 
7 - request denied; 

this R8 
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invalid token supplied 

tenants are enqueued on 



CLASS: CC 

~ission Description Runoff: 12/08/78 

3. EnQ_resource 

use: 

output: 

; nput 
a r 9 ume nt s: 

enqueues a process on an RB specified by the 
Rr_ID token returned frorr, the Allocate_RB 
command, or updates an existing reservation 
identified by the RB_ID and, optionally, the 
RR_ID from the prj or enqueue; the process also 
supplies the reservation type, the phase num~er, 
and a maximum wait time; concurrency control 
will immediately return if the resource is 
avai lable, otherwise, the process witl be forced 
to loIa;t; loIa;ts can result in a time-out, a 
de a d l 0 c k, 0 r are s e r vat i on com p let eo d s tat us; an 
RR_ID token is returned for further efficient 
reference to this reservation; when updating a 
current reservation, a transition from SHARED to 
EXCLUSIVE or from SUBRESOURCE to EXCLUSIVE will 
cause a dequeue and an enqueue at the head of 
any existing queue. 

S t d t us 
o 
1 -

2 -

3 -
it -

5 -

Timer 

nornlal retu rn 
request denied; space is temporarily 

exhausted 
request denied; allowing the tenant to 

wait would result in deadlock 
request denied; Timer elapsed 
request denied; invalid token supplied 

by user 
request denied; invalid Reservation_type 

8S 



( LA S S: C C 

Mission Description Runoff: 12/08/78 

4. Enq_subresource 

use: 

output: 

i np ut 
argume nt s: 

enqueues a process on an S8 which is specified 
~y a unique subresource name (SR name), the 
RR_ID token returned by the Enq_resource 
command, and optio"'lally, the SR_ID returned from 
a prior enqueue of this sub-resource (for 
updates); the process should also supply the 
reservation type, the phase number, the update 
lock setting, and a maximum wait time; 
concurrency control wilt immediately return if 
the resource is avaiLable, otherwise, the 
process will be forced to wait; a wait can 
result in a time-out, a deadlock, or a 
reservation completed status; an SR_ID token is 
returned for further efficient reference to this 
reservation; multiple caLLs for the same 
resource to update the reservation type and the 
up d ate t 0 c k se t tin gar e aLL owe d ; 101 hen up d a tin 9 
an existing reservation, a transition from 
SHARED to EX eLUSIVE 101 it l cause a dequeue and an 
enqueue at the head of any existing queue. 

S tat us 
o - normal return 
1 - request denied; space temporarily 

exhausted 
2 - request denied; 
3 - request denied; 
4 - request denied; 

by user 
5 - request denied.; 

Reservation_type 

Timer 
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deadlock detected 
time-out 
invalid token supplied 

invalid reservation_type 



C LA S S: C C 

V:ission Description R un of f :12 / 08 / 78 

S R _ I D (0 p t i 0 na L ) 
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~. 

CLASS: CC 

'" iss ion 0 esc 'r i p t i on Runoff: 12/08/78 

6. Oeq_resource 

use: 

ou t pu t : 

i np ut 
arguments: 

for all S8's which are children of the RB 
identified t-y the suppl ied RR_IO token, delete 
all ownership reservations of this process; then 
deLete the ownership reservation of this process 
on this RS; the RR_IO token becomes invalid as 
well as all SR_IO tokens of all S8 rt>servat;ons; 
this command never results in a wait. 

Status 
o - normal return 
6 - request denied; the specified resource 

was not reserved by this tenant 

R8 I D 

R R_l D (op t i 0 na l ) 
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CLASS: CC 

~ission Description Runoff: 12/08178 

8. Oeq_sutresource 

use: 

out pu t : 

; n put 
arguments: 

dequeues a process from the S8 which is 
specified by a unique subresource name 
(SR_name), the RR ID token returned by the 
Enq_resource cOfl'lmand, and optionally, the SF_ID 
returned from the prior E:'nquE:'Uf;' of this 
su:'-resource; the SR_IO token becomes invalid; 
this command never results in a wait. 

Status 
G - normal retu rn 
4 - request denied; invalid token supplied 

by USE:' r 
6 - requE:'st denied; the specified resource 

was not reserved by thE:' tenant 

SR 1 D (0 p t ; 0 na l ) 
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C LA S S: C C 

Mission Description Runoff: 12/08/78 

use: 
the update lock for the specified SR will be 
set; the command wilt never result in a wait. 

ou t pu t : 
Status 

o - normal return 
4 - request de"ied; invalid token sup p l ; ed 

; np ut 
arguments: 

by use r 
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~ ---- -- - - -. --- -- ..... -' .... - - ..... _ ..... - ...... - -....... - -

CLASS: CC 

~ission Description Runoff: 12/08/78 

8. OeQ_non-current 

use: 

au t put: 

; np ut 
arguments: 

the user wi It supp ly a list of of RB_ID 1 s and a 
list of SR_IDt s; for the given list of RB_ID's, 
all SR_ID's not on the given SR_ID list and 
whose update locks are not set, will be deleted: 
t h; s com mar, d w ill a n l y a f fee ten t r i e s wit h the 
current phase nU'1lber; the- command witl not 
result in a wait. 

Status 
o - normal return 
4 - request deniec: invalid token supplied 

by user 
8 - re-quest denied; invalid descriptor 

structure in command blocks 

Cur _ lis t _ n u III be r 

Currency_list 
SR_ I D_numbe r 
R B_1 D _ numb e r 
RB_ID <RB_ID_number) 
SR_IO (SR_IO_num::>er) 
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~ission Description 

use: 

output: 

inrut 
arguments: 

C LA S S: C C 

Runoff: 12/08/78 

the process witl identify itsetf and 
number; all reservations for the 
with a ~hase greater to or equal 
suppliec< phase number will be 
update locks witl be overridden; 
CO!T' r. and wi l l neve r res u l tin a wa it. 

Status 
o - normal return 

none 
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a phase 
process 
to the 

deleted; 
t his 


