RRRRRRRRRRRR
RRRRRRRRRRRR
RRRRRRRRRRRR
RRR » RRR
RRR RRR
RRR RRR
RRR RRR
RRR RRR
RRR RRR
RRRRRRRRRRRR
RRRRRRRRRRRR
RRRRRRRRRRRR
RRR  RRR

RRR  RRR

RRR  RRR

RRR RRR
RRR RRR
RRR RRR
RRR RRR
RRR RRR
RRR RRR

MMM MMM
MMM MMM
MMM MMM
MMMMMM ~ MMMMMM
MMMMMM ~ MMMMMM
MMMMMM  MMMMMM
MMM MMM MMM
MMM MMM MMM
MMM MMM MMM
MMM MMM
MMM MMM
MMM MMM
MMM MMM
MMM MMM
MMM MMM
MMM MMM
MMM MMM
MMM MMM
MMM MMM
MMM MMM
MMM MMM

SSSSSSSSSSSS
SSSSSSSSSSSS
SSS5SS555S8SS
SSS
SSS
SSS
SSS
SSS
SSS
SSSSSSSSS
SSSSSSSSS
SSSSSSSSS
SSS
$SS
SSS
SSS
SSS
SSS

| NT!

NT!
NT{
NT{
NT!
NT!
NT!
NT!
NT{
NT!
NT!
NT{
NT{
NT!
NT{
NT{
NT{
NT{
NT{
NT{
NT{

NT!

NT!
NT!
NT!
NT!
NT!
NT!
NT!

NT
NT!
NT!
NT!
NT!
NT
Pl




€ 14

«+FILE*+]D**RMOCACHE

wiug ww
Wil ww
[VRVS) ww ww
[YW]VE] ww ww
Wiy [VV]Ve) ww
wwy iy ww
[VeRVe) [VE]VE) [VERVE]
Wi wiw [FE]VE)

[SERVERVERVENVEIVEIVE T JNE NS INNYNE RN AT V]
(NERVERVEIVEIVEIVEENR VRSV RNV EN NG JUN JNN |

X

ITIXIITIIIIIIIIX
IXTITITX

x TIXIIIIITXT

X

X

X

-

X

XX
ITIITIIIXIIIIIIX
IXIXIXIXXIXIIIIIIIX
(S O
oo [
(W (S
(ST (ST
Lo Lo
Lo O
VO VO
LV (L

VULV LVLLLOLW
LDVOOLUUWUOOLOOLDOLOLUW

AL L L <
ST
< < < <
o < o <
- < o <
< << LS4
L o <
< << < <
dddddddd SIS C I
dddddd SIS I
[T Lo
[T (=1
(ST LA
[T LW
[ S} (1]
oo Lo
W LD
oo oo

LU OUOUOUOWWOUOLUO
QOO OLOLLOW

[elelelelelelelelal=
(elelelelelelelele e
[=l=4 oo oo
oo oo oo
oo (=l oo
oo oo (==
(=34 oo oo
oo oo oo
[ =d=d=d=d=d=l=d=L=0=4
(=lelelelelelelele -]

[ 4-4-4-4 xa
[- 4- 4- 4. 4 [« - 4
aa axa axa
xac o ao
[ - 4 (- - 4- 4 4
a o xaxoco
(- 4 4 o
a o - - 4
oo
[(: 4. 4. 4. 4. 4. 4. 4. 4. 4. 4- 4: 4. 4

wvv Vv
vy wvwuvm wvv
wwvm wwm wwv
wwv wwvm wvwv
v wwv wwv
v (%171 (% 17%]
v v wwvm (%1% ]
VIVLIVV wvwv
v,y wvuv
= — e
— e —s et

LLLLLLLLLL
LLLLLLLLLL




RMOCACH

Table of contents
(3) 1 g
(4) 2
(8) 654
(9) 674

D 14
10 CACHE ROUTINE 16=SEP=1984 00:12:25 VAX/VMS Macro V04-00

DECLARATIONS

RMSCACHE ROUTINE

BUFF _ONLY path.

SCAN_LOCKS Search BLB List for BLB.

Page

0

RM
vQ



RMOCACHE
04-000

E 14
10 CACHE ROUTINE 16=-SEP=-1984 0:1%:55 AX/VMS Macro V04-00 Page 1
-SEP=1984 16:21:22 [RMS.SRCIRMOCACHE .MAR;1 (1)

$BEGIN RMOCACHE,000,RMSRMSO,<I0 CACHE ROUTINE>
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ALL RIGHTS RESERVED.

THIS SOFTWARE IS FURNISHED UNDER A LICENSE AND MAY BE USED AND COPIED
ONLY IN ACCORDANCE WITH THE TERMS OF SUCH LICENSE AND WITH THE
INCLUSION OF THE ABOVE COPYRIGHT NOTICE. THIS SOFTWARE OR ANY OTHER
COPIES THEREOF MAY NOT BE PROVIDED OR OTHERWISE MADE AVAILABLE TO ANY
OTHER PERSON. NO TITLE TO AND OWNERSHIP OF THE SOFTWARE IS HEREBY
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Facility: rms32

Abstract:

This module provides a block cache and access control
to the buckets of the relative and indexed file organizations

Environment:
VAX/VMS

Author: E.H. Marison 15=SEP=1977

Modified By:

v03-023 JEJOO044 J E Johnson 21=Jun=1984

v03-022

v03-021

(wlelelelelelelelelelelslslalalslelelalalalelelela]

elelelelelelalelel=l=l=l=i=i=i=l=lololelclalel=d"

v03-020

v03-019

v03-018

(=l=lelelel=d

(=lololelalolelolalelelelelelelelelelelelelel.)

v03-017

v03-016
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Co 00000000~

Tweak the instructions a Little for a performance boost.

SHZ00M Stephen H. Zalewski, 30—A€r-1984
If we stall in CACHE, do not set the event flag unless it
is nonzero. In async I/0 case it will be zero.

JEJOOO7? J E Johnson 16-Mar-1984
Add global buffer quota accounting to Limit the number of
system-wide locks taken out by the users.

SHZ0010 Stephen H. Zalewski, 13-Mar-1984
Make sure we are record lockin? before we try to scan
the BLB List in RMSFREE_LCL. Thus, in the case of
the Local buffer count being wrong, we will not

try to scan the BLB List to try and free up a BDB.

JWT0160 Jim Teague 29-Feb=-1984
Remove call to RMSDEALLEFN.
SHZ0009 Stephen H. Zalewski 26-Jan-1984

f we must stall waiting for a writeback to occur on
a blb we want to throw out of cache, we must set the
event flag after the stall, or we wait forever on the flag.

SHZ0008 _ Stephen H. Zalewski 5-Dec~-1983

If we stall uatt1ng for a writeback to occur, set the
event flag after the stall has completed, or we will
wait forever on the event flag to be set.

KPLO001 Peter Lieberwirth 28-0ct-1983

Fix groblen with Bl journal1ng. Before-image copy of
the buffer was only made if the buffer was read in with
intent to write. However, if the buffer was cached for
read, and is founcd in the cache to write out, no before
image copy was made.

This fix unconditionally copies the before-image of the
bucket to the before-image buffer - read or write. While
this is good enough for FT1, it should be changed for FT2
such that the copy is only made when the bucket is to be

e ———————————————————————————————
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v03-015

v03-014
v03-013
v03-012

v03-011

v03-010
v03-009
v03-008
v03-007

v03-006

v03-005
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dirtied. The CPU gerfornance consequences of failing to
do so would be high.

SHZ0007 Stephen H. Zalewski 17-0¢ct=-1983

After finding or obtaining a buffer in a global buffer
cache, do not lower Lock on section until the user count

in the GBD has been incremented. This prevents a window
where 2 accessors point to the same GBD, but each thinks it
contains a different VBN.

After finding a buffer to throw out of a global buffer cache,
mark the sequence number invalid to prevent a second process
from thinking the buffer valid while first process does the io.

DAS0001 David Solomon 18-0ct-1983
Restore lost Bl journaling code.

SHZ0006 Stephen H. Zalewski 28-Jul-1983
Modify to allow cluster global buffers.

SHZ0005 Stephen H. Zalewski 17=-Apr-1983
Add cluster failover capability for bucket locking.
TMK0001 Todd M. Katz 02-Apr-1983

t
Add supfort for Bl Journalling of ISAM files. Whenever, an
ISAM file is marked for BI Journalling, and an EXclusive lock
has been requested on a bucket, then move the contents of the
bucket (before theg are potent{ally modified) into the buffer
controlled by the Bl BDB associated with the BDB that is about
to be returned. Also modify the routines within this module
so that the cache flags within R3 are not destroyed. This is
because they will be needed to decide whether to save the
bucket or not.

SHZ0004 Stephan H. Zalewski, 11-Feb-1983
Update the VBN sequence number of a buffer if the NOREAD
flag is set in the BLB.

KBT0446 Keith B. Thompson 5=Dec-1982
Fix a case where the gbsb lock was not being released

SHZ0003 Stephen M. Zalewski, 22-Sep-1982 13:49
Take EXCLUSIVE lock on Global buffer cache when searching
forha buffer, or updating the position of a buffer in the
cache.

SH20002 Stephen H. Zalewski, 6-Sep~-1982 20:18
Use the interlocked self-relative queue instructions when
placing and removing GBDs.

KBT0200 Keitk B. Thompson 23-Aug-1982
Reorganize psects
SHZ0001 Stephen H, Zalewski, 29=-Jun-1982 15:38

When forcing the writeback of a BLB, make sure the IFAB is
not one from a SOPEN command. If it is, do not attempt to
write the BLB back.
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v03-004 CDS0028 C Saether 13-Apr-1982

Modify lock_bkt routine to attempt to toss something
out of the Tocal cache when the eng results in
either an exenglm or nolockid error. Hopefully this
frees up a Lock so the operation can continue.

CDS0027 C Saether 30-Mar-1982
Correct problem when LOCK, NOREAD, NOBUFFER is
specified for a bucket which is a[ready accessed
with a buffer. This was causing the new flags to
overwrite those from the initial access and not
store the value block on release.

Set default error in R1 before call to MAPERR.
Increment use count in GBD only after GBPB accessed.

Check if BDB was present before lLooking at it.

CDS0026 C Saether 22-Mar-1982
Modify SCAN_GBL routine to avoid end test and speed
up by Looping in Lline.

CDS0025 C Saether 1-Mar-1982
Count hits and misses for global buffers.
Fix incorrect register use in SCAN_LOCKS checking

for GBPB.
= 26-Feb-1982
Don't bother trying to get read locks on buckets in
a compatible mode. It causes conversion deadlock
problems when other streams (processes) are attempting
to modify the same bucket simultaneously. s is
the same problem only partiallr corrected in V02-036.
Also have LOCK_BKT routine c&ll RMSMAPERR to map
enqueue failures to RMS errors if appropriate.
> 16-Feb=-1982
Changes to allow modification of alobal buffers.
FREE_LCL and GET_LCL_BUFF become RMSFREE_LCL and
RMSGET _LCL_BUFF.
SCAN_LOCKS changed to not return GBPB address unless
caller already owns it (don't want more than one
accessor on a GBPB at once). ;
Don't tr¥ to use global buffers if stream didn't
connect for them.
7-Feb-1982

Shorten scan_local_cache to scan_Llcl_cache.

3
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v04&-000 DECLARATIONS g-SEP-19g4 16 21:52 RMS.SRCIRMOCACHE .MAR: 1 9 (g)
80 193 .SBTTL DECLARATIONS
0 194
0 195 ;
0 19? : Include Files:
0 197 :
00 158
00 199 $BDBDEF : bucket descriptor blocks
00 00 $BKTDEF : bucket definitions
00 01 $BLBDEF : bucket lock blocks
800 0; $CSHDEF : rm$cache fla? definitions
0000 0 SENQDEF ; enq s{s service definitions
8088 04 $GBODEF : globa buffer descriptor defs
0 05 $GBHDEF ; global buffer header
0000 06 $GBPBDEF : ?lobal buffer pointer block defs
0000 07 $I1FBDEF : 1fab defs
0000 08 $IMPDEF : impure area definitions
0000 09 $IRBDEF ;: irab defs
0000 10 SLCKDEF : lock nana,er flags, constant defs
0000 1 SPIODEF ; process i/0 definitions
0000 1§ $SRABDEF : record access block
0000 1 SRJRDEF : RMS Journalling Record definitions
0000 14 SRLSDEF ; rm$release flags
0000 15 $SRMSDEF : rms error code defs
0000 1? $SFSBDEF : shared file lock block defs
0000 1 $SSDEF ; System service error codes
0000 18
0000 19 ;
0000 20 : Macros:
0000 221 ;
0000 gzg :
0000 23 ; Equated Symbols:
R
0000000F 8888 2%9 CSH_MASK_ALL = CSHSM_LOCK!CSHSM_NOWAIT!CSHSM_NOREAD'!CSHSM_NOBUFFER
0000 228 :
0000 g§9 ; Own Storage:
0000 0.
0000 231
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.SBTTL RMSCACHE ROUTINE

(==
[ =
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+4

RMSCACHE - access and read bucket if necessary

1. obtains access to reguested block/bucket and waits for the access
unless cshSv_nowait 1s set in the control flags.

2. obtains a buffer for the block unless csh$v_nobuffer
is set in the control flags.

3. if there is a buffer read the block into it if required, and the
cshSv_noread bit is off in the control flags.

4., waits for io completion

S. if the cshSv_lock bit is set in the flags then exclusive access to the
block is obtained.

; Calling sequence:
esBvw RMSCACHE
; Input Parameters:

3 ri impure area address

: r10 ifab address

: r9 irab/ifab address

: r8 rab/fab address

: r3 cache control flags

: re transfer/buffer size in bytes
: rl requested vbn

Output Parameters:

0000

r0 internal rms status code

r& bdb address

rS buffer address unless a nobuffer call
in which case r5 is destroyed

ri,r2,r3,ap destroyed

o000

«x** bdb and buffer not accessed on errors

SNNNNNNNNOOOOONONONONONONWNWNWAWAWAWNVAWAWA LSS 85 55 85 85 0 55 85 8 W NI NN e

o 1o -] N~
OO NOW S AN = O VO NS W = OV NO NS W = OV NS WIN = OV NO VS IR = OV DN W 22

Completion Codes:
standard internal rms, including:

suc normal success -
rik block was accessed or locked and nowait
dme could not get a buffer
exenglm the enq Limit for this Erocess was exceeded

: while attempting to lock a bucket. )
various errors writing a deferred write buffer or reading
in the new buffer.

; Side Effects:

OOOOOOOOOOOQOOOOOgOOO

(elelelelelelelelelel=l=l=l=l=l=l=]
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v06-080 RMSCACHE ROUTINE -SEP-1 RMS.SRCIRMOCACHE .MAR; 1 (4)
0 90 ;
08 91 . May have switched to running at ast level if not already there as
0 9§ 3 a result of stalling for i/0 to complete or waiting for a
93 . resource to be granted.
0 9% ;
000 95 ;==
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v04-000 RMSCACHE ROUTINE g-SEP-1934 ?6:21:52 !RHS.SRCJRHOCACHE.HAR:1 s (g)
808 TRACE:
et 3 8§ i o
00000000 EF 12 003 JSB RMSCACH_OUT
0 88; RSB
oogr BUFF_ONLY BR:
01A8 M 8815 BRW BUFF _ONLY : No lock = only want scratch buffer.
001 RMSCACHE::
01 001 NCP ; Patch this for tracing.
01 88}‘ NOP
51 D5 0014 CACHE: TSTL R1 ; Is this VBN 0 call?
F?7 13 88}8 BEQL BUFF _ONLY_BR ; EQL then only want buffer, no lock.
5253 03 E1 0018 BBC #CSHSV_NOBUFFER, R3,- ; Branch if buffer is desired.
001¢C NEED BOFFER
1453 02 &1 88}8 BBC #CSHSV_NOREAD, R3, 178 ; Expectation is that NOREAD is set.
0030
00%0 : If here, this is a nobuffer request, neaning that a lock only on the
0020 : bucket is desired. This t{pe of lock will be requested to interlock
0020 ; an extend type operation with other processes sharing the file.
8858 : the file is open for exclusive access, nothing further is required.
0020 )
0020
0024
0027
o0
0 §0

AVAVAVA LSS 85 85 85 85 85 85 5 5 5 N T N A N A NN AP PO PO PO PO NI NI NININ) = b b b e d b b e 2 O O O O O OO0 OO O VO i
N = OOV NS AN = OV OONO WS AN = O VO NO S AN = OV NO S IR = OV NS IR —=OYoo~N 22

AN N U U U U U U U U N N NN U U U U U A U U O O O O AN AN U N U U N N N N N N N N AN U N LA N N N N N RN N R NN ——

0
17 6A 33 1 00 108: B8C #1FBSV_NORECLK, (R10), 208 ; Branch if Locking req'd.
030A 0 00 BSBW SCAN_LCL_CACHE ; Is it already in cache?
54 55 D0 00 MOVL RS, R& ; See if it is.
06 13 00 BEQL 15¢ ; Nope. Just return.
0OC A& 01 80 00 MOVW #1, BDBSW_USERS(R4) ; Make it look accessed.
0 15%: RMSSUC ; Success.
05 88%2 RSB : Return,
88%3 178: RMSPBUG FTLS_NORDNOTSET : NOREAD is not set and no buff wanted.
0198 30 0038 208: BSBW SCAN_LOCKS ; See if lock is already held.
15 50 E9 O003E BLBC RO, 30% ; Branch if lock not found.
55 D5 0041 TSTL RS : Is there & BDB also?
EB 13 882% BEQL 15% : Already have lock. ALl done then.
04 :
804% : Note that finding a buffer in the cache on a nobuffer call and simply
0045 ; accessing the buffer along with the lock violates the assumptions about
0045 ; the worst case condition where two buffers plus a Lock only on another
0045 : bucket are required. However, given the current use of the nobuffer call
0045 ;s for vbn 1, and the sequence of operations used, it would not be possible
0045 : for vbn 1 to be in the cache at the time of the nobuffer call because
0045 : the two buffers would be occupied by the buckog being split and the area
0045 ; descriptor already. With two streams, it is difficult to construct a
0045 : sequence of events where block 1 could happen to be in the cache at the
045 ; time two Streams were extond\n? seforate areas during separate splits
822 : such that the problem would actually arise.
0045 : The logic which initializes an index will call CACHE for a lock, nobuffer
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045 5S¢ ; on VBN 1 when VBN 1 is already accessed with a buffer. In that case,
042 55 ; the owner will be the current stream. The address of the BOB (as opposed
04 59 : to the BLB) must be returned in that case because the rcutine compares
0043 57 ; the original BDB address from the first call (saved in IRBSL_LOCK_BDB)
0045 Ss : with the return from this call to determine whether to release the lock.
04; 59 . Pretty tacky, but that's the way it is. No checks are made to determine
04 60 ; if the bucket is LOCKed when one is found, as it is not believed any routines
0822 gi ; would do that and follow it with a LOCK, NOBUFFER call.
045 363 °
D1 8065 64 CMPL g%BSL_OUNER(RA). R9 ; This stream already have it accessed?
18 0049 65 BNEQ $ ; NEQ, then go access it normally.
DO 004B 66 MOVL RS, R4 ; Get BDB addr into R4.
11 004 67 BRB 156 : And exit with success.
gA 005 68 25%: BICL2 #CSHSM NOBUFFER!CSHSH_NOQEAD, R3 ; There already is a buffer.
1 8026 98 BRW LoCk_IT ; Raise mode if req'd.
30 0856 371 308: BSBW GET BLB : Get a BLB for this lock.
30 0059 g?g BSBW LOCR_BKT : Go lock it.
05 005¢C 7 RSB : Return.
003 378
0050 g?b ; Got the bucket locked, but no buffer with it.
0% 378 °
005D g?9 NEED_BUFFONLY: ;
87 005D 80 DECW IFBSW _AVLCL(R10) : Decrement available count.
18 0061 381 BGEQ GET_BOFF ; Enough buffers go et BDB.
30 0063 38% BSBW RMSFREE _LCL : Free up a local uffer.
E8 0066 g& BLBS RO, GET_BUFF ; Branch and go use it on success.
B6 0069 384 INCW IFBSW_AVLCL(R10) ; Restore count. )
05 006D 385 RSB : Return with error in RO.

el

9
(5);

|
|
|
|
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06E 7 NEED_BUFFER:
6A 33 EO 09; g BBS #1FBSV_NORECLK, (R10),- ; Branch if no locking.
6E 0 NOLOCKING
e
807 9; ;: Locking is being done. Scan Llist of buffer Lock blocks (BLB's) to
07 935 ; determine if bucket already has lock. Normally locating a bucket in
007 94 ; the BLB List means that either a NL or PW Lock is held on a buffer
88; 35 : currently present in the local cache.
007 97 : Under some conditions a request is made for a lock with buffer on a
807 98 . bucket which was previously locked with the NOBUFFER flag, in which
08; ‘33 ; case a lock will be found with no BDB.
007 401 ; Lastly, a BOB for the desired bucket may be found, but no BLB.
007 &Og : This will occur when multi=-streaming and another stream has the
88; 28‘ ; desired bucket accessed. Only a BLB must be acquired in this case.
007 405
007 406 CHECK_LOCKS:
0164 30 007 407 BSBW SCAN_LOCKS ; See if lock already held.
07 50 E9 0075 408 BLBC RO, NEED_BLB : No - go to get BLB. -
5SS DS 0078 409 TSTL RS ; Was there a BDB also with the BLB?
E1 13 007A 410 BEQL NEED_BUFFONLY ; Go get a buffer for the BLB.
0087 31 007C &N BRW CHKWBK ; Have BDB, BLB, so access them.
007F 41; NEED_BLB:
0088 CA D5 O007F &1 TST IFBSL_GBH_PTR(R10) ; Global buffer cache present?
28 13 0083 414 BEQL LOCAL : EQL then there is none.
0085 415
0085 416 ;
0085 417 : Global buffer cache is present. 1f a BDB has already been found, though,
0085 418 ; always use it. It didn't have a BLB if here, meaning another stream
0085 419 ; must currently have it accessed, therefore it has a much better chance
0085 4%0 ; of being valid.
0085 421 ;
0085 422
55 D5 0085 423 TSTL RS ; 1s BDB already present?
27 12 883; 22; BNEG LOCAL : NEQ then use 1t.
0089 4%6 ASSUME IRBSB BID EQ 1FBSB_BID
0089 427 ASSUME <IRBSC_BID & 1> EQ 0
8838 223 ASSUME <IFBSC_BID & 1> EQ 1
23 08 A9 (8 8039 6§0 BLBS IFB$B BID(R9), LOCAL : Use local if ifab operation.
1F 69 36 E1 008D 431 BBC #1RBSV_GBLBUFF, (R9), LOCAL ; Use local if stream did not
0091 43§ ; want global buffs when connecting.
0091 43
0091 &gk : E ! . .
0091 435 ; Search global cache, if failure the gbsb lLock is not released since it may
888} 2%? : be needed shortly in find_free_gbl. If success the lock is released.
0091 438
03C6 30 0091 439 BSBW SCAN_GBL ; Search ?lobal cache :
OA 50 E8 8094 440 BLBS RO, TO$S : Branch 1f got a match and use it.
097 441
0097 44g : : . :
097 443 ; Did not find the desired bucket in the global cache.

—~—
oo
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97 446 ; If a lock is not requested, attempt to ?et 3 ?lobal uffer and use it.
97 445 ; If a lock is requested, use a local buffer. The ?cl ef is that if
97 446 ; §h¢ bucket wasn‘t already in the global cache, this must be a new
97 447 ; insert, therefore the chance of another process potentially having
97 44B ; an interest in it is very low. In addition, if deferred write is
97 449 ; enabled, modified global buffers must be copied to a local buffer
97 420 : when they are released. The extra cpu overhead to do that would
97 451 ; outweigh the rare instances where an i/0 would be saved because
88; 22; ; another process was interested in the same bucket.
097 454
§83; 225 ASSUME (SHSV_LOCK EQ 0
07 S §9 097 659 BLBC R3, 108 ; Br to use gbl if not locking.
FF63' 30 O009A 458 BSBW RH‘LOHER,GBS,LOCK ; Release lock on ?bsb (taken in scan_gbl)
b} D& 009D 459 CLRL RS ; Note that no buffer is present.
OF 11 0Q09F 460 BRB LOCAL ; Go use local buffer.
0A1 461
00A1 66§ :
00A1 463 ; We wish to use global buffers. RO contains the status from the global
00A1 464 ; cache scan above. Whether or not the requested bucket was found, we
00A1 465 ; will need a bib. In the rare case where a global buffer cannot be freed
00A1 466 ; when the desired bucket was not Located, reset the owner and vbn fields of
88:} 22; : the blb just obtained, and drop through to use a local buffer instead.
00A1 469
1A1 30 O00A1 470 10$: BSBW GET_BLB ; Get a free BLB for the lock.
35350 EB 00A4 4N BLBS RO, GOT_BUFF : Branch if match found in gbl cache -
00A7 47§ : RO is the result from SCAN _GBL here.
0453 30 00A7 47 BSBW FIND FREE_GBL ; Attempt to find a free global buffer.
29 S0 EB O0NDAA 474 BLBS RO, REED _READ : Br to force read if one found.
00AD 475 ASSUME <BLBSL OGUNER + 4> EQ BLBSL VBN
10 A6 T7¢C 8888 :;9 CLRQ BLBSL_OWNER(R4) ; Free up BLB. Drop thru to use local.
008 478 ;
008 479 ; A local buffer is to be used.
00BO 480 ; if RS is non-zero, it contains the address of the BDB for the requested
0088 481 : bucket even though a BLB must be obtained.
008 68; :
00B0 48
0B0 484 LOCAL:
0084 CA B7 0080 &gS DECW %FBSH_AVLCL(R10) ; Decrement available count.
12 18 00B4& 486 BGEQ 0% ; Got enough - Eo get BLB. :
0084 CA ga 0B6 487 INCW IFBSW_AVLCL(R10) ; Put count back - will go round again.
8186 OBA 488 BSBW RMSFREE LCL ; Free up a buffer.
38 50 E9 00BD 489 BLBC RO Exal ; Exit on error.
6A 31 EO ch 490 BBS #1FBSV_MSE, (R10),- 3 )Y nulti-streauing. need to scan
AE 0C N CHECK_LOCK ; locks again (may have changed).
0084 SA g? 0C4 69§ DECW IFBSW_AVLCL(R10) ; Dec count. One is available now.
017A 0C8 493 108: BSBW GgT_BEB ; Get a free BLB.
T ER 0CB 494 TSTL R ; Is there a BDB already?
8 1 0CD 495 BNEQ GOT_BUFF : NEQ already have one.
8(? 499 GET_BUFF:
027§ 30 CF 49 BSBW  RMSGET_LCL_BUFF ; Get a free BDB.
6A 3 EO ODg 698 BBS #1FBSVONORECLK, (R10),- ; Branch if not locking.
10 0D 49 READ_NOLOCKING
0D6 500 NEED_READ:
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16-SEP-1984 00:12:25 VAX/VMS Macro V04=00 Page
g'SEP°19g4 ?6:2?:52 RMS.SRCIRMOCACHE .MAR; 1 ’
BISB2 #BLBSM_IOLOCK,~ ; Know that 1/0 will be req'd.
S BLESB_BLBFLGS (R4)
=77 MOVL RS, BLBSL_BDB_ADDR(R4) ; Store BDB address in BLS.
BRB Lock_IT ; Go to lock code.

Branch here when using local buffers in exclusive mode, i.e., no locking
is being performed.

NOLOCKING:
BSBW SCAN_LCL_CACHE ; Look in local cache.
RS, R4 ; Anticipate suc = load R4 with BDB.
; NEQ we have a buffer.

; Need to go get a buffer.

@
=
m
[ =]
TR TEIL)

10
BRW NEED_BUF FONLY

: We have found the desired bucket in the local cache when no locking
: i?t;equired. The bucket must be valid, therefore simply return
i oW success.

108: RMSSUC ; Set success.
INCW BDBSW_USERS (R4) ; Note in use.
BRB SETRS ; Branch to set RS and exit. .

; Branch here after getting buffer when no locking.

READ_NOLOCKING:
INCW BDBSW_USERS(R5) : Note in use.
BRB READ_BKT ; Go read bucket - no lock req'd.

EXBR: BRW EXIT
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: Check

LR T T

WBKERR: MOVZWL
RMSERR

CHKWBK :

At thi

LR TR TR R TR T

LOCK_IT:

108:

20s:

308:

408:

508:

finding a

cached co
bucket is

D 15

"§3Ep10e 18:04: 5

Thi

for possible writeback errors.

ock with bdb
the RMSFREE_LCL routine.

BDBSL_I0SB(RS), RABSL_STV(
WER ;

RSB

BBCC #BDBSV_AST ogL.-
BDBSB_FLGSTRS), LOC

BLBC BOBSL_IOSB(RS), WBK

s point:

R3 = CSH flags

R¢ = BLB

RS = BDB

INC BDBSW_USERS (RS)

MOVL BDBSL _BLB_PTR(RS),

BNEQ 108

MOVL R4, BDBSL_BLB_PTR(R

BRB 20§

CMPL RO, R4

BEaL 20§

REMQUE (R4), R4

INSQUE (R4), (RO)

B8SBW LOCK_BKT

BLBC RO, ERREX1

BBC #BLBSV_NOREAD ,BLBSB

MOVL BLBSL_VALSEQNO(R4),
BDBSL _VBNSEQNO(RS)

BRB 40%

BBSC #BLBSV_10LOCK,~-
BLBSB_BLBFLGS(R4)

CMPL  BLBSL-VALSEQNO(R4),
BDBSL “VBNSEQNO(RS)

BNEQ 508

MOVL RS, R&

RMSSUC

BRE SETRS

MOVL

"fus

RO
5)

508

(i.e., cached).

’
L
@

.e

_BLBFLG

Se e

AL R TR PR PR PR PR PR PETE T

AX/VMS Macro V04-00
RMS . SRCIRMOCACHE .MAR; 1

s is only branched to after
A similar check is made in

R8) ; Store i/0 error code.
Note error with RMS code.

; And return.
; Branch if no writeback has been done.

: Branch if error occured.

Bump user count.

Other BLB's already?

NEQ there are others.

Point from BDB to our BLB.
Branch to lock bucket.

Is this us?

EQL then yes it is. sl
Remove from current position in list.
Insert after BLB pointed to.
Acquire bucket Llock

Exit on error

S(R4),308 ; ALL done if read not req'd
It is valid, so update sequence

; number from value block.
; And branch to exit with success.

Know bucket must be read in if set.
Clear so it doesn't remain set.
Compare lock value number with

BDB sequence number.

NEQ cached copy is invalid.

Set address of BDB into R4.
Note success

: Branch to exit.

Bucket must be read because sequence numbers don't match, meaning the

s invalid, or because the iolock bit is set, meaning this
t being faulted into the cache.

BLBSL _VALSEQNO(R4),
BDBSL _VBNSEQNO(RS)

Update BDB copy of sequence num
assuming success. BDB will be deq'd
on errors.
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154 95 READ_BKT:
54 Sg D0 0154 99 MOVL RS, R4 ; Get BDB/GBPB addr into R4 for read.
5 gD 157 9 PUSHL R ; save cache flags over call
FEAL' 0 0159 93 BSBW RMSRDBUFWT ; Read in the bucket.
23 8502 15C 9 POPL R3 ; restore cache flags over call
39 50 E }gf 20? SETRS BLBC RO, ERREX ; Branch on error.
35 18 A6 DD 162 68; MOVL BDBSL _ADDR(R4), RS ; Buffer address into RS.
B8A6 OC 91 0166 60 CMPE  #BDBST_BID,BDBSB_BID(R4): If this is not a BDB
2E 12 016A 604 BNEQ EXIT : then return.
015¢ 608
816( 689 ; If this is an ISAM file marked for Bl Journaling, and if an EXclusive lock
016C 608 ; has been requested for the bucket that is about to be returned, then move
016C 609 ; the contents of the bucket (before they are potentially modified) into the
016C 610 ; buffer controlled by the Bl BDB associated with the BDB that is about to be
8}2% 211 ; returned.
016C 615 ; ** Actually make the copy whether EX or not. If bucket accessed for read
016C 614 ; »+ and Later uggraded to write, journaling failed because no before-image
016C 615 ; ** was in the buffer. Improve performance here for FT2 as in note in
016C 616 ; ** revision history,
et 8l o
016C 619 ; blbe r3,20% ; branch if EX lock not requested
02 E1 016C 620 BBC #1FBSV BI,- : branch if file is not marked for
21 00AO CA 0165 621 1FB$B_JINLFLG(R10),208 : BI Journaled
02 9 017 62§ (MPB #1FBSC_IDX,- ; branch if file is not an index file
23 AA 0176 62 1FB$B_ORGCASE(R10) ; otherwise set up to save bucket before
1B 12 8};3 252 BNEQ 208 ; it is modified
3F BB 0178 626 PUSHR  #*M<RO,R1,R2,R3,R4,R5> ; save registers over move
50 164 A6 3C 017A 627 MOVZWL BDBSW_NUMB(RA),RO : move the entire bucket :
56 30 A4 og 017 628 MOVL  BOBSL_BI_BDB(R4),Ré4 : retrieve address of Bl Journaling BDB
Op 13 0182 6%9 beql 15% ; skip if none, too early )
00000044 8F C1 0184 630 ADDL3  #RJRSC_BKTLEN,- ; position within the Bl Journaling
56 18 A4 018A 631 BDBSL_ADDR (R4S ,R4 ; record to where the saved bucket goes
50 28 018D 63; MOVC3 RO, (R5), (R4) ; save the un-modified bucket
3F BA 8}31 234 15%: POPR #*M<RO,R1,R2,R3,R4,R5> : restore the saved registers
5S¢ 64 OF 019% 635 208: REMQUE (R4), R4 : Take out of current position.
40 AA 64 OF 0196 636 INSQUE (R4), IFBSL_BDB_FLNK(R10J ; And stick it up front.
05 o;g: 237 g RSB Done
§19B 6%3 ERREX:
53 08 D0 0198 640 MOVL #RLSSM_DEQ, R3 ; Force complete release of buffer.
50 obp 019 641 ERRX: PUSHL RO ; Save the error code.
56 55 0 01A 64§ MOVL RS, R& ; BDB/GBPB addr into R4 for release.
FESA' 30 O01A3 64 BSBW  RM$RELEASE : And release the buffer.
S0 BEDO 01A6 644 POPL RO ; Restore error code.
05 0}:2 225 RSB ; And Return,
SO 82AA BF B1 81AA 649 ERREX1: CHMPW #RMSS_RLKR*XFFFF, RO ; Was it not queued? (nowait was set)
EA 1 1AF 648 BNEQ ERREX : NEQ, it was something else.
26 AL D 181 649 TSTL BLBSL _LOCK_ID(R4) ; Was this already locked?
5 13 815& 650 BEQL ERREX ; EQL no so DEQ entirely.
3 D& 01B6 651 CLRL R3 ; No need to DEQ then.

b
~N5&s
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E& 11 01B8 652 BRB ERRX ; Br to release it.
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CACHE ROUTINE
UFF_ONLY path.
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Note use<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>