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Table }.} • VMS Privileges (Cont.) 

Category 

System 

Files 

All 

Privilege 

ALTPRI 
OPER 
PSWAPM 
WORLD 

SECURI1Y 
SHARE 
SYSLCK 

DIAGNOSE 
SYSGBL 
VOLPRO 

BYB\SS 
CMEXEC 
CMKRNL 
DETACH 
LOGIO 
PFNMAP 
PHY-IO 
READALL 
SETPRV 
SYSNAM 
SYSPRV 

Protecting Infonnation 

Activity Pennitted 

Set base priority higher than allotment 
R!rform operator functions 
Change process swap mode 
Control any process 
R!rform security-related functions 
Access devices allocated to other users 
Lock system-wide resources 

Diagnose devices 
Create system-wide global sections 
Override protection 

Disregard protection 
Changeto executive mode 
Change to kernel mode 
Create detached processes to arbitrary VIC 
Issue logical I/O requests 
Map to specific physical pages 
Issue physical I/O requests 
Ibssess Read Access to everything 
Enable any privilege 
Insert system logical names in the name table 
Access objects via SYSTEM protection field 

Once you have some confidence in your ability to create a workable security 
system that allows only'desirable users access to the system commands, you 
must then address just which files you want these users �~�o� access. On every 
system there are files that require protection. 

Your tools for protecting information include the DCL commands SET 
PROTECTION, SET VIC, SET OWNER, SET FILE, EDIT/ACL, SET ACUACL, 
SHOW ACL, and SET DEVICE! ACL. 
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FILE ENCRYPTION - File Encryption is the process of applying an algorithm 
to data to concealing its content. Decryption is the procedure that reverses the 
operation and converts encoded information back to its original content. A 
good application for such a feature is if you need to copy proprietary software 
onto some media for removal to another site, If the copied encrypted software 
fell into the wrong hands in transit, it could not be used unless the new owner 
possessed the correct key to decrypt it . 

• Security Considerations For The System User 

System users are the first line of defense against unauthorized access to your 
computing environment. It is your job to make users aware of the security 
threat and to instill a sense of responsibility for safeguarding the various aspects 
of the security environment they have control over. 

The aspects covered in this section are: 

• Logging on and off the system 

• The proper use of passwords 

• The protection of user files 

Logging On and Off the System 
A user must follow a sequence of actions to gain access to a system. This 
sequence is known as Logging in. Login is the first opportunity the system has 
to check users who request system access to ensure they are legitimate users. 
VMS users must identifY themselves with a user name and password to prove 
they are authorized to use the system. 

If proper procedures are not followed when logging off the system, users can 
compromise system security. As security manager you must ensure that users 
are taught correct logout procedures. 

LOGINS - Login is also the system's first chance to impose restrictions, if 
desired, on the use of the system. The greater the security requirements at a site, 
the more elaborate thelogin procedure must be, and the more restrictions the 
user mayface. 

MESSAGES - The messages that are displayed after a. user has successfully 
logged in could be of use to a would-be penetrator. Therefore, you as security 
manager may prefer to suppress the announcement message and welcome mes
sage so that the details of the node or operating system are not immediately 
revealed. This makes it a little more difficult for an outsider to know the proper 
login procedure, since login procedures typically vary from operating system to 
operating system. This is an action taken more frequently at sites that have 
high-level security concerns. 
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The same site that suppresses the welcome and announcement messages for 
security reasons is likely to choose to display the last-Iogin-success-and-failure 
messages. The messages are valuable because authorized users can regularly 
check for unexplained logins and unsuccessful login attempts. These messages 
have another benefit: the appearance of such messages is disquieting to an ille
gal user because they show logins that are being monitored. 

LOGGING OFF THE SYSTEM -As system/security manager you must estab
lish some criteria for users to log off the system. They shocld know when and 
how to log off different input devices they are using. 

When users leave their terminals on line arid their offices open, they have effec
tively given away their password, privileges, and left their files and those of the 
group they are in unprotected. This vulnerable data can be copied or destroyed 
in a matter of seconds. 

The system/security manager must continually remind system users to safe
guard data, even in the simplest of ways. 

LOGGING OUT WITH VIDEO TERMINALS -Each time users plan to log 
off the system from a video terminal, they should consider how much informa
tion can you afford to leave on the screen. 

At low-security sites, there is seldom concern with what has been left on the 
screen. However, at sites with medium-level security concerns it may be desira
ble to leave nothing but the logout message on the screen. At high-Security sites 
it is common practice to tum off the video terminals every time you log out. 

LOGGING OUT FROM HARD-COPY TERMINALS - When users log out 
from a hard-copy terminal, their primary concern is to promptly and properly 
remove, file,9r dispose of hard-copy Olltput that might reveal security measures 
to a probing insider. (Note: security-conscious sites will have very few 
hard-copy terminals due to the security breaches possible if the output from the 
terminal falls into the wrong hands.) 

As security manager, you shouldprovide direction on the preferred procedures. 
Paper shredders or locked receptacles are often employed for this purpose. 

LOGGING OUT OF DISCONNECTED PROCESSES -To logout of any dis
connected process, users must issue the.DCL command SHOW USERS to deter
mine if they have other disconnected jobs. For each of your disconnected jobs; 
issue the DeL command CONNECT!CONTINUEtologout of the current pro
cess and connect back throllgh each of the associated virtual terminals· until 
they have reached the last existing process. However, a message is also dis
played upon login asking you if you wish to connect to your other disconnected 
process. 
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Passwords 
Systems commonly request passwords at login. Passwords are typically strings 
of characters that users can specify when they login to prove that they have been 
authorized to use the account. To preserve the secrecy of the passwords, termi
nals do not echo the password as it is not entered from the keyboard. Proper 
administration of passwords is critical to the security of a system. 

List of Password Guide Lines - You can best protect your password byobserv
ing the following guidelines: 

• Select reasonably long passwords that cannot be easily guessed. Avoid using 
words that would appear in a dictionary. Consider including a few digits in 
you passwords. 

• Never post you password in your office or near your terminal. 

• Never give your password to other users except under very unusual circum
stances, and then be sure to change it immediately after the need for sharing 
has passed. 

• 'lake special care users don't login on a terminal that they did not tum on. If 
necessary, take advantage of the VMS's secure terminal feature and instruct 
the user to press the break key before login. 

• You can also restrict users to a given set of passwords. 

• Insist that users change their passwords immediately if there is any reason to 
suspect they may have been discovered. 

• Users should avoid using the same password for accounts on more than one 
systems. 

• Users should never: walk away from a terminal without logging out or log 
into a terminal that is on. 

The user may encounter various types of passwords on a VMS system. Most 
users will need to provide a user password when they log in. Other users will 
also need to provide a system password to gain access to a particular terminal 
before logging in with their user password. And still other users on systems with 
high security requirements will find themselves concerned with primary pass
words and secondary passwords. 

Users should be made aware of each type of password and its proper use. 

SYSTEM PASSWORDS - System passwords contful access to particular termi
nals. You· can require system passwords when needed. Sometimes they are 
desirable simply as another levelof security, but most often they are selected as a 
means of controlling access to terminals that might be targets for unauthorized 
use. 
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USER PASSWORDS -Typically, when users learn an account has b~n created 
on the systelIlfor them they are told,wheth~r or not a user password is required
If user passwords are in effect; users ~ likely.be told to use a specific password 
for their first login. This password has been placed in a record in the User 
Authorization File (UAF) along with other pertinent information about their 
account. 

SELECTING SECURE PASSWORDS - When selecting a password, user 
should avoid any combination of letters that form a word in any language. In 
that way, the password won't be discovered by a program that enters in succes
sion the words in a dictionary, searching for the one that produces a successful 
login. 

The content of a password is more important than the length. Using digits as 
well as letters provides the most secure passwords. Using letters only, there are 
300 million combinations of six-character strings, for example. 

AVOIDING PROGRAMS THAT STEAL PASSWORDS -Users should beware 
of using terminals that are already on. They might be revealing their password 
to a program that is specially designed to steal passwords. This precaution is 
particularly important when logging on a terminal in a public terminal room. 

There are three precautions that can be taken to avoid these programs. 

• Users should never directly login on a terminal that is already turned on. 
Advise them to press the (BREAK) key before pressing (RETURN). Pressing the 
(BREAK) key invokes the secure terminal server feature for the terminal, if you 
choose to enable this feature. The secure server ensures that the VMS login 
program is the only program able to receive their login. 

• Second, users should never walk away from a terminal after they have logged 
in. They may return and be misled into thinking the system failed and then 
came back up again. In their absence, an inside penetrator could have loaded 
the password-stealing program into their area. Even a terminal that displays 
an apparently valid LOGOUT message may not reflect a process in the 
logged-out state that you would normally expect. 

• And finally, make sure users check their last-login messages routinely. 
Remember, the password-stealing program cannot increase the login failure 
counts, even though it may portray its exit as a login failure to you. So, users 
should be particularly alert for login-failure counts that either do not appear 
following your failure,or that are one less than the number you experience. If 
you obsetye this, or any othedailure trying to login, change your password 
immediately and notify your security manager. . 
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Protecting User Files 
The VMS operating system has many elaborate mechanisms for protecting files_ 
These are extremely important tools for enhancing system security. They 
require a little work on the part of all users to master and use consistently, but 
they are worth the effort. The two primary protection mechanism are the stand
ard user identification code (VIC)-based protection that controls access accord
ing to the user categories of System, Owner, Group, and World and Access 
Control Lists (ACLs). 

All users will encounter the standard file protection mechanisms. Some users 
will also find themselves using the optional access control lists. Access control 
lists are important tools at sites with medium to high requirements for system 
security. ACLs are also important in environments with complex patterns of 
data sharing. As security requirements increase, so will the use of ACLs. 

For more on VICs, see Chapter 4. 

ACCESS CONTROL LISTS (ACLs) -ACLs can be used in conjunction with or 
as an alternative to VICs when protecting files. Generally, this method is used in 
conjunction with the standard VIC based protection, described above and in 
Chapter 4, as a way to fine-tune that protection where it is needed. This alterna
tive offers a way to match the specific access to specific users for each object. 

The system provides a rights database, a file that associates users of the systems 
with special names they are allowed to hold, called identifiers. Some of the iden
tifiers represent the user's name and UICs. Other identifiers are more general 
names that many users will hold. The system/security manager will maintain 
this rights database, adding and removing identifiers as needs change. By 
allowing groups of users to hold identifiers, the manager has now created a dif
ferent kind of group designation than one used with the users VIC. This alterna
tive grouping is more finely tailored to the uses the holders of the identifier are 
expected to make of objects and permits each user to be a member of multiple 
overlapping groups. 





• The System Manager 

• Overview 
This chapter describes many of the powers and responsibilities of a VAX/VMS 
operating system manager, from the initial bootstrapping of the system to the 
assignment of privileges and quotas to individuals or classes of users. The VMS 
operating system gives you the ability to deny or limit access, or assign priorities 
to realtime and interactive processes, for example. The operating system also 
supplies tools and defaults to help you in implementing your system design. 

Topics include: 

• Getting the system running 

• User accounts 

• Monitoring system activity 

• Protection and privilege 

• Error handling 

• User Environment Test Package 

• System management utilities 

• Introduction 

In a VAXlYMS operating system installation, the system manager controls two 
main areas: 

• Decisions that optimize the performance and efficiency of the system 

• Procedures that affect the overall management of the system 

Digital supplies many tools to assist the manager in controlling these areas so 
that what might be complicated in some operating systems is, in the VMS oper
ating system, straightforward and easy. In fact, a full-time system manager is not 
necessarily needed; system management can be shared by several persons,some 
of whom may serve additionally as system operators. However arranged, the 
management of a system has as its ultimate goal delivering efficient, economical 
service to all users. The VMS operating system helps by providing such features 
as self-installation oflayered products (for example, higher-level language com
pilers), automatic configuration, a User Environment Test Package, and easy 
adjustment of parameter files. 
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Practically speaking, the job of the system manager is best defined in terms of 
the following six categories of tasks a manager typically oversees. 

• Getting the system running 

• Setting up users' accounts 

• Managing public files and volumes 

• Controlling the overall performance of the system 

• Mpnitoring system activity . 

• Recognizing and dealing with errors and failures 

• Getting the System Running 

Unlike some operating systems, VMS makes it easy for the manager to get the 
system running. The operating system comes built. It is self-installing and auto
matically configuring. That means that any valid VAX hardware configuration 
can be supported by the VMS operating system without special configuration 
considerations. Many of the parameters can be adjusted to suit specific needs. 
For example, the system manager can increase or decrease the working set size 
from the default working set size with a simple instruction. In addition, tailoring 
of the parameter file to satisfy a specific need can go on while the system is 
running, so that there is no downtime or lag in productivity. The time needed 
for this task is, therefore, reduced, while the degree of expertise required by the 
manager is lessened. 

Updating the system is simple: Digital supplies a command procedure to apply 
the update. The system manager merely runs the command procedure. The 
same is true for the installation of optional software; such as Digital layered 
products. Even the installation of customer-supplied application and system 
software - including user-written device· drivers - is quite easy, because the 
VMS operating system provides a friendly environment. 

User Environment Test &ckage (UETP) 
When a VAX!VMS systeriris first installed and bootStrapped, an installation ver
ification package can be used to supplemerit the Digital Field Service diagnos~ 
tics. This package~ the User Environment Test Package, is part of the VMS 
operating system. When run, It adapts to any VAX configUration and assures the 
manager that hardware. and the operating system are working properly 
together. Errors arefeportedto thetonsole terminal ftom which UETPwas fun 
and stored' in a log file. In addition, the UETPserves asaquick check to help 
determine the'cause when program1> stop working or wheri any condition arises 
that giVes tnemanager teasoino· doubt the functionllHntegrity ohhe system: .. 
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The UETP performs three functions_ It: 

• Exercises major peripherals 

• Validates VMS operating system services 

• Tests major VMS software components (for example, VAX Record Manage
ment Services (RMS) or the VAX SORT/MERGE utility) 

The UETP is used to exercise devices and functions that are common to all VAX! 
VMS operating systems; with the exception of optional features such as high
level language compilers. The system components tested include: 

• Most standard peripheral devices 

• The system's multiuser capability 

• DEenet-VAX 

• Clusterwide file access and locks 

The UETP is fully automatic and requires no user interaction once started. 
Errors indicated during one test will not affect another test, although the same 
problem might occur in different parts of the UETP. 

While the UETP is thorough, it is not exhaustive and should not be construed as 
fully diagnostic or as replacing a diagnostic test. It does not, for example, test 
layered products such as optional language compilers. Such products may have 
their own installation verification test packages in their distribution kits. The 
UETP tests system function, and the system manager can employ it to get a 
quick check of the system's condition . 

• Setting Up and Using a System of Accounts 

Some of the main reasons for setting up a meaningful system of users' accounts 
are: 

• To identify the users of the system. 

• To define important relationships among the users of the system. For exam
ple, groups of users may share data and other files. These relationships are the 
basis of a system of file protection, interprocess communication, and system 
accounting. 

• To grant to some users the privileges necessary to perform sensitive system 
functions, and thus to restrict other users ftomperforming those functions. 

• To set limits on the use of system resources. 

• To give users priorities in using the system. 
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Many of the account parameters can be assigned by default, as can a large num
ber of other values in a vAXlVMS operating system; 01 the manager can want to 
assign particular values to particular users. In either case, a record within the 
User Authorization File is set up for each user and con:t~ ~ritical accounting 
information. 

The User Authorization File (UAF) 
The User Authorization File (UAF) is one of the most important data structures 
with which the system manager must be concerned. The UAF contains one 
record for each user of the system; in effect, it defines the user to the system. 

Besides the users' records, the UAF also contains a default value record and a 
system manager's record. In most cases, the manager will simply allow the 
default values for various parameters to stand. Thus, the manager may elect to 
choose characteristics only when warranted by a special case. The passwords on 
the default and system accounts, however, should be changed. These passwords 
are provided with all VMS systems, and intruders would try these passwords 
first. 

Why is the UAF so important in controlling the performance of the VMS operat
ing system? Simply stated, each process in a VMS operating system is associated 
with a user. Each user is allotted system resources and is given a priority and 
privileges, and all such attributes are specified in the user's record in the UAF. 
When a user logs onto the system, a process is created on behalf of that user. 
The process acquires the characteristics of the user. These are the same charac
teristics as the system manager put into or defaulted into the us.er's record in the 
UAF. 

Each user's record in the UAF contains the following types of information: 

• User's identification 

- User name 

- Password 

- User identification code (UIC) 

- Account name 

User's default directory name and default device name 

• User's default command interpreter name 

• User allottnent of system resources 

• User's privileges 

• User's base priority 

Through the User Authorization Program (Authorize), the system manager can 
add, delete, modify, or display records in the UAF. 



4-5 

The User Authorization Program 
The User Authorization Program (Authorize) is a system utility required to 
maintain the User Authorization File (UAF). The AUTHORIZE program lets the 
manager: 

• Create the UAF if one does not exist. A newly created UAF contains only the 
default value record and the system management account record; no users 
are yet known to the system. 

• Define a new user to the system by creating a record for that user in the UAF 
and thus granting privileges and specifying limits and priority. 

• 'lake away a user's right to the system by deleting that user's record from the 
UAF. 

• Change the default record of the UAF. 

• Change a user's privileges, limits, or priority by modifying that user's record 
in the UAF. 

• Display all information about a user's account, with the exception of the 
user's password. 

• Make a listing of all records in the UAF. 

User Groups 
A group is a collection of users whose processes normally have access to each 
others' files, file-structured volumes, mailboxes, shared pages of memory, com
mon event flags, and the group logical name table. In addition, such processes 
may have special privileges to exercise control over each other. Therefore, the 
establishment of groups principally concerns interprocess communication and 
control. 

In setting up a group, the system manager aims towards achieving two goals: 

• To facilitate sharing of data and cooperation between users and their 
processes. 

• To protect users from unauthorized access to their processes and data. 

The importance of properly setting up groups should not be underestimated. 
As the system is increasingly used and as more and more files and protected 
data structures are created, relationships among group members, processes, 
devices, and data structures grow inevitably more complex. Intime, it becomes 
harder to redefine the basic relationships among the users. 

A user's membership in a particular group is defined by the User Identification 
Code (VIC). The VIC consists of two numbers, each ranging from 0 to 377. The 
first is a group number; the second is a member number. 
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The mc is the basis of the VMS data protection scheme, and it is one of the 
factors (along with privilege) that govern the ways in which processes can inter
act with one another. The system manager's assignment of mcs, therefore, 
should involve two important considerations: 

• Which users should be allowed to share data and file access, and which 
Should not? 

• Which processes should be allowed to cooperate, and which should not? 

User Data Protection 
For purposes of data protection, four different categories of users are defined. 
They are: 

• Owner- users whose mcs are identical with the mc of the owner of the data 
structure or device. The owner of a file is usually the creator of that file. 

• Group - users of the system whose group numbers are the same. 

• System - users of the system with group numbers of octal 10 or less. Certain 
privileges appertain to system users. 

• W>rld - all users. 

All users potentially enjoy four types of access to protected data structures and 
devices: read (R), write (W), execute (E), and delete (D). Generally speaking, 
any category of user can be permitted or denied any type of access to data struc: 
tures and devices. There are, however, exceptions, because not all types of 
access apply to all protected items. For example, execute access applies only to 
files that contain executable program images. 

The scheme for protecting file-structured volumes is similar to that for protect
ing files, except that execute (E) access to a volume gives the user the right to 
create files on that volume. 

For more information on defining user groups and assigning limits, priorities, 
and privileges to the user, see Chapter 3, System Security. 

Limits, Priority, and Privilege 
The attributes that the system manager can assign or can merely default to when 
creating the user's account record are: 

• Litnits on the use of reusable system resources 

• The base priority used in scheduling the processes that the system creates for 
that user 

• Privileges of using restricted and sensitive system functions 
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UMITS -Limits are set on system resources that can be reused. An example is 
the amount of memory that a process can have in use for queued I/O requests. 
Most limit restrictions actually are placed on the use of system dynamic 
memory. 

Usually the system manager simply assigns the default values of limits. How
ever, the defaults can easily be overridden. 

PRIORI1Y - A user's priority is the base priority that is used in scheduling any 
process the system creates for that user. There are 32 levels of software priority 
in the VMS operating system. For normal processes, the priority range is 0 to 15; 
for realtime processes, it is 16 through 31. 

Processes with realtime priority are scheduled strictly according to base prior
ity. But processes with normal priority are scheduled according to a slightly dif
ferent principle, one that promotes overlapping of computation and I/O 
acrivities. This scheduling is all done transparently to the programmer and 
manager. 

PRIVILEGES - Many system services are protected by privileges that restrict 
their availability to certain users. These restrictions are intended to protect the 
integrity of performance of the operating system, and thus the integrity of serv
ice provided to all users. The manager grants privileges to each user depending 
upon two factors: whether the user has the skill and experience to use the sys
tem service without disrupting the whole system, and whether the user has a 
legitimate need for the privilege. 

Accounting For the Use of System Resources 
For accounting purposes, the VMS operating system itself creates and maintains 
records of the use of system resources. These records are kept in an accounting 
log file. 

Using the detailed accounting log records provided by the system, the system 
manager or a system programmer can establish programs for reporting on the 
use of system resources and for billing. 

Because the users of system resources are identified in two ways, reports on the 
use of system resources and bills for the use of system resources can easily be 
generated in either of two ways: by user name or by account name. . 

VMS includes the accounting utility; Accounting, which uses the data in one or 
more previously recorded copies of the system's accounting log file to produce 
new files or reports. These accounting reports can be used as system manage
ment tools to learn more about the ways the system is used, how it performs, 
and in some cases, how particular users use the system. The reports can also be 
used to bill users for system resources. 
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The Accounting Utility gives the system manager information on opetating sys
tem usage. It processes data by selection and/or sorting to produce four forms 
of optional output: 

• A brief listing of selected records 

• A full listing of selected records 

• A binary copy of selected and/or rejected records 

• A summary report of selected items from selected records 

These forms of output can be directed to a terminal for display or to a disk or 
tape file. 

• Managing Public Files and Volumes 
Typically, overall planning and management of a system of public files and 
volumes are among the most important responsibilities of the system manager. 
The aspects of public files and volumes management that the system manager is 
most concerned with are: 

• Initializing and mounting public volumes 

• Regularly backing-up public files and volumes 

• Installing frequently used or privileged executable images as known images 
or images that may be shared at runtime 

• Installing frequently used sharable images as permanent global sections or 
images that can be shared at runtime 

• Establishing systemwide logical names needed for running the executable 
images provided by Digital and for running other images available to all users 
at an installation 

• Establishing disk quotas 

Initializing and Mounting Public Volumes 
Public volumes contain public files, which normally must be available to most 
users ofa system. Public volumes can also contain files that users create for their 
own private use or for general use. 
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Public volumes contain the following kinds of public files supplied by 
Digital. 

• The operating system itself in executable form and flies related to the operat
ingsystem. 

• Utility programs in executable form. Utilities available from Digital are self
installing. 

• Diagnostic and test programs in executable form and files related to these 
programs. Such packages as the User Environment Test Package are bundled 
in the system and installed along with it. 

• Various system libraries: macro libraries, object module libraries, and shared 
runtime libraries. 

• Text files; for example, the system error message file and help files, installed 
with the system. 

• Optional software in executable form, plus related libraries and other files. 
Some, such as language processors, are self-installing 

In addition, the system manager can include on public volumes files that are 
unique to an installation. Typically, these are files that must be accessible to 
many, if not all, users of the installation. The system manager can also permit 
any user to create, catalog, and store files on a public volume. 

Mounting a disk volume establishes a relationship among the volume, the 
device, on which it is physically mounted, and one or more processes that may 
gain access to it. 

• BACKING UP PUBUC FILES AND VOLUMES 
To prevent the inadvertent loss or destruction of valuable information stored on 
disk file volumes, the system manager usually establishes a policy and a schedule 
for regularly backing up files on public volumes. 

The Backup utility allows users to create back -up copies of files and directories 
and to restore them. It can back up entire volume sets in one operation or per
form selective back-ups by file or date. Wlidcarding is available, as well as sev
eral file selection qualifiers. 

The Backup utility is intended primarily for use by system managers and opera
tors; howeVer it can be used by individual users to make personal back-up cop
ies and to transport files. 

There are two kinds of back-ups of public disk files and volumes: 1, selective, or 
partial, back-ups, and 2, system, or all~inclusive, back -ups. Either type of back
up can be done either to disk or magnetic tape. 
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• Installing Known Images and Creating Permanent Global 
Sections 

The system manager can improve system performance significantly by installing 
certain executable and sharable images as known images and by creating per
manent global sections. 

There are two reasons for installing known images: to permit systemwide shar
ing of images that are frequently used by more than one user at a time, and to 
make image files more quickly accessible. 

Typically, the kinds of executable images that are installed as known images are: 

• Images that need more privileges than are commonly granted to users who 
need to execute them. 

• Images that are executed frequently 

• Images that are executed by more than one user at a rime 

A number of images supplied by Digital are ordinarily installed as known 
images in a site-independent startup procedure. 

Sharable image secrions produced by the linker are almost identical with exe
cutable image sections, except that they cannot be executed by use of the 
Digital Command Language command RUN. They can, however, be linked 
with object modules to create executable images. 

Sharing common procedures leads to three significant improvements in system 
performance: . 

• Reducrion of disk storage requirements 

• Reducrion of physical memory requirements 

• Reducrion of the amount of paging 1/0 needed 

Assigning System Logical Names 
A logical. name is a user-specified name that may be equivalent to a file specifica
tion or to some portion of a file specification, such as a device name. A sys
temwide logical name is simply a logical name that canbe referred to by all users 
of the system and by all processes created for those users, 

Making sure that all needed system logical names have been assignedto equiva
lence names is an important part of the manager's role. 

Except for default logical names, system logical names that are needed by nearly 
all or by all VAXlVMS installations are assigned in the start -up command proce
dure file, STARTUP.COM. Digital provides this as part of all software release 
distribution kits. 
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Usually the system manager is responsible for establishing the system logical 
names that are unique to an installation. As a rule, these names are assigned 
using Assign commands in the site·specific start· up command procedure. 

• Overall Control of the System 
Two important ways in which the manager exerts control over the behavior of a 
VMS operating system are: by maintaining command procedures of initializa· 
tion commands that are essential to the proper operation of the system, and 
establishing output spooling and setting up and controlling batch queues, print 
queues, and terminal queues. 

• S~TUP.COM AND SYSTARTUP.COM PROCEDURES 
The command procedure S1l\RTUP.COM is a start-up file that executes auto· 
matically immediately after the VMS operating system has been booted. This 
start-up file is supplied by Digital and contains commands for performing site
independent operations that must occur if the system is to tun properly. It is not 
recommended that this file be edited. The operations include assigning system 
logical names, installing images as known images, building the I/O database, 
and loading I/O drivers. 

The command procedure SYSTARTUP.COM is a command file that the man
ager can tailor to the needs of a specific installation. Typically, this file contains 
commands for performing such operations as setting the characteristics of ter
minals and other devices, purging the operator's log file, and announcing that 
the system is up and running. 

Spooling and Batch, and Print, Terminal Queues 
Usually the manager performs the following four closely related functions, 
which establish spooled devices and control queues: 

• Establishing input and output spooling. The VMS operating system supports 
input spooling of batch job files and transparent spooling of output files for 
line-printers and terminals. Using DIGIThL Command Language commands, 
the system manager can easily specify which output devices are to be spooled. 

• Creating and controlling bat~ queues. 

• Creating and controlling print queues. 

• Creating and controlling terminal queues .. 

A system manager need not learn the inner workings of spooling and queuing; 
but apragmatic knowledge of how to establish spooled deviceSahd how to 
create control queues 'is useful for effidentmanagement of the system} 
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SPOOUNG - Spooling is the technique of using a high-speed storage device to 
buffer data passing between low-speed VO devices and high-speed main mem
my. The low-speed devices, which can be either the ultimate sources or the 
ultimate destinations of buffered I/O data, are called spooled devices; the high
speed mass storage devices are called intermediate devices. 

Typically, the system manager chooses low-speed peripheral devices to include 
in the system's basic complement of spooled devices. At a minimum, the system 
manager should see that at least one lineprinter is set spooled when the system is 
started up. In a system with only one lineprinter, this is the default system 
printer. The system manager need not set a cardreader spooled, because car
dreaders are spooled by default. 

BATCH QUEUES -A batch queue is an execution queue that controls the exe
cution of batch jobs. Batch jobs can· enter the VMS system and be queued for 
initiation in two ways: 

• As command procedure disk files submitted by use of the SUBMIT com
mand. These files are placed in a batch queue and selected for execution 
according to their priority. By default, the name of this batch queue is 
SYS$BATCH. 

• As batch files submitted by use of the JOB command from a card reader. 
These batch job files are spooled onto disk and placed in a batch queue. 
Unless the JOB command specifies otherwise, the name of this batch queue is 
SYS$BATCH. From the batch queue, batch jobs are sdecteg for execution. 

PRINT QUEUES - A print queue controls the execution of print jobs. Print 
queues can be one of the following types: 

• Printer queue - A queue assigned to a specific print device 

• Terminal queue - A printer queue assigned to a terminal device (being used 
as a noninteractive printer). 

• Generic queue"':'" A queue assigned to more than one printer queue 

• Logical queue - A queue that is not assigned to a print device wheri assigned 

Print jobs are queued for processing by an output symbiont in one of two ways: 
without the direct intervention of a user (implicitly) or with the direct interven
tion of a user (explicitly). 

When an implicitly spooled print file destined for a spooled printer is closed, 
the file is placed in a print queue. Both the spooling of the output file to an 
intermediate device and the subsequent queuing of a job consisting of this file 
occur without the direct intervention of a user. 
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Through the PRINT command a user can explicitly queue a disk file or sev
eral files for printing. The disk file or files specified by the PRINT command 
are queued as a print job; if several files make up a print job, they will be 
printed together. 

The Monitor Utility Program 
The VMS operating system collects data on how the system is being used and 
how it responds to users' requests. The Monitor utility program can be used to 
examine the collected data at a specified interval and produce three forms of 
output: 

• Statistical display on any Digital terminal 

• A statistical summary file in ASCII format 

• A binary recording file 

Displays take the form of bar graphs and tables. Monitor can be used to observe 
the statistics of a running system or to read collected data and play it back. 

These statistics are useful for two purposes: to aid system developers in under· 
standing how the system operates, and to aid system managers in improving 
system performance. 

The types of information collected and displayed are: 

• Network activity 

• File system statistics 

• I/O system activity 

• Use of the distributed lock management services 

• Use of processor modes 

• Thge management statistics 

• Nonpaged pool statistics 

• Activity in the scheduler state queues 

• Principal users of CPU paging and I/O resources 

• System process activity 

Each time Monitor is run, it starts accumulating anew set of performance mea
surement statistics. 
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The processor modes monitored are: 

• Interrupt stack ~ percent of time processor was executing on interrupt stack 

• Kernel mode - per~ent of time processor was executing in kernel mode (does 
not include time on interrupt stack) 

• Executive mode - percent of time processor was executing in executive 
mode 

• SupelVisor mode - percent of time processor was executing insupeNisor 
mode 

• User mode - percent of time processor was executing in user mode (does not 
include time in compatibility mode) 

• Compatibility mode - percent of time processor was executing compatibility 
mode user images 

• Idle time - percent of time processor was executing the null process 

The Operator's Log File 
The operator's log @e is a system management tool that is useful in1lIlticipating 
and preventing failures of both the hardware and the software. By regularly 
examining it, the manager can often detect tendencies or trends toward failures 
and can take corrective action before such failures occur. 

The system operator should, therefore, print out copies of the operator's log @e 
regularly, and the system manager should retain copies for reference . 

• RECOGNIZING AND DEALING WITII ERRORS 
The error logging facility gathers and maintains information on system errors 
and events as they occur; this information provides a detailed record of system 
errors. By running the report generator program SYE, the manager or a Digital 
Field SelVice Representative can get a report of the errors and events that have 
occurred within a specified period of time. 

USING ERROR REPORTS - The error reports generated by SYE are useful 
tools in two basic ways: reports aid preventive maintenance. by identifying areas 
within the system that show potential for failure, and reports speed the diagno
sis of a failure by documenting the errors and events that led up to them. 
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The detailed contents of the reports are most meaningful to Digital Field 
Service personnel. The system manager, however, can use the reports as an 
important indicator of the system's reliability. For example, when a report 
shows that a particular device is producing a relatively high number of 
errors, the system manager can consult Digital Field Service. By running a 
diagnostic program to investigate the device, field service can attempt to iso
late the source of the errors. Once identified, the source of the errors can 
possibly be eliminated and a failure averted. 

• System Management Utilities 
" 

At the time a VMS operating system is installed, several utilities are provided to 
tailor the system for a particular application environment. In addition, once the 
system is operational, facilities are provided to modify the environment and to 
upgrade/update the system with new software versions or optional software 
products. 

VAX systems can be fine tuned, optimized, and maintained with the following 
utility programs 

• BACKUP 

• SYSGEN 

• ACCOUNTING 

• AUTIIORIZE 

• EDJT/A<;:L 

• MOUNT 

• SYSTEM DUMP ANALYZER (SDA) 

• VERIFY 

• INSTALL 

• SHOW CLUSTER 

• ' Other VMS Utilities 

THE BACKUP UTIUIY (BACKUP) -The VMS Backup Utility allows youq:e
ate backup copies of files and directories from Files'.! I structure Levell and 2 
volumes and to restore them. BACKUP can be used to back up entire volume 
sets in one operation or t~ perform selective backups by file or date. 

-,' ; 
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The BACKUP UtilitY can 

• Copy disk files. 

• Save disk files to a ba<;kup sav~ set of files. 

• Restore files to disk from a backup save set of files. 

• Compare disk filespr files in a backup save set of files with other disk files. 

• List information about files in a backup. save set to an output device of file. 

SYSTEM GENERATION UTIU'rY (SYSGEN) -When VMS is installed for the 
first time or is upgraded frqma previous version, system parameters must be 
adjusted. This is done with the System Generation Utility (SYSGEN). With 
SYSGEN, you can 

• Create and modify system parameters. 

• Connect devices and load their drivers. 

• Create additional paging and swapping files. 

• Identify the current "siLindependent" startup command procedure. 

• Initialize multiport memory units. 

THE ACCOUNTING UTIUIY (ACCOUNTING) - The Accounting Utility 
enables you to obtain information on operating system usage. The accounting 
utility uses the data in one or more previously recorded copies of the system 
accounting log file to produce new files or reports. ¥ou can use the accounting 
reports as system management tools to learn more about how the system is 
being used, its performance, and determine its use by individual users. 

It processes data by selection and/or sorting to produce four forms of optional 
output: 

• A brief listing of selected records. 

• A full listing of selected records. 

• A binary copy of selected and! or rejected records; 

• A summary report of selected items from selected records. 

These forms' of output can be directed to a terminal for display or tape file. . 
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THE AUTHORIZATION UTIU1Y (AUTHORIZE) -The VMS Authorization 
Utility is a system management tool used to setup user accounts and assign priv
ileges to those accounts_ Two functions of the AUTHORIZE Utility are to 

• Create and modify records in the system and network user authorization files. 

• Create and maintain the rights database. 

THE EDIT/ ACL UTIU1Y -The ACL editor is a screen-oriented editor used to 
create and maintain access control lists (ACLs). Through the use of ACLs, you 
can define the type of user access to a system object, such as a file, device, or 
directory. 

THE MOUNT UTIU1Y -The Mount Utility (MOUNT) allows you to enable a 
disk or tape volume and make it available for processing. When you issue the 
command, MOUNT, the Mount Utility ensures that 

• The device has not been allocated by another user. 

• A volume is physically loaded on the device specified. 

THE SYSTEM DUMP ANALYZER UTIU1Y (sDA) -The System Dump Ana
lyzer Utility helps determine the cause of system failures. When an error within 
the system interferes with normal operations, the VMS operating system writes 
information concerning its status to a system dump file. The SDA reads, for
mats, and displays the contents of this file. You can use the SDA to display infor
mation on a video display terminal or create hard-copy listings. 

THE VERIFICATION UTIU1Y (VERIFY). -The VMS File Structure 'krifica
tion utility is used by system managers and operators to detect inconsistencies 
and errors in file structures. Thu can reclaim a significant amount of disk storage 
by identifying lost files and files marked for deletion. 

VERIFY will operate in any of three modes: 

• Error reporting with no repairs 

• Error reporting with errors 

• User-controlled selective repairs 
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THE INSTAllATION UTIUIY (INSTALL) - The Installation Utility is a sys
tem management tool that makes images known to the system in order to 

• Speed activation of frequently used images 

• Allow users with standard privileges to run images that require additional 
privileges 

• Support user-written system services 

The utility also provides information that helps system managers perform rou
tine maintenance operations on images that require additional privileges. 

THE SHOW CLUSTER UTIUIY (SHOW CLUSTER) -The VMS Show Clus
ter Utility monitors VAXcluster activity and performance. Information taken 
from the System Communications Services (SCS) database, the connection 
management database, and the CI port database, is output to your terminal or 
other specified device or file. 

You can use the SHOW CLUSTER utility to produce two basic types of reports
cluster reports and 10caLports reports. 

Cluster reports contain information about the entire cluster. By default, the 
cluster report includes the names of the nodes in the cluster, the operating sys
tem and version each node is executing, and an indication of whether each node 
is recognized by the local node as a cluster member. 

LocaLports reports contain information about the ports on the local system. 

THE NETWORK CONTROL PROGRAM UTIUIY (NCP) - The Network 
Control Program Utility is used by system managers and operators to configure 
and control DECnet -VAX networks. System managers can also use this utility to 
monitor network resources and test network components. 

THE VMS' FILE DEFINITION LANGUAGE (FDL) -The VMS File Definition 
LangUage (FDL) is a special-purpose language used to write specifications for 
data files. These specifications are written in text files called FDL files that are 
then used by the RMS Utilities and library routines to create the actual data files. 

RMS' UTIUTIES - RMS utilities include 
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THE ANALYZE/RMLFILE UTILI7Y - The Analyze/RMS_FILE Utility 
(ANALYZE/RMSJILE) allows you to examine the internal structure of a VAX 
RMS file. ANALYZElRMSJILE can perform five functions. It can 

• Check the structure of a file for errors. 

• Generate a statistical report on the file's structure and use. 

• Enter an interactive mode through which you can explore a file's structure. 
This analysis can determine if the file is properly designed for its application 
and can point out improvements to make in the file's FDL specification. 

• Generate an FDL file from a data file. 

• Generate a summary report on the file's structure and usage. 

THE CONVERT UTILI1Y (CONVERT) -The Convert Utility copies records 
from one or more files to an output file, changing the record format and file 
organization to those of the output file. 

You can also use CONVERT to reformat an indexed file in which you have 
deleted or inserted many records. The file's specification is used as both the 
input and output file specification. 

The ConvertlReclaim Utility (CONVERT/RECLAIM). The Convert/Reclaim 
Utility reclaims empty buckets in Prolog 3 indexed files so that new records can 
be written into those buckets. 

A set of library routines can be used to perform the same function of both utili
ties from within a program. 

THE EDIT/FDL UTILI1Y - This utility allows programmers to interactively 
create or modify an PDL file. EDIT /PDL was developed especially to manipulate 
PDL files and has many special features that simplify the processing of creating 
PDLfiles. 

THE CREATE/FDL UTILI1Y -This utility uses the specifications in an existing 
PDL file to create a new, empty data file. You can either supply CREATE/PDL 
with the file specification of the new data file, or CREATE/PDL can use the spec
ification given in the PDL file itself. 

THE MAIL UTILI1Y (MAIL) - The VMS Mail Utility allows you to send 
messages to other users on your system or on any other computer connected to 
your system. You can also read, file, forward, delete, print, and reply to 
messages that other users send to you. 
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THE PHONE UTIUTY (PHONE) - The VMS Phone Utility lets two VAX users 
communicate with each other, interactively. PHONE is designed to simulate 
some of the features of real telephone conversations. 



• Introduction 
VAXcluster systems are the heart of a new concept in VAXlVMS computing. 
Clustering of VAX computers places greater computing power, a larger com
puter system, and more resources and data at your fingertips. Whether you are 
a VAX owner looking for ways to extend your computer system or are just con
sidering how VAX compuring could help your organization, the VAXcluster 
approach could be the perfect answer to your computing needs. It enables you 
to provide computer resources and applications to your entire organization as 
well as to the individual user. What's more, you can deal with expansion and 
change in a productive and controllable manner. Without needing to acquire 
new skills or change your present work patterns, you can gain greater access to 
information stored in databases throughout your company and improve your 
ability to share this information over a larger network. 

This chapter explains what a VAXcluster system is, how it operates, and how 
your applications can benefit from it. The first two sections describe a VAX
cluster system and the benefits it provides. Subsequent sections discuss the 
major software pieces that were engineered in VMS V4.0 for VAXclusters and 
system management of a VAXcluster system from the system manager's view
point. Chapter 5 is a description of the major software pieces that were engi
neered in VMS V 4.0 for VAXclusters. 

• What is a VAXcluster? 

A VAXcluster configuration is a system that combines two or more VAX proces
sors, and mass storage servers if desired, in a loosely coupled manner. Cluster
ing is possible with VAX-lln5o, VAX-lln8o, VAX-lln82"and VAX-ll/785 
processors. The mass storage server is a free-standing, high-speed, intelligent 
device designed to the specifications of the Digital Storage Archirecture and 
known as the Hierarchical Storage Controller, or HSC50. Each VAX processor 
or HSC50 in a cluster is called a node. Up to 16 nodes may be connected in a 
VAXcluster via a high-speed bus known as the Computer Interconnect, or CI. 
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One way to look at multiprocessing systems is to consider a spectrum of systems 
with two extremes. At one end of the spectrum would be a very tightly coupled 
multiprocessing system. Within the VAX family, it would be the VAX -111782 sys
tem - a tightly coupled multiprocessor characterized by one copy of the VMS 
operating system residing in shared memory between two processors. At the 
other end of the spectrum is the computer network. The network is a very 
loosely coupled multiprocessing system in which each processor has its own 
copy of the operating system. The network systems can be. tied together by 
DECnet software using point-to-point, X.25, or Ethernet connections. 

• Highlights of a VAXcluster 

VAXcluster configurations may grow system-by-system to meet the increased 
demand of users. As an organization's needs grow, more computing or I/O 
resources can be plugged into the VAxcluster without interrupting. its 
operation. 

All VAXcluster disks, whether connected to a VAX processor directly or through 
an HSC50 controller, may be made available to a user logged on to any VAX 
node. Data on any VAXcluster disk may be shared at the volume, file, and 
record levels by users on either the same VAX processor or different ones. 

Batch and print jobs may be load-balanced throughout the VAXcluster. 

Redundancy features built into the hardware combined with failover capabili
ties of the software provide greater system and data availability. 

These features and others are discussed in greater detail in subsequent sections. 

• VAXcluster Benefits 

VAXcluster systems offer a range of computing benefits. Some users may use all 
of them while others, because of the nature of their needs, will take advantage 
of only some. In either case, VAX clustering provides an effective answer for 
many of the problems facing managers of computer systems. 
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The following are some of the high-level benefits that a VAXcluster system can 
bring to users: 

• Increased growth potential 

• Increased data sharing 

• Greater data and system availability 

• Preservation of investment 

• Lower costs and less expensive upgrades 

Incremental Growth Capability 
In the past, if a system became overloaded because a particular element could 
not meet the increased demand, the crucial question was whether the system 
could be expanded to handle the load. It could if, for example, the system 
lacked memory but space remained for memory expansion. However, if the 
CPU were overloaded, the problem was more difficult to solve. 

The VAXcluster system solves the dilemma. Any type of resource - memory, 
CPU, mass storage controllers (HSC50s), or disks and tapes - may be added to 
keep pace with user demand. More processors, HSC50 controllers, and disks or 
tapes may be added to an operating VAXcluster without interrupting normal 
operations. 

It is possible to connect up to 16 nodes by clustering VAX processors, alone or in 
combination with HSC50 devices. Moreover,each HSC50 can support up to 24 
disks or tape fortnatters. That means you can create very latge systems, either all 
at once or system by system. 

Because the demands on most computer systems increase with time, the VAX
cluster system is an elegant response to that growing demand. You can start at 
an early stage because as few as two connected VAX systems constitute a VAX
cluster. But it ultimately can grow into a very large system containing many VAX 
systems arid mass storage controllers. 

Increased Data-Sharing 
At the systetIl manager's discretion, a VAXcluster user can have access to disks 
connected locally to any VAX processor or any HSC50 in the cluster_ Files on 
those disks may be shared at the record level by all VAXcluster users, re~aining 
full read-and-write capability. 

This new capability is a major step forward in operating-system software tech
nology and· allows for increased data-sharing. Applications may be spread 
across multiple processors, or users of one application may operate across mul
tiple processors. The system manager may choose to set up a homogeneous 
VAXcluster environment, in which users need not be concerned about which 
VAX processor they are using because each processor presents an equivalent 
environment. 
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Greater Data and System Availability 
Data in a VAXcluster system is more accessible and more secure as a result of 
built -in hardware redundancy, the new features in VMS V 4.0, and the presence 
of several VAX processors in the VAXcluster. 

Hardware redundancy is inherent in the computer-interconnect (CI) data path; 
in the Star Coupler, which is the central connecting point of all nodes; and in 
the ability to connect two HSC50s to· each Digital Storage Architecture (DSA) 
disk or tape in the cluster. . 

One VMS V4.0 software feature that enhances data availability is automatic 
failover for a dual-ported disk drive if its HSC50 fails. The failover is transparent 
to the VAXcluster users. 

If a processor in a VAXcluster fails, VMS V 4.0 releases all the locks that the failed 
processor has on resources so the remaining VAX nodes can continue to work. 

These hardware and software features permit configUration of systems that pro
vide greater system and data availability because processing can continue 
despite certain system failures_ 

Preserved Investment 
The VAXcluster concept, as a state-of-the-art method of configuring computers, 
is designed to support the newest hardware and software, such as the CI bus, 
HSC50 mass storage controllers, and Digital Storage Architecture (DSA) disks 
and tapes. However, customers who have invested in UNIBUS and MASSBUS 
disks may desire to continue using them in a VAXcluster environment, thereby 
preserving their investment. They can, thanks to software in VMS V4.0. 

A VAXcluster may be configured without HSC50s. Any UNIBUS or MASSBUS 
disk (which, by definition, is connected locally to a VAX processor) may be 
shared by all users in a VAXcluster. The system manager determines which local 
disks will be accessible to all cluster nodes. VAXcluster systems also permit full 
read-and-write access to dual-ported MASSBUS disks along both access paths 
simultaneously. Other nodes in the cluster may access a dual-ported MASSBUS 
disk using any available path, with fully automatic failover, should either of the 
directly connected processors fail. 

In this way, the state-of-the-art software allows VAXcluster configUrations that 
contain UNIBUS or MASSBUS disks, preserving and enhancing customers' 
investment in earlier disk technology. 
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Lower Expansion Costs 
The VAXcluster approach can reduce the cost of expanding your system when a 
hardware component no longer meets user demands. In the past, if the limiting 
component was the VAX processor itself, for example, then another CPU had to 
be purchased - along with its own system disk, I/O controllers, and possibly 
more terminals. With the VAXcluster, the only necessary purchases are another 
processor, CI interface, and memory. No longer is there any need to buy a sepa
rate system disk, data disks, terminals, or printers for the new processor. 

The new system may be booted from an existing disk on an HSC50 in the VAX
cluster, and programs and data already existing may continue to be used in the 
cluster. The new processor can be accessed from existing terminals if they are 
connected to the VAXcluster through a terminal seNer. Lineprinters already in 
the VAXcluster also may be used. The result is lower cost because additional 
hardware previously required to expand a system often is not needed when a 
VAXcluster is enlarged. 

• System Availability 
The following diagram shows a fully configured VAXcluster. Each numeric label 
is described below to indicate the added availability the particular feature 
brings to the VAXcluster. 

The Computer Interconnect (1) has built-in redundancy. It is a dual-path bus. 
Under nOMal operations both paths can be used; however, if one of the paths 
fails, communication can still occur over the remaining path. The VMS operat
ing system periodically tests a failed path and puts it back online once the failure 
has been repaired. 

The Star Coupler (2) also has built-in redundancy. A CI consists of four coaxial 
cables, two to transmit and two to receive. Inside the Star Coupler are two 
transformers for every eight nodes. One transmit cable and one receive cable 
are connected to the first transformer, and the remaining transmit cable and 
receive cable are connected to the second transformer. Every HSC50 or VAX 
processor node connects its CI in this way. In the very unlikely event that a 
transformer inside the Star Coupler fails, communication can still occur via the 
remaining transformer. 
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Digital Storage Architecture (DSA) disks and tapes may be connected between 
two HSC50 controllers (3). If one of the HSC50s fails, the VMS operating system 
will failover to the second HSC50, transparently to the user. Under normal oper
ation, disks and tapes may be manually load-balanced between both HSC50s. If 
one of the HSC50s fails, the disks that were online to the failing HSC50 then 
become online through the other HSC50. Even though DSA devices can be physi
cally connected to two controllers, only one of the controllers has an active path to the 
device for data transfer. On a failover, the active path may change to a different controller. 
But since a device can have only one active path at a time, dynamic dual· porting, where 
I/O occurs simultaneously from both controllers, is not available with DSA con
trollers. However, this is available with MASSBUS disks. 

Dual-ported MASSBUS disks (4) are supported in VMS V 4.0, with full read-and
write capability from both VAX processors simultaneously. However, the dual
ported MASSBUS disk cannot be a VMS system disk, and a CI must be present so 
that the distributed file system and distributed lock manager may coordinate 
file and record access on the dual-ported MASSBUS drive. 

The terminal server software (5) allows a user to have two or more simultaneous 
sessions on different nodes. The automatic login failover switches a user's termi
nal to an alternate node in the duster if the user's current node fails. The termi' 
nal server software also provides load balancing at login time by connecting the 
user to the least-loaded VAX processor in the duster. 

A DSA disk or tape may be dual-ported between two UDA50s or a UDA50 and 
an HSC50 (6). However, in either of the configurations, if ()n~ of the active paths 
fails, failover must be performed manually. The system manager must dismount 
the drive, press the port buttons on the drive, and remount the drive to connect 
it to the alternate controller. 

VAX Processor Failures 
In the event that a VAX processor in the duster fails, all the resources that the 
failed processor had locked are released .. This is a function of the distributed 
lock manager. When the system detects that a node in the duster has failed, the 
remaining VAX nodes temporarily suspend normal operation and the distrib
uted lock manager releases all the locks held by the failed VAX processor. Once 
this is complete, processing will continue normally on each remaining VAX 
node as long as the duster srill has enough VOTES to satisfy the QUORUM 
algorithm requirements. 
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Failure of a VAX processor can be detected in two ways. If the reason for the 
failure of the VAX processor is a software or hardware condition that results 
in the BUGCHK code being executed, or the system is shutdown by an oper· 
ator, a datagram is sent out telling the remaining nodes of the failure. If the 
CPU is halted or, for some reason, the datagram is unsuccessfully transmit· 
ted (the CI port has ceased to function), the failed VAX node is detected by 
software polling, which occurs at an interval selected by the system manager. 
There are also parameters that control the number of nodes polled and, on 
detecting a failure, determine how long to wait in case it is merely a transient 
failure . 

• VMS V 4.0 And The VAXcluster 

A range of new VMS components, from class and port drivers to the cluster 
server process, were engineered for VMS Version 4.0 in order to support the 
VAXcluster. This section describes new components along with some of the 
lower-level components that have been available since VMS V3.3. It also 
includes discussions of DEC net in a VAXcluster, the QUORUM algorithm and its 
impact on system configurations, device naming, and VMS features that are not 
supported across the VAXcluster. 

The following VMS V4.0 components will be highlighted: 

• Digital Storage Architecture (DSA) Class and Fbrt Drivers 

• System Communication Services 

• MSCP (Mass Storage Control Protocol) Server 

• Connection .Manager 

• Distributed Lock Manager 

• Distributed File System and RMS 

• DistributedJob Controller 

• Cluster Server Process 

DSA Class and Port Drivers 
The Digital Storage Architecture (DSA), which is Digital's latest disk-and-tape 
technology, is called an architecture because the DSA disk/tape controller has 
clearly defined functions. A protocol known as the Mass Storage Control Pro
tocol, or MSCP, has been defined between the host processor and the controller. 
Because of its architectural framework, it is very easy to add new devices and 
controllers to a VAXcluster. Two of Digital's controllers that adhere to the archi
tecture are the UDA50 and the HSC50, both of which understand the MSCP 
protocol. 
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To support the new architecture, VMS includes device drivers for the DSA 
devices. Unlike a traditional device driver, the driver for the DSA device has two 
parts, the class and port drivers. 

The class driver can be considered to be the generic driver handling all QIO 
(queue input/output) requests. The disk class driver accepts all disk QIOsfor 
DSA disks; however, it doesn't "know" the physical port through which the VO 
will ultimately pass. This is the job of the port driver. 

With VMS V4.0, there are three class drivers: the disk class driver (already men
tioned in connection with DSA disks), a tape class driver for DSA tapes,and a 
DECnet class driver for DECnet VO over the CI. In the case of the tape and disk 
class drivers, the QIO received by the class driver is converted into an ·MSCP 
message. The DECnet class driver converts its QIOs into messages that adhere 
to the DECnet protocoL 

The port driver understands the physical port and nothing else. There is no 
direct interface to the physical port other than through a class driver. It ensures 
that data passes through the port successfully or returns an .error status. With 
VMS V4.0, there are two port drivers,. one for the UDA50 and one for the CI780 
or CI750, the CI controllers. 

An VO request from a user process to a disk connected to the UDA50 passes 
through the disk class driver and the UDA50 port driver. An VO request to a disk 
connected to an HSC50 passes through the disk class driver and then the CI7801 
CI750 port driver. Therefore, any future hardware controllers that Digital engi
neers for DSA devices will require, at most, only a new port driver, not a new 
class driver. In addition, the same port driver, the CI port driver, may be used by 
a number of class drivers to handle different classes ofvo requests. For exam
ple, the CI port driver would be used by the disk, tape, and DECnet class 
drivers. 

System Communication Services 
System Communication Services, or SCS, is a layer of software between the class 
driver and port driver. The CI supports three types of data transfers: datagram, 
sequenced message, and block data transfer. The datagram is used by DECnet, 
the sequenced message is used by the VMS system for short messages between 
nodes - for example, distributed-lock-manager requests -..: and the block data 
transfer is used for data movement between the duster nodes, such as input and 
output by disks and tapes. Consequently, it can b~ seen that the CI hardware 
was designed with consideration of the kind of data transfers required by VAX
dusters. Therefore, the different modes of data transfer available to the VMS 
operating system provide efficient data transfers over the CI. 
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SCS provides a software interface to the three different transfer modes. An 
example is a disk I/O. An 1/0 request is made from a user's program. This is 
interpreted by the disk class driver, which produces the correct MSCP mes
sage. The MSCP message is then passed to the SCS level, which packages it as 
a sequenced message. The sequenced message is then transferred by the 
port driver through the CI port. As long as the disk to which the 1/0 was 
requested is on an HSC50, the HSC50 receives the MSCP message. After it has 
been decoded by the HSC50, the HSC50 then satisfies the I/O by transferring 
the data in a series of block data transfers, giving each one to the SCS level 
for correct packaging and transfer over the CI. When the 1/0 is completed, 
an MSCP message is sent via SCS from the HSC50 back over the CI to the disk 
class driver, thereby completing the 1/0. 

MSCPServer 
Software called the MSCP selVer is responsible for one of the attractive features 
of the VAXcluster concept: preserving customers' investment in MASSBUS and 
UNIBUS disks. It does this by allowing MASSBUS and UNIBUS disks to be 
shared throughout the cluster. 

MSCP is the protocol used to communicate between a VAX host and a DSA con
troller. If a user process running on VAX A in a VAXcluster has an I/O operation 
to perform to a MASSBUS or UNffiUS disk connected to VAX B in the same 
VAXcluster, the process queues its I/O to the disk class driver, as described 
above. The processing on the VAX node making the I/O request is the same, 
whether the I/O request is made to a MASSBUS or UNIBUS disk connected to 
another VAX processor or to a DSA device connected to an HSC50. The I/O 
request is transmitted in the form of an MSCP message cOmmunicated via SCS 
over the CI. When it arrives at the VAX processor (VAX B) that is connected to 
the MASSBUS or UNIBUS disk, the MSCP message is interpreted and translated 
into a MASSBUS or uNffiUS disk 1/0 request_ This is the job of the MSCP selVer, 
which is also responsible for transferring the data over the CI. 

The MSCP selVer enables a VAX processor to make locally connected MASSBUS 
and UNffiUS disks available to all other users of the VAXcluster. The system 
manager, however, decides which disks should be that widely available. 
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Connection Manager 
The chief function of the connection manager is to determine VAXcluster mem
bership and to handle VAXcluster state changes. As new nodes are connected to 
the VAXcluster, or are removed or fail, the connection manager tracks the state 
changes and, in conjunction with connection managers running on each of the 
VAX processor nodes, ensures a consistent view of the cluster. The connection 
manager also prevents cluster partitioning via the QUORUM algorithm, which is 
described later in this section. 

Another function of the connection manager is to provide an acknowledged
message delivery service. This means the connection manager is responsible for 
sending messages on the behalf of upper software levels via SCS and the CI to 
other VAX processors in the VAXcluster. The connection manager either suc
cessfully delivers the message or returns an error indicating that the target node 
has left or is about to leave the cluster. lIansient failures are invisible to the 
upper layers of software, By adopting this approach, the higher-level system 
layers don't have to deal directly with SCS or transient failures. 

Distributed Lock Manager 
The distributed lock manager isa natural extension of the lock-management 
capabilities that were introduced for a single node in VMS Version 3. The dis
tributed lock manager provides a name space for resource names; many types 
of locks may be taken out against the resources. Processes requiring access to a 
locked resource are queued. A resource could be a device, file, record in a file, 
or a fictitious resource used as a signaling mechanism by processes on different 
VAX nodes. The distributed lock manager allows synchronized use of resources 
throughout a VAXcluster. Automatic deadlock detection also has been 
expanded to work in a VAXcluster system. 

The distributed lock manager is used by the file system, RMS software, job con
troller, device allocation, and other utilities for cluster synchronization and is 
available to users to develop cluster applications. 

If a VAX node fails, all locks held by the failing node are released, thereby 
allowing the remaining VAX nodes to continue processing instead of stalling 
while waiting for a lock that may never be released. 

The lock manager has been designed so that the cost of lock operations is fixed, 
regardless of the number of VAX processors in the cluster. As a result, the cost of 
synchronization is not affected by the size of the cluster. In other words, adding 
additional VAX processors does not in itself increase the synchronization cost. 
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Distributed File System and RMS 
As with the distributed lock manager, the distributed file system is an extension 
of the file system that existed on VMS V3_ The file system processes virtual I/O 
functions for mounted volumes_ For disk volumes, this involves functions such 
as creating, deleting, and extending and truncating files, as well as maintaining 
file directories, mapping virtual to logical I/O, arbitrating runtime access to files, 
enforcing file protection, and enforcing and maintaining disk usage quotas. 
Most of these activities can interact with each other and therefore must be coor
dinated. Put another way, processing of various functions from different 
processes may have to be serialized. 

In VMS V3, serialization was achieved by performing all of the above functions 
in the context of a detached process known as an ancillary control process 
(ACP). The ACP processes one request from start to finish before starting 
another, thus eliminating all possible interactions between different functions. 
Attempting to extend this design to a cluster would create a potentially serious 
bottleneck for virtual I/O activity. Instead, the VMS V 4.0 distributed file system 
handles virtual I/O requests as an extended QIO procedure, or XQP. 

XQP is a new technique developed to allow vastly greater concurrence for file 
system activity in the cluster. In addition, it benefits all VMS systems. The XQP 
uses the distributed lock manager to serialize virtual I/O functions for the spe
cific file or directory in use. The code is mapped into the PI area of each pro
cess. If the function modifies disk storage (for example, the creation, deletion, 
extension, or truncation of a file), the function is serialized with respect to other 
concurrent requests that modify disk .storage on the same volume. 

In practice, the XQP technique means that most file system functions may pro
ceed in parallel with file system requests issued by other processes, whether the 
processes are executing on the same node, or on another node in the cluster. In 
addition, the various caches used in the VMS V3 ACP to reduce disk I/O have 
been reimplemented to perform similarly in the XQP environment; Various lock 
manager features are used to validate specific elements in the processor-specific 
caches within the cluster. 

The VMS Record Management Services (RMS) have been extended on VMS 
V 4.0 to take advantage of theVAXcluster environment. The RMS utility also has 
been interfaced to the distributed lock manager, allowing RMS files to be used 
on any disk in the cluster by any user on any VAX processor node. RMS files may 
be shared clusterwide at the record level, using standard RMS file-sharing and 
record-locking features. 
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Distributed Job Controller 
The distributed job controller allows the batch-and-print-queues database to 
be shared clusterwide. The distributed lock manager is used as a signalillg 
mechanism to cause other VAX processor nodes in the cluster to'examine the 
batch and print queues for jobs to be processed. Consequeritly, it is possible to 
create generic clusterwide batch and print queues, as follows: 

• CLUSTERWIDEBATCH QUEUES. 
In the case of a clusterwide batch queue, all batch jobs submitted to this generic 
queue are spread across the cluster. The algorithm attempts to keep each VAX 
processor equally loaded. 

A system manager can control how batch jobs are distributed as described 
above, where each node is a peer and all batch jobs are evenly distributed in 
number aci-oss the cluster. For example, if a VAXcluster consists of five VAX 
nodes and a user on the first VAX processor submits five batch jobs, one of the 
batch jobs may be run on each of the VAX processor nodes in parallel. At the 
other extreme, just one of the VAX processor nodes in the VAXcluster' is the 
"batch" machine; in this case all batch jobs will run on the "batch" machine, 
regardless of the VAX node on which they were submitted. Those are the two 
extremes available to a system manager. But an intermediate situation is also 
possible: The load-balancing algorithm looks at the number of available batch 
slots and running jobs on each machine and attempts to keep their ratio even on 
each VAX node. Therefore, certain machines can be set to accept more batch 
work than others by setting up the batch queue parameters accordingly. 

• CLUSTERWIDE PRINT QUEUES . 
.It is also possible to have a generic clusterwide print queue. Assuming again 
that you have a cluster of five VAX nodes, each with a printer, if print jobs are 
submitted to the clusterwide genericprint queue, thejob will be directed to the 
printer device with the shortest queue. This allows print jobs to be spread 
across the VAXcluster. However, users may also submit their print jobs to any 
printer connected in the cluster. This is particularly ,useful when a cluster 
includes equipmentthat is not duplicated on every node, such as a lerter-qualiry 
printer or laser p.rihter. ., 

Print jobs may be, submitted, to this printer from any VAXcluster processor _ 
node. Or a cluster may have only one printer connected to one of the VAX 
processors; this printer, too, may be used from any of the VAX processors in the 
cluster. 
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Ouster Server Process 
The cluster server process exists on each VAX processor node in the cluster. It 
performs global cluster functions. For example, it is used by the $Brdcst system 
service to broadcast messages to any or all terminals in the cluster. It is also used 
by the $Mount command to mount a disk globally on each of the VAX nodes. 
(The mount command need be issued only once from one of the VAX 
processors. ) 

DECnet in the VAXcluster 
DECnet software is required in a VAXcluster for two reasons. First, a system 
manager will want to be able to control the cluster from any terminal and there
fore may require the virtual-terminal capability that DECnet provides. Sec
ondly, if communication is desired between processes on different processor 
nodes in the cluster, it is achieved with DECnet. Because the DECnet package 
has its own class driver, DECnet can utilize the CI directly, using the datagram 
service provided by the CI hardware. Each VAX processor in a cluster is seen as 
an individual DECnet node with a unique node name and node number. Digital 
requires that the DECnet node name and number be the same as the cluster 
node name and cluster identification number on each VAX processor. 

Digital also recommends that every DECnet node in a VAXcluster be a full-rout
ing node wqen the CI is being used. DECnet connections utilizing the CI are 
point-to-point; therefore, to prevent one node from routing all DECnet traffic, 
each node should bea full-routing node. VAX nodes could also be connected to 
Ethernet, which does not require the nodes to be full-routing nodes but allows 
them to be end· nodes only. This permits the option of DECnet using the 
Ethernet connection to connect to other VAXclusters or DECnet nodes in a local 
area network (LAN). The Terminal Servers described in the hardware section 
can also be placed on the LAN. Of course, each VAX processor node in the 
VAXcluster can have traditional point-to-point connections for long-distance 
wide-area connections or can use X25 connections. 

• VMS V4.0 QUORUM Algorithm 
A VAXcluster can share disks and their data. Consequently, the coordination of 
access to the data resources and the result it has on data integrity is very impor
tant. This is achieved in the cluster by each VAX processor node having a strong 
sense of cluster membership, which prevents two clusters from sharing the 
same data resource; A VAX processor node may only participate in one cluster. 
IT sharing were allowed; between two or more clusters, the data resource could 
be written to and read in an uncoordinated manner, and data integrity could be 
lost. 
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The situation where two dusters share the same data resource in an uncoordi
nated manner is lroown as a partitioned duster. Partitioning occurs when two cir 
more nodes operate as if they bdong to separate dusters although they are 
intended to be part of the same,duster. 

With VMS V4.0, partitioning is prevented by a scheme lroown as the QUORUM 
algorithm. Each VAX node in the duster has a SYSGEN parameter known as 
VOTES and a parameter lroown as QUORUM. Typically, each VAX node sets its 
VOTES parameter to 1 and the QUORUM parameter to the sum of VAX nodes 
divided by 2, plus 1, rounded down to the next integer value. (In this calcula
tion, HSC50 devices are not counted as nodes.) For example, a duster consisting 
of five VAX nodes and two HSC50 nodes would have a QUORUM of 3. 

Processing may proceed only if the sum of the VOTES of the processors is at 
least equal to ,the QUORUM. In this example, if the duster were to be parti
tioned into two dusters of three VAX nodes and two VAX processor nodes, then 
the three-node duster would continue to function because it would still have 3 
VOTES, enough to meet QUORUM. However, the second duster would cease to 
function, since it has only 2 VOTES, or bdow QUORUM. Using this scheme, it is 
impossible for a properly configured duster to become partitioned. 

The QUORUM algorithm also affects the number of VAX processor nodes that 
may fail or leave the duster before the remaining VAX processor nodes are 
affected. In the case of five VAX nodes with a QUORUM of 3, two VAX nodes 
may fail without affecting the remaining nodes. However, on the failure of a 
third node, the total number of votes falls bdow the QUORUM parameter and 
all processing in the duster will stop until QUORUM is regained. If, however, 
after the first two nodes fail, it is known that the VAX processors are going to be 
down for some time, then the QUORUM value can be adjusted on each of the 
remaining VAX nodes by an operator or system manager. This means, for the 
example, that after the two nodes fail, there would be three remaining nodes 
with a QUORUM of 3. Consequently, the duster could not tolerate a further 
failute because it would reduce the total number of VOTES bdow the QUO
RUM value. However, if the QUORUM value were adjusted to 2, then another 
VAX processor failute could be tolerated and the remaining nodes could con
tinue running. 

Therefore, it is apparent that the QUORUM algorithm has an effect on the con
figutation of VAX dusters. The bigger the duster, the greater the number of VAX 
processor nodes that can fail before the number of VOTES drops bdow QUO
RUM and all processing is suspended in the duster. The QUORUM algorithm 
works well for three or more VAX nodes but causes a problem in the case of two 
VAX nodes. With a duster of only'two VAX nodes, the QUORUM for the duster 
is 2. Then, if either processor fails, the remaining processor would wait for 

... QU0RUM1ooe'res1ored:-1'lllsmay besansfa:crotyIDrsomeVAXclusrenlsers: .,' -. 
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Another possibility is that a master·slave relationship is established. This 
can be achieved by giving the master processor 1 VOTE and the slave proces· 
sor 0 VOTES, assuming a QUORUM of I. In this case, if the slave VAX proces· 
sor node were to fail, the master VAX processor node would continue to 
operate normally. However, if the master processor node were to fail, then 
both nodes would be unavailable until QUORUM were regained. 

The third solution introduces one more concept to the QUORUM algorithm 
and is known as a quorum disk A quorum disk is a disk that can be written to 
and read by all VAX nodes in a cluster. A quorum disk may be a disk on an 
HSC50 or for a two node cluster a dual-ported MASSBUS disk The quorum disk 
is assigned a number of votes. If a cluster contains a quorum disk and it meets 
the criteria of being able to be written to and read by all VAX nodes, then the 
votes assigned to the quorum disk are counted towards the cluster QUORUM. 

Therefore, in the case of a two-VAX -node cluster with a quorum of 2, if a quo
rum disk assigns one vote, then the failure of one of the processor nodes can be 
tolerated because there is still a quorum of 2 VOTES. In a normal running situa
tion - both VAX nodes operating with a quorum disk - 3 VOTES would be 
counted. A quorum disk may be used by a cluster of any size to introduce extra 
VOTES, thereby tolerating the failure of extra VAX nodes. 

Device-naming in a VAXcluster 
Each node in a VAXcluster must have a unique name and SCS node number. To 
avoid confusion, Digital requires that the name and number be the same as the 
name and address of the DECnet node. The names consist of six characters and 
are assigned both to VAX processor nodes and to HSC50 nodes. 

Each device in a cluster must also be identified by a unique name. A device 
connected to a particular node therefore would adopt the node name as a prefix 
to its own name. For example, a terminal line on a VAX processor named STAR 
might be STAR$TD\5: or an RA81 disk on a HSC50 with a name of PRIDE might 
be PRIDE$DUAO:. (RA80s and RA81s have the designation DU, and RA60s have 
the designation DJ-) Another example would be a MASSBUS disk connected to 
a VAX processor that is made available to the rest of the cluster via the MSCP 
server. An RP06 device connected to the VAX processor S11\R could have the 
device name STAR$DBAO:. This approach varies only in the case of dual-ported 
disks. If disks are dual-ported between two HSC50s, or a MAsSBUS disk is dual
ported between two VAX processors, the VMS operating system needs a univer
sal device name that is known and doesn't change, regardless of what paths are 
available. 
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The answer is a concept called an allocation class. Each pair of VAX processors 
or HSC50s attached to a dual-ported disk are assigned a unique allocation-class 
number ranging from 1 to 255. For example, if a disk is dual-ported between 
the HSC50s named PRIDE and GREED, a unique allocation-class number, per
haps 255, must be assigned to both HSC50s. An RA8l disk dual-ported between 
the two HSC50s therefore might have a device designation $255$DUAO:. The 
name is valid as long as either path is known. 

Each disk connected to both VAX processors within the same allocation class 
must have a unique device name. For example, take the case of two VAX proces
sors each having an RP06 device designated DBAO: and also sharing a dual
ported MASSBUS disk, thereby being assigned the same allocation class. In that 
case, one of the disks named DBAO: would be required to change its unit num
ber to make it unique. The dual-ported MASSBUS disk must have the same 
name on both systems; that is, the same controller letter and the same unit 
number. 

VMS Features Not Supported Across the VAXcluster. 
Not all features available on a single VAX processor node are available across the 
cluster. Some features do not lend themselves to VAXcluster use. Other features 
not currently available may well be implemented in future stages of the VAX
cluster program. 

Features that are not implemented include 

• Process control system services ($CREPRC, $SUSPND, $SETPRI) 

• Accounting data 

• Hardware error log 

• Event flags 

• Logical names 

• Mailboxes 

• Writable global sections 

TIme is maintained independently by each node. However, when a new cluster 
node boots, an attempt is made to set time from another node that is already in 
the cluster. 

All of the above features continue to work on each of the cluster nodes. But, for 
example, an event flag set on VAX processor A in a cluster would not be set on 
VAX processor B of the same cluster. 
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It also should be noted that not every application is suited to VAXclusters. 
Care must be taken when migrating time-dependent applications to VAX· 
clusters that require realtime, time-critical responses. The coordination and 
communication activity among VAXcluster members may require the sus
pension of processing activity for periods of time which, while relatively 
short, would not meet critical response times demanded by some 
applications. 

• Managing A VAXcluster 

A system manager has a number of choices when setting up a VAXcluster sys· 
tem. Each processor may have a separate User Authorization File (UAF) or 
there may be one UAF for the entire cluster. The UAF determines which users 
may log onto the system and, when a user has logged on, defines the user's 
default disk, directory, user identification code and privileges, and other enti· 
ties. If each system has its own UAF, then different users may be restricted to 
certain VAX processors. However, the system manager must coordinate the dif
ferent UAFs on the different VAX processors. For example, the system manager 
must ensure that a user has the same VIC on every VAX processor that is availa· 
ble to the user and that no two users have the same VIC. 

The alternative is to have a single UAF placed on a shared disk for the entire 
cluster. In that case, the same UAF will be accessed whenever a user logs onto 
any VAX processor in the cluster. With this method, the user's process always 
will be defined the same way, making it irrelevantto a user which VAX processor 
he actually is using. If the cluster is set up this way and is connected to Ethernet, 
then the load-balancing feature of the Terminal Server may be used, as 
described in Chapter 3. 

Single or Multiple System Disks 
VMS V 4.0 supports two or more VAX processors booted from the same physical disk 
drive. VMS V3 introduced the concept of rooted directories, which allow two or 
more VMS systems to reside on one disk, each under its own root named SYSO 
through SYSF. VMS V4.0 uses this feature to allow multiple VAX processors to 
boot from the same disk drive. VMS V 4.0 allows the VAX nodes of a VAXcluster 
to boot from any combination of the following: 

• One VAX processor per system disk 

• Multiple VAX processors per system disk sharing no system files 

• Multiple VAX processors per system disk sharing virtually all system files 
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VMS V 4.0 also allows the sharing of VMS and most layered products. Ibrtions of 
those products that must be separate for use by each VAX processor are placed 
in a separate rooted directory. Therefore, the majority of VMS and layered prod
ucts are placed in a common directory to be shared by all nodes booting from 
the disk. This greatly decreases the complexity of managing VMS and layered 
products in a cluster, since any ongoing software updates have to be applied 
only once. 

Plans to use shared system disks prompts the question of how many VAX 
processors should be booted from the same disk. The answer almost certainly 
will be determined by performance. If the shared VMS and layered-product 
option described above is implemented, then all of a system's software and 
layered products can be considered in three parts. They are the portions of the 
system that must reside in a unique rooted directory for each VAX processor, the 
common directory containing common VMS and layered-product components, 
and each VAX processor's page- and swap@es. 

How. these sections of the system are spread over cluster disks will determine 
the system's ultimate performance. The decision should be based on perform
ance rather than on space requirements. It also should be remembered that, 
with multiple VAX processors using one disk, it is relatively easy to reach the I/O 
capacity of the drive, resulting in a system bottleneck. Further more, should a 
system disk fail, all systems booting from it fail. . 

DECnet 
With VMS V4.0, DECnet software must be available in a VAXcluster. This is con
venient for the system manager because the cluster can be controlled from one 
terminal, thanks to the virtual terminal capability that DEenet provides. Each 
cluster node name and number must be the same as the DECnet node name and 
number. Each DECnet cluster node also should be a full-routing node because 
DECnet utilizes theeI as a poinHo-pojntconfiguration. 

Ouster Operations 
All operator messages generated by the system or by users are dispatched to all 
operator terminals in the cluster, regardless of the VAX processor to which the 
operator terminal is connected. 

• INSTALLATION OF A VAXcluster: 
This section is an overview of how to install a VAXclustersystem. Details may be 
found in the VMS V4.0 documentation. Digital recommends thllt each VAX 
processor node be set up individually. First, install VMS V4.0 and then DEenet 
on each of the VAX processor nodes. Second, boot each VAX processor node 

n seplIrnrelpm:hurritimrsingle-llode el1vironment;-Wherrsatisfied-that-evety------
thing is set up correctly on the VAX node, close it down and move on to the next 
one. 
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Once all the VAX processor nodes have been set up individually, they may be 
booted together. At that point, a VAXcluster will be formed. The system 
manager should then adjust the QUORUM parameter to the appropriate 
value for the cluster while booting the cluster. 

• UPGRADING A RUNNING VAXcluster 
An HSC50 or VAX processor may be added to a running VAXcluster system 
without interrupting the cluster. 

A DSA disk or tape also may be added to an HSC50 while the cluster is running, 
assuming that enough SDI or STI interfaces are available. When the HSC50 
detects a new device, it informs the VAX processors in the cluster that a new 
device is available. The VMS operating system on each VAX processor then 
dynamically adds to its I/O database. The device may then be mounted. 

More HSC50s may be added to a VAXcluster. The CI cables are attached to the 
Star Coupler, as long as enough connectors are available in the Star Coupler. 
The Star Coupler has an 8- and 16-node configuration. Adding another HSC50 
or VAX processor may require upgrading the Star Coupler to a 16-node config
uration. With adequate connections, once the HSC50 is added and booted, each 
VAX processor can detect the new HSC50 and any disks connected to it The 
cluster will continue to function normally. 
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• Overview 

Digital offers you a range of products to link processes (or tasks) running on a 
VMS operating systems, other Digital operating systems, or other manufac
turer's operating systems. This capability allows many computers to operate 
together in data communications networks for distributed processing. 

Specifically, VAXlVMS systems are connected to other systems in three ways: 
VAX to other Digital systems (DECnet-VAX software products), VAX to other 
manufacturer's systems (DECnet-VAX Internet software products), and VAX to 
public packet switched networks (VAX PSI software product). 

Topics include: 

• Digital Network Architecture 

• Description of a DECnet -VAX network 

• DECoet·VAX Phase IV features 

• Internet products 

• mCKNET products 

• Procedures for programming over DECnet 

• Introc:luction 
DECnet is a family of software and hardware communications products that 
enable Digital operating systems to participate in a network environment. A 
network is an entity of two or more computer systems, called nodes, connected 
by physical links (cable, microwave, or satellites, for example) for the purpose 
of exchanging data and sharing resources. 

Communication circuits operate over these physical lines. A circuit is a commu
nications data path over which all input and output between nodes takes place. 
Communication between individual processes, on different systems, takes place 
through logical links. A logical link is a connection between two processes at the 
user levd. A circuit can support many logical links, all communicating at the 
same time. 

In a network of more than two nodes, the process of directing a data message is 
called routing. A very important feature of a DECnet network is that its nodes 
are pertnitted to route messages through the most cost-effective path, if a circuit 
is disabled, nodes can seek alternative routes. 



6-2 • VAX Networking and Communication Software 

A DECnet multinodenetwork is decentralized; that is, many nodes connected 
to the network can communicate with each other without having to go through 
a central node_ There is no hierarchy; all nodes are considered ·peers·, each of 
which do not depend on the availability of a node on a higher level- As a mem
ber of a multi-node network, your node can communicate with any other net
work node, not just the nodes that are physically adjacent to you, and gain 
access to software to software facilities that may not exist on your local node. 
Therefore, different applications running on separate nodes can share the facili
ties of any other node. 

Phase N DECnet supports large and small networks with single and multiple 
area networks. In a single area network, a maximum of 1023 nodes is possible. 
The optimum number, however, is much smaller, perhaps 200 to 300 nodes 
depending on physical rdationship of the nodes. In a multiple area network, as 
many as 63 subnetworks (single area networks) of 1023 nodes each can be 
connected. 
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L2 ~ LEVEL 2 ROUTER 

Figure 6-2 • Multiple-Area DECnet Network 

• Overview of Digital's Network Architecture 

The Digital Network Architecture, DNA, is the framework for all Digital com
munications products. DECnet, DECnet/SNA Gateway, communications serv
ers are among many of these products. The International Standards 
Organization (ISO) has created an architectural model for open systems inter
connection. DNA is closely based on the ISO model. 
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18ble 6·1 • Architectural Layers of DNA and Their Associated Functions 

DECnet Functions DNA Layers DNA Protocols 

File Access User User Protocols 
Command Terminals --------

Host Services N Network Application Data Access Protocol 
Network Control E (DAP) and others 

T ---
Program-to-program Session Control Session Control 

M Protocol 
A -------

N End Communication Network Services 
A Protocol (NSP) 

--------- G -----

Adaptive Routing E Routing Routing Protocol 
--------- M -,EiT--

Host Services E Data Link DDCMP I~I I 
N T-~~ ICII X25 

Packet T Physical Link sync I async I N I I 
'fransmissionlReception I l!f I I 

A hierarchical, layered architecture like DNA offers flexibility by allowing for 
the substitution and addition of riew technologies in future phases. This means 
that a customer's application level software investment is protected while 
Digital adds new products and capabilities from one phase of DNA to another. 

NETWORKING ENVIRONMENTS - There are basically two types of 
networking environments: those involving commUnications strictly between 
Digital systems (Digital-Digital) and those involving communication betweeh 
Digital systems and other vendor's systems (Digital-to-non-digital). Digital 
therefore. off~ products that allow communications between Digital Systems 
via DECnet, products to connect Digital systems to IBM and other vendors' sys
tems (Internet), and products to connect Digital systems to other vendors' sys
tems via X.25 packet-switched data networks. (BIcknet). Both local and remote 
communications are possible. 

Thble 6-2 defines the DECnetsoftware products used to connect VAX systems 
to other systems as mentioned above. 
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Table 6-2 • Digital'sVAX Networking Product Set 

VAXSo&ware 
Communications LAN Communications Sub-

Type Of Communication Products system Servers 

Digital-to-Digital 
Host Communication 

Local'Ii-aditionai 

LAN 

REMOTE 

Digital-to-non-Digital 
Host Communications 

Terminal Connection 

AllDECnet 
Software 

DECnet-VAX 

N/A 

DECnet Router/ 
DECnet Router/ 
X.25 Gateway 

All DECnet Soft- DECnet Router/ 
ware 

All Internets 
VAX PSI 

CXlDXlAX 
poly-COM 

DECnet Router/ 
X.25 Gateway 

DECnetlSNA 
Gateway, 
DECnet Router/ 
X.25 Gateway 

. Terminal SelVer 

As shown in Thble 6-2, Digital offers a broad range of networking products
from basic communication devices for our OEMs to full networks complete 
with network application programs for commercial business customers. 

DNA Phase IV and Ethernet - The incorporation of the Ethernet local area 
network technology into DNA Phase IV demonstrates Digital's commitment to 
providing a complete set of products to address local area networking needs. 
The existing DECnet product line already offers comprehensive, wide-area sup
port. Ethernet productS improve resource sharing by increasing performance 
of data traffic in a local area and by connecting to other local and remote com
munications networks. Ethernet, a par of DECnet, offersretpote or long'haul 
connections and local connections as one integral network. Ethernet is specifi
cally for the types of communications and resource sharing that take place in a 
local work environment, most often a room, a building, or a complex or 
buildings. 
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• Types of Networks 

Digital communications and networking software products make three types of 
networks available to VAXlVMS users. 

• Communications networks 

• Resource-sharing networks 

• Distributed computing networks 

Communications Networks 
These networks exist to move data from one, often distant, physical location to 
another. The data may be file-oriented (as is often the case for remote job entry 
systems) or record-oriented (as occurs with the concentration of interactive ter
minal data). Interfaces to common carriers, using both switched and leased-line 
facilities, are normally part of such networks. Such networks are often charac
terized by the concentration of all user applications programs and databases on 
one or two large host systems in the network. Figure 6-J illustrates such a 
network. 

Figure 6-3 • Communications Network 
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Resource-Sharing Networks 
These networks exist to permit sharing expensive computer resources among 
several computer systems. Shared resOurces can include not only peripherals 
such as mass storage device, but also logical entities, such as centralized 
databases available to other systems in the network. These networks are often 
characterized by the concentration of high-performance peripherals, extensive 
databases, and large programs on one or two host systems m" the network. Typi
cally, the satellite system have less expensive peripherals and smaller programs. 
Figure 6-4 illustrates a resource-sharing network. 

VAX-111750 PDP-11 

VAX·111730 PDP-11 

Figure 6-4 • Resource Sharing Network 

Distributed Computing Network 
These networks coordinate activities of several independent computing system 
and exchange data among them. Networks of this nature can have specific 
geometries (star, ring, hierarchy), but often have no regular arrangement of 
links and nodes. These networks are usually configured so that the resources of 
a system are close to the users of those resources. Distributed computing net
works are usually characterized by multiple computers with applications pro
grams and databases distributed throughout the network. Figures 6-5 and 6-6 
illustrate two such networks. 
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• Network Components and Characteristics 

To establish a VMS operating system as part of a DECnet communications net
work, you must build and maintain a network configuration database, which 
consists of records that describe the specific network components your particu
lar system requires. This section discusses various DECnet-VAX components 
and their characteristics: 

• Nodes, DTEs, and X.25 Protocol Module 

• Circuits 

• Lines 

• Routing 

• Logical Links 

• Objects 

• Logging 

• Network access control 

NODES, DTEs, and the X.25 Protocol Module 
A node is an operating system that uses DECnet software to communicate with 
other operating systems across a network. A VMS node uses DECner-VAX soft
ware to communicate with other DECnet-VAX nodes and·with other Digital 
operating systems that support DECnet. 

A VMS operating system uses DECnet-VAX Internet products to cofumunicate 
with other manufactures operating syst<;ms and VAX PSI software products to 
communicate with other Digital operating systems via a Packet Switching Data 
Network. 

The equivalent of a node in a Packet Switching Data Network is a DTE (Data 
Terminal Equipment). A DTE is a computer or terminal that uses VAX PSI soft
ware to communicate with remote nodes across a PSDN (Packet Switching Data 
Network). You can configure your DECnet -VAX node as a DTE if VAX PSI soft
ware is installed. 

NODES -Nodes can be generally classified by their physical relationship to the 
user (local or remote), or by their ability to receive and/or transmit data mes
sage throughout a network. 

HOST NODE -A node provides services for another node. 
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LOCAL AND REMOTE NODES - A local node is the VMS operating system 
your user account resides on. Other nodes in the same network your local 
node is attached are called remote nodes. 

ROUTING AND END NODES - Nodes can also be classified by the function 
they perform in a network. Nodes that accept and forward messages intended 
for other nodes in a network are called routing (full-routing) nodes. Nodes that 
only accept messages are called end nodes (non-routing). 

CONNECIDR NODE - If you have VAX PSI software in multi-host configura
tion installed on your local node and you are on an Ethernet, you can configure 
your node to serve as a connector node. This is a gateway to a Packet Switching 
Data Network (PSDN) for host nodes on an Ethernet. 

Types of DEenet Nodes - DEenet supports a variety of types of nodes devel
oped during different phases of DNA implementation. Phase II, III, IV nodes 
can all exist on a network. The following types of nodes can be configured as 
being adjacent to each other on the network: 

• Phase IVPhase II 

• Phase IIIPhase III 

• Phase IIIIPhase III 

• Phase IIIIPhase IV 

• Phase IV!Phase IV 

Phase II nodes can communicate with each other as long as there is a physical 
data link between. They support only point-to-point connections. There is no 
Phase II support for Ethernet. 

With Phase III, DEenet introduced adaptive routing, which allows a reasonably 
large number of nodes to communicate conveniently. There is no Phase III sup
port for Ethernet. 

Phase IV DEenet permits the configuration of very large networks and expands 
the types of data links available for use. Phase IV supports routing, which allows 
configuration of a network of up to 63 areas. Phase IV software supports 
Ethernet circuits, as well as DDCMP, CI and X.25 circuits. 

Phase IV nodes can be one of two kinds: routing nodes (routers) or end nodes 
(nonrouters J. 
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• Phase IV routing nodes. These nodes deliver packets to and receive packets 
from other nodes, and route packets from other source nodes through to des, 
tination nodes. The use Ethernet, DDCMP, X.25, and CI circuits. In an area 
network configuration, Phase IV routers exist at two routing levels: 

- The levell router, which performs routing within a single area. The node 
type is ROUTING IV. 

- The level 2 router, which performs routing within its own area and to and 
from other areas. The node type is AREA. . 

• Phase IV nonrouting nodes (end nodes). These nodes deliver packets to other 
nodes and receive packets from other nodes, but do route packets through. 
They can be attached to an Ethernet, DDCMP, X.25, or CI circuit. The node 
type is NONROUTINGIV. 

Other routing and nonrouting nodes are: 

• Phase III routers. These nodes deliver·packets to ~d receive packets from 
other nodes, and route packets from other destination nodes whose addresses 
are less than 256. They use DDCMP, X.25, and CI circuits, but do not support 
Ethernet circuits. . 

• Phase II nodes. These nodes can send packets to adjacent PHASE III routers 
or to other adjacent Phase II nodes. However, Phase II nodes can send pack
ets only in point-to-point configurations. Phase III nodes cannot communi
cate with a Phase II node through another Phase III node; 

DYEs -A VMS operating system connected to a Packet Switching Data Network 
(PSDN), with VAX PSI software installed, can function as a DTE. To configure a 
local DTE, you must establish a X.25 protocol module entry in your configura
tion database. 

Thu can use the connector node, gateway, if you have VAX PSI software in multi
host mode installed on your local node; and if you are orr Ethernet. If your node 
is on an Ethernet with a multi-host connector on:it, you can use the connector 
node to access a PSDN without being configured as a DTE, provided you have 
VAX PSI Access software installed. 

X.25 PR07OCOL MODULE -The X.25 protocol module is a software compo
nent that controls the transmission of data packets over the PSDN. The config
uration database for the X.25 module identifies the PSDN your DTE is 
connected to, and specifies user groups associated with the DTE. 
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Circuits 
Circuits are high-Ievd communications data paths between nodes or DTEs. Cir
cuits operate over physical lines (see bdow), which are low-Ievd communica
tions paths. DECnet-VAX employs four classes of circuits: 

• DDCMP circuits 

• CI circuits 

• Ethernet circuits 

• X25 circuits 

DDCMP CIRCUITS - DDCMP circuits provide the logical, point-to-point, or 
multi-point connection between two or more nodes. A point-to-point circuit 
operates over a corresponding synchronous or asynchronous DDCMP point-to
point line. Multi-point control circuits operate over synchronous DDCMPcon
trollines. 

CI CIRCUITS -CI circuits are available only on those node which are attached 
to a CI-780 or CI-750 Interconnect. CI circuits are similar in many ways to 
DDCMP multi-point circuits, but use their own protocol. 

ETHERNET CIRCUITS -Ethernet circuits provide for a multi-access connec
tion between a number of nodes on the same circuit. An Ethernet circuit differs 
from other DECner circuits in that there'is nota single nodeauhe other end. An 
Ethernet circuit isa path to many nodes_ Each node on a single Ethernet circuit 
is considered as being adjacent to every other node on the circuit and equally 
accessible. 

X.25 CIRCUITS -X25 circuits use the X25 .levd 3 protocol (thepack.er levd), 
and provide for communication over the P.tcket Switmmg Data Network 
(PSDN). X25 circuits are made available to PSI application programs (often 
called, '"native X.25 user programs) through VAX PSI software, or DECner data 
link mapping (DIM}. DIM permits the use ofX25 as a data link through the 
mapping of data link information between the DECner routing layer and. the 
X.25 native circuits and X25 DML circuits. 

Lines 
Lines provide pfnrsical communications and are the lowest levd communica
tions. path. A line is a physical data path from a DECner node to another node or 
from a gateway to an ruM SNA network or packet -switched data network. 
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DECnet -VAX supports four classes of lines: 

• DDCMP lines 

• CI lines 

• Ethernet lines 

~ X.25lines 

DDCMP UNES -A DDCMP line provides the physical point-to-point or multi
point connection between two or more nodes. 

CI UNES - A CI line provides a high-speed connection between two or more 
nodes. 

ETHERNET UNES - An Ethernet line is a multi-access connection between 
two or more nodes. 

X.25 UNES -An X.25 line is the physical link between your DTE and the PSDN. 

Network Routing 
Routing is the network function that determines the path or route along which 
data travels. The Routing layer of DECnet handles routing functions. 

ROUTING NODES - Routing nodes (routers) are nodes that can send and 
receive data from one node to another. Routers have two or more circuits. Rout
ers regularly receive and maintain information about other nodes in the net
work. They perform the routi~ operation by associating a circuit with the 
destination node for the packet oVer that circuit with the destination node for 
the packet and transmitting that packet over that circuit. Routers can use 
DDCMP, CI, Ethernet, or X.25circuits as their data links. 

Logical Links 
DEenet uses a mechanism called a logical link to allow communications 
between processes running on either the same node on or separate nodes in the 
network. A logical link carries a stream (consisting ofregular and interrupt 
data) of full-duplex traffic between two user-level processes. Each logical link is 
a temporary data path that exists until one of the two processes terminates the 
connection. 
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Objects 
Objects provide known general-purpose network selVices. An object is identi
fied by object type, which is a discrete numeric identifier for either a user task or 
a DECnet program such as NML or FAL. The DECnet network software uses 
object type numbers to enable logical link communications with NSP. 

There are'two general types of DECnet -VAX objects: 

• Objects with a o object value. These objects are usually user defined images 
for special-purpose applications. They are named when a user requests a 
connection. 

• Nonzero objects. Nonzero objects are known objects that provide a specific 
network selVices such a file access (FAL) or network management (NML). 
they may also be user-defined tasks; these objects should be for user-sup
plied, known selVices. 

The following Digital-supplied objects are defined inside the network configur
ation database. 

• File Access Listener (FAL). FAL is an image that provides authorized access to 
the file system of a DECnet node on behalf of processes executing on any 
node in the network. FAL communicates with the initiating node by means of 
the Data Access Protocol (DAP). 

• Network Management Listener (NML) NML is an image that provides ser
vices such as gathering and reporting information about network status, zero
ing line and node counters, and loading a stand-alone system image to a 
remote node. 

• Event Logger (EVL). EVL is an image that logs significant events (logically or 
remotely) for a give network component. 

• . Loopback Mirror (MIRROR) Mirror is an image that is used for particular 
forms of loopback testing. 

• DECnet Test Receiver (DTR). DTR is aDECnet test program that is used with 
the DEenet Test Sender (DTS) to test the logical links. 

• Mail. Mail is an image that provides personal mail service for VMS nodes. 

• Phone. Phone is an image that allows you to have interactive conversations 
with users on VMS. 

• Host Loader (HLD). HLD is an image that provides downline task-loading 
support for RSX-llS tasks. 
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VAX PSI OBJECTS -The object component of VAX PSI contains recOI:d~thati 
identify the object, specify, acomIl}~proceQlJ,re that is initiated when, th~ 
incoming call arrives, and s~ aCCOWltinfOrmatiOn for the incoming call. . 

X.25 and X.29 Server Modules. 
To handle calls coming in over a PSDN from I;emote DTEs and terminals, X25 
and X.29 server modules (call handlers) are required. Th~ X25 server module 
handles incoming'talls that originated at a remote DTE; the X:29 servermOOule 
handles incoming calls that originated at a remote terminal. Your local DECnet
VAX node can receive X25 and X29 calls if it is configured as a: 

• DTE connected directly to a PSDN, 

• A multi-host connector node that foiwardscalls between a. PSDN and h'ost 
nodes on an Ethernet' . , . 

• A host node on an Ethernet that uses a connector node to send and receive 
X25 and X29\ calls 

X.25 Access Module . 
The X.25 access module provides a means for user processes on VMS host nodes 
to acq!Ss remote nodes Or terminals connected to a PSDN through a VMS node 
serving as a multi-host connector node. Both the host node and the connector 
node must be on an Ethernet. The host node must be configured with VAXPSI 
Access software. The connector node must be configured with VAX PSI soft
ware in multi-host mode. 

The X25 access module identifies the connector node to which the local Ilodeis 
connected, the network accessed by the connector node and, and optionally, 
access control infotmation.· The DECnet-VAX host system with VAX PSI Access 

. software uses a DECnet link to connect to the connector node. VAX PSI Access 
software uses the link to transmitX25/X29 messages between the host and the 
connector node. 
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Logging 
Network software logs significant events that occur during network operation_ 
Included among these events are: 

• Circuit and node counter activity 

• Changes in circUit, line, and node states 

• Service requests (for example, when a circuit or line is put in an automatic 
service state)_ 

• Passive loopback (this occurs when the executor node is looping back test 
messages) 

• Routing performance and error counters (circuit, line, node, and data packet 
transmission) 

• Data transmission performance and error counters 

• Lost event reporting 

This information can be useful for maintaining the network because it can be 
recorded continuously by the event logger_ 

Network Access Control 
DECnet -VAX regulates access to the network at various levels, including: 

• Routing initialization passwords for links connecting the local node to remote 
nodes 

• System-level access control for inbound logical link connections that result in 
a process being created 

• Node-level access control for inbound and outbound logical links 

• Proxy login access control for individual accounts 

ROUTING-INITIAUZATION PASSWORDS - Whenever a communications 
circuit is established, the local node in the circuit attempts to initialize with the 
DECnet software at the remote node connection for that circuit. As part of this 
initialization, the remote node may require a password to complete the opera
tion_ Passwords are an optional feature that the system manager can use when 
setting up the configuration database_ Generally, password are used only when 
a system has dialup telephone lines used by the network. 
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SYSTEM-LEVEL ACCESS CONTROL - DECnet-VAX provides system-Ievcl 
access contt-ol over logical link connections. The network user on the initiating 
node may explicidy supply an access control string to control which account is 
used on the remote node. If, however, the initiating node does not supply 
explicit access control information, DECnet optionally provides default access 
control when sending the request to the remote node. It also optionally pro
vides default access control for incoming logical links if the initiating node has 
not supplied access control information. 

SETTING' ACCESS CONTROL INFORMATION FOR OUTBOUND 
CONNECTS -The system manager can specify default access control informa
tion for outbound connections. This enables the local node to send .outbound 
logical link requests with default access control information when that informa
tion is not explicidy provided. The remote node stores the access control infor
mation in its configuration database. The default access control information can 
include privileged and nonprivileged names and passwords to be used in con
necting to a particular remote node. 

The system manager at anode can specify a list of privileges required for con
nection to a particular object such as NML. When the local node requests con
nection to an object for which privileges have been specified, it sends the 
default privileged access control string to the remote node. If the system man
ager does not specify privileges for an object, such as FAL, the object is accessi
ble to all users. When the local node requests connection to this object, it sends 
the nonprivileged access control string. 

SOURCE OFACCESS CONTROL INFORMATION FOR LOGICAL liNK 
CONNECTIONS - Whenever a local DECnet node attempts to connect to a 
remote DECnet, VAX node by means of a logical link, system-level acce~ control 
information is sent to the LOGINOUT image running in the context of a process 
on the remote node. Acces~ control information can come fro~ a number of 
sources: 

• Access control string explicidy supplied by network user 

.' Nonprivtleged default a<;<;ess control string 

• Privileged default access control string 

• Pioxylogin acceSs control 

• Null access control string 

• Default inbound access control string 

Il Executor node, nonprivileged access control string 

Finally, if none of these sources supplies the information, the connection fails. 
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Figure 6-7· Access Control For Inbound Connections 

• VAXlVMS Communication Software: DECnet-VAX 
and VAX PSI 

DECnet-VAX andVAX Packetnet System Interface (PSI) networking software 
can be cocligured on all VMS operating. systems and all MicroVM~ operating 
systems. 

DECnet:VAX is the implementationofDECnetwhich causes A VMS operating 
system to function as a network node. As the VMS network interface; DECnet
VAX supports both the protocols necessary for communicating over the net
work and the functions necessary for configuring, controlling, and monitoring 
the network. 
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Under DECnet-VAX, Digital's Internet family of products supports the inter
connection of Digital's computers and networks to systems built by other man
ufacturers. Internet products are tools for distributed data processing in a 
multi-vendor environment. As parts of powerful VAX systems, they provide 
transparent communications with the equipment of other vendors, and at the 
same time, offer the flexibility oflocal @e systems, many different programming 
language, and wide selection of computing power. 

Digital's mM Internet product line can be viewed from two different perspec: 
tives, that is, either as end-user functions or as networking technologies (System 
Network Architecture, SNA, and Bisynchronous Systems Communications, 
BSC). 

VAX PSI is the software product that allows the VAXlVMS user to participate in a 
packet switching environment. VAX PSI implements the X.25 and X.29 recom
mendations providing a user interface to a Packet Switching Data Network 
(PSDN). A P'sDN consists of switching nodes connected by high-speed links. 

You can use VAX PSI to line DECnet nodes across a PSDN through dam link 
mapping (DLM),which pertnits an X.25 virtual circuit to be used as a DECnet 
data link. You can also attach your computer or terminal directly to the PSDN 
and communicate over an X.25 virtual circuit with a remote node connected to 
thePSDN. 

Another way in which you can communicate with a remote node over PSDN is 
through and X.25 multi-host connector mode. The host node that uses the ser
vices of the connector node is a VAXlVMS system configured with VAX PSI soft
ware in the multi-host mode. The host node that uses the services of the 
connector node is a VAXlVMS system configured with VAX Access software. 
Alternatively, your VAXlVMS node can use a server-based X.25 gateway node to 
communicate over a PSDN, provided VAX XEP software is installed on your 
node . 

• DECnet-VAX Con6.gurations 
DECnet supports the following network connections: 

• A connection to an Ethernet circuit in a local area network configuration 

• point-to-point or multi-point connections to a node running DECnet using 
the Digital Data Communications Message Protocol (DDCMP) 

• A Connection over the Com.puter Interconnect (eI) to another node running 
DECnet. 

• An X.25 connection toa node running DECnet (either a direct connection 
over a PSDN or a connection made by means of an X.25 muIti,host connector 
nodethat,accesses a PSDN): 
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Figure 6-8 • Sample DECnet Phase IV Configuration 
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Figure 6-8 is a sample DECnet-VAX Phase IV configuration illustrating vatious 
DECnet-VAX nodes (that is, MicroVMS end nodes, VMS routers, and VMS end 
nodes in a VAXcluster) connected to an Ethernet, and two Ethernets connected 
by routers. This figure also shows the use of a DDCMP synchronous line to con
nect a router to additional DECnet 

DECnet-VAX Ethemet Local Area Network (LANS) Configuration 
Ethernet is a local area network component that provides a reliable high-speed 
communications channel, optimized to connect information processing equip
ment in a limited geographic area, such as an office, a building, ora complex of 
buildings (a campus, for example). 

Local area networks (LANS) are designed for a wide variety of technologies and 
arranged in many configurations. Digital Equipment Corporation, Intel Corpo
ration, and Xerox Corporation collaborated in producing the Ethernet specifi
catioh to develop a variety of LAN products. Digital's implementation of the 
Ethernet specification that was originated by the Xerox Corporation appears at 
the lowest two levels of the overall DNA specification: The Physical layer and 
Data Link Layer. 

Ethernet circuit devices supported by DECnet are the DEUNA and DEQNA 
software products. VMS uses DEUNA and microVMS uses DEQNA. 

DDCMP Point-To-Point And Multi-Point Network Configurations 
Digital Data Communication Message Protocol (DDCMP) provides a low-level 
communications path between systems. DDCMP performs the basic communi
cations function of moving information blocks over an unreliable communica
tions channel. DDCMP is also used to manage the orderly transmission and 
reception of blocks on channels with one or more transmitters and receivers. 

Figure 6-9 illustrates DDCMP point-to-point and multi'point configurations. A 
point-to-point and multi-point configuration. A point-to'point configuration 
consists of two systems~onnected by a single communication channel. A multi
point configuration consists of two or more systems connected by a communi
cations channel, with one of the systems, called the control station, controlling 
the channel. All other systems on the communications channel are known as 
tributaries. 
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DDCMP 

VAXNMS POINT-TO-POINT PHASE III 
ROUTER END NODE 

I DDCMP MULTIPOINT 

I I I 
VAXNMS VAXNMX VAXNMS 

END NODE END NODE END NODE 

Figure 6-9 • Typical DDCMP Point-To-Point Connections 

DECnet-VAX Configurations For VAXclusters 
A VAXduster is an organization of VAX systems which communicate over a 
high-speed communications path, the CI, and share processor resources as well 
as disk storage. Figure 6-10 shows a typical VAXduster. The CI is the physical 
link between the nodes in a VAXduster. CI cables from the individual nodes in 
the duster are connected to a Star Coupler. 

VAXNMS 
END NODE 

VAXNMS 
END NODE 

VAXNMS 
ROUTER 

VAXNMS 
ROUTER HSC = High Speed Controller 

Figure 6-10 • A Typical VAXduster Configuration Using CI As A Data Link 
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DECnet-VAX connections are required for all VAXlVMS systems in the VAX
cluster; Use ofDECnet -VAX insures that VAXcluster system managers can access 
each node in the cluster from a single terminal, even if terminal switching facili
ties are not available. DECnet-VAX is also required by the User Environmental 
Test Package (UETP). 

The choices for DECnet -VAX physical links for use in the VAXcluster are: 

• Connecting each VAXIVMS node in the cluster to an Ethernet (as shown in 
Figure 6-10. . 

• Using the CI that connects the cluster nodes as the DECnet-VAX data link (as 

shown in Figure 6-3) 

Connecting each VAXcluster node to an Ethernet provides distinct advantages: 

• Each node in the cluster can be an end node, resulting in lower overhead for 
these nodes, decreased routing traffic throughout the network, and simpler 
installation procedures. Note their must be at least one router on the Ethernet 
to which the cluster end nodes are 

• Ethernet provides for better performance in DECnet transmissions than the 
CI, because of the available communications protocols. 

• Terminal servers can be used when nodes in a vAXcluster are connected to an 
Ethernet. Digital's terminal servers offer a number of benefits to the VAX~ 
cluster user, such as load balancing and easier cluster management. 

If only one physical link is used to connect each cluster node to the network, the 
Ethernet link should be used instead of the CI data link, because DECnet per
forms better through Ethernet. In this case, the CI should perform the functions. 
of a system and not be enabled as a DECnet data link. 

A VAXcluster node connected to an Ethernet may require additional DECnet 
links in order to communicate with remote nodes not on the Ethernet, or to 
communicate with a MicroVMS system over an.asynchronous DDCMP line. A 
VAXcluster node connected to more than one DECnet link must be configured 
as a router, not an end node. 
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If the nodes in a VAXcluster are not connected to an Ethernet, the CI should 
be used as the DECnet data link between the nodes_ CI circuit devices are 
treated as though they were multi-point devices_ but each node on the CI can 
talk directly to every other node and on polling is involved. 

A two-node VAXcluster that uses the CI as the data link can be configured using 
end nodes, but at least one router is required if additional nodes are configured 
in the cluster. The CI does not have a needed so nodes in the cluster can identify 
each other_ If the router in a three-node cluster fails, the cluster reverts to being 
a two-node cluster, which can consists of the end nodes only. For a cluster of 
four or more nodes, however, more than one router is required in order to pre
vent the loss of communications capability between the remaining nodes if the 
router fails. 

X.25 Network Configurations 
Packet switching data networks provide fast, dependable communications 
between geographically distributed nodes. Data transmitted over a PSDN is 
divided into packets each of which has a header containing control and destina
tion information. The PSDN interleaves packets from many users over shared 
transmission lines and delivers the packets in the correct order to the proper 
destinations. The routing is invisible to the user. 

X.25 AND X.29 PROTOCOL RECOMMENDATIONS FOR PACKNET 
PRODUCTS - In the 1970's the International Telephone and Telegraph Con
sultive Committee (CCIIT) developed a series of recommendations for stand
ard communication protocols that could be used by PSDNs and other common 
carriers to provide data communications products. Two of these recommenda
tions, X.25 and X.29, define the interface between the computer and the net
work and the control of asynchronous terminals connected directly to a 
network Together, these protocols define the Interactive Terminal Interface 
(ITI). 

The X.25 recommendation defines three levels of protocol for the 111 interface: 
Level 1 covers physical and electrical characteristics; Level 2 pertains to link 
access procedures; and Level 3 pertains to packet procedures, 

The X.29 recommendation defines the procedures for information exchange 
between an asynchronous terminal and the packet assembly/disassembly facil
ity of the PSDN. 

Rapidly, X.25 is becoming the standard international communications protocol. 
As another advantage, X25 allows computers from different manufactures to 
work together: with appropriate security validation, any system on the network 
can send data to any other system on the network;. X.25 ensures data integrity, 
while at the same time relieving users of any concern about input and outputof 
the various processors in the network 
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Figure 6-11 • DECnet Network Configuration Showing Examples ofX.25 
Connections 

• Performing Network Operations 

DEenet-VAX software offers user a variety of operations that can be accom
plished over the network. Three of which are: 

• Manipulating files on remote nodes (that is, transferring, deleting, or renam
ing file operations) 

• Access remote files at the record level 

• Perform task-to-task (interprocess) communications 

DEenet-VAX software allows you to access files on remote nodes as though they 
were on your local node. It also allows you to design applications that commu
nicate with each other over the network. VMS operating system and DEenet
VAX communications software are integrated to provide a high degree of trans
parency for user operations. For some applications however, its is desirable to 

- have mGl'~ dmct aGGess to-network-specific..infoIDlation.and operationvor_ 
this purpose, DEenet -VAX provide nontransparent communication. 



6-27 

Designing User Applications For Network Operations 
DECnet-VAX supports several programming languages for design of network 
applications with: 

• DCL commands and command procedures 

• Higher-level language programs 

• MACRO programs using RMS service calls or system service calls 

You can use the following higher-level languages to develop networking 
applications: 

• VAX FORTRAN 

• VAXBASIC 

• VAXBLISS 

• VAXPASCAL 

• VAXC 

• VAXPLII 

• VAXCOBOL 

With any of these languages, you can access remote files and create tasks that 
exchange information across the network 

Table 6-3 summarizes the normal use of the programming languages for specific 
network operations that you can perform with DECner-VAX_ 
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Thble6-l-Aecess Levels 

Network 
User Lang. Operation Language Calls Access Level 

OCL Network DCL TIahsparent netWork 
command commands acceSs via OCL 
terminals 

Remote file 
manipulation 

Thsk-to-task 
communication 

Higher- Remote file access Higher-level TIansparent network 
Level (file and records) language I/O access via RMS 

statements 

MACRO or Remote file access RMSseMce 
higher-level (files and records) calls 

Thsk-to-task 
communication 

MACRO or Thsk-to-task System service 'Itansparent and 
higher-level communication calls nontransparent network 

~ access via QIO 

The method you choose to access the network is directly related to the language 
and network operation you wish to perform. For example, you may want to use 
standard VAX RMS calls in a VAX MACRO program to access remote files, and 
then use system service calls to communicate between MACRO programs in a 
task-to-task communication application. 

Thble 6-3 illustrates the three access levels and the corresponding network oper
ations. The various levels of network access provide a convenient context in 
which to discuss typical user operations over the network. 

The first two access levels, OCL and RMS, are entirely transparent to the net
work user. Because standard OCL commands and RMS service calls are used, no 
DECnet -specific calls are required. You need only to specify, in your file specifi
cation, the remote node on which the file resides. Likewise, higher-level lan
guage tasks can use a variation of the standard VMS file specification in 
conjunction with standard I/O statements to access remote tasks and exchange 
information, which also remains transparent to the user. TIansparent network 
access, therefore, allows the user to move data across the network with little 
concern for the way thiS operatton 18 pertormed. 
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The third level of access is system selVices. These provide a transparent and 
nontransparent user interface to the network. Thmsparent communication at 
the system selVice level provides all the basic functions necessary for two tasks 
to exchange messages over the network. These operations are transparent 
because they do not require DECnet-specific calls because standard system 
selVice calls are used. 

This basic set of functions is extended to nontransparent communication by 
allowing a nontransparent task to receive multiple inbound connections and to 
use additional network protocol features such as optional user data and inter
rupt messages. 
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Figure 0-12 • Network Access Levels and DECnet-VAX User Inter/ace 

Accessing The Network 
Accessing a network through DECnet-VAX software products entails using 
correct: 

• Network file and task specifications 

• Access control parameters 

• And logical names 
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USING FILE AND TASK SPECIFICATIONS IN NETWORK 
APPLICATIONS - When accessing remote files, DECnet-VAX users follow 
standard VMS file specification format. A node specification string that 
includes a node name must be present. You can also include an optional 
access control string in the node specification to specify explidtly the user 
name and password of specific account to use on the remote system. 

For example, the file specification: 

TRNTO"SMITHJOHN"::WORK.DISK:TEST.DAT;l 

contains explicit access control information and can be used to access the file 
TEST.DAT, which resides in user Smith's top-level directory on the device 
WORK.DISK on node TRNID. 

The following file specification, which does not contain explicit access control 
information, can also be used to access the remote file TEST.DAT provided that 
a proxy or default DECnet account exists on the target node: 

TRNTO::OBA1:[SMITHJTEST.OAT;1 

Thsk-to-task communication requires the use of a task specification string 
enclosed in quotation marks. This string identifies the tatget task to which you 
want to conhect on a remote node. For example, the following task specifica
tion string: 

BOSTON::"TASK=TASK2" 

identifies the task TEST 2 by means of the TASK = for of the task specification. 
\UU can also use the 0;= form to specify a taSk. For example, 

BOSTON"JONESKC"::"O=TEST2 

also identifies the task TEST2. Note that in this case, explicit access control 
information is also included·in the node specification string. 

Using Access Control For NetworkApplicationS 
Access control is the control that a node exercises over inbound and outbound 
logical link connections. The terms inbound and outbound refer to the direc
tion of the logical link connection request. A node receives and processes. 
inbound requests; it processes and send outbound requests. This distinction is 
useful for discussing access control as it relates to VAXlVMS nodes in a network. 

When DECnet-VAX software sends an outbound connection request in 
response to either a remote file access or a task~to-tllsk communication'opera
tion, certain access control information may be necessary to connect success
fully to the remote node and log in. As in logging' in at your local VAXIVMS 
node, you can supply specific access control information in the form of a user 
name and password that tbe remote node recognizes. The remote node 
processes inbound connection requests containing this information to verify 
that you are a valid user of the system. 
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Figure $-13 illustrate the acc¢SS control ptoceSsing that takes place for a simple 
DeL command. 
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Figure 6-13 • Remote File Access Using Access Control String In/ormation 
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When explicit access control information is not provided in the connection 
request, DEenet -VAX software uses the remote node name specified in the con
nection request as a key to locate the appropriate record in the local configura
tion database. This record contains default assess control information 
applicable to the remote node. 

Depending on the privileges required by the object to which you want to con
nect and those of the user process, one of the three possible sets of default 
access control information is sent to the remote node: default privileged, 
default nonprivileged, or null. Because these defaults are node parameters, all 
privileged operations requested with default access control for a given node run 
under the same default account. The same is true for nonprivileged operations 
requested with default access control. 

If the target node is running DEenet-VAX, it can associate incoming connect 
request with specific accounts other that the default DEenet account. This type 
of access is known as proxy login and requires that the originator of the request 
have a proxy account on the target node and that proxy login access be enabled 
at that node. 





• Overview 
Micro VMS is VMS. It is a modular version of the VMS operating system for use 
with MicroVAX systems. It has virtually all of the same features, files and utilities 
as the VAX!VMS operating system. Application programs that run under 
Micro VMS will run on any VAX/VMS system without modification and applica
tions developed to run under VMS will run on MicroVMS systems. 

As a flexible, general purpose operating system, MicroVMS is ideal for a broad 
range of applications. It can be used on MicroVAX systems in standalone, 
networked, or distributed systems. Users with such diverse application needs as 
image processing, numerical control, or small business computing will find only 
MicroVMS offers the advantage of being able to use VMS layered software. Pro
gram developers wishing to design automatic test equipment, expert systems, 
or telecommunications applications will find the wealth of familiar VMS utilities 
and design tools allows them to be more productive. 

MicroVMS is designed for easy installation and use. It does not require expert 
assistance to install the operating system or establish accounts. With the installa
tion instructions, just about anyone can install the Micro VMS system. Maintain
ing the system is also uncomplicated; typically, a programmer using MicroVMS 
for application development has the knowledge to maintain a system. 

As the name Micro VMS implies, the operating system uses virtual memory man
agement to permit users to write application programs much larger than physi
cal memory and to allow any number of jobs share memory. To allow the user to 
get the most from the memory available, only a basic operating system is 
required to run applications. Additionalmodules can be added to give users 
additional utilities, multiuser security, application development, and system 
software development. For users who require powerful communications capa
bilities, DECnet-VAX software is also available . 

• The Micro VMS Modules 

MicroVMS is VMS made available in several packages. These packages, or mod
ules, are easier to manage than larger operating systems. MicroVMS is an 
entirely native-mode system and supports only Q"bus devices; 
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The MicroVMS Operating System 
The operating system contains three component modules: the Base System, 
Common Utilities, and Multiuser Security. Of these modules, the base system 
contains all functions necessary to run applications and is the only component 
that is prerequisite to all other components. 

• THE BASE SYSTEM 
The base system contllins the minimal components required to install and exe
cute application software. 

The MicroVMS base system includes specific capabilities to facilitate: 

• System start-up; installation of system options, layered products and user 
applications; program execution. 

• File handling operations such as create, copy, back Up,sort, and others; logi
cal name defiriitions;.help and text file creation and maintenance operations. 

• Diskette handling operations such as initialize, mount, and others. 

• Use of command procedures; assignment of values to symbols; manipulation 
of string data and integers; use of lexical functions to obtain system informa
tion, to convert data, and to perform other operations. 

• Multiple account set up; provision of standard UlC protection to files and 
other objects. 

• Support tor additional data devices. 

• COMMON UTILITIES 
The follo~ common utilities are available and may be installed individually: 
EDT, MAIL, HELP, RUNOFF, DIFF, DUMP, and SEARCH. For more information 
about these utilities, refer to Chapters 3, 4, and 5. 

• MULTIUSER SECURI'N 
This module provides facilities for regulating and protecting a system contain
ing multiple accounts. With it system managers can control disk quotas, batch 
and print queues, operator communications, and security classifications. It also 
includes an accounting utility. 

• PROGRAM DEVELOPMENT 
Like VMS, MicroVMS offers programmers an extraordinary environment for 
application and system software development. The Common Language Envi
ronment and a host of programming utilities make MicroVAX systems running 
Micro VMS an exceptional programmer system. 
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• APPLICATIONS DEVELOPMENT 
This module is prerequisite to programming languages such as VAX FORTRAN 
or VAX COBOL. It is also a prerequisite for the System Software Development 
module_ 

The Application Development module contains: 

• A linker for combining and processing object modules (produced by the lan
guage processors) to create executable programs_ 

• A debugger for interactively examining a program as it executes_ 

• Libraries of object modules to perform standard operations and to access sys
tem services. 

• A message utility to create properly formatted condition codes and error 
messages. 

• Utilities to analyze files and to create and maintain indexed files . 

• SYSTEMS SOFTWARE DEVELOPMENT 
This module contains languages, utilities, and documentations that permit 
greater access to system structures. It also lets programmers attach unsupported 
devices to the system. 

The System Software Development module supports: 

• MACRO language programming. 

• Writing and debugging device drivers (through documentation). 

• Writing privileged shareable images (through documentation). 

• Connection to interrupt vectors (through documentation). 

• Mapping I/O space (through documentation). 

• Changing interrupt priority levels and access modes (through 
documentation). 

• Patching executable programs. 

• Analyzing object modules and executable programs. 

This module also provides: 

• A utility for monitoring system activity. 

• Ancillary control processes for magnetic tapes and Files-11 Level 1 disk 
structures. 

• A facility for collecting and reporting system hardware and software errors. 
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• Micro VMS Optional Software Products· 
Because Micro VMS is fully compatible with the VMS operating system, a wide 
variety of the same proven VMS software products are available for use with 
Micro VMS. The same system software products, languages and tools, and infor
mation management products that have made VMS the most·p6pular general 
purpose operating systerh on the market give users of MicroVMS all the flexibil
ity and productivity they have come to expect from a VAX system. 

DECnet-VAX 
These products provide Digital Network Architetture (DNA) capabilities to 
MicroVAX systems. DECnet-VAX for MicroVMS systems allows for Digital-to
Digital communications. DECnet-VAX permits users to transfer files among sys
tems, to execute images on others systems, to use the mail utility to correspond 
with people on other systems, and to otherwise transfer information and affect 
processes among systems. 

With appropriate optional layered software, DECnet-VAX supports Internet 
software for multivendor communications, standard Packetnet System Inter
face (PSI), and Ethernet local area networks. Because MitroVMS supports 
Phase IV DECnet, a MicroVAX system can be part of a network containing 
thousands of nodes. Both end-node and route-through support are available . 

• END-NODE SUPPORT 
This module allows users to otiginate and receive DECnet messages. 

• ROUTE-THROUGH SUPPORT 
This module allows users to otiginate, receive, and pass DECnet messages 
through to other systems. 

• Media Availability 
MicroVMS is available for all MicroVAX systems on RX50 5-1/4 inch floppy 
disks. 
For MicroVAX II systems only, MicroVMS will be available on TK50 and RX50 
tape. 


