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CHAPTER 1
GENERAL DESCRIPTION

1.1 INTRODUCTION

This chapter identifies and describes the modular parts of the XVM System hardware and shows how they are
incorporated into the system. Figure 1-1 shows the physical location of these parts in the XVM System con-
figuration. Figure 1-2 is a block diagram of the interconnection of the elements of the system which are covered
by this manual. Other options are described in separate manuals.

1.2 SYSTEM DESCRIPTION
The XVM System consists of a KP15-C Central Processor, KD15 1/O Processor, KC15 Console, ME15 and /or
MF15 Memory, associated cabinets, hardware, power supplies, and any of a large number of options.

OPTIONAL
MEMORY ON
REAR DOOR

ME15
KF15 P
KW15 cPU MF 15

PCOS CONSOLE PCO5

KC15 — H7420

VENT PS.

XM15

XM15 (BA11K)
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PROCESSOR CABINET

CP-1868

Figure 1-1 XVM Configuration Diagram
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Hardware configurations, for which special software systems have been developed, are designated as follows:

a.

XV100 System - consists of one KP15-C Central Processor, one XM15-UJ/UK Memory Processor
with 32K of MF15 core memory, one LA36 CA/CB DECwriterll keyboard-printer, one PC15/A
Paper Tape reader-punch, one KC15-C Console, one BA1S Expander, one H7420 A/B Power Sup-
ply, one H740-D Power Supply, two H744 Regulators, and one PDP15-C Power Harness. All system
components are housed in one cabinet. MF15 core memory options are available to expand the basic
XV100 System to include up to 128K of memory. Additionally, XV100-AA is available for 115V, 60
Hz operation; the AB version is for 230 V, 50 Hz. Figure 1-3 illustrates a typical XV100 System.

XV200 System - consists of the XV100 System and an RK15-JE/JF Unichannel System with a PDP-
11/10 peripheral processor containing 8K of MM11 core memory. All XV200 System components
are housed in two cabinets. The XV200 memory can be expanded up to 128K with the optional MF15
core memory units. XV200-AA is for 115 V, 60 Hz operation; XV200-AB is for 230 V, 50 Hz. Figure
1-4 illustrates the typical XV200 System.

XM15 - The XM15-BA /BB contains the Memory Management logic (no peripherals) of the XV100
System and is designed as an add-on unit to update an existing PDP-15 system. XM15-BA /BB is the
basic unit and has no memory. Options are available which add MF15 core memory units in 32K
increments up to 128K. The XM15-BA /BB is housed in an H950 cabinet as illustrated in Figure 1-5.

1.3 CENTRAL PROCESSOR

1.3.1 KP15-C Central Processor

The KP15-C Central Processor functions as the main component of the computer by carrying on bidirectional
communication with both the memory and the I/O Processor. Provided with the capability to perform all
required arithmetic and logical operations, the central processor controls and executes stored programs. It
accomplishes this with an extensive complement of registers, control lines, and logic.

RPO2/3

BAY 1L BAY OO0 BAY 1R
INDICATOR
INDICATOR KP 15
KD 16
KE 15 TU 10
KF 15
KW15
RP 15
PC 05
Dw 15
KC 15
VENT
DC 01
XM 15
TC 59
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BA15 (VP 15)
(LT 15A)

XV100/ MUMPS SYSTEM

cP—1865

Figure 1-3 XV100 System Configuration Diagram
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1.3.2 Terminal Control

The Terminal Control provides the control for the console terminal, normally an LA36 DECwriter. Logic is
provided for the hardware read in of tapes from a Teletype® reader in systems without high-speed tape facilities.
Characters may be read from the keyboard in either half-duplex mode (characters echoed onto the printer) or
full-duplex mode.

1.3.3 KC15-C Console

The KC15-C Control Console provides facilities for operator initiation of programs, monitoring of central
processor (CPU) and I/0O Processor (IPU) registers, starting program execution and the manual examination
and modification of memory contents.

1.3.4 KE15-C Extended Arithmetic Element

The KEI15-C Extended Arithmetic Element (EAE) facilitates high-speed arithmetic operations and register
manipulations. The EAE adds an 18-bit Multiplier Quotient (MQ) register to the system, as well as a 6-bit Step
Counter (SC) register. Worst case multiplication time is 7.4 us; division time is 7.65 us.

1.3.5 KF1S5 Power Fail

The KF15 Power Fail offers maximum protection to programs during power failure and recovery of power after
failure. It enables the XVM System to store active registers in memory before power diminishes to a point
beyond which data will be lost. The KF15 also enables the XVM, upon restoration of power, to restore these
registers and continue with the program that was previously in progress.

1.4 1I/0 PROCESSOR

1.4.1 KDI15-C I/O Processor

The KD15-C Processor (IPU) is an autonomous subsystem of XVM which supervises and synchronizes all IOT
and Data Channel (DCH) transfers between the devices and the XVM central processor and memory. The I/O
Processor contains the arithmetic and control logic hardware to supervise all I/O device activity. However, the
IPU is a passive system in that it responds to requests for activity from devices or from the CPU rather than
initiating activity.

1.4.2 KW15 Real-Time Clock

The KW 15 Real-Time Clock gives the user a time reference capability. The real-time clock produces clock pulses
at a rate of 1 every 16.7 ms for 60 Hz systems; these systems increment core location 07, which can be preset and
monitored under program control,

1.5 MEMORY

The XM 15 Memory Processor can be equipped with either 32K of MF15 internal core memory or 24K of ME15
internal core memory. Memory units can be added to the XVM System (external to the XM15) to produce a total
memory of 128K. Added memory may be either MF15 or MEI1S5, or a mixture of both.

1.5.1 MF15 Memory

The MF15 Memory is the primary storage area for the computer. Memory is organized into banks - each bank is
a unit of 16K words. The Central Processor and 1/O Processor have provisions to address up to 128K words of
core memory. Any word in core memory may be addressed by either the Central Processor, the 1/O Processor,
the IPF (instruction pre-fetch), or an external processor. The XM15 Memory Processor houses 32K of MF15
core memory. 64K of additional MF15 memory can be accommodated on the rear door of the XVM Central
Processor for a total of 96K. Users desiring an additional 32K of memory (for a total of 128K) will require an
additional cabinet to house the added memory. Further information on the MF15 core memory can be found in
the MF15-U Core Memory Maintenance Manual, EK-MF15-MM-001.

®Teletype is a registered trademark of Teletype Corporation.
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1.5.2 MEI1S5 Memory

The ME15 Core Memory can provide the XVM System with up to 128K of 18-bit words. 24K of ME15 memory
can be housed in the XM15 and an additional 48K of ME1S5 can be placed on the rear door of the Central
Processor cabinet. Memory capacity beyond 72K (up to 128K) requires the addition of a separate cabinet to the
XVM System to house the added memory units. For additional information on the ME15 Core Memory, refer to
the ME15 Core Memory Maintenance Manual, EK-ME15-MM-00].

1.6 BA1S5 PERIPHERAL EXPANDER

The BA15 houses power and I/O bus interface logic for the PC15, LT15-A, and VP15 which are described in
Paragraphs 1.6.1 through 1.6.3. Only one BA 15 is required per XVM System. The BA 15 is located in the Central
Processor cabinet, as illustrated in Figure 1-1.

1.6.1 PC15 High-Speed Paper-Tape Reader/Punch

The PC15 includes a PCO5 Reader/Punch and the control to interface it to the XVM. Characters can be read
from paper tape at a maximum rate of 300 characters per second or punched at a rate of 50 characters per second.
When this option is installed, the PC15, instead of the TTY, is used for hardware READIN.

1.6.2 LT15-A Single Teletype Control (Optional)

This option provides the logic to receive and transmit information to and from an ASR33 or KSR35 Teletype, an
LA36 DECwriter, or other serial device. The LT15-A provides a second serial terminal capability for the XVM
System.

1.6.3 VP15 Display Control (Optional)

This option interfaces the XVM to various display devices by providing the digital-to-analog converters and the
control logic for the X and Y positioning, as well as the intensification of the VP15-A Storage Tube Display,
VP15-B Oscilloscope Display, or VP15-C X-Y Oscilloscope Display.

1.7 XM15 MEMORY PROCESSOR

The XM15 houses the Memory Management logic for the XVM System. The XM 15 contains power, 1/0 bus
interface, memory bus interface, and various control functions for the operation of the M7176 Automatic Prior-
ity Interrupt logic, the M7175 Memory Management logic, the M7174 Instruction Prefetch logic, and the M 7173
Memory Port. The various XM15 functions are discussed in the following paragraphs.

1.7.1 MT7176 Automatic Priority Interrupt (API)

The M7176 API provides eight levels of priority interrupts for the XVM System. Of these eight levels, the upper
four are assigned to I/O devices and are initiated by flags (interrupt requests) from the devices. The lower four
levels are programming levels and are initiated by software requests. High data rate or critical devices are
assigned to high priority levels and can interrupt slower device service routines. The M7176 holds the lower
device interrupt request until it can be serviced. The source of the interrupt is also directly identified, eliminating
the need for flag search routines.

A self-starting, high resolution (18 bits) task accounting clock is also contained on the M7176. The accounting
clock provides essential data that allows accurate appropriation of machine cost among multi-users of the XVM
System. A single IOT reads and clears the contents of the task accounting clock register.

1.7.2 M7175 Memory Management

The M7175 provides the XVM System core memory with protect features to trap HALT, IOT, OAS and chained
Execute instructions and the addressing of a nonexistent memory bank. A boundary register and two relocation
registers, and associated control logic, are used to establish the limits of the user’s program and to relocate the
program upward in memory from the real machine location.
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The boundary register functions in two modes: protect and relocate. In the protect mode, the boundary register
sets the lower memory limit for the user’s program. In the relocate mode, the boundary register establishes the
upper memory limit for the program, while the lower limit is established by the first relocation register. The
second relocation register, called the share register, provides for memory segmentation in a multi-user
environment.

In addition, there are software-controlled modes which allow:

Selection of indirect addressing with 15, 16, or 17 bits
Relocation disabling

User IOT enabling

Write protection of the shared segment

Specifying the shared segment length.

oae o

1.7.3 M?7174 Instruction Prefetch (IPF)

The M7174 IPF provides the XVM System with improved instruction fetch times by prefetching presumed
instructions from memory. The IPF does this by monitoring requests to memory and synchronizing itself to the
current instruction address. The IPF then attempts to prefetch up to four locations ahead of the processor.
Simultaneously, the IPF continues to monitor memory references and, whenever possible, provides the requested
instructions directly from its internal register file. Provisions to pause during operand and/or defer cycles to
minimize memory conflicts are also provided by the IPF. Whenever the IPF fails to supply the requested instruc-
tion, or if it senses that the current instruction will cause the program to break sequence, the IPF will abort the
current contents of its register file. The IPF may be enabled and disabled under program control, or manually by
means of a switch on the M7172 Bus Interface module.

1.7.4 M7173 Memory Port

The M7173 Memory Port arbitrates requests for memory access directly from the XVM, IPF, and the external
processor input. M7173 drives, receives, and deskews the XM 15 memory bus. On the external processor input,
there are upper and lower limit address selection, negative address relocation (XV200 Unichannel systems) and
*““address float™ which allows positive address relocation. The IPF and XVM inputs do not provide boundary or
relocation selection. In addition, the M7173 performs four-way memory interleaving functions. The XM15
houses a second memory port to allow greater flexibility in multi-processor configurations, memory interleaving
and distribution, and improved IPF performance.

1.7.5 MT7172 Bus Interface

The M7172 Bus Interface receives, drives, and deskews the processor memory bus. The M7172 converts process-
or address and control information to signals compatible to the XM15 and its memory bus and communicates
with the memory port and IPF. Temporary storage for the current memory read data is also provided.

1.7.6 Internal Memory
The XM15 contains either 32K of MF15 core memory or 24K of ME15 core memory and is the basic memory
unit for the processor.

1.8 SYSTEM INTERCONNECTIONS

1.8.1 XM15 Bus
The XM15 Bus is the bus between the memory port in the XM15 and the internal and external memory. If the
second port is used in the XM 15, there will be two independent XM15 buses.

The XM 15 Bus connects all memory to the XM15. In addition, the XM 15 Bus may be connected to the external

processor input of another XVM System to form a multi-processor system with two or more XVMs. Except for
the absence of bus arbitration signals, the XM 15 Bus is compatible with the Unibus.
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1.8.2 CPU and IPU-to-Memory Bus (MDLs)

The Central Processor and 1/0O Processor each asynchronously access memory over the same MDL bus. The
priority structure concerning which processor’s request is sent to the XM15 is determined by the processor
Memory Port Switch. The I/O Processor is given first priority. The MDL bus consists of 18 bidirectional lines
over which address and then data information is transmitted to and from the XM15. Various control signals are
on this bus, as well as provisions for interfacing the optional floating-point processor (FP15).

1.8.3 IPU-to-1/0O Devices (I/O Bus)

The 1/0 Processor communicates with all devices over a common I/O Bus which contains bidirectional data
lines, address lines, enable, request, and grant lines for API and data channel, and others such as program
interrupt and skip request.

1.8.4 Console-to-CPU (IBus)

The IBus contains bidirectional lines to transmit information to the lights on the console and to switch informa-
tion from the console to the Central Processor. Several control lines are also located on the cable. The
MEI15/MF15 memory does not use the IBus.

1.8.5 API to Central Processor Bus
Because the XM15 contains several internal options which deal with the operation of the Central Processor, a
special cable (API cable) is required so that the option may utilize these internal Central Processor signals.

1.9 SYSTEM SPECIFICATIONS

Functional Characteristics

Word Length 18 bits
Cycle Time Refer to Table 1-1
Core Memory Capacity 8192 words, expandable to 131,072 words in 8K

increments with ME15 Memory; 16K increments with
MF15 Memory.

Core Memory Access

Page Mode
Direct 4096 words
Indirect 32K, 64K or 128K words
Indexed 131,072 words
Bank Mode
Direct 8192 words
Indirect 32K, 64K or 128K words
LA36 30 characters per second (300 baud)
Program-controlled I1/O Capacity Up to 256 device codes including prewired CPU and
IPU IOTs
Data Channel Capacity Up to 8 device controllers
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Table 1-1
XM15 Typical Cycle Times

NOP LAC DAC ISZ
Test Mode (1 Read (2 Read (1 Read & (2 Reads & Mean Memory
cycle) cycles) 1 Write 1 Write Cycle Time
cycle) cycle)
IPF on User 0.94 us 2.14 us 1.92 us 3.28 us 1.04 us
Mode off
IPF on User 0.97 us 2.36 us 2.03 us 3.50 us 1.10 us
Mode on
IPF off 1.36 us 2.73 us 2.50us 3.90 us 1.31 us
User Mode
off
IPF off 1.46 us 2.92 us 2.57 us 4.06 us 1.38 us
User Mode
on

NOTES 1.  The standard MF15 memory was used for testing. XM15’s equipped with ME15 will attain
an improvement of 4%.

2. The mean memory cycle is based on the total memory cycles for the instructions given
(total cycles equals eight).

Operating Characteristics (H963D Cabinet; CP, I/O and Memory)

XVM Power Requirements 95-130V or 190 - 260 V, 47 - 63 Hz, three phase, 18 A
(CPU cabinet with 96K of MF15 memory)
XVM Power Consumption 2.0 KW max
Power Supply Outputs Refer to Table 7-5
Logic Levels 0-04YV = logic0
24 -5V = logic 1
Test Temperature Range 50°-120° F
Relative Humidity 10-95%
XVM Heat Dissipation 6750 BTU /hr.
(CPU cabinet with 96K of MF15 memory)
Dimensions
Cabinet Height 71-7/16 in.
Cabinet Width 21-11/16 in.
Cabinet Depth 30 in.
Door Clearance (rear) 18-7/32 in.
Cabinet Weight (loaded) 600 Ibs.






CHAPTER 2
XVM MEMORY SYSTEM

2.1 INTRODUCTION
This chapter is a three-section chapter which provides a functional description of the XVM Memory System,
Section 1 pertains to the XM 15 Memory Processor with discussions at the XM15 level and at the module level.

Section 2 contains general information on the MF15 Core Memory. Section 3 provides general information on
the ME15 Core Memory.
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SECTION 1 - XM15 FUNCTIONAL DESCRIPTION

2.2 GENERAL DESCRIPTION

The primary function of the XM15 is to receive and process all requests made to memory. In addition, the XM15
provides mounting space and power for the Automatic Priority Interrupt (API) module (M7176). Figure 2-1
illustrates the functional location of the XM 15 Memory Processor in the XVM System.

Figure 2-2 is a functional diagram of the XM15 Memory Processor. During a typical reference to memory
sequence, the XVM Processor drives the address and control signals onto the Processor Memory Data Lines
(MDLs). The M7172 Bus Interface module receives the address and control signals and demultiplexes the MDLs
by latching the address and control bits. The M7172 passes the address to the XM 15 internal bus where bits 0-9
are routed to the M7175 Memory Management module. The remaining address bits are routed directly to the
M7173 Memory Ports.

XM 15 XM15
BUS 1 A BUS 2
MF 15
MEMORY

MF15
MEMORY

MF15
MEMORY

MF15
MEMORY

EXTERNAL
PROCESSOR v

BUS
XM15
MEMORY
PROCESSOR

CENTRAL
]
ROCESSOR 1/0 BUS
I/0
PROCESSOR
CP-1869

Figure 2-1 XM15 Functional Location
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Figure 2-2 XM15 Functional Block Diagram
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The M7175 Memory Management module performs all address modifications, as required by the operating
system software, by loading multiple relocation registers and by selecting various address modes. Relocation
data and address mode control are provided by IOT commands via the I/O Bus (IOB). Address bits 0-9 from
M7175 then join the remaining address bits on the XM 15 internal address bus. The complete address is examined
by the M7173 Memory Ports and the M7174 IPF module to determine the correct destination of the memory
request.

In a system using the two Memory Ports, one of the two M7173 Memory Ports will be selected by the incoming
address. Once selected, the Memory Port arbitrates all current requests. Requests may also come from the
External Processor Bus and/or the M7174 IPF module. First priority is given to the XVM requests and are
therefore processed immediately. The address will be interleaved while the Memory Port arbitrates incoming
requests. The Memory Port then begins driving the memory address and deskews the address according to the
type and mixture of memory (MF15 and/or ME15) on the XM15 Bus. At the end of deskew time, the selected
memory bank (Memory 1 or Memory 2) retrieves or writes the data from/to the location specified by the
address. In the case of a read, the data driven by memory through the selected M7173 Memory Port is first
deskewed by the Memory Port and then latched by the M7172 Bus Interface module. This scheme releases the
selected Memory Port and the XM 15 Bus at the earliest possible time. The M7172 Bus Interface then signals the
XVM Processor that data is ready, thus completing the memory reference.

For all memory reads, the M7172 Bus Interface determines if the XVM Processor is in an instruction Fetch Cycle
and signals the M7173 Memory Ports and the M7174 IPF module when this condition exists. During an instruc-
tion fetch, the Memory Ports are inhibited and the IPF module is allowed to process the request. The current
state of the IPF module may be IOT-disabled, idle, or enabled. When the IPF is IOT-disabled, the Memory Port
honors the request as previously discussed. When enabled, the IPF module examines the memory address to
determine if the requested instruction is contained in the IPF module register file. If present, the instruction is
driven by the IPF module to the M7172 Bus Interface where it is latched. Failure ofthe M7174 IPF module to
provide the requested instruction causes the IPF module to abort and flush its register file. The abort also allows
the Memory Port to honor the request in the normal fashion.

Aborts, or following an IOT enable, causes the M7174 IPF module to enter the idie state. In the idle state, the
IPF module waits for the first instruction cycle but does not inhibit the M7173 Memory Port. When the address
is stable on the XM15 internal bus, the IPF module loads the address into its internal program counters and
increments the counters by one. The IPF module then posts a request to the appropriate Memory Port. Memory
Port priority structure provides the IPF module with a priority of three. However, in a two-Memory Port system,
the Memory Port selected may be opposite that of the currently active Memory Port. Thus, the IPF module
request will be honored immediately. The IPF module then drives its address directly to memory while the
Memory Port maintains the control signals. Data returning from memory is driven via the Memory Port over the
IPF data lines and is loaded into the IPF module register file. This action places the IPF module in the enable
state. Once in the enable state, the IPF module attempts to retrieve up to four memory locations in advance of
the XVM instruction requests. Simultaneously, the IPF module processes new requests for instructions from the
XVM and replaces each, as they are used, with the next sequential location from memory. The IPF module
continues to function until disabled by an IOT or disabled manually by a switch on the M7172 Bus Interface
module.

The M7173 Memory Ports also receive requests for memory access from an external processor via the XM15
External Processor Bus. The external processor may be a PDP-11 peripheral processor of an XV200 System, as
shown in Figure 2-3, or an XM15 Memory Processor System of another XVM System, as shown in Figure 2-4.
Data is handled in the same manner as normal XVM data, however, the address is driven directly to memory
through the M7174 IPF module. The IPF module multiplexes its own address with the address from the external
processors. External processor requests are given second priority in the Memory Ports.
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The XM15 M7176 API module functions independently of the XM 15 memory processing modules. The M7176
provides four levels of software-controlled interrupts and four levels of hardware interrupts. All interrupt levels
are automatically vectored to the appropriate service routine entry locations. Provisions are made for testing and
software control, such as enabling and disabling different interrupt levels.

A Task Accounting Clock is also contained on the M7176 API module. This clock is a self-starting, high-
resolution (10 us) clock which can be used to provide data to allow accurate appropriation of machine cost
among multi-users of the XVM System. The Task Accounting Clock registers are read and cleared by a single
IOT.

2.3 BUS INTERFACE (M7172)

2.3.1 Memory Read Operation

Figure 2-5 is a functional block diagram of the M7172 Bus Interface module. For a memory read operation,
MDL 00-17 is received by the M7172 module for both address and data information. At the beginning of an
XVM CPU memory request, the MDLs will be driven with the address of the requested memory location. These
lines are applied to the input of the address register in the M7172 module, and approximately 40 ns later, the
control logic produces the LD ADD signal. At this time, the address is held in the register and an address
acknowledge signal is sent to XVM CPU. From this time on, the actual memory request is handled almost
entirely by the M7172 Bus Interface module.
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Figure 2-4 Master-Slave XVM System

Internal to the M7172, the memory read and memory write signals from the XVM CPU are converted into
Unibus convention. That is, they are converted into control signals CO and C1 and are presented to the XM15
internal bus. After an appropriate amount of time for address deskew, MSYNC is asserted on the internal bus.
The address at MSYNC time can take one of two different paths. One path feeds directly to the internal bus
where bits 10-17 are always driven. However, bits 0-9 may either be driven directly through switch selection or
they will follow a separate path to the M7175 Memory Management module. In the M7175, the address bits will
either be modified or passed directly onto the internal bus.

The internal bus presents all 18 bits, including any modification of the upper 10, to both M7173 Memory Ports
and the M7174 IPF in an attempt to satisfy the memory request. If the memory request was for an instruction,
this is detected by the M7172 Bus Interface module. A control signal is then sent to the IPF to indicate that this is
an instruction request. At this time, the IPF examines the incoming address to determine whether or not the data
is currently stored in the register file of the IPF. If not in the register, the address is presented to the Memory
Ports along with MSYNC and the proper control signals for port selection. The address is then passed onto the
XM15 bus and forwarded to the memories.
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Data flow from the IPF or Memory Ports is driven onto the internal bus where it is presented tc the M7172 Bus
Interface module. At this point in time, the data is ORed and driven onto the MDL lines. At read-restart time,
the data is loaded into the M7172 data register. All read data returning from memory or the IPF is loaded into
this data register. Figure 2-5 shows the ORing of the data coming back from the Memory Ports with the data
from the M7172 data register. This is done so that the data is presented immediately to the MDL driver, even
before it has been strobed into the data register. This allows overlapping the deskew of the drivers with the time
for loading and resettling of the data register. As soon as read-restart is issued, the Memory Port is released; that
is, the internal MSYNC is dropped. Read-restart is then sent back to the XVM CPU, indicating that valid data is
now being driven on the MDLs.

2.3.2 Memory Write Operation

For Memory Write Operations, the initial procedures are the same as those previously discussed for the read
operation. That is, the address is first driven on the MDL lines and loaded by LD ADD in the M7172 address
registers. The XVM then receives an address acknowledge from M7172 and then proceeds to place data on the
MDL lines. Data on the MDL lines is driven through the 15 data drivers to the internal bus. The internal bus
consists of separate address and data lines. The address driven out from the address register is presented to the
IPF and Memory Ports, while the data is driven from the MDLs through the 15 data drivers and is presented to
the internal bus. For write operations, the IPF examines the address to see whether or not the write is an attempt
to alter data already in the IPF register file. If in the register file, the IPF will abort. At the same time, the
Memory Ports will recognize that the XVM CPU is requesting a write to memory and will immediately load the
write data into a holding register in the Memory Port. Even if the Memory Port is currently controlled by
another device, the loading of the holding register will occur. This allows the release of the XVM from driving the
write data on the MDLs.

The asynchronous nature of the M7172 Bus Interface allows sending control signals to the XVM sooner, but, at
the same time, the Bus Interface ensures that a new request does not enter until the old request has been com-
pletely processed. This is accomplished at the beginning of each cycle through the Bus Interface by setting a busy
flip-flop, which locks out further requests.

2.4 MEMORY PORT (M7173)

The M7173 Memory Port module contains memory request arbitration circuitry, data and address receivers and
drivers, data multiplexers and holding registers, and memory control drivers. The M7173 can be functionally
divided into port data circuits (Figure 2-6) and port address circuits (Figure 2-7). Memory requests from the
external processor or IPF have their address and control signals processed by the M7174 IPF module rather than
by the M7173.

2.4.1 Memory Port Data Flow

Figure 2-6 shows the M7173 data flow circuits. For a memory read by the XVM CPU or 1/O Processor, assum-
ing that Memory Port control is given to the XVM, the Memory Port posts a request to memory and, at the
completion of memory access time, memory data (MEM 17L - OOL) is presented to the M7173 memory data
receivers. The memory data receivers invert the data and present it to a pair of internal bus drivers (15 data driver
and IPF driver). If this particular memory request is for the XVM, ENB 15 DATA will be true and the memory
data is passed to the internal bus as 15 00L - 15 17L. 15 00L - 15 17L is received and loaded into the M7172 Bus
Interface read data register.

For memory write operations, M7172 drives 15 00L - 15 17L to the internal bus where the data is presented to
the 15 data register in the M7173. The loading of the data into the port’s 15 data register is not held up for port
arbitration. Rather, the data is loaded as soon as 15 MSYNC is presented to M7173 and the XVM is allowed to
drop the data. The remainder of the write operation to memory will proceed automatically in the port when
control is given to the XVM. The output of the M7173 15 data register is presented to the data multiplexer
(MUX) where the port control arbitration logic selects either 15 data or external processor data (BUS 17L - BUS
00L). Having selected 15 data, the output of the MUX is presented to the M7173 memory data drivers and is
driven to the memory bus as MEM 17L - O0L, thus completing the write operation.

29



MEM 17L - OOL

S

MEM CONT SiGS

"
|
: MEMORY |
o
|

~— =
| . BUS 17L - BUS 00L ,Bus
| r DRIVER ks _ENB MEM-BUS L
EXTERNAL
|PROCESSOR CS-MPD 1,2,3 LD 11 DATA H c
OR XM15 | EXTERNAL PROC .
-
L ] CONTROL SIGS £
T REG
BATA \ ® cs-mpp
REC 12,3
€S-MPD 1,2,3
MUX
DATA-MEM L
CS-MPD €S-MPD 1,2,3
1,2,3
D o
15
DATA
REG ENB BUS-MEM L MEM]
— c
| _L 15 00L —15 17L cs-MPD REC
BUS > PORT CONTROL CS—-MP
|INTERFACE LD 15 DATA L ARBITRATION S—-MPD 1,2,3
| 15 CONTROL SIGS LOGIC
| CS-PMC
L__M772] ¢S-PRS
CS-PMPS
ENB 15 DATA L
15 o
DATA
DRIVER]y. y
CS-MPD 1,2,3
r -|_ IPF CONTROL SIGS
: e |
| ! IPF 00L - 17L rr P
M717ir DRIVER o IPF CYC (L
-0 €S-MPD 1,2,3
NOTE:

The CS- designation within a functional
block is the Circuit Schematic reference

for that block.

Figure 2-6 M7173 Memory Port Data Flow

Functional Diagram

2-10

- |
"LMF 15/ME15J

CP-1879



r— 1

e —

[ T e e — — — — — — — — — — — — — — — — — o—

BUS -
INTERFACE |—2-ADD 00-17
M7172

=1

| exTeERNAL

I XM15 I

- _1

SWITCHES
CS-MPA
15 -
0 15 ADD 04 -15,17
BUF
CS-MPA _ XVM PORT
15 ADD 00-04,17 |  J¥M TPRL 15 SEL ENB LINES
SWITCHES
CS-PRS
PORT REQ
EP SEL | ARBITRATION EP CYC
LOGIC
IPF-SEL IPF CYC
CS-PRS ’
PORT MODULE M7173
IPF MODULE M7174
EPANDIPF | & EpP SEL
PORT SELECTION
SWITCHES TO 2ND PORT
CS'IPEP ———- IPF SEL
CS-IPPC
EP ADD ADD !
BOUNDARY 17-14,01 \\
CHECK ADD 14-03,01,00 .
REC AND
L/ RELOCATION MUX
CS-IPEP LOGIC £P ADD 1
— CS—IPAM CS-IPEP ADD17-15,02 INTERLEAV'NG CS‘IPEP
SWITCHES CS-IPAM
CS-IPEP
cPC
00-04,LSB
IPF ADD
FROM CPC 8 WPC -
LA CPC 00, 04,05, WPC 06-15,17 T wux
COUNTERS 2
CS-IPPC
CS—-IPEP
CPC 01-03 WPC 16 INTIEP,{.:,_EAA?RNG | CS-IPAM
SWITCHES
CS-IPEP
L——-_—————__———_—_—————_——_—__-—
EP & IPF CYC

NOTES:

L
|
|
|
I

PROCESSOR ! BUS ADD I7-00 I

| “Popiror | I om
ADD

|
|
|
|
|
I

15 ADD 01,02,03, 16

INTERLEAVING

XVM ADD

1. The CS — designation within a functional block is

the Circuit Schematic reference for that block .

2. The M7173 Port Circuits are duplicated if two
Memory Ports are present in the XM15 .

MEM 1 ADD 17-00

I
I
l
|
I
I
I
I
I
I
I
|
I
I
Jd

—_——

MEM 1
DRIVERS

CS~IPEP
CS—-IPAM

FROM 2ND PORT

MEM
2
MF15/METS |
CS—IPEP | I
CS—IPAM

DRIVER MEM ADDRESS
FROM 2ND PORT

cP-1880

Figure 2-7 Memory Port Address Flow

Functional Diagram

2-11




For external processor memory reads and memory writes, bus data (BUS 17L - BUS 00L) provides the path
from the external processor to the M7173 Memory Port. When the port control arbitration logic has given the
current request to the external processor, data is returned on the memory data lines (MEM 17L - 00L) where it is
received by the M7173 memory data receivers and presented to the External Processor (EP) data register. At
SSYNC time LD 11 DATA loads the EP data register.

The EP data register output is then presented to the M7173 bus data drivers. ENB MEM —» BUS L then drives
the data to the external processor bus where the data is received by the external processor.

For memory write operations, the external processor presents the data to BUS 17L - BUS O0L and it is received
by the M7173 bus data receivers. The output of the bus data receivers is presented to the MUX. However, this
time the MUX is selected to take external processor data and present it to the memory data drivers where it is
driven to the memory (as MEM 17L - O0L) to be written.

For IPF memory reads, the IPF receives control from the M7173 control arbitration logic. The memory read
data (MEM 17L - 00L) is driven from memory through the M7173 memory data receivers, through an inverter,
and is presented to a pair of internal bus drivers (15 data driver and IPF driver). However, this time the IPF
driver is enabled by IPF CYC (1) L. The data is driven to the M7174 IPF module where it is written into the IPF
file. Note that the IPF does not make memory writes. IPF data flow is one way, that is, memory reads only.

24.2 Memory Port Address Flow

The address flow circuits are shown in Figure 2-7. Note that the M7174 IPF module, as well as the M7173
Memory Port module, contain circuits which operate in conjunction with each other to process memory address-
es. All memory requests, regardless of the source (XVM processor, external processor, or the IPF module), are
handled on the M7173 Memory Port module. The circuitry consists of buffers and receivers, address multiplexers
(to select the device currently accessing memory) and memory address drivers.

Whenever the M7172 Bus Interface processes a request from the XVM CPU, it presents 18 bits of address (15
ADD 00-17) to the 15 internal bus. The address is buffered in the M7173 by the 15 address buffers and is divided
into three basic address flows:

1. Address bits (15 ADD 04-15, 17) which are applied directly to the M7173 memory address drivers
2. 15 ADD 01, 02, 03, and 16, which are applied to the XVM address interleaving switches
3. 15 ADD 00-04, and 17, which are applied to the M7173 XVM port selection switches.

At the XVM port selection switches 15 ADD 00-04, 17 generate 15 SEL (depending on the amount of memory
behind the port module and the mode of memory interleaving). 15 SEL is passed to the M7173 port request
arbitration logic. (In a two-Memory Port system, both ports receive 15 MSYNC. However, only one port will be
selected at a time by the port request arbitration logic.) 15 ADD bits 01, 02, 03, and 16 are passed to the XVM
address interleaving switches where second level interleaving is performed. (First level interleaving is performed
in the memories on the LSB bank and word bits of the address.) In the M7173, the bits involved in second level
interleaving cause the second LSB bank and word bits to be interleaved. This results in four-way interleaving.
With the bits interleaved and the selection accomplished and 15 ADD 04-15, 17 applied to the M7173 memory
address drivers, the port request arbitration logic selects one of the three (15 SEL, EP PORT SEL, or IPF PORT
SEL) requesting inputs for the current memory cycle. When the port request arbitration logic makes its selection
and generates address enables (ENB LINES if the XVM processor gains memory access, External Processor
Cycle [EP CYC] if the external processor gains memory access, or IPF Cycle [IPF CYC] if the IPF module gains
the current memory access) MSYNC is posted to the memory. The memory cycle processes as normal.
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For requests from the External Processor (EP), BUS ADD 17-00 is received by the M7174 IPF module where
port selection and memory interleaving processes, similar to those described for the M7173 address bits, are
performed. In addition and prior to the selection and interleaving, the external processor’s address bits are
checked for boundary conditions and the address is relocated by the M7174 EP address boundary check and
relocation logic. (The boundary conditions and the relocation factor are switch-selectable.) The output of the
M7174 EP address boundary check and relocation logic is now split into three groups. In this case, ADD 14-03,
01, 00 are passed directly to the M7174 address multiplexers (MUX). ADD 17-14 and 01 are applied to the
M7174 EP port selection switches. ADD 17-15 and 02 go to the EP address interleaving switches.

The M7174 EP port selection switches generate the External Processor Select (EP SEL) signal to the appropriate
port (assuming a two-port system). The address is interleaved, in a manner previously described for the M7173
Memory Port module. The resultant address, that is, the combination of the interleaved (ADD 17-15, 02) and
the direct address (ADD 14-03, 01, 00) bits are presented to the M7174 address multiplexers (M UX). EP CYC
from the M7173 port request arbitration logic selects which of the M7174 MUX inputs is to be driven to
memory.

Note that the address multiplexers (MUX) and the memory address drivers are duplicated on the M7174 IPF
module. This duplication accomplishes independent addressing whenever there are two M7173 Memory Port
modules in the XM135. Independent operation on two separate memory buses (XM15 BUS 1 and XM 15 BUS 2)
occurs by allowing one Memory Port module to select one M7174 MUX to drive its corresponding memory
address drivers while the second M7174 MUX and memory address drivers handle another requesting device.
For example, the IPF or the external processor can drive one memory bus while the XVM drives the other.
Another example would be the IPF and external processor each driving one bus while the XVM is idle.

The bit numbering scheme for the external processor follows Unibus convention. That is, the MSB of the address
is bit 17 and the LSB is bit 0. However, for XVM addressing in the M7173 module (Figure 2-7) the address bits
follow XVM convention - the MSB is bit 0 and the LSB is bit 17. Also, bit 0 of the external processor is a byte
address bit, whereas the XVM does not use byte addressing. The actual conversion from one bit numbering
scheme to the other occurs at the M7173 and M7174 memory address drivers,

All switch selections for the M7173 and M7174 modules regarding port selection and memory interleaving are set
up once the configiration of the XVM System is established. The equivalent switches (port selection or inter-
leaving) for the three possible input devices (XVM, external processor, and IPF) are normally set in a similar
manner. That is, once the interleaving format is established, the M7173 XVM interleaving switches and the
M7174 EP address and IPF address interleaving switches are set to the same switch pattern. Similarly, the M7173
XVM port selection switches and the M7174 EP and IPF port selection switches are set to the same pattern.

2.5 INSTRUCTION PREFETCH (IPF M7174)
The M 7174 IPF module has four types of operations that can occur:

The start-up sequence,

A memory read sequence (IPF write)
An instruction request sequence

An abort sequence.

B

External processor address multiplexing is also handled by the IPF module. Figure 2-8 is a block diagram of the
M7174 IPF module. This diagram and the aforementioned operations are discussed in the following paragraphs.
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2.5.1 Start-Up Sequence

If the IPF module has not been disabled by an IOT, the Start-Up Sequence will occur automatically and will be
the first operation to be initiated. The Start-Up Sequence will also occur whenever the XVM console key func-
tions of DEP, EXAM, or DEP NEXT are operated. The sequence of events which occur during start-up begin by
the receipt of the 15 address bits (15 ADD 00-09 from the M7175 Memory Management module, and 15 ADD
10-17 from the M7172 Bus Interface module). Following the receipt of the 15 ADD bits, MSYNC is asserted and
if an instruction is being requested, the M7172 Bus Interface module will have asserted the signal IPF H, which
indicates to the IPF module that it is an instruction request. The IPF control logic recognizes that it has not been
previously started and initiates a start timing sequence.

At this time ENB is false. This allows the START signal (first event in the timing sequence) to load 15 ADD
00-05 into the CPC (Common Program Counter). The RPC (Read Program Counter) and the WPC (Write
Program Counter) are in the load mode. RD CLK and WRT CLK are now produced by the IPF control logic
and load the 15 ADD 06-17 bits into the RPC and WPC respectively. When set, the INC ENB flip-flop causes
the RPC and WPC to switch to the increment mode. Subsequently, the RPC is incremented byone (by RD CLK).
The contents of the RPC now indicate the first instruction address to be loaded into the IPF file. The instruction
will come from the memory location one greater than the current address being requested by the XVM CPU,
During this same time period, the IPF issues an Abort Clear which causes the M7172 Bus Interface module to
negate IPF H. This allows the requested instruction to be processed directly through the M7173 Memory Port
module rather than the IPF module. Following the Start-Up Sequence, the ENB flip-flop is set and the IPF
module automatically begins to do memory read operations.

2.5.2 Memory Read Sequence (IPF Write)

The Memory Read Sequence begins when the IPF control logic issues WRT CLK to the WPC and increments
the WPC by one. WPC and RPC are now equal and IPF MSYNC and IPF Port Select are asserted to the
Memory Port. In a two-port system, the address that is being requested would normally be on the Memory Port
opposite that currently being accessed by the XVM CPU. Therefore, the M7173 Memory Port module responds
rapidly to the request and the IPF asserts LD (1) L. LD (1) L conditions the file to receive data from the port. For
example, if the XVM CPU is requesting location 1000 in port 1, then the first instruction the IPF requests is from
location 1001 in port 2. This essentially provides overlap of the two memory accesses whenever this situation
occurs. Approximately 600-650 ns after the assertion of MSYNC, the data is driven from the M7173 Memory
Port back to the IPF module. SSYNC is then asserted by the Memory Port, indicating that the data is stable and
valid. At this time, the IPF control logic negates LD (1) L, which causes the data to be latched into the IPF file,
thus completing the first memory reference for the IPF. The write file address is selected by WPC bits 16 and 17.

From now on, the write section of the IPF will continually access memory, fetching additional instructions and
following the same sequence just described. The IPF will fetch a specified number of locations in sequence. The
number of locations being fetched is controlied by the IPF control logic Full Counter. The Full Counter may be
set for either 1, 2, or 4 words to be fetched and loaded into the IPF file. After incrementing the WPC and
asserting MSYNC (as previously described), the Full Counter is incremented by one. The Full Counter indicates
the number of memory references made which have not yet been read out of the IPF file. During successful
instruction requests (Paragraph 2.5.3), the Full Counter is decremented.

At some point in time, while the filling procedure for the IPF file is taking place, the processor will come back
and request another instruction. As before, the M7175 Memory Management module will drive the address to
the IPF module, MSYNC will be asserted, and the M7172 Bus Interface will have driven IPF H, indicating an
instruction fetch, However, at this time the IPF module is no longer in an idle condition. The Start-Up Sequence
is bypassed and the IPF module enters the Instruction Request sequence.

2-15



2.5.3 Instruction Request Sequence

For the Instruction Request Sequence, the contents of the RPC and WPC indicate the lower and upper boundary
addresses (respectively) of the IPF file. (It should be noted that the CPC is never incremented. Therefore, the
RPC and WPC are not incremented across a 4K boundary and the CPC indicates the current 4K memory
segment.) The contents of the IPF program counters are compared against the incoming address for the condi-
tions ABOVE (from WCMP-Write Comparator) or BELOW (from RCMP - Read Comparator). If either
ABOVE or BELOW is asserted, then a MISS condition exists and the IPF does an Abort sequence (Paragraph
2.5.4).

However, if ABOVE or BELOW is not asserted, the requested instruction is contained in the IPF file. The IPF
file is addressed with ADD 16,17 and the three state drivers are enabled with DATA ENBL. IPF file data (FILE
00 - FILE 17) is thus driven back to the M7172 Bus Interface module where it is latched into a holding register.

After the data has been read out of the IPF file and accepted by the Bus Interface module, the RPC is
incremented by one or more locations. This is done to bring the contents of the RPC up to the value of the
currently requested address, plus one, and ensures that the lower boundary (contents of RPC) of the IPF file is
always one greater than the file location just read. This ensures that locations skipped over, in the case of a SKP
or similar situation, will not go unused in the continuing refill process of the IPF file.

An instruction request can occur during a memory read operation, except for a very small period of time when
the instruction program counters in the IPF module cannot be altered because of an incoming request. This
allows overlap of the memory read and the instruction request operations.

2.5.4 Abort Sequence

If during an instruction request sequence either ABOVE or BELOW is asserted, a MISS condition occurs. When
a MISS is detected, the IPF begins an Abort Sequence. The Abort Sequence consists of clearing the IPF H signal
to the M7172 Bus Interface module to allow the request to be processed through the M7173 Memory Port. The
clearing process also clears the control functions of the IPF control logic. When the clearing operations are
completed, the IPF is in an idle state and begins another Start-Up Sequence to resynchronize itself to the current
instruction address.

The Abort Sequence can also be caused by other events, such as the XVM CPU attempting to write new data into
a memory location that has already been written into the IPF file. This invalidates the data in the IPF file. The
IPF therefore aborts and performs a Start-Up Sequence on the next instruction address.

Aborts can also be caused by instructions leaving the IPF file that cause the processor to break sequence.
Decoding of the IPF file output, detects JMP, JMS, or CAL instructions, and by knowing in advance that the
processor is going to break sequence, the IPF can do a HALT function, which allows the IPF to come to an
orderly halt. The IPF then aborts the current IPF file contents and begins to resynchronize itself to the new
address by performing the Start-Up Sequence.

2.5.5 IPF Pause

The Pause ensures that the IPF does not interfere with the operand or defer cycles of specific instructions. In this
situation, the data output of the IPF file is decoded for the detection of these instructions. When the IPF issues a
read operand instruction, a pause flip-flop sets (pause one and/or pause two). Setting a pause flip-flop holds off
memory operations by the IPF until one or two memory cycles have been completed. Two memory cycles, while
pausing, are required for a memory read operand indirect operation where two references are required in addi-
tion to the instruction reference. After the required number of memory references have been counted, the IPF
resumes making memory accesses in an attempt to fill the IPF file. A DAC or DZM indirect instruction will
cause the IPF to pause one memory cycle, as will a read operand instruction.
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2.5.6 External Processor Addressing

A feature of the IPF module which is independent of the overall IPF function is that of processing external
processor addresses. Contained on the IPF module is the logic necessary to receive external processor addresses.
Addresses are checked for upper and lower boundary conditions and may be relocated. (The boundaries and
relocation are selectable for various XVM System configurations.) In addition, Memory Port selection for the
external processor and address bit interleaving for the relocated addresses are provided. Finally, a pair of multi-
plexers direct the IPF address, or the address of the external processor, to either XM 15 BUS 1 or XM15 BUS 2.
The multiplexing allows the external processor to access one of the XVM memories while the IPF module
accesses the other memory. Control and selection of the IPF multiplexers are accomplished by the signals 11A H,
11B H and SEL A H, SEL B H.

2.6 MEMORY MANAGEMENT (M7175)
The M7175 Memory Management module contains relocation registers, address comparators, and instruction
decode circuitry to provide the XVM with a variety of Memory Management features. There are two basic
modes of operation for the M7175 module:

a.  The Protect Mode (Figure 2-9)
b. The Relocate Mode (Figure 2-10).

A jumper on the M7175 module provides the means by which either mode is selected.

2.6.1 Protect Mode

The memory Protect Mode provides the XVM with memory protection capabilities. The M7175 uses a boundary
register (Figure 2-11) to establish the lower limit of the user’s program. There are facilities to trap IOTs, HLTs,
OASs, XCTs of XCTs, boundary violations, and addressing of nonexistent memory. The M7175 also allows
addressing below the boundary on all read instructions except JMP and ISZ. Indirect address width control (G
Mode) is allowed in the Protect Mode. There are two states of operation in the XVM Protect system - User
Mode and Monitor Mode. In the Monitor Mode, the Protect hardware is disabled and the machine functions as
it would without the Protect hardware. When in User Mode, the Protect logic is enabled.

The M7175 Memory Management module is activated by the IOT, MPEU. This first sets PRE, which in turn
conditions UM (User Mode) to set on the next memory reference. With PRE and UM set, the M7175 monitors
instructions as they are read from memory, as well as the addresses of core locations being referenced. To
monitor the instructions read from core, a register is used to save the instruction. To monitor addresses, MSYNC
is delayed before going to memory until the address is checked. When the comparison of the boundary register
and the address is performed, and if a carry is generated, the address is less than the boundary register and
therefore is a Protect violation.

2.6.1.1 Traps - If the memory protect logic detects an illegal instruction (HLT, OAS, IOT, XCT of XCT), or an
address below the boundary register which is preset by the programmer, or a reference to a nonexistent memory
(NEXM), then the trap process begins. Traps, except for NEXM, may be disabled by setting R DIS in the MM
register, and IOTs will be allowed if IOT Permit is set in the MM register. Since a HLT or OAS may be
microcoded with other operate instructions, the HLT or OAS function is inhibited and the other portion of the
microcode is allowed to be executed before the trap interrupt occurs.

The trap interrupt goes to address 20, if PIE is not set, and to 0 if PIE is set. It operates essentially the same as a
CAL or a program interrupt in that it stores the LINK, BANK MODE, USER MODE, and PC+1 in 20 or 0.
There are two exceptions to this: If it is a jump below the boundary, the address to which it tried to jump will be
saved. If it is a jump indirect to a nonexistent memory, the address in the nonexistent memory will be stored.

A nonexistent memory violation is detected by comparing the M7175 output address with the NEXM switches.
If User Mode is on and the program tries to address nonexistent memory, a trap occurs. A nonexistent memory
flag is set, and the computer restarts in a CAL just like any other violation. If User Mode is off and the program
tries to address nonexistent memory, the computer hangs up and the nonexistent memory flag gets set.
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A CAL, PI, or API will cause User Mode to be turned off and no violation will occur. The CAL and PI will save
the state of User Mode. On an API break, the instruction in the break address must be a JMS, IMS I, or CAL if
the state of the User Mode is to be saved.

Protect mode IOTs are as follows:

MPSK 701701 Skip on memory protect violation flag.
MPCV 701702 Clear memory protection flag.

MPLD 701704 Load boundary register.

MPSNE 701741 Skip on nonexistent memory flag.
MPEU 701742 Enter User Mode.

MPCNE 701744 Clear nonexistent memory flag.
LDMM 700024 Load the MM register.

ORMM 700022 OR the MM into the AC.

2.6.2 Relocation Mode

When the Relocation Mode is selected, the operating system’s monitor maintains control over the M7175 Memo-
ry Management module by issuing IOTs and data via the I/O bus. The data is directed to the M7175 (Figure 2-
11) relocation register, the share register, and the Memory Management (MM) register. The Memory Manage-
ment register also contains the major control functions for the M7175 module. Figure 2-11 shows the bit assign-
ments for the MM register. The instruction and boundary checking discussed under the Protect Mode
(Paragraph 2.6.1) are performed in the Relocation Mode. Address modification and checking is performed by
the various registers when the M7175 module is in User Mode. When the M7175 is in Monitor Mode (Executive)
no address modification or instruction checking is performed. Four different addresses can be issued, depending
on the incoming address and the various control states within the M 7175 module. In addition, the address width
may be modified.

2.6.2.1 Address Width - G Mode is a feature that allows the M7175 to modify the indirect address width; that is,
to truncate either one or two of the most significant bits of the incoming address. This is used to control the

addressing range of indirect references through the M7175 Memory Management module. The address width
selection for G Mode is as follows:

0 Pass 18 bits of address through the M7175 module (normal mode). CPU does 15 bit defers.

1 Pass the lower 16 bits of address through the M7175 module. CPU does 18 bit defers.

N

Pass 18 bits of address through the M7175 module. CPU does 18 bit defers.
3 Pass the lower 17 bits of address through the M7175 module. CPU does 18 bit defers.

NOTE
In G Mode 1, 2, or 3, PC 0-2 will be stored during a JMS
rather than L, BM, or UM bits. G1 and GO of the MM
register are used to select the mode.

2.6.2.2 Address Relocation - A normal relocation is provided by the M7175 relocation register and adder where
a user’s program is relocated by a factor loaded into the relocation register. In addition, the user’s program
addresses are checked against the boundary register to determine that the user has not violated the upper limit of
his address space. Note that the boundary register function is the opposite of that in the Protect Mode; that is, a
violation occurs when an address exceeds the boundary.

The Share Mode may be implemented if selected in the Memory Management (MM) register. When selected,

addresses in a specified range (Table 2-1), are relocated by the share register and share adder and not the
relocation register. Share addressing is not allowed in the Protect Mode.
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Table 2-1
Share Mode Address Range

. Share Share Share hare
GM 1,0 K‘:é:: Addresses ‘ Addresses Addresses A(Sid?esses
: ISAS + ESAS = 5K| ISAS + ESAS = 1K [ISAS + ESAS = 4K |ISAS + ESAS = 8K
Width SLR=0 SLR=1 SLR =2 SLR =3
0 Normal ISAS ISAS ISAS ISAS
Addressing 60000 - 60000 - 60000 - 60000 -
15 bits (32K) 60377 60377 60377 60377
ESAS ESAS ESAS ESAS
60400 - 60400 - 60400 - 60400 -
60777 61777 67777 77777
1 Wide ISAS ISAS ISAS ISAS
Addressing 160000 - 160000 - 160000 - 160000 -
16 bits (64K) 160377 160377 160377 160377
ESAS ESAS ESAS ESAS
160400 - 160400 - 160400 - 160400 -
160777 161777 167777 177777
2 Wide ISAS ISAS ISAS ISAS
Addressing 760000 - 760000 - 760000 - 760000 -
18 bits (256K) 760377 760377 760377 760377
ESAS ESAS ESAS ESAS
760400 - 760400 - 760400 - 760400 -
760777 761777 767777 777777
3 Wide ISAS ISAS ISAS ISAS
Addressing 360000 - 360000 - 360000 - 360000 -
17 bits (128K) 360377 360377 360377 360377
ESAS ESAS ESAS ESAS
360400 - 360400 - 360400 - 360400 -
360777 361777 367777 377777

Normal relocation, share relocation, and boundary comparisons occur in parallel with each other on any address
entering the M7175 module.

Address decoding, plus the condition of various bits in the Memory Management (MM) register (Figure 2-13),/
determine which of the four possible addresses is passed to the M7173 Memory Port module. When this determi-
nation has been made, the M7175 address multiplexer (Figure 2-11) is driven by the appropriate select lines (SEL
A H or SEL B H) and the relocated address (RA 00 - RA 09), the share address (SA 00 - SA 09), the incoming
address (ADD 00 - ADD 09), or the contents of the relocation register is placed on the XM15 internal bus. Each
of these addresses serves a specific purpose. The four types of address are:

L=

Relocated addresses

Shared addresses

The contents of the relocation register
The unmodified address.

2-22



2.6.2.3 Address Generation - The Relocated Address (RA) is the normal relocation for user programs.

SA addresses are addresses that fall within the External Shared Address Space (ESAS) and are relocated by the
share register. The ESAS is a virtual address space beginning immediately above the Internal Shared Address
Space (ISAS) and continuing to a length specified by the Segment Length Register (SLR). Note that the length
set in the SLR = ISAS + ESAS. In physical memory the ESAS begins at a location specified by the contents of
the Share Address Register (SR) + 256 and ends according to the SLR. Note that ESAS may be internal or
external to the users area. Figure 2-12 represents a typical core map produced when share and normal relocation
are used in conjunction with each other. Here the user’s program is normally relocated unless a reference is made
to the shared addresses (ESAS or ISAS).

The third address is the contents of the Relocation Register (RR) which is not passed through the relocation
adder (Figure 2-11). This address is used in conjunction with share addressing for a subset of addresses contained
in the shared address range; this subset is called ISAS. ISAS is a virtual address space, the beginning of which is
defined by bits GO and G1 of the MM register (Figure 2-13) and continuing to a length of 256 locations. In
physical memory, ISAS begins at the location specified by the relocation register and is 256 locations long.

64K
SLR*8K — — — — —2°K
ESAS
48K+ 4008 — — — — /-
SR=48K — — — -/~ -
32K 32K
24K
ESAS ESAS
24K+400g 20K }—LSAS 2 s 24k + 4000
pax ISAS s SaK
2
TSAS |
PROTECTED 12K 4§9 PROTECTED
AREA - ot I/0+SYS & AREA
,’\
BR=8K &
USER PRG EXEC 4K=BR
USER PRG
oK ok L oK
USER 1 REAL CORE USER 2
VIRTUAL VIRTUAL
NOTE :
Assume GM=@,SLR=3 (8K) and USER MODE
cP-1874
Figure 2-12 Typical Core Map
) 1 2 3 a 5 6 7 8 17
RDIS| 6 M | P | wp | sH SLR SHARED ADDRESS REGISTER

CP - 1887

!
Figure 2-13 M7175 Memory Management (MM) Register Format
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The unmodified address (ADD) is used by I/O or whenever the XVM System is in the Monitor Mode.

When the M7175 address multiplexer (Figure 2-11) is properly selected and the address is driven onto the XM15
internal bus, the Nonexistent Memory (NEXM) comparator examines the address to ensure that the address has
not exceeded the amount of memory available. The address is then passed to the M7173 Memory Port. The port
then arbitrates the request and allows access to memory.

2.6.2.4 Illegal Instructions - When data is returned to the M7175 module via the Memory Port, the M7175
module examines the instruction code bits, along with two other key bits of the returning instruction, to deter-
mine whether the instruction is legal. In User Mode, IOTs, Execute of an Execute, and HALT or OAS are not
normally permitted. The detection of any of these instructions causes the M7175 module to raise a protect
violation flag and signal the XVM CPU that a violation has occurred. This causes a trap in the CPU. If the
instruction is not a protected instruction, the data is processed without the trap and the next request is processed
through the M7175 Memory Management module.

2.6.2.5 Interrupts - A CAL, PI, or API will cause User Mode and the G and Share Modes to be turned off and
no violation will occur. The CAL and PI will save the state of the User Mode prior to clearing the UM flip-flop.
On an API break, if the state of User Mode is to be saved, the break address must contain a JMS, JMS ], or a
CAL. If User Mode is on and the program tries to address nonexistent memory, a trap occurs. The NEXM flag
gets set, and the computer restarts in a CAL or PI, just like any other violation. If User Mode is off and the
program tries to address nonexistent memory, the computer hangs up and the NEXM flag gets set.

Relocate mode IOTs are as follows:

MPSK 701701 Skip on memory protect violation flag.
MPCV 701702 Clear memory protect violation flag.
MPLD 701704 Load Boundary register.

MPSNE 701741 Skip on nonexistent memory flag.
MPEU 701742 Enter User Mode.

MPCNE 701744 Clear nonexistent memory flag.
MPLR 701724 Load relocation register.

ORMM 700022 OR the MM register into the AC.
LDMM 700024 Load the MM from the AC.

2.6.3 Memory Management (MM) Register

The MM register contains mode control bits, the Share Address Register (SR), and the Segment Length Register
(SLR). The MM register is read to the AC by IOT 700022 and is loaded from the AC by IOT 700024. MM
register bit assignments are shown in Figure 2-13 and are described as follows.

R DIS - Relocate Disable (Bit 0)

When set, inhibits relocation and all protect violations (except NEXM) while in User Mode. This allows the use
of G Mode without the protection or relocation features. When bit 0 is clear, normal relocation and protection
occur, except as determined by Share Mode and IOT Enable.

GM - G Mode (Bits 1, 2)
The G Mode is entered whenever the system is in User Mode and the GO, G1 bits (MM bits 1 and 2) are set to
binary 1, 2, or 3. The MM signals the CPU to pass 18 bits of any defer address and causes PC bits 0-2 to be

stored during a JMS instruction rather than L, BM and UM. While in G Mode, GO, G1 select the address width
through M7175.

GO, Gl =
00 - normal mode, not G Mode
01 - G Mode with 16 bit defers
02 - G Mode with 18 bit defers
03 - G Mode with 17 bit defers
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GO0, G1 bits also determine the virtual position of the Shared Address Space (SAS).

IP - 10T Permit (Bit 3)
Bit 3 of the MM, when set, allows execution of I0Ts while in User Mode.

WP - Write Protect (Bit 4)
Bit 4 of the MM, when set, write protects the External Shared Address Space (ESAS). A protect violation and
trap occurs if an ESAS write is attempted.

SH - Share (Bit 5)
Bit 5 of the MM enables Share Mode when set.

SLR - Segment Length Register (Bits 6, 7)
These bits determine the size of the external shared segments. Always equals ISAS + ESAS.

Bits 6, 7

=0=10005 (512,¢) Locations
=1=20005 (1024,,) Locations
=2 = 100003 (40961 o) Locations
=3 =200005s (8192,,) Locations

Shared Address Register — SA (Bits 8-17)
The Shared Address Register (bits 8-17 of the MM) contains the relocation factor for the share address. It points
to the position of ESAS - 256 in core.

2.7 AUTOMATIC PRIORITY INTERRUPT (API M7176)

The M7176 Automatic Priority Interrupt module contains all the circuitry necessary to receive, synchronize, and
arbitrate four different levels of vectored hardware interrupts. In addition, four levels of software-initiated inter-
rupts can aiso be handled by the M7176. Figure 2-14 shows a simplified logic diagram for one of the M7176
interrupt levels. With minor exceptions, the M7176 discussion which follows applies to all interrupt levels.

2.7.1 Hardware Requests ,

The hardware automatic priority interrupt sequence is inititated by a device on the I/O Bus (IOB) on one of four
levels (levels 0, 1, 2, or 3). An API request (API 0-3 RQ) is received by the M7176 and is presented to a series of
request flip-flops (RQ 0-7). At some future point in time, the 1/O Processor timing chain produces TIME 4.
During TIME 4, with API ENB and API SYNC, SET API REQ is produced, strobing the RQ flip-flops. All
interrupt request levels currently making a request are loaded into the RQ flip-flops at this time.

The output of the RQ flip-flops is passed through to the output circuitry of the M7176 and is used to generate
Request Sync (RQ SYNC). RQ SYNC, along with any other pending request signals, generates CP API RQ. CP
API RQ is passed back to the Central Processor where it is synchronized with the CP timing chain. In addition,
RQ SYNC is presented to the M7176 Grant flip-flops (GRANT 0-3) for hardware interrupts on levels 0, 1, 2,
and 3. When API SYNC returns from the Central Processor, the corresponding Grant flip-flop sets, thus produc-
ing an API GRANT signal to the device on the IOB making the request. In the device, EN A sets to allow the
device to send its unique entry address to the IPU via the /O Bus. Table 2-2 lists the channel number, the
assigned priority level, and the unique entry addresses for the XVM API system.
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Standard API Channel/Priority Assignments

Table 2-2

Octal Device Name Device Priority Unique Entry
Channel Mnemonic Level Point
Number Assigned Octal Address

0 Software Priority - 4 40

1 Software Priority -- 5 41

2 Software Priority --- 6 42
3 Software Priority --- 7 43
4 DECtape TC02,TC15 1 44

5 Magtape TC59 1 45
6 Not assigned 1 46
7 Not assigned 1 47
10 High Speed Tape Reader PCi15 2 50
11 Real Time Clock KW15 3 51
12 Power Fail KF15 0 52
13 Not Assigned 53
14 Display Control VP15 or VT15 2 54
15 Card Reader CRO3B/CR15 2 55
16 Line Printer Control LP15Cor F 3 56
17 A/D Conv. AD15 0 57
20 Inter Processor Buffer DB09 3 60
21 61
22 637 Data Phone DP09 2 62
23 DEC Disk Control RF15 1 63
24 Disk Pack Control RP15 1 64
25 Plotter XY 15 2 65
26 Not Assigned 66
27 Not Assigned 67
30 Line Scanner DCO1 70
31 Digital Controller UDC15/DC01 71
32 Analog Converter ADC15/DC01 72
33 Writing Tablet VW01/DC01 73
34 Teletype Keyboard LT19/LT15A/DCO1 3 74
35 Teletype Printer LT19/LT15A/DCO1 3 75
36 DECtape (DCH channel 36) TC02/TC15%/DCO1 1 76
37 Dataphone DP09*/DCO01 2 77

NOTE: The above table channel assignments should remain fixed for software compatibility, but the suggested
priority levels may be changed at the discretion of the user.

*Channel allocated for system with more than one of the above options.

In addition to clocking the Grant flip-flops, API SYNC is used internal to M7176, along with TIME 4, to
produce API STROBE. Gated with the previously set RQ flip-flops, API STROBE is passed to an AND/NOR
gate and direct-sets a Priority Level (PL) flip-flop if the Priority Level Enable [PL EN (X) H] from the previous
higher level is present (no higher PL is set). Once a PL level flip-flop is set, the flip-flop drops RQ SYNC. The PL
remains set until the software issues a Debreak (DBK) or a Debreak Restore (DBR) instruction. DBK or DBR
instructions clock the PL flip-flops. This is done in such a manner that if the PL flip-flop is the highest currently
set priority level it will be cleared. Note that more than one priority level can be set at any given time and only the
highest PL flip-flop will be cleared by a DBK or DBR instruction. This is accomplished by gating the data input
to the PL flip-flops and prevents clearing the current request level if a higher level PL flip-flop is set. The state of
the PL flip-flops can be read by the software via an IOT. The complete API flow is diagramed in Figure 2-15.
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Figure 2-15 API Flow Diagram (M7176)
(Sheet 1 of 2)
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2.7.2 Software Requests

Software API requests are handled in a manner similar to hardware requests. Software requests are initiated
when the software issues the Initiate Selected Activity (ISA) IOT. This causes IOB 6-9 to be loaded into the
M?7176 API 4-7 RQ flip-flops. The output of these flip-flops is processed in a manner similar to API 0-3 RQ
hardware requests as discussed earlier. Note that software requests on levels 4-7 are of lower priority than the
hardware requests, and once set, cannot be cleared by an ISA instruction.

The ISA IOT also allows the software to directly set priority levels. This is accomplished by issuing ISA and
taking the state of IOB 10-17 [conditioned by PL EN (X) L] and direct setting the PL flip-flop. This has the effect
of locking out all lower priorities, but does not cause an API break. The lower PLs will be released when the
software executes a DBK or DBR. Note that in the case just presented grants will not be asserted on the IOB
because there is no I/O device requesting API service.

2.7.3 Test Requests and Special API Requests

For diagnostic purposes, the M7176 Automatic Priority Interrupt module contains software-controlled test
request flip-flops which are used to exercise the API circuitry. M7176 also contains circuitry for generating A PI
requests for the Real-Time Clock overflows and/or a Power Fail condition.

2.7.4 Task Accounting Clock

One additional function performed by the M7176 API module which is totally unrelated to API requests is the
Task Accounting Clock. The clock consists of a | MHz free-running oscillator which is divided by 10 to produce
10 us clock ticks. Total clock capacity of the 18-bit clock register is 2.62 seconds. The Task Accounting Clock is
read by an IOT via IOB 0-17. Following the read IOT, the clock runs continuously from zero, except when API
levels 0-3 are being processed. The disabling during the processing of these API levels is accomplsihed by mon-
itoring the condition of priority level three enable. The Task Accounting Clock is used by software for various
timing purposes and is a read-only clock. Task clock overflow is not prevented or detected; therefore, it must be
serviced no less than each 2.62 seconds of run time.

2.8 MEMORY

The XVM System can be equipped with either MF15 or ME15 memory, or both. Memory internal to the XM15
Memory Processor can be MF15 (32K) or ME15 (24K). Additional memory units can be added to the XVM
System (external to the XM 15) to produce a total memory capacity of 128K. Both memory types may be inter-
mixed in the XVM System, but cannot be intermixed within the same cabinet due to differing power require-
ments. The MF15 and ME1S5 are 18-bit, planar, 3-D, coincident-current, random-access core memories.

2.8.1 MF15 Memory

MF15 memory is available in 32K increments. The first 32K increment can be installed into the XM15 Memory
Processor box (Figure 2-16); the next two increments (64K) are placed on the rear door of the Central Processor
cabinet (Figure 2-17) for a total of 96K. MF15 memory capacity beyond 96K (to a total of 128K) requires an
additional cabinet to house the last 32K increment. Figure 2-18 shows the module complement and the MF15
logic panel slot assignments.

2.8.2 MEI15 Memory

MEI5 memory is available in 8K increments. The first three increments (24K) can be installed into the XM15
Memory Processor box (Figure 2-16); the next six 8K increments (48K) are placed on the rear door of the Central
Processor cabinet (Figure 2-17) for a total of 72K. ME15 memory capacity beyond 72K (to a total of 128K)
requires an additional cabinet to house the last seven increments (56K). Figure 2-19 shows the module com-
plement and the ME15 logic panel slot assignments.

2-30



F | E l b c B A

13 XM{5 BUS 2 EXT PROC BUS'IN
12 M7173 MEMORY PORT 2

1 M7174 IPF
10 XM15 BUS 1 EXT PROC BUS OUT
) M7173 MEMORY PORT 1

8 M7172 BUS INTERFACE comoL | Mo
7 M7175 MEMORY MANAGEMENT

6 M7176 AUTOMATIC PRIORITY INTERRUPT

5 cante | ZaBE | mezt Me21 M621
4 M966-YA | M910 M622 108 OUT

3 M622 108 OUT

2 Me21 I0B IN

! / 108 IN xhsﬂélsGﬁAMCEKNPTLSA'I:JEOSMHCI)M\%I[;\ISLESlé(l)gE

M621 AND M622 ARE IOB DRIVERS——/

H765 POWER SUPPLY

COOLING FANS

MF OR ME MEMORY
LOGIC (See figure 2-15
OR figure 2-16)

XM15 BA1IK
MOUNTING BOX

CP-1909

Figure 2-16 XM15 Assigned Module Slots (Module Side)
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Figure 2-18 MFI15 Assigned Module Slots (M odule Side)
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Figure 2-19 MEI5 Assigned Module Slots (Module Side)

2.8.3 Memory Intermixing and Address Interleaving

The XM15 Memory Processor will accommodate both MF15 and ME15 memories provided that the following
rules are observed:

1.

ME and MF memories cannot be mixed on the CPU cabinet rear door due to power supply
constraints.

Two-Way Address Interleaving

a.

Two-way address interleaving requires two like (two ME or two MF) units of memory. Inter-
leaving selection is made in the memory pairs (Figure 2-20).

Unpaired units of memory are permitted on the same XM 15 Bus only when address interleaving
is not selected in the unpaired memory.

Four-Way Address Interleaving

a.

Four-way address interleaving is accomplished in two steps. First, the M7173 Memory Port
module interchanges the LSB+1 address bit with the LSB+1 memory select bit. Then, when the
address arrives at the memories, the LSB address bit and the LSB memory unit select bit are
interchanged. Thus, for any four sequential addresses the interleaved memories will be selected
consecutively.

To obtain four-way interleaving, there must be multiples of four units of like memory on the
XM15 Bus (Figure 2-21). Only one additional pair of like memory units may be on the same
XM15 Bus, but interleaving cannot be selected in that memory pair. In this case the interleaving
occurring in the M7173 Memory Port module causes word pairs to be accessed alternately from
one memory unit and then from the other.
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Four-Way Interleaving

The memories in a dual port (two M7173 modules) XM15 may be selected in Block Mode. If
Block Mode is chosen, the memory must be divided between the two XM 15 Buses. The division
can occur at the 8K, 16K, 32K, or 64K boundary. The low block (M7173 Memory Port 1 on the
XM15 Bus) must have an equal or greater amount of memory than the high block (M7173

Memory Port 2 on the XM 15 Bus) (Figure 2-22).

and 3 above.

below).

Two- or four-way interleaving on each XM15 Bus is permitted with Block Mode, subject to 1, 2,

Two-by-two-way interleaving is not possible, except when LSB Block Mode is selected (see 5
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Figure 2-22 Four-Way Interleaving - Block Mode
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Figuse 2-23 Two-By-Two-Way Interleaving

Two-by-two-way interleaving is a combination of LSB Block Mode and four-way interleaving, how-
ever, the division of memory is not high and low block, but is a division into odd and even memory
addresses. The M7173 Memory Ports will be alternately selected for sequential addresses and the
memories on each XM 15 Bus will also be alternately selected. The mode requires that even address
units of memory be placed on M7173 Memory Port 1 on the XM15 Bus and the odd on port 2. Four-
way address interleaving must be selected (Figure 2-23).

The XM15 Bus can support eight bus loads. The total bus (ME and/or MF) load equals the sum of
the memory units and any external XM 15 Memory Processors.
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SECTION 2 - MF15 CORE MEMORY

2.9 GENERAL DESCRIPTION

The MF15 is an 18-bit, planar, 3-D, coincident current, random access core memory which is available for the
XVM System in 32K increments, up to a total of 128K. The MF15 is supplied with a cooling enclosure (for rear
door mounting), and the necessary timing, sense inhibit, and driver modules.

2.9.1 MF15 Physical Description
The MF15 core memory (32K) supplied with the XM15 Memory Processor contains the following modules
(Figures 2-16 and 2-18):

Two M8293 16K Timing modules
Two G114 Sense Inhibit modules
Two H217C (16K) Memory stacks
Two G235 X-Y Driver modules
One M930 Terminator

These modules are plugged into a logic panel adjacent to the XM 15 Memory Processor logic panel and receive
power and cooling from the XM15 mounting box.

When the XM 15 Memory Processor is expanded to 64K or 96K of memory, the additional 32K or 64K of MF15
memory is placed on the rear door of the XVM Central Processor (Figures 2-17 and 2-18). The additional MF15
memory includes an enclosure with fans at top and bottom for cooling, and one or two logic panels (depending
on the amount of memory). Each logic panel is six module slots high and nine module slots wide. MF15 modules
supplied with the added 32K (double the amount for 64K) are the same as those supplied (except for the M930)
with the XM15 (see previous paragraph). The M930 terminator is not supplied with add-on memory units. The
M930 becomes available from the MF15 contained within the XM15 mounting box. The M930 terminator is
plugged into slot AB09 (Figure 2-18) of the last 32K increment of memory, (memory 1 or memory 2 in Figure 2-
17) on the rear door mounting enclosure logic panel.

Memory expansion beyond 96K requires an additional cabinet with one or two BAIl-K mounting boxes to
house the added memory units. XM15 memory can be expanded up to 128K of MF15. MF15 memory for each
BA 11-K mounting box includes the same module complement (except for the M930 terminator) as supplied with
the XM15. Each BA11-K is also supplied with an H765 power supply to power the MF15 memory units and fans
to provide proper memory cooling.

2.9.2 MF15 Module Descriptions
A capsule description of each of the MF15 modules is as follows:

M8293 16K Timing-Hex Height by 8-1/2 Inches Wide.
The M8293 contains the control and address portion of the XM 15 Bus interface, device selection, power mon-
itor, read-write-inhibit control logic, and the memory address latches.

G114 Sense Inhibit-Hex Height by 8-1/2 Inches Wide.

The G114 contains the data portion of the XM 15 Bus interface, the data register, timing buffers, inhibit drivers,
sense amplifiers and threshold circuits.
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G235 X-Y Driver-Hex Height by 8-1/2 Inches Wide.
The G235 contains the decoders, X-Y drivers and switches, associated timing and control for the X-Y drivers,
sense strobe control, bias source generator, and current sources.

H217-C Memory
The H217-C memory stack provides core storage for 16,384 18-bit words. The H217-C is quad-height by 8-1/2
inches wide.

M930 Terminator
The M930 is a resistive terminator used to properly terminate the memory bus. Only one M930 terminator is
required.

2.9.3 MF15 Specifications
The general MF15 core memory specifications are listed in Table 2-3.

2.9.4 Functional Description

The MF15 memory is a read/write, random access, coincident current, magnetic core type with a cycle time of
1040 ns when used with a basic XM15. It is organized in a 3-D, 3-wire, planar configuration. Word length is 18
bits. The major functional units of the memory are briefly described in the following paragraphs. Figure 2-24
shows the composition and interfacing of an MF15 that consists of one stack (16K) of memory.

2.9.4.1 M8293 Timing Module - The 16K Timing module (M8293) contains the control and address portion of
the XM15 Bus interface, device selection, power monitor, read-write-inhibit control logic, and the memory
address latches.

a.  XMI15 Bus Interface — The XM15 Bus interface accepts address and control information from the
XM15 Bus. The address information is distributed to the device selector and the address latches. The
control signals are supplied to the read, write, and inhibit control logic to initiate the read or write
currents in memory. The control signals are BUS C00 and BUS COl and specifY the type of data
transfer (read, write, read /pause/write). If a byte operation is specified, MEM AOOL is examined and
specifies the appropriate byte.

b.  Device Selection - The device selection logic compares the XM 15 Bus address with a prewired jumper
configuration. If the address compares, a memory cycle is initiated on the receipt of MSYN. If the
address does not compare with the jumper address, the XM 15 Bus has addressed some other device
and no memorY cycle is initiated.

c.  Read-Write-Inhibit Control Logic - The read-write-inhibit control logic operates the timing and
control signals to turn on the read, write, and inhibit currents in memory. This is accomplished by
propagating a voltage pulse through delay lines and setting the resetting flip-flops. The logic also
provides clocking and clearing controls for the data register and controls the time at which the data
and SSYN are placed on or taken off the XM 15 Bus. In addition, a locking function is provided to
lock the address and control information into address latches for use during the memory cycle.

d.  Address Latches - The address latch logic consists of 7475 quad latches which store the address
received from the XM 15 Bus for the device selector and stack address decoding circuits. When memo-
ry is not busy, the latches are left open and the output merely follows the input. When memory is
busy, the output is latched to its previous state. This preserves the address during a memory cycle so
that the processor can process other devices without being delayed by the memory.

e.  Power Monitor and Initialize - The power monitor and initialize logic is initiated as a result of BUS
INIT or DC LO from the XM15 Bus. Both conditions indicate that further memory operations are to
be discontinued. A 2 us delay is provided to allow memory to complete the current cycle, then the
current sources are inhibited.
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Table 2-3
MF15 Memory Specifications

Type: Magnetic core, read/write, coincident current, random access
Organization: Planar, 3D, 3-wire
Capacity: 16,384 (16K) words; 18-bit
Maximum Access Time and
Cycle Time:
Bus Mode Cycle Time Access Time
READ 1,000 ns 425 ns
WRITE 1,000 ns 125 ns
READ/PAUSE/WRITE 1,100 ns N/A
X-Y Current Margins: 6% @0° C
7% @25° C
+6% @ 50° C
Voltage Requirements: +5 V 5% with less than 0.2 V ripple
+20V £ 5% with less than £5% ripple
-5V 5% with less than +5% ripple
Average Current Requirements: Stand by: +5V: 538A
-5V: 041A
+20V: 0S5 A
Memory Active: +5V: 6.1 A
-5V: 051A
+20V: 34A
Power Dissipation (Worst Case): M8293 Timing Module ~7 W
G235 X-Y Driver Module ~33 W
H217C Stack Module ~40 W
G114 Sense Inhibit Module ~40 W
Total at Maximum Repetition
Rate: ~120W
Environment:
Ambient Temperature: 0° to 50° C (32° to 122° F)
Relative Humidity: 0—90% (non-condensing)

2.9.4.2 G114 Sense Inhibit Module - The G114 Sense Inhibit module contains the data portion qf the XM15 Bus
interface, the data register, timing buffers, inhibit drivers, sense amplifiers and threshold circuit.

a.  XM15 Bus Interface — The data portion of the XM15 Bus interface consists of type 380 receivers
which apply XM 15 Bus data to the data input of the data register (information register). This register
is clocked under control of the timing signals from the 16K Timing module. Also, the XM15 Bus
interface supplies data from the data register to the XM 15 Bus via 8881 bus drivers under control of
these timing signals.
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Figure 2-24 MF15 Simplified Block Diagram

Data Register - The data register is an 18-bit flip-flop register used to store the contents of a word
after it is destructively read from memory; the same word can then be written back into memory
(restored) when in the read mode. The register is also used to accept data from the XM15 Bus lines to
accommodate the loading of incoming data into the core memory during the write or
read/pause/write cycles.

Timing Buffers - The timing buffers are used to buffer the timing signals between the timing and
control board and the G114 Sense Inhibit module.

Inhibit Drivers - Each bit mat contains a single inhibit/sense line that passes through all cores on the
mat. A bit mat is a core array of 16,384 cores associated with a particular bit position in all the words
in memory. To write a 0 into a selected bit, an inhibit current is passed through the inhibit/sense line
that cancels the write current in the Y line. The core does not switch, so it remains in the 0 state. Cores
are left in the O state at the end of the read portion of the cycle. With no inhibit current, the currents in
the X and Y lines switch the core to the 1 state during write sequences.
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Sense Amplifiers Threshold - During a read operation, the sense amplifier picks up a voltage induced
in the sense/inhibit winding when a core is switched from a 1 to a 0. This signal is detected and
amplified by the sense amplifier whose output sets a data register flip-flop to store a 1. In effect, a 1is
read when the core is switched to the 0 state. Cores which were previously set to 0 do not switch and
are not affected.

The threshold circuit provides a reference threshold voltage to the sense amplifiers. In a read oper-
ation, if the threshold voltage (17 mV) is exceeded during sense strobe time, the sense amplifier
produces an output.

2.9.4.3 G235 X-Y Driver Module - The G235 X-Y Driver module contains the decoders, X and Y drivers and
switches, associated timing and control for the X and Y drivers, sense strobe control, bias source generator, and
current sources.

Decoders - The decoders decode 14 of the 18 bits of the XM 15 Bus address. Seven of the 14 address
bits are used for X address selection and seven are used for Y address selection. Four of the seven X
bits are applied to the X switches and three to the X drivers. The same situation occurs for the Y
drivers. The four bits not sent to the decoders are used for decoding device selection and byte oper-
ation. The decoded X and Y bits ultimately specify one core out of 16,384 for each bit of an 18-bit
word.

Switches and Drivers - The switches and drivers direct the flow of current through the magnetic cores
to ensure the proper polarity for the desired function. This action is necessary because a single X
read/write line is used, a single Y read/write line is used, and the current for a write operation is
opposite in polarity to the current required for a read operation. There are separate switches and
drivers for the read and write circuits in the selection matrix.

Drivers Timing and Control - The drivers timing and control logic receives inputs from the timing
and control module and combines the timing signals to derive specific timing pulses and proper
timing relationships required by all X-Y drivers and switches as well as current sources.

Sense Strobe Control - The sense strobe control is a one-shot multivibrator whose duration can be
controlled by an external voltage input. The control determines when the sense amplifiers are
examined.

Bias Source Generator - The bias source generator is a dc, temperature-compensated, bias current
used to control the amplitude of the current from the X and Y current generators and inhibit current
sources.

Current Sources - X and Y current generators provide the current necessary to change the state of the
magnetic cores. The rise time and amplitude of the output-current waveform have been selected to
provide optimum switching of the core states and maximum signal-to-noise ratio for a wide range of
temperatures.

2.9.4.4 H217-C Memory Stack Module - The H217-C memory stack module contains the ferrite core array, X-
Y diode matrices, Sense/inhibit terminations, stack charge circuit, and a thermistor to provide termperature
compensation for the bias current.

a.

Ferrite Core Array — The core array is contained on the H217-C memory stack module and consists
of a planar array of 128 X 128 X 18 mats, or a total of 294,912 cores.

X-Y Diode Matrix - The X-Y diode matrix is used in conjunction with the drivers and switches and is
used to select one of 128 X lines and one of 128 Y lines.
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c.  Sense Inhibit Terminations - The sense inhibit terminations terminate the sense inhibit lines in order
to minimize tramsmission line reflections. This is necessary in order that the sense amplifiers can
sense core switching with minimum distortion.

d.  Stack Charge Circuit - The stack charge circuit is used to bias the X and Y drive lines to near ground
potential during read time, and to near +20 V during write time. The purpose of this is to back-bias
the diodes on the X-Y matrix to prevent loss of drive currents due to charging capacitance through
unselected diodes.

2.9.5 MF15 Memory Operations

The MF15 core memory has four basic modes of operation. The main function of the memory is to store data for
retrieval at a later time. Data is stored in memory during the write cycle or read from memory during the read
cycle. An additional mode, called the read/pause/write cycle, eliminates restore and clear operations when they
are not required, thus increasing the overall efficiency of the memory. Byte modes are used by the PDP-11
external processor, which may be part of the XVM System. The XVM Processor does not use byte addressing.

2.9.5.1 Write Cycle (WRT) - The Write Cycle is the memory cycle used by the master device to transfer data
into core memory. To ensure that proper data is stored, the XM 15 Bus data is first clocked into the data register,
then the memory location is cleared by reading the cores (thereby setting them all to 0) before writing in the new
data. During a write operation, the memory first performs the read operation to clear the cores and then per-
forms a write cycle to transfer data from the data register into the selected core location, Access time is given in
Table 2-3.

2.9.5.2 Read Cycle (RD) - The Read Cycle is a read /restore memory cycle. During this operation, the memory
reads the information from the selected core location, transfers it to the XM 15 Bus, and then writes the informa-
tion back into the memory location. This last step is necessary because the core memory is a destructive readout
device. During the first (read) part of the cycle, the memory strobes the data into a data register and then gates
the data to the XM 15 Bus. Then, during the second (write) part of the cycle, the memory restores the data back
into the addressed memory location.

2.9.5.3 Read/Pause/Write Cycle (RPW) - Because data is destroyed when reading from a particular memory
location, it must be restored. However, sometimes it is not desirable to restore the information immediately after
reading because the location is to have new data written into it. In this instance, eliminating the restore operation
decreases the memory cycle time by approximately 50 percent. The read/pause/write operation is used for this
purpose. The data is read from memory and the restore cycle is inhibited. Because no restore cycle is used, a
RPW must always include a write cycle on the same address, or data will be destroyed.

2.9.5.4 Byte Read/Pause/Write and Byte Clear/Write - The byte read/pause/write cycle is similar in function
to the (WRT) cycle (Paragraph 2.9.5.1), except that the data is transferred into core memory from the XM 15 Bus
in byte form rather than as a full word. Actually, an entire word is loaded into the selected memory location, the
selected byte is new data from the XM 15 Bus and the nonselected byte is restored data from the word previously
stored in that memory location.

During the read cycle, the nonselected byte is saved by reading it into the data register while the selected byte is
transferred into the data register from the XM 15 Bus.

For write cycles, the word is loaded into memory location from the data register. In effect, the memory is read
first and then simultaneously performs a restore cycle for the nonselected byte and a write cycle for the selected
byte.

Byte clear/write clears (zeros) the selected byte bits in the selected memory locations while performing a write
cycle.
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If the external processor selects byte addressing, then the following applies:

a.  Bit 17 of the 18-bit memory location will be cleared when the high byte (MEM ADD 0 true) is
written.

b.  Bit 16 of the location will be cleared when the low byte (MEM ADD 0 false) is written.

The high byte is MEM D15-18, the low byte is MEM D07-00. The XVM Processor cannot perform byte address-
ing, however, byte addressing is used by the PDP-11 external processor when connected to the XM 15 Memory
Processor.

2.9.6 MF15 Related Literature

Additional information on the MF15 core memory can be found in the MF15 Core Memory Maintenance Man-
ual, EK-MF15-MM-001. This manual is available from the nearest Digital Equipment Corporation Sales Office.

2-43






SECTION 3 - ME15 CORE MEMORY

2.10 GENERAL DESCRIPTION

The MEIS is an 18-bit, planar, 3-D,coincident current, random access core memory which is available for
the XVM System in 8K increments, up to a total of 128K. The MEI15 is supplied with a cooling enclosure
(included for rear door mounting only), and the necessary timing, sense inhibit, and driver modules.

2.10.1 MEI1S Physical Description
The ME1S core memory (24K) supplied with the XM 15 Memory Processor contains the following modules
(Figures 2-16 and 2-19):

Three G109 or G109-YA Memory Controls
Three G231 Memory Drivers

Three H215 (8K) Memory Stacks

One M930 Terminator

These modules are plugged into a logic panel adjacent to the XM15 Memory Processor logic panel and re-
ceive power and cooling from the XM15 mounting box.

When the XM 15 Memory Processor is expanded to 72K of memory, an additional 48K of ME15 memory is
placed on the rear door of the XVM Central Processor (Figures 2-17 and 2-19). The additional 48K of ME15
memory includes an enclosure with fans at top and bottom for cooling and two logic panels. Power is sup-
plied by H7420 additional regulators mounted in the CPU’s H7420 power supply.

Each logic panel is six module slots high and nine module slots wide. ME15 modules supplied for rear door
mounting are as follows:

Six G109 or G109-YA Memory Controls
Six G231 Memory Drivers
Six H215 (8K) Memory Stacks

The M930 terminator module is not supplied with add-on memory units. The M930 becomes available from
the ME15 memory contained within the XM15 mounting box. The M930 terminator is plugged into slot
ABO09 of memory two (Figures 2-17 and 2-18) on the rear door mounting enclosure logic panel.

Memory expansion beyond 72K requires an additional cabinet with one or two BA11-K mounting boxes to
house the added memory units. Beyond 96K, the second M7173 Memory Port module must be installed in
the XM15 Memory Processor (Figure 2-16). ME15 memory for the first additional BA11-K mounting box
(48K of MEI15) includes:

Two logic panels for the BA11-K

Six G109 or G109-YA Memory Controls
Six G231 Memory Drivers

Six H215 (8K) Memory Stacks
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The second additional BA11-K mounting (8K of ME1S5) includes:

One logic panel for the BA11-K

One G109 or G109-YA Memory Control
One G231 Memory Driver

One H215 (8K) Memory Stack

Each BA11-K mounting box is also supplied with an H765 power supply to power the ME15 memory units and
fans to provide proper memory cooling.

2.10.2 MEI1S Module Descriptions
A capsule description of each of the ME1S modules is as follows:

G109 Memory Control
Hex height by 8-1/2 inches wide. The G109 contains the control logic, inhibit drivers, sense amplifiers, and an 18-
bit data register to service one H215 Memory Stack (8K).

G231 Memory Driver
Hex height by 8-1/2 inches wide. The G231 contains address selection logic, a current generator, and X-Y
switches and drivers for one 8K H215 Memory Stack.

H215 Memory Stack
The H215 provides core storage for 8192 18-bit words. The H215 is quad height by 8-1/2 inches wide.

M930 Terminator
The M930 is a resistive terminator used to properly terminate the memory bus. Only one M930 terminator is
required for each XM15 Bus.

2.10.3 MEI1S Specifications
The general ME1S5 core memory specifications are listed in Table 2-4.

2.10.4 MEI1S Functional Description

The MEILS memory is a read/write, random access, coincident current, magnetic core type with an unopposed
cycle time of 950 ns when used with a basic XM 5. It is organized in a 3-D, 3-wire, planar configuration. Word
length is 18 bits.

The major functional units of the memory are briefly described in the following paragraphs. Figure 2-25 shows
the composition and interfacing of an ME15 that consists of one stack (8K) of memory.

2.10.4.1 G109-YA Control Module - The G109-YA Control Module contains the memory control circuits,
inhibit drivers, sense amplifiers, data register, device selector, threshold circuit, and -5 V supply.

a. Memory Control Circuits - Control circuits are provided to acknowledge the request from the
XM15 module; determine which of the three basic operations (read, write, read/ pause/write) is
to be performed; and set up the appropriate timing and control logic to execute the desired read
or write operation. The actual read or write operation is selected by the control lines (CO0 and
CO01) from the XM15. The memory control logic also transfers data to and from the XM15 Bus.

b. Inhibit Driver - Each bit mat contains a single inhibit/sense line that passes through all cores on
the mat. To write a 0 into a selected bit, an inhibit current is passed through the inhibit/sense line
that cancels the write current in the Y line. The core does not switch so it remains in the 0 state.
With no inhibit current, the currents in the X and Y lines switch the core to the 1 state.
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Table 2-4
ME15 Memory Specifications

Type: » Magnetic core, read/write, coincident current, random access
Organization: Planar, 3D, 3-wire
Maximum Capacity: 131,072 (128K), 18-bit
Bus Mode Cycle Time Access Time
READ 900 ns 400 ns
WRITE 900 ns 200 ns
READ/PAUSE/WRITE 900 ns N/A
X-Y Current Margins: 6% @0° C
+7% @25° C
+6% @ 50° C
Strobe Pulse Margins: +30ns @0° C

+40ns @25° C
+30ns @ 50° C

Voltage Requirements: +5 V £ 5% with less than 0.05 V ripple
-15 V £ 5% with less than 0.05 V ripple
Average Current Requirements: Stand by: +5V: 22A
-15V: 05A
Memory Active: +5V: 54A
-15V: 6.0A
Power Dissipation (Worst Case): G109-YA Control Module: ~60W

G231 Drive Module: ~40W
H214 Stack Module: ~20W
Total at Maximum Repetition Rate: ~140W

Ambient Temperature: 0° to 50° C(32° to 122° F)

Relative Humidity: 0—90% (non-condensing)

c.  Sense Amplifiers - During a read operation, the sense amplifier picks up a voltage induced in the
sense/inhibit winding when a core is switched from a 1 to a 0. This signal is detected and ampli-
fied by the sense amplifier whose output sets a data register flip-flop to store a 1. In effect, a 1 is
read but the core is switched to the 0 state. Cores that were previously set to 0 are not affected.

d. Data Register - The data register is an 18-bit flip-flop register used to store the contents of a
word after it is read out of the destructive memory; the same word can then be written back into
memory (restored) when in the read cycle. The data register is also used to accept data from the
XM15 Bus to accommodate the loading of incoming data into the core memory during a write
cycle.
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Figure 2-25 Module Interfacing for an 8K ME15

Device Selector ~ The device address is decoded in the device selector to determine if the memory
bank has been addressed. BUS A14 L - BUS A17 L are used for device selection. DC LO L, in-
dicating low ac line voltage to the power supply, is another input to this circuit. The memory
bank cannot be selected if this signal is asserted.

Threshold Circuit and -5 V Supply - The threshold circuit provides a reference threshold voltage
to the sense amplifiers. During a read operation, if the threshold voltage (-5.2 V) is exceeded, the
sense amplifier produces an output. The -5 V supply provides a negative voltage for the sense
amplifiers.

2.10.4.2 G231 Driver Module - The G231 Driver module contains the address selection logic, switches and
drivers, current generator, stack discharge circuit, and DC LO protection circuit.

a.

Word Address Selection Logic - The core memory receives 13 bits of the 18-bit address output
from the XM15. The address is latched and retained if this 8K memory bank is the selected de-
vice. This 13-bit portion of the address pinpoints a specific 18-bit word location. The X and Y
portion of the address is coded through selection switches and a diode matrix to enable passage of
read/write current through the selected X and Y drive lines of the memory. The coincidence of
these currents selects the specific memory location.

Switches and Drivers - The switches and drivers direct the flow of current through the magnetic
cores to ensure the proper polarity for the desired function. This action is necessary because a
single read/write line is used, and the current for a write operation is opposite in polarity to cur-
rent required for a read operation. There are separate switches and drivers for the read and write
circuits in the selection matrix,
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¢. Current Generators - X and Y current generators provide the current necessary to change the
state of the magnetic cores. The linear rise time and amplitude of the output current waveform
have been selected to provide optimum switching of the core states and maximum signal-to-noise
ratio for a wide range of temperatures.

d. Stack Discharge Circuit — The stack discharge circuit maintains the proper stack charge voltage
during operation: approximately 0 V during a read operation and approximately 14 V during a
write operation.

e. DC LO Protection Circuit - If any dc voltage is out of tolerance, DC LO L is asserted on the
XM15 Bus. It is sensed by the DC LO protection circuit, which inhibits the memory operation by
opening the -15 V line to the current source. This prevents spurious memory operation.

2.10.4.3 H215 Stack Module - The H215 Stack module contains the ferrite core array and the X-Y diode
matrices. The core array consists of 18 mats, each wired in a 128 X 64 matrix. The stack also contains the
resistor-thermistor combination to control the X-Y current generator temperature compensation.

2.10.5 MEI15 Memory Operations

The ME15 core memory has four basic modes of operation. The main function of the memory is to store
data for retrieval at a later time. Data is stored in memory during the write cycle, and retrieved or read from
memory during the read cycle. An additional mode, called the read/pause/write cycle eliminates restore and
clear operations when they are not required, thus increasing the overall efficiency of the memory. Byte modes
are used by the PDP-11 external processor which may be part of the XVM System. The XVM Processor
does not use byte addressing.

2.10.5.1 Write Cycle - The write cycle is used by the master device to transfer data into core memory. To
ensure that correct data is stored, the addressed location must first be cleared by reading the cores (thereby
switching them all to zero) before writing new data. The MEI15 first performs a read operation, clearing the
18 cores (one word) at the specified location. Then, a write operation is performed to transfer data from the
XM15 Bus to the selected cores.

2.10.5.2 Read Cycle - The read cycle is a read/restore memory cycle. During this operation the memory
reads the information from the selected core location, transfers it to the XM15 Bus, and then writes the same
information back into the same location. This last step is necessary because the core memory is a Destructive
Readout (DRO) device. During the first part of the read cycle the memory loads the data into a register. At
the same time, the memory applies the data to the bus. Then, during the second part of the read cycle, the
memory takes the data from the register and writes it back into the addressed memory location.

2.10.5.3 Read/Pause/Write Cycle - Normally when memory is read the information in the accessed location
is destroyed and must be restored. However, at times, the data read need not be restored. If modified data is
to be written into the same memory location (the old data will not be required again), the restore portion of
the read operation is unnecessary. Likewise, the clear portion of the subsequent write operation is super-
fluous because all cores at the addressed location were already switched to O when the read was executed.
The read/pause/write operation is used for this purpose. It eliminates half of both the read and write cycles
and results in an overall time reduction of about 25 percent.

2.10.5.4 Byte Read/Pause/Write and Byte Clear/Write — If the external processor selects byte addressing,
the following applies:

a. Bit 17 of the 18-bit memory location will be cleared when the high byte (MFM ADD 0 true) is
written.

b.  Bit 16 of the location will be cleared when the low byte (MEM ADD 0 false) is written.
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The high byte is MEM 15-00; the low byte is MEM 07-00. The XVM Processor cannot perform byte ad-
dressing, however, byte addressing is used by the PDP-11 external processor when connected to the XM15
Memory Processor.

2.10.6 MEI15 Related Literature

Additional information on the MEI15 core memory can be found in the MEIS5 Core Memory Maintenance
Manual, EK-ME15-MM-001. This manual is available from the nearest Digital Equipment Corporation Sales
Office.
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CHAPTER 3
CENTRAL PROCESSOR

3.1 INTRODUCTION

This chapter describes the XVM internal CPU registers. Most of these are 18 bits long; they appear in prints
KPO1 through KP18, one bit of each register per page. The exceptions are the 6-bit Instruction Register on KP31
and the 1-bit Link on KP22. The buses mentioned below are described in Paragraph 3.3. Refer to the block
diagram shown on drawing KP70.

3.2 CPU REGISTERS

3.2.1 Accumulator (AC)
This is the main data register in the CPU; most instructions reference and/or modify the Accumulator. It is
loaded from the D (SHIFT) Bus by the LD AC strobe (KP24).

3.2.2 Link (L)

Essentially a high-order extension of the AC, the Link is also strobed by LD AC. Its input circuitry (KP22) is
similar to the AC shift bus, but is more complex because of its arithmetic functions: it contains the carry from the
high order bit after a TAD, and indicates an arithmetic overflow if set after an ADD. The Link may also be
cleared, complemented, and tested by OPR instructions. It is also used by the Extended Arithmetic Element
(EAE) option.

3.2.3 Program Counter (PC)

The Program Counter contains the address in core of the next instruction to be executed by the XVM. It is
loaded from the SUM Bus by the LD PC strobes (KP24). To accommodate the various addressing modes
(Paragraph 3.6), the PC bits are broken into three groups which are strobed separately. It is possible to load bits
6-17, bits 5-17, or all bits of the PC.

3.2.4 Memory Input Register (MI)

All words read from the XM15 into the CPU first enter the MI. The LD MI strobe (see KP32) causes the
Memory Data Lines to be read into the MI. This register is made up of clocked set-reset flip-flops for speed of
operation.

3.2.5 Memory Output Register (MO)

This register holds all information going from the CPU to the Memory Data Lines. This includes all addresses, as
well as data for write cycles. The MO is loaded by LD MO from the SUM Bus. The PC may be loaded directly
into the MO by the signal JAM PC to MO (see KP23, KP24). This causes a direct set of all MO bits, then clears
all MO bits whose corresponding PC bits are 0.

3.2.6 Operand Address Register (OA)

The OA is used for temporary storage of the operand address, computed for all memory reference instructions. It
is loaded from the SUM Bus by the LD OA strobe (see KP24).

3-1



3.2.7 Instruction Register (IR)

This is a 6-bit register used to hold the 4-bit instruction code, the indirect bit, and the index bit (see KP31). It is
loaded from MI bits 0-5 by the load IR strobe (see KP31). Some of the more time-critical instruction decoding is
done directly from the MI, but most is done from the IR after it is loaded (see KP28, KP29, and KP30).

3.2.8 Index Register (XR)
This register holds a quantity which is added into the operand address of indexed instructions. It is loaded from
the SHIFT Bus by LD XR (see KP24, KP29).

3.2.9 Limit Register

This register holds a quantity which can be tested against the XR by an AXS instruction. It is loaded from the
SHIFT Bus by the LD LR strobe (see KP24, KP29).

3.3 BUS STRUCTURE
Most of the CPU internal data routine is handled by five internal buses, designated A, B, C, D (or SHIFT), and
SUM. Like the registers, these appear on prints KP01-KP18, one bit of each per page (Figure 3-1).

3.3.1 CBus
This bus carries one of seven possible signals, according to the enabling level it receives:

I. The AC (buffered, called BAC), enabled by the BAC-C signal (see KP19).

2. The DS (data switches) register, gated by DS-C (see KP19).

AC
DATA SWITCH REGISTER —#
170 BUS DATA ————————

MI¥AcC GATES TEST
SHIFT COUNTER (EAE) —# -
LR
Mo

C BUS I—.

Cc BUS
XR

A SUM

»TO MO, PC,MA

PC A Z
SL6,TTY GATES CARRY

1/0 ADDRESS ——————p|

ADDRESS SWITCHES ——» CARRY IN
OA >

v

-MI B CONTROL oL

XR GATES
ACAMI

i

D OR SHIFT

TO LINK TO AC,XR,LR
15-0279

Figure 3-1 CPU Bus Structure
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3. The I/O Bus data lines, gated by I/O BUS-C (see KP19).
4, The exclusive-OR of the MI and the AC, gated by XOR-C (see KP19).
5. The Step Counter (from the EAE, print KE03) gated by SC-C /(see KP19, KE04).
6. The MQ (from the EAE, print KEO1, KE02) gated by MQ-C (see KP19, KE04).
7. The LR, gated by LR-C (see KP19, KP29).

33.2 ABus

The A Bus is one of the inputs to the adder, and carries one of eight possible signals:

1.

The C Bus, gated onto the A bus by C-A (see KP19)

2. The complement of the C Bus, gated by -C-A (see KP19)

3. The XR, gated by the XR-A signals (see KP19). These are split into XR-A 0-2, XR-A 3-5, and XR-A
6-17 to accommodate the various address modes (Paragraph 3.6).

4. The PC, gated by the PC-A signals (see KP19). These signals, too, are divided into groups of bits to
accommodate the various address modes. The groups are 1-2, 3-4, 5, and 6-17. Bit 0 is never enabled.
The signal L BM UM-A causes the Link, the Bank Mode flip-flop, and the User Mode flip-flop to be
placed on the high-order three bits of the A Bus, and the PC on bits 3-17. This is used by the JMS and
CAL instructions to store the processor status.

5.  The AC, left-shifted six places, with TT DATA lines (from KP66) filling in the six low order bits,
gated onto the A Bus by SL6-A (see KP19). This is used during TTY hardware readin.

6. The /O ADDRESS lines, gated by I0 ADD-A (see KP19).

7. The console ADDRESS SWITCH signals (Paragraph 3.11) gated by ADDR SW-A (see KP19).

8. The OA gated by OA-A.

3.3.3 B Bus

This bus is the second input to the adder and carries one of four signals, depending on the enabling level received:

L.

The MI, gated by the MI-B signals (see KP47). To allow for the various addressing modes, the MI-B
signal is split to allow gating of groups of bits, as follows: 0-2, 3-4, 5, 6-8, and 9-17.

2. The MI complemented, gated by the -MI-B signals (see KP19). These are split into -MI-B 0-8 and -
MI-B 9-17.
3. The XR, gated by the XR-B signals (see KP19). These are split into XR-B 0-2, 3-5, and 6-17.
4. The logical AND of the MI and the AC (buffered), gated by AND-B (see KP19).
3.3.4 Sum Bus

The Sum Bus is the output of the 18-bit adder. It carries the sum of the A Bus and the B Bus, plus I, if the low
order CARRY INSERT of the adder is high. Often, only one of the buses will have an enable signal, the other
bus being 0.
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3.3.5 Shift Bus (D Bus)

Although the Shift Bus is used as input to the XR and LR, as well as the AC, its primary purpose is to implement
the various AC rotates and shifts. This is done by gating various shifted positions of the AC onto the bus, then
strobing the bus back into the AC. The Link input circuitry contains gating corresponding to the Shift Bus
gating. The eight Shift Bus signals and their enabling levels are as follows:

1. Sum Bus unshifted, gated by NO SHIFT-D (see KP19). This is used for all unshifted transfers into the
XR, LR, and AC.

2. AC with halves swapped (bits 0-8 swapped with bits 9-17) gated by SW-D (see KP19).
3. Sum Bus, rotated 1 left (including Link), gated by RAL-D (see KP19).

4. Sum Bus, rotated 1 right (including Link), gated by RAR-D (see KP19).

5. Sum Bus, rotated 2 left (including Link), gated by RTL-D (see KP19).

6.  Sum Bus, rotated 2 right (including Link), gated by RTR-D (see KP19).

7. Sum Bus, shifted 1 left, with ACO00 entering Link and MQOO entering AC17, gated by DIVSHIFT-D
(see EAE).

8. Sum Bus, shifted 1 right, with Link entering AC00, gated by MULSHIFT-D (see EAE).

3.4 DATA MANIPULATION HARDWARE

The bus structure described in Paragraph 3.3 not only transports data, but performs the logical AND, XOR, and
complement operations and all shifts. The adder performs the addition of the A and B Bus. Normally, this is a
simple binary add, compatible with 2’s complement representation for negative numbers, with the high order
carry placed in the link. The adder is also used for all incrementing, by forcing a low order carry insert (see
KP48). One’s complement add uses the same adder circuits, but any high order carry must be reinserted at the
low end, and the adder must be allowed to settle a second time. The link is used to indicate an arithmetic
overflow, in which both operands are of the same sign and the result has the opposite sign (see KP22),

Internally, the adder uses a conditional sum technique for speed. The 18-bit adder is divided into three groups of
six bits each. Within each group, the addition is performed by two separate 6-bit adders. One adder assumes a
carry in, and the other assumes no carry in. The low order adder requires about 48 ns to settle, but the second and
third groups can operate much faster; when they receive the carry they gate the proper sum, already calculated, to
the output. Thus, total adder settling time is 82 ns.

Comparison and testing of data is handled in several ways. A high-order carry from the adder, while
incrementing, indicates that the ISZ skip should be taken (see KP23). The zero tests for SAD and OPR are
performed by a C Bus zero test circuit (see KP33). The test portion of the AXS instruction is carried out by
subtracting the LR from the XR (add, with LR complemented and carry insert high) and skipping if the result is
positive (see KP29).

3.5 CONTROL STATE GENERATION

At any given time, the CPU may be in one of five major states: Fetch, Defer, Execute, Increment, or EAE. From
one to four of these states are used in the execution of an instruction; the exact number and sequence depends
upon the instruction type. (See Paragraphs 3.8, 3.9 and 3.10 for more information on this subject).

Each major state is made up of three 250-ns time states, designated TSO1, TS02, and TSO03. The only exception to
this occurs during the Execute state of the ADD (1’s complement) instruction. In this single instance, an extra
time state (designated TS02A) is inserted between time states TS02 and TS803, thus stretching the Execute cycle to
1000 ns. This allows extra time to perform the end-around carry as described in Paragraph 3.4.
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Each of the 260-ns time states is further divided into four 65-ns phases, numbered 0-3. Each phase corresponds
to a complete cycle of a 65-ns pulse generator called the high-speed clock.

The circuitry to produce the major states is shown in KP20; the state, phase, and clock logic are shown in KP21;
a general timing diagram appears in KP79. Each major state, time state, and phase is represented by a flip-flop;
only one flip-flop in each of the three groups is set at once. The phase is changed by the falling edge of the HS
CLOCK; the time state changes on the phase 3-phase 0 transition; the major state changes on the time state TS03
time state TSO1 transition. A 30-ns pulse called CLOCK is generated during the last half of every phase 3. This is
used to generate most of the register load strobes.

Because the XM15 Memory Processor has its own internal timing mechanisms, and the I/O Processor has
priority over Central Processor requests, some provision is needed to stop the control state progression while
awaiting completion of XM15 service. This is accomplished by means of the STOP CLK signal (see KP21) which
holds the high-speed clock in the high condition. As soon as this line is released, normal cycling resumes. In this
way the processor can be held in time state TS03, phase 3, to await RD RST during memory read cycles, and the
time state TS02, phase 3, to await ADR ACK during memory writes. Other signals inhibit processor state
changes by freezing the enabling levels on the flip-flops. These are described in later paragraphs, along with their
uses.

3.6 ADDRESSING -

3.6.1 Page Mode

The address portion of an XVM instruction is 12 bits long, sufficient to directly address only 4K of the com-
puter’s possible 128K of core memory. The address, therefore, refers to a word in the 4K memory page in which
the program is currently running; PC bits 1-5 are appended to MI bits 6-17 to form the address sent out on the
MO. Bit 0 is not needed (Figure 3-2).

ENTER FETCH
INSTRUCTION IN MI

NOT INDEXED
(BIT 5=0) DIRECT (BIT 4=0) | INDIRECT (BIT 4=1)

INDEXED S —

- - BIT 5=1 PC1-5,M0 6-17 TO OA,
PC1-5,MI 6-17 ( ) READ INDIRECT WORD
TO OA,MO INTO MI
NOT AUTO ¢
. - AUTO
Pcle,’?'“g,l_?-,” NOT NOT INDEXED |INDEXED
TO OA.MO INDEXED INDEXED NOT G MODE|G MODE ENTER INCREMENT STATE
L NOT G MODE | G MODE REWRITE INDIRECT WORD
WITH MI O-17+1
ENTER DEFER ENTER DEFER
PC1,2,MI 3-17 MI O-17+XR 0-17 NOT INDEXED | INDEXED
TO OA,MO TO OA,MO (BIT 5=0)  (BIT 5=1)
ENTER DEFER ENTER DEFER ENTER DEFER
MI 0-17 MI O-17+1 MI O-17+1+XR O-17
TO OA,MO TO OA,MO TO OA,MO
ENTER DEFER
PC1,2,MI 3-17
+XR 0-17
TO OA,MO

A A A ‘ A

CP-1907

Figure 3-2 Page Mode Address Formation
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If the instruction is indirect, the address is formed as above, and a deferred address word is obtained from the
location referenced. Bits 0, 1, and 2 of this word are reserved for processor status bits (Link, Bank Mode, User
Mode); except during G Mode (Paragraph 3.6.3) they are deposited by JMS or CAL and used later to restore the
CPU to its previous status. Thus, only 15 bits of the deferred word may be used as a final address. PC bits 1-2 are
appended to MI bits 3-17 in this case.

If the instruction is to be indexed, the XR is added to the final operand address. In this way, the programmer can

‘reference an address outside the 32K bank in which his program is running. Since the MI bits use part of the B
Bus, and the PC bits use part of the A Bus, the XR must be split between the two to add properly. For direct
addressing the A Bus carries PC 1-5 and XR 6~17, while the B Bus carries XR 0-5 and MI 6-17. For indirect
addressing the A Bus holds PC 1-2 and XR 3-17, and B carries XR 0-2 and MI 3-17.

3.6.2 Bank Mode

For compatibility with PDP-9 programs, the processor may be put into Bank Mode (Figure 3-3). This eliminates
all indexing, and thus the possibility of addressing outside the current 32K; except when G Mode is selected
(Paragraph 3.6.3). Bit 5 is used as part of the instruction address field, expanding direct addressing capabilities to
8K. PC bits 1-4 are now used, along with MI bits 5-17. Deferred addresses are handled in the same way as in
Page Mode.

During jumps, the final address, formed as described, is placed in the PC. During normal program
incrementation and skips, however, only PC bits 6-17 (5-17 in Bank Mode) are altered. This causes the program
to wrap-around within its own 4K or 8K, when an attempt is made to cross the boundary without a jump.

3.6.3 G Mode

During G Mode addressing, the indirect address is obtained from the MI bits 00-17 (up to 256K) and then may
be modified by the XM 15 logic. The XM 15 modifies the address by truncating one or two of the MSB address
bits. The CPU always performs 18 bit defers in G Modes 1, 2, or 3. The address width selection for G Mode is as
follows:

0 Pass 18 bits of address through the M7175 module (normal mode). CPU does 15 bit defers.

1 Pass the lower 16 bits of address through the M7175 module.

ENTER FETCH
INSTRUCTION IN MI

DIRECT (BIT 4=0) l INDIRECT (BIT 4=1)
- - PC 1-4,MI 5-17 TO OA,MO
PC1-4.MI 5-17 READ INDIRECT WORD
TO OA,MO INTO MI
NOT AUTO NOT AUTO
G MODE NOT G MODE
l ‘ AUTO
ENTER DEFER ENTER DEFER ENTER INCREMENT STATE
MI O-17 PC 1-2,MI 3-17 REWRITE INDIRECT WORD
TO OA,MO TO OA,MO WITH MI O-17+1
ENTER DEFER
MI O-17+1
TO OA,MO
| ] ]

CP-1908

Figure 3-3 Bank Mode (PDP-9) Address Formation
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2 Pass 18 bits of addrsss through the M7175 module. CPU does 18 bit defers.
3 Pass the lower 17 bits of address through the M7175 module.

NOTE
In G Mode 1, 2, or 3, PC 0-2 will be stored during a JMS
rather than L, BM, or UM bits. G1 and GO of the MM
register are used to select the mode.

3.7 MEMORY READ AND WRITE
The following paragraphs describe how a memory read or write cycle relates to CPU states. The operation of the
XM1S5 is described in Chapter 2.

Refer to Table 3-1. Time state TSO1 is used for address calculation. The information is placed on the A and B
Buses, goes through the adder, and is strobed into the MO by the CLOCK signal at the end of TSO1. The XM15
is then started to read from or write into this address.

On a read cycle, normal CPU operation continues until phase 3 of time state TSO03 is reached. If the XM15 has
not yet returned the RD RST signal, the processor stops its clock at this point and waits, When RD RST arrives,
the data from XM15 is available on the MDL; it is strobed into the MI and the clock cycles are resumed.

On a write cycle, time state TS02 is used to gate the data to be written through the adder and onto the SUM Bus.
The clock is stopped (if necessary) at TS02, phase 3 to await ADR ACK from memory. At this point, the data is
strobed into the MO, replacing the address, and MRLS is sent to the memory, allowing it to complete the write.
The normal clock cycles are resumed.

3.7.1 Processor Memory Switch .

The switch (K P26) establishes the priority between the CPU and the IPU. The IPU is given the higher priority to
minimize latency and prevent data loss to devices on the I/O Bus. The switch also provides the synchronizers
necessary for switching between the IPU and CPU. Deskewing is provided by the port switch such that the
address is put on the memory data lines 50 to 60 ns before memory request, and data is put on the lines 50 to 60
ns before memory release. The port switch also contains the drivers that send control signals to memory.

The memory interface control (KP32), which is an integral part of the port switch, generates the CPU control
signals for memory and control signals for the CPU. The first stage of CPU synchronization CP MEM REQ
HOLD is also shown on KP32.

When the CP is running and the IPU is inactive, the MPX flip-flop is set. As long as MPX is set, I/O ACT cannot
be set, and CP ACT may be set. Each time the CP needs memory, the CP MEM REQ HOLD flip-flop is set. This
occurs during TS0l PHASE 2. CP ACT is set during TS02 PHASE 0. Each event in the sequence is typically
separated by one HS CLOCK or 65 ns. The HS CLOCK is used to provide the necessary deskewing of address
and request. If, however, the IPU needs memory, it raises a sync (DCH SYNC or CLK SYNC) which will cause
MPX to be reset. MPX (0) inhibits CP ACT from being set again. When the CP completes its present memory
cycle, it is then prevented from asking for memory again until the IPU completes its use of memory. MPX is reset
before the IPU is ready to use memory to provide a minimum wait when it is finally ready. When it is ready, I/O
MREQ is set, then I/O ACT, and then MREQ. The IPU also uses the high-speed clock of the CPU to provide
deskewing between address and request.

The control signals to memory have their drivers shown on print KP26. Each control signal may be produced by

either the CPU or the IPU. The control signals are MREQ, MRLS, DATA ACK, MRD, and MWR. Read cycle
and write cycle flowcharts are shown in Figures 3-4 and 3-5.
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Table 3-1
CPU/XM15 Interaction

Time State Phase Read Cycle Write Cycle
0 PC 1--5—-> A BUS PC 1-5-> A BUS
MEM IN 6-17 - B BUS MEM IN 6-17 - B BUS
1 START READ, MRD
TSO01 2 1 - CP MEM REQ HOLD START WRITE, MWR
M 1 - CP MEM REQ HOLD
A 3 1->CP ACT 1->CP ACT
j LD MO, OA LD MO, OA
o MO - MDL MO - MDL
R 0 MREQ M REQ
AC~ C BUS
5 1
T 2
A TS02 3 ADR ACK (Occurs sometime after STOP CLK (Wait for ADR ACK)
T M REQ determined by ADR ACK
E XM15)
0—~M REQ LD MO (Change MO from
S address to data)
0> CP MEM REQ HOLD 0~ HOLD MO
0->HOLD MO 1->CP MRLS
0-> MO~ MDL MRLS
0
1
2 MRLS ACK
0-> CP MRLS, MRLS
0->CP ACT
0-MO ~MDL
TS03 1 ->HOLD MO
3 STOP CLK (Wait for RD RST)
RD RST
LDMEMIN
END OF CP CYCLE
0-CP ACT
1 - HOLD MO
1 - CP MRLS
MRLS, DATA ACK
0 MRLS ACK
0— CP MRLS, MRLS, DATA ACK
1
TS01 5
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L START READ ] I TSO1 PHASE 2 J

EN CP MEM REQ I
—»( )¢—I HS CLOCK
I MRD J HOLD

I CP MEM REQ HOLD I

| |
CP ACT
{
I ADDR—MDL I %:
e ]

0->HOLD MO
0- CP MEM REQ HOLD

>

PHASE 3 AND
NO RD RST

LD mI
0-CPACT,
MRLS, DATA ACK

MRLS ACK

AND l
FUNCTION I 0-CPMRLS, DATA ACK ]

SEE KP26 AND 32

18-0277

Figure 3-4 Central Processor Read Cycle

As previously explained, MRD and/or MWR, as well as the address, must be on the memory bus 50 to 60 ns
before MREQ. On print KP32, Memory Interface Control, the CPU generates START READ and START
WRITE. START READ is generated anytime the CPU needs to read information from memory. This will occur
no later than the end of TS0l PHASE 2. It may occur as early as TSO1 PHASE 0. START WRITE is generated
by the CPU anytime a write into memory is to be performed. The CPU will never raise MREQ with both START
READ and START WRITE, since the CPU is not capable of performing read/pause/write cycles.

For CP cycles, after MREQ is issued, the XM15 replies with ADR ACK. ADR ACK is issued to remove the
address from the MDL and to clear MREQ. In the case of write cycles, it is used to produce MRLS at the TS02
PHASE 3 time. On read cycles, the next response from XM15 is RD RST. This signifies that data is present on
the MDLs. The CP cannot use the data until TS03 PHASE 3, so the data is not loaded into the MI register until
that time. At the same time that data is loaded into the MI, END OF CP CYCLE, MRLS, and DATA ACK are
issued, signifying that the CP has completed its use of memory.



L TS01 PHASE 2 ]

l START WRITE J LEN CP MEM REQ HOLD HS CLOCK

r MWR I l CP MEM REQ HOLD 1

[ ADDR-MDL H CP ACT

_.é AND L MREQ ]
FUNCTION

TS02®
PHASE 3@
NO ADR ACK

NO

YES

0- MREQ

0 HOLD MO

- CP MEM REQ HOLD
MO-MDL

MRLS

L MRLS ACK ]

0-MRLS
0-CP ACT

‘ 15-0278
SEE KP26 AND 32

Figure 3-5 Central Processor Write Cycle

For I/0 cycles, control signals from the XM15 are gated with I/O ACT to determine that they are meant for the
IPU. The chain of events is similar to that of the CP, with one exception. The CP issues DATA ACK and MRLS
simultaneously. The IPU issues DATA ACK first to remove memory data from the lines. Then, when the IPU
has placed data on the lines to be written into memory, it issues MRLS.

3.8 INSTRUCTION FETCH

Although every instruction begins execution in the Fetch state, this is not the state in which the instruction is
fetched from memory. The instruction has already been fetched during the final state (Execute, Fetch, or Defer)
of the previous instruction. The Fetch state is entered with the instruction word already in the MI, and with the
PC already incremented and pointing to the following instruction.
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To accomplish this, the following procedure takes place during the final major state of each instruction. In time
state TSO1, the address of the instruction to be fetched is sent to the MO. Normally, this is done by the JAM PC
TO MO signal (see Paragraph 3.2.5, Memory Output Register). If, however, the SKIP flip-flop (see KP23) is set
at this time, or the SAD or OPR SKP signals are high (see KP23), the PC is incremented by sending it through
the adder with a Carry Insert (see KP48) and strobed into the MO and PC. A memory read cycle is started, as
above, and the new instruction is loaded into the MI at the end of the state. (See Instruction Prefetch sequence in
Paragraphs 2.2 and 2.5.)

Meanwhile, during the time state TS03, the PC is incremented by gating it to the adder, causing a Carry Insert,
and strobing the Sum Bus back into the PC. To provide the wrap-around mentioned in Paragraph 3.6.2, only PC
bits 6-17 (5-17 in Bank Mode) are strobed. This increment occurs regardless of whether a skip was taken in time
state TSO1.

3.9 INSTRUCTION OPERATION DETAILS

Paragraphs 3.2 through 3.8 describe the data handling structures and basic operation necessary to implement the
XVM instructions. The following paragraphs describe the sequence in which these operations occur for each
instruction. Detailed information is provided in Tables 3-2 and 3-3. Supplementary explanations are included in
the text.

All descriptions in this paragraph assume direct (non-deferred) addressing and Page Mode. Indirect and auto-
incrementing address modes are described in Paragraph 3.10. For Bank (or PDP-9) Mode, convert all references
in the text, from PC 1-5, MI 6-17 to PC 1-4, MI 5-17; remember that no indexing is possible.

All statements of the form “PC TO OA, MO” mean that the PC is enabled to the bus structure during the entire
time state, and the output of the adder is strobed into the OA and MO at CLOCK time (end of phase 3). All
incrementing uses the adder with a carry inserted (Paragraph 3.4).

3.9.1 Read Group (LAC, ADD, TAD, and XOR)

These instructions use a Fetch state, in which the operand is brought into the MI, and an Execute state, in which
the next instruction is fetched. During time state TS02 of Execute, the data is sent through the adder, operated on
appropriately (Paragraph 3.4), and strobed into the AC. As noted in Paragraph 3.4, ADD requires an extra time
state (TS02A) to complete its end-around-carry.

3.9.2 DAC and DZM
These instructions consist of a Fetch state, in which the AC or 0 is written into memory, and an Execute state, in
which the next instruction is fetched.

393 JMP
JMP uses only the Fetch state. During time state TSO1, the address is formed and strobed into the PC; at the
same time, it is sent to the MO and is used as the address for an instruction fetch.

3.9.4 JMS and CAL

These instructions begin with a Fetch state, in which the Link, Bank Mode, User Mode, and PC bits 3-17 are
written into memory. However, if G Mode is in effect, Link, Bank Mode and User Mode are not stored and
PC00-17 will be written into memory. For the JMS, the address is formed in the usual way from PC 1-5 and M1
6-17, and sent to the OA and MO. For CAL, however, a constant address of 20 must be generated. This is done
by enabling the -C-A for bit 13 only, and strobing the OA and MO.

An execute state follows in which the OA + 1 is loaded into the MO and PC, and an instruction fetch is carried
out from this location.
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Table 3-2
Instruction Operation

Instruc-

tion

Fetch

Execute

TS01

TS02

TS03

TS01

TS02

TSO03

LAC

ADD

TAD

EOR

DAC

DZM

JMP

IMS

PC1-5,MI 6-17
(+XR if indexed)
to OA, MO.

Start Read.

PC1-5,MI 6-17,
(+XR if indexed)
to OA, MO.

Start Read.

PC1-5,Ml 6-17
(+XR if indexed)
to OA, MO.

Start Read.

PC1-5,MI6-17
(+XR if indexed)
to OA, MO.

Start Read.

PC1-5,MI6-17
(+XR if indexed)
to OA, MO.
Start Read.

PC 1-5,MI 6-17
(+XR if indexed)
to OA, MO.
Start Write.

PC 1-5,MI 6-17
(+XR if indexed)
to OA, MO.
Start Write.

PC1-5,MI6-17
(+XR if indexed)
to OA, MO, PC.
Start Read.

PC 1-5,MI 617
(+XR if indexed)
to OA, MO.
Start Write.

AC to MO

0to MO

L,.BM,UM PC 3—17
to MO.

If G Mode,

PC 0-17 to MO

PC+1toPC

PC JAM to MO.
Start Read.

PC JAM to MO.
Start Read.

PC JAM to MO.
Start Read.

PC JAM to MO.
Start Read.

PC JAM to MO.
Start Read.

PC JAM to MO.

PC JAM to MO.

OA + 1 to MO, PC
Start Read.

MI to AC

MI+ AC to AC
TS02A: AC end
around carry to
AC

MI+ AC to AC

MI A AC to AC

MI ¥ AC to AC

PC+1toPC

PC+1toPC

PC+1toPC

PC+1toPC

PC+1toPC

PC+1toPC

PC+1 toPC

PC+1toPC
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Table 3-2 (Cont)
Instruction Operation

Instruc- Fetch Execute
tion TSO1 TS02 TS03 TSO1 TS02 TS03
CAL 20 to OA, MO L,BM,UM,PC 3—-17 OA +1 to MO, PC PC+1toPC

Start Write. to MO. Start Read.

SAD PC1-5,MI16-17 MI XOR AC to C BUS. PC+1toPC
(+XR if indexed) C=0: JAM PC to MO
to MO, OA C#0:PC+1toMO,
Start Read. PC.

Start Read.
OPR OPR SKIP: PC + 1 to (CLR LINK) PC+1toPC
MO, PC Operate on AC, 1
OPR SKIP: PC JAM
to MO
Start Read.
(CLR AC)

LAW PC JAM to MO MI to AC PC+1toPC
Start Read.

10T IOT Request Stop Run SKIP: PC + 1 to MO,

0to ACifMI14=1 Start Run on IOT PC
No memory cycle. SKIP: PC JAM to
MO
Start Read.
XG No memory cycle. Transfer, ADD to If AXS, TEST SKIP: PC + 1 to MO,
AC, LR, XR XR = LR: 1 = SKIP PC
or IXIP-
XR <LR: 0 >skip| K" ;%JAM to
Start Read.

Pl 0to IR (CAL) L,BM,UMPC 3-17 OA +1 to MO,PC
1/0 Address (=0) to MO Start Read.
to OA, MO
Start Write.

API 1 to IR0O (XCT) Execute operand as
1/0 Address to OA, instruction
MO
Start Read.

395 ISZ

The ISZ instruction uses three major states: Fetch, Increment, and Execute (Table 3-3). The Fetch cycle reads an
operand in the usual manner. The Increment cycle adds 1 and rewrites the word in memory (read/pause/write is
not used). While the operand is being incremented (in time state TS02), the high-order carry output is checked,
and if a carry occurs the SKIP flip-flop (KP23) is set. This implements the skip-on-zero. The Execute state is an
instruction fetch, using the PC or the PC + 1, according to the state of SKIP.
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Table 3-3
ISZ Instruction Operation

Major State Time State Operation
Fetch TS01 PC1-5MI6-17
(+XR if indexed) to
MO, OA
Start Read.
TS02
TS03
Increment TSO1 OA to MO
Start Write
TS02 MI + 1 to MO
If carry out, set SKIP
TS03
Execute TSO01 SKIP: PC JAM to MO
SKIP: PC+1 toMO,PC
Start Read.
TS02
TS03

3.9.6 SAD

The Fetch cycle of SAD brings in an operand. This is followed by an Execute cycle in which the comparison,
skipping, and instruction fetch are carried out. During time state TSO1 of Execute, the XOR of the AC and the
MI (operand) is gated onto the C Bus. If the C = 0 circuitry (see KP33) shows a perfect match, PC JAM to MO is
used and the instruction Fetch occurs with no skip. If C # 0, the PC is incremented before the Fetch. This
incrementation is set up using the A Bus, so it does not interfere with the comparison on the C Bus.

397 XCT

This instruction goes through a Fetch state, getting an operand in the usual manner, and then enters the Fetch
state a second time. The operand, now in the MI, is treated exactly as if it had been encountered in normal
program flow as an instruction that was fetched into the MI by a previous instruction. All of the instruction
states will occur, and the PC will be incremented or altered as usual (Table 3-4).

3.9.8 OPR

This instruction group uses a single Fetch state for its execution. In time state TSOI, the OPR SKIP logic (see
KP23) determines whether a skip will take place, and the Fetch for the next instruction is inititated. The actual
operation on the Link and A C takes place in TS02, by setting up the appropriate buses and strobing the output
into the Link and AC. The only exceptions to this are the clear operations which take place during TSO1;
CLOCK, for the AC; and TS02, phase 1, for the Link.
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Table 3-4
XCT Instruction Operation

Major State Time State Operation
Fetch TS01 PC 1-5,MI 6—-17
(+XR if indexed) to MO, OA.
Start Read
TS02
TS03
Fetch TS01 Execute operand as instruction
TS02
TS03

399 LAW
LAW consists of a single Fetch state, used to fetch the following instruction. During TS02, the LAW instruction
(still in the MI) is loaded into the AC.

3.9.10 10T

The IOT begins with a Fetch state, in which no memory cycle occurs. IOT REQUEST is raised, activating the
I/O Processor (Chapter 4). If bit 14 of the MI is set, the AC is cleared at Clock H time of TSO1. The Fetch state
continues until, at the end of TS03, phase 2, the RUN flip-flop (KP21) is dropped, stopping all CPU phase
transitions. By this mechanism, the CPU waits for the IOT DONE signal (see KP55) which sets RUN. The 1/O
Processor, in the meantime, may have strobed the I/O Bus data lines into the AC, and may have set the SKIP
flip-flop. An Execute state follows Fetch, and the next instruction is brought in, controlled by SKIP.

3.9.11 Index Group (XG)
These instructions consist of a Fetch state, with no memory operation, followed by a standard Execute state
instruction fetch.

In time state TSO2 of Fetch, the transfer (PAX, PAL, PXA, PXL, PLA, PLX); clear (CLX, CLR); or add (AXR,
ACC, AXS) takes place. The add gates the AC or XR onto the A Bus, and MI 9-17 onto the B Bus. If MI bit 9 is
a 1, the number is negative and bits 0-8 must be filled with the 1s for proper addition. This is done by activating
both MI-B 0-8 and -MI-B 0-8 simultaneously, during the addition (see KP19).

Time state TS03 of Fetch is used only by the AXS, for comparing the XR to the LR. The XR is gated onto the B
Bus; the 2’s complement negative of the LR is added to it by gating the LR to the C Bus, -C to the A, and raising
carry in. The high order carry output, along with the XR and LR signs, indicates whether SKIP should be set (see
KP29). Like signs with a carry, or opposite signs with no carry, indicate that XR > LR and a SKIP is called for.
Skip, of course, takes effect in the following Execute state.

3.9.12 Interrupts (API and PI)
While API and PI are not proper instructions, they behave in very much the same manner once they are recog-
nized. The recognition sequence is described in Paragraph 2.7 for API and Paragraph 4.9 for PI.
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Whenever the INT ACK + ST signal is asserted and the CPU enters an instruction Fetch cycle, the interrupt
begins. An instruction fetch is allowed to take place, but since the instruction will not be used at this time, the PC
increment is disabled (KP24). Upon entering the Fetch state, the interrupt takes full precedence over the instruc-
tion in the ML

If the interrupt is a PI, the 00 code (CAL) is forced into the IR. From this point, execution is identical to a CAL,
except that the I/O Address Lines are used to provide the operand address, instead of the constant 20. These lines
will always give a 0 on PI requests. Thus, the L, BM UM and PC 3-17 are stored in location 0 and the next
instruction is fetched from location 1.

The API forces an XCT code (40) into the IR, and proceeds as an XCT would, except that the address of the
operand is read from the I/O Address Lines instead of the MI. The device requesting the API must, when
acknowledged, place the appropriate interrupt address on these lines. Thus, some instruction (in an address
peculiar to the device) is executed. This will usually be a JMS to the interrupt handler,

3.10 DEFER AND AUTO-INCREMENT

If bit 4 of any memory reference instruction is set, that instruction is to use deferred (or indirect) addressing.
Instead of the usual Fetch state, the instruction begins with Fetch and Defer states, as shown in Table 3-5. The
Fetch state is always a memory read, which brings in the pointer or indirect address word. The Defer state is
almost identical to the Fetch state of the same instruction in nondeferred mode; it brings in or writes out the
operand, just as Fetch would have. The only difference is that MI 3-17 are used instead of MI 5-17. In the Defer
state, indexing occurs after the indirect addressed word is obtained. The remaining states of the instruction
proceed as though in nondeferred mode.

Table 3-5
Deferred Addressing Operation

Major State Time State Operation
Fetch TS01 PC 1-5,MI 6—-17 to OA, MO
Start Read
TS02
TS03
Defer* TSO01 PC 1-2,MI 3—-17

(+XR if indexed) to OA, MO
Start Read or Write

TS02 Identical to operation
specified for non-Defer,
Fetch, TS02.

TS03 Identical to operation
specified for non-Defer,
Fetch, TS03,

*See Figures 3-2 and 3-3 for effects of G Mode.



If a deferred instruction has an address of 10-17;, regardless of the PC contents, the instruction is to use Auto-
Increment mode addressing (Table 3-6). The contents of the addressed word (absolute 000010-000017) are first
incremented and then used as a deferred address. This is accomplished by replacing the normal Fetch state with
the Fetch, Increment, Defer sequence shown in the table. This sequence is caused by the circuitry on KP33 which
sets the AUTO flip-flop during TSO1. The Fetch state is used to read the indirect word from memory. Use of
locations 10-17 on the lowest core page is assured by gating only MO 6-17 to the MDL. In the Increment state,
the pointer is incremented and rewritten. In the Defer state, the original pointer, plus one, is used as the address
and the operand is either read or written into, as it would be in the Fetch state of a normal mode instruction.

CAL can be deferred, but not auto-incremented. In deferred mode, the contents of location 20 are used as the
final address. Operation is identical to that shown in Table 3-5, except that an address of 20 is forced in TSO1 of
Fetch. In a JMP deferred or auto, the Defer state is the final state of the instruction, and thus fetches not an
operand, but the next instruction. In TSO1 of Defer, the final address is strobed into the PC as well as the OA and
MO.

ISZ auto uses the Increment state twice; the major state sequence is Fetch, Increment, Defer, Increment, Execute.
The first increment is for rewriting the address pointer, while the second is for the normal increment of the
operand. The skip-on-zero circuit can only set SKIP during the second Increment state, while AUTO is zero.

Table 3-6
Auto-Increment Operation
Major State Time State Operation
Fetch TS01 PC 1-5, MI 6—-17 to OA, MO
1 > AUTO
Start Read
(MO 6—17 to MDL)
TS02
TS03
Increment TS01 OA to MO
Start Write
(MO 6—17 to MDL)
TS02 MI + 1 to MO
TS03
Defer TSO01 MI 0-17 + 1
(+XR if indexed) to OA, MO
Start Read or Write
TS02 Identical to non-Defer,
Fetch, TS02
TS03 Identical to non-Defer,
Fetch, TS03
0 - AUTO
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All 18 bits of the auto-increment register are used as an address. This provides another method of addressing
more than 32K of core memory.

3.11 CONSOLE OPERATION

3.11.1 Console Cable Multiplexer

Only two 18-conductor flexprint cables are used between the CPU and the console. These are multiplexed six
ways by a free-running 36 kHz clock and a modulo -6 counter (see KP45, KP46). Three lines of the cable carry
the state identification (console zero = high order), and 24 lines comprise the I Bus, which carries information to
or from the console, depending on the console state. The I Bus assignments and timing are shown in KP72,

During console states 0, 1, and 2, various internal CPU signals are placed on the I Bus, and three different sets of
console lights are sequentially enabled to display this information. Each light, when on, is only enabled for one
sixth of each 333 us console cycle, but brightness is maintained by using 15 volts instead of the normal 10 volts to
drive the lamps. Console states 0 and 2 display permanently assigned CPU signals; state 1 displays one of 24
registers, as selected by the rotary switch on the console. (See Appendix D for indicator bit assignments.)

Console states 3, 4, and 5 are used to read the status of the various console switches into the CPU. In general,
these are read into active registers so that they can be referenced by the CPU at anytime. The rotary switch status
register is shown in KP44. The various key functions are stored in the flip-flops shown in KP45 and KP46. The
data switch register appears with the main CPU registers in KPOl through KP18. The address switches are not
stored in a register; whenever the CPU references these switches it must wait for console state 4 (CF pulse).

3.11.2 Key Functions
The control flow of the various console key functions (start, continue, execute, examine, and deposit) is shown in
KP73. This paragraph provides additional explanation. Most of the associated logic appears in KP34.

The Stop switch causes the RUN flip-flop (see KP21) to drop as soon as the CPU enters phase 3, time state TS03,
of the final major state of an instruction (Set Fetch is high). The CPU is effectively frozen at the end of an
instruction, with the next instruction in the MI, but with the PC not yet incremented. &

Once the CPU is stopped, deposits and examines may be performed. These start RUN, go through a forced
Fetch state, in which a memory word is read or written, then drop RUN again, under control of the STOP TS
RUN flip-flop (see KP34). Executes operate similarly, using a forced Fetch to load the data switches into the M1,
then executing this as an instruction. RUN is stopped after this operation by the XSW IN PROG flip-flop (see
K P34).

START and CONTINUE (when stopped at TS03, Set Fetch) both use a forced Fetch state to read in the next
instruction. START uses the address switches as an address, while CONTINUE uses the PC. The PC is
incremented, and the CPU resumes normal operation. If CONTINUE is used and the CPU is not in TS03 of a
Set Fetch state, RUN is simply raised and operation resumed.

Single Instruction, Single Step, and Single Time operate by dropping R<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>