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I Editor's Introduction 

jane C. Blake 

Editor 

The papers in this issue of the Digital Technical 

journal describe the engineering technologies used 

in the design, manufactu re, and maintenance of 

Digital's storage and informacion management prod

ucts. In his Foreword, A lan Kotok, Corporate Con

sulting E ngineer, sets the order of this issue's papers 

by discussing them from a systems-level viewpoint 

He notes that products at each level of the storage 

system are p lanned and designed to be integrated as 

a whole . This viewpoint is characteristic of the 

uniq ue approach taken by Digital 's engineers in the 

design of a l l  our prod ucts. The systems-level 

approach provides the framework for our entire 

design and devel opment process. It ensures that 

each Digital product will integrate successfully 

with other units into a comp lete system. 
!3oth the systems- level view Alan refers to and the 

content of the papers in this issue are representative 

of the kinds of information the Digital Technical 

journal was established to provide. Our goal is to 

demonstrate Digital's systems-level approach bv dis

cussing design projects chat resu l t  in real products 

13egun in 198'5. the journal offers explanation of the 

technological fou ndations of those products. The 
jou rnal 's first issue, for exam ple, contained papers 

on the innovations made in the design of che VAX 
8600 processor; another i ssue described the evol u 

tion o f  the Digital Network Architecture and prod 

ucts that incorporate this architecture; in our lase 

issue, topics included the architectural definition 

process for the VAX 6200 multiprocessor, the com

plexities of the bus interface. and the CVA.."X chip set 

on which the system is based . journal papers such as 
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these give readers insights into the com mon ways in 

which Digital designs and develops its products. 

The papers are written by the project engineers 

who designed and developed these products. These 

individua ls arc best qualified to offer the in-depth 

exp lanations of the technologies and processes 

retlecting Digita l 's approach ro designing and inte

grating systems.  Moreover, they can discuss the 

im portant decisions made and the difficu lties 

encou ntered d u ring the development process. 

These discussions wil l  interest engineers faced with 

similar issues. professors needing examples of real 

problems, and students confronting parallel ones in 

the classroom 

Journal issues focus on cu rrent products, often 

those recently announced . To date, each issue has a 
sing.le. unifying theme about the new svstem or 

technology in which advances have been m�de This 

i�sue's theme, Storage Technology, inc l u des papers 

on a new disk drive, the RA90, some newly deve l

oped technologies supporting that drive, and 

enhancements to Rdb and VAX DI3MS software prod

ucts; past issue themes in addition to chose noted 

above include VAXcl usters. the VAX 8800 Family, 

and Software Productivity Tools. The next issue in 

1989 wil l feature Distributed Systems.  

Our Advisory 13oard, chaired by Sam Fu l ler. vice 

president of Corporate Research and Architecture. 

selects the themes for future issues. The board com 

prises four Digital vice presidents and three senior 

engineering managers. Once the board has selected 

future product themes, the editors work with the 

apposite organizations co bring together papers that 

relate to these products and their development. 

Currently published twice each year. the Digital 

Technical journal is distributed at no cost to Digital's 

own engineers and ecl ucarors in the fields of com 

puter science and engineering, approximate!\· 

I 5 .000 readers in a l l .  Copies of individual issues ar� 
also sold to interested parties by the Digital Press of 
Digital Equipment Corporation. 

I thank Don na Charette and Peter Van Roekens of 

the Storage and Informacion Management Group for 
their hel p  in preparing chis issue. 
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I Foreword 

Alan Kotok 

Co1porate Cons ulting Engineer 
and Storage Architect 

This issue of the Digital Technical journal presents 

papers on some of the technologies employed in 

the products developed by Digital's Storage and 

Information Management Group (SlMG). The name 

Srorage and Information Management was chosen by 

the group in the summer of 1 988,  replacing the 

name Storage Systems, since the charter of the group 

has expanded ro encompass not only swrage devices 

but the total management of our customers' infor

mation. Since 1986,  SIMG has had responsibility for 
all database software produced within Digital. Now 

SIMG is expanding its role ro include other aspects 

of data management as well. 

The ''Storage" sections ofSJJ\<lG have responsibility 

for information storage hardware ranging from pri marv 

swrage with CPU memories, through secondary stor

age, such as solid-state srorage units and magnetic 

and optical disk systems, ro tertiary swrage, such as 

magnetic rape systems. All secondary and tertiary 

swrage systems developed within SIMG conform ro 

a comprehensive set of architectural specifications 

known collectively as the Digital Swrage Architec

ture ( DSA). The purposes of the DSA are ro preserve 

customer investment in srorage devices across genera

tions and ro allow multiple groups- both hardware 

and sofrware- w develop interworking products. 

To that end, DSA includes specifications for the inter
faces berween hosr computer systems and storage 

controllers, berween controllers and storage drives, 

and the required functions at each level. 

The first paper following this Foreword is "The 

Hierarchical Swrage Controller, A Tightly Coupled 

Multiprocessor as Swrage Server" by Richie Lary and 

I3ob I3ean. The HSC implements the controller func

tionality of the DSA in a multihost, multidri\'e environ-
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ment. It is the prime storage controller employed in 

VAXcluster systems. The paper describes the hard

ware and software structure of the HSC used w 

achieve high performance in this environment. The 

second paper. "Performance Aspects of the HSC 

Controller" by Ken I3ates, explores the effects of 

contention between the multiple processes operat

ing in the HSC on its overall performance. 

DSA also prescribes how faults detected in srorage 

clements are ro be reported. In the past. these faults 

were logged for later human analysis w determine 

what service might be needed or ro help diagnose 

system failure after the facr. A new technique, 

described by Lan)' Emlich and Herman Polich in 

their paper "VA.'\siml'LUS, A Fault Manager Imple

mentation." allows real-time sofrware analysis of 

faults and triggers evasive actions to prevent system 

failures through use of spare components. 

The next set of four papers deals with magnetic 

disk drive technology. The DSA prescribes an inter

face known as the Standard Disk Interface (SDI) 

between srorage controllers such as the HSC and 

disk drives. The family of disks that interface in this 

manner is known as the RA series of drives. The first 

such drive was the RA80,  introduced in 198 1 .  Since 

then. several generations of drives have been intro
duced. with increasing capacity and performance, 

leading ro the recently introduced RA90 disk drive. 

The paper "Disk Drive Technology Improvements in 

the RA9 0" by Barbara Crane describes the many 

areas of technology that were addressed in bringing 

forth this latest member of the RA series. 

There follow three more articles dealing with 

specific areas of technology used in modern disk 

drives. The first of this set is on "Conrrol Systems 
Technology in Digital's Disk Drives " Mike Sidman 
discusses the problems associated with causing the 

actuators that move the recording heads ro follow 

tracks on the disk surface at densities of beyond 
I '500 tracks per inch. The paper describes the ser

\·omcchanism system used to counter the manv 

sources of positioning errors. 

The RA90 drive, as described in llarbara Crane's 

paper. employs read-write recording heads fabri

cated using thin-film technology. The paper "Mag

netic Domain Observations in Thin-film Heads 

Using Kerr Microscopy" by AI Smith describes the 

development of a methodology for observing the 

magnetic fields generated by these heads. Such 
observations aid the development and manufactur

ing process of the thin-film heads. 



The th ird paper in this subgrou ping, "Margin 
Anal ysis on Magnetic Disk Recording Channels," 
describes a technique for characterizing the perfor
mance parameters of the re cording channel . This 
technique,  cal led Phase Margin Ana lysis ,  is imple 
mented by a rest system ca l led the Phase Distribu 
tion Ana lyzer. The tester, as des cribed by Reinhard 
Kretschmer and Siegbert Sadowski, is designed to be 
used in both design and produ ction e nvironments 
ro enhance both rel iabil ity and data integrity of disk 
drives . 

In 1986 the (then) Storage Systems Group was 
given the respons ibil ity for deve lopment of Digita l 's 
database systems. Two cornerstones of ou r database 
systems are VAX DDMS, a CODASYL database, and 
Rdb/VMS, a relational da tabase . These are the under
lying database management systems which sup port 
various database query and transact ion processing 
environments. !3oth systems have undergone cont in 
ua l  enhancement over the past several years . Two 
papers are included herein which deal with aspe cts 
of these syste ms. 

The first article .  " H igh Availabil ity Mechanisms of 
VAX DI3MS Software" by TK. Rengarajan , Peter Spiro, 

I 
and llil l  Wright, addresses me chanisms employed to 
a l l ow DDMS ro rake fu l l  advantage of the para l l e l ism 
inherent in VAXcluster systems,  whil e  maintaining 
se rvice in this d istributed processing environment 
despite the failu re of individual cluste r members . 
The paper explains the use of the VMS lock manager 
to coordinate the activities proceed ing on the vari
ous members of the cluster . It al so describes how 
"failover" is accomplished when a cl uster member 
ceases to communicate . 

The second paper, "A Relational Database Man
agement System for Produ ction Appl ications," 
describes how RdbjVMS software , which was origi
na l ly developed for ad-hoc query applications, was 
improved to handle large , production applications. 
Seven d i fferent  areas of the system were enhanced 
to produ ce the current pa ckage , as described by 
Ashok Joshi and Karen Rodwe l l .  

This selection of nine papers addresses on ly  a few 
points in the broad field of srorage and information 
management technology. Many of the technologies 
employed within SIMG were nor even mentioned.  

We hope to tou ch on these in a future issue of the 
Digital Technical journal. 
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Richard F. Lary I 
Robert G. Bean 

The Hierarchical Storage 
Controller, A Tightly Coupled 
Multiprocessor as Storage Server 

The many hosts in a VAX cluster system simultaneously access a common subsys

tem of storage de-vices, which must provide much more comprehensive services 

than a traditional disk controller. Moreover, the Junctional sophistication of 

VAX cluster controllers goes Jar beyond simple data transfers. This subsystem, the 

Hierarchical Storage Controller, employs a tightly coupled multiprocessing archi

tecture that permits an r;o control processor to control many data channels with

out participating in the data flow itself This paper describes this architecture, 

emphasizing the mechanisms that govern control and data flow. 

The Hierarch ical S torage Contro l ler (HSC) prod u ct 
was in i t ia l ly conceived as a h igh-performance disk  
contro l ler for a single-hos t com pu ter. Shortly after  
the HSC project commenced, however, Digital in i 
tiated the VAXcluster progra m .  S ince the HSC goals 
closely ma tched those needed for a cl uster storage 
server,  the HSC project was redi re cted to prod u ce 
such a devi ce .  

Digital 's disk con trol lers have tradi tiona l ly per
formed 1/0 for a single com p u te r  wi th one to eight 
disk drives. VAXcl uster  systems, on the ocher hand, 
can have up to 16 nodes on the CI bus ,  and the 
aggregate performance of chis set of compu ters is 
qu ite l arge . Therefore, the HSC control ler  had to be 
designed to hand l e  s ignifican tly more d isk drives -
the HSC70 model can atta ch to up to 3 2  -and 
del iver more performance than a tradi tional disk 
control ler. 

The performance of d isk drives is governed by the 
laws of mechanics and e conomics .  The e nergy 
needed to rotate a disk varies as the inverse third 
power of the rotation period . The energy needed to 
move a head assembly varies as the i nverse fourth 
power of the average seek time. Because of these phys i 
ca l l i m itations, disk performance has i mproved 
more slowly than other parameters of computer sys
tems, such as logic speed and memory size . 

There is noth i ng that a disk con troller can do to 
increase performance by i n creasing the rotational 
speeds of d isks. The apparent performance of a sec 
of disk drives can be i mproved,  however, by add ing 
inte l l igence to the disk control ler to optim ize the 
hand l i ng of mu l tip le  s i mu l taneous requests to those 
drives . Some of these opti mization te chn iques 
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merely offset the natura l  performance de crease that 
occurs when many devi ces are accessed simu l ta
neously through a s ingle con trol poi nt .  O thers actu
a l ly  improve the performance of individual  devi ces. 
A number of opti m ization techniq ues are used in 
the HSC design:  

• Overlapped Seeks -The con trol ler  can seek data 
on one disk drive whi l e  transferring data on 
another.  The first drive wi l l  thus seek as if i t  had 
a dedicated con trol ler .  

• Optimized Seeks - When m u l tip le  requests are 
ou tstanding tO one drive,  the con troller can mod
i fy the order in which they are se rviced tO min i 
mize the drive's tOtal head movement. 

• Mul ti ple Simu l taneous Tran sfe rs -The HSC design 
can s imu l taneously transfer data from several 
disk drives, making each drive perform as if i t  
had a ded icated control ler .  The  amount  of  hard
ware requ ired to perform mu l tiple s imu l taneous 
transfers grows l i nearly with the nu mber of 
s imu l taneous transfers a l lowed. Therefore , the 
few control lers ( l i ke the HSC) that i mplement 
this techn ique a l low only a sma l l  fixed number 
of s i m u l taneous transfers. 

• I nterdrive Rotational Optimizatio n - Since simu l 
taneous transfers are l i m i ted, the control ler 
a l lows the drive that fi rst reaches i ts des i red sec
tor (s) to transfer before other drives that are a lso 
"on cyl i nder . "  This technique red u ces the num
ber  of  m issed revolu tions due to m issed transfer 
opportun i ties. 
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• lntradrive Rotational Optimization- When sev
eral requests want the same cylinder on a drive, 
rhe HSC design services them in the order in 
which they come under the disk head. That 
reduces the number of missed revolurions on 
that drive. 

• lntrarequest Rotational Optimization- When a 

single request spans several secrors, the con
troller can service them in the order in which 
they come under the disk head. That also reduces 
the number of missed revolutions on that drive. 

Many Digital systems have implemented rhe firsr 
three techniques with a mixrure of controller 
hardware and hosr soft"vare. DECsystem-10 and 

DECSYSTEM-20 systems implement the fourth tech

nique in software, at the expense of some host over
head. The HSC design is the only Digital product 
rhat incorporates rhe last rwo techniques. 

Performing these optimizations requires consid

erable processor power; handling the System Com

munication Architecture (SCA) protocol on the Cl 
bus at high speed requires even more. The hardware 
and software structures that deliver that power are 

described in this paper. 

Processing Elements in the Hardware 

The HSC design is organized internally as a heteroge
neous multiprocessor that uses a combination of 
processor-private and shared-global memories to 
reduce memory contention. Figure I is a block dia
gram of the HSC hardware. 

The Hierarchical Storage Controller 

There are rwo types of processors executing 
within an HSC controller. Most of the intelligence 
resides in the policy microprocessor, called rhe 
P.io. The two current HSC models use different hard

ware for the P io The HSC50 device uses a P ioc 

incorporating an II /23 microprocessor thar exe
cutes 250,000 instructions per second. The HSC70 

device uses a P.ioj incorporating an 1 1/73 micro
processor thar executes 500,000 instructions per 

second. The architecture of rhe HSC hardware can 
accommodate up ro four P.io processors in one 
device. Except for special debugging versions in rhe 
laboratory, however, each current HSC controller 

contains a single P.io processor. 

Mosr of rhe work in an HSC device is done by fasr 
bur relatively intlexible ruse machines, called K's 
within Digital. All K's have at their cores the same 

processing element (a 16-bit, 1 6-regisrer datapath 
built from commodity 2901 chips), and rhey exe
cute the same basic instruction ser. The K's can be 

divided into three groups, based on their comple
ment of microperipherals and rhe microcode rhey 

execute: 

• K.ci, which schedules and performs message 

transmission ancl reception on the Cl bus 

• K.sdi, which schedules ancl performs read, write, 
and format operations, seek operations, and 
status inquiries ro a set of four disk drives 

• K.sri, which schedules and performs read ancl 
wrire operations, tape movement operations, and 
status inquiries ro a ser of four tape formatters 

CONTROL CONTROL BUS (6 6 MBJSEC) 

MEMORY 

HOST I NTERFACE 

Cl 
(K.CI) 

BUS 

B 

DATA 
MEMORY 

I I 
DISK INTERFACE 
(K.SDI) 1/0 CONTROL H LOAD I DEVICE 
OR 

PROCESSOR TAPE I NTERFACE 
(P.IO) (KSTI) 

(UP TO 8 TOTAL) 

B H TER M I N A L  I B 

DATA BUS (13.3MB/SEC) 

Figure 1 Block Diagram of the HSC Hardware 
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Each K in an HSC device executes 6.67 million 

instructions per second (Ntll's) and must perform 

time-critical operations in real time on its associated 
device. Each K must also simultaneously perform 

scheduling and bookkeeping functions based on 

shared-memory communication with other K's and 

the P.io. To aid in these tasks, each K is multipro

grammed in hardware into two virtual machines: a 

control processor, and a dara processor. These two 

processors alternate instruction cycles in the K's 

datapath and appear ro be two 3 .. '):) MIP processors 

sharing the same set of J(, registers. 

Memories and Buses 

The design of the memory system is crucial to the 

performance of a shared-memory multiprocessor 

system A central memory and its access bus are 

shared resources. They must be able to handle the 

combined demands of all the processors in the sys

tem I3ecause the HSC design was intended for a 
specific application. we reduced the load signifi

cantly on the memory system by functionally parti

tioning it into the following three pieces: 

• Each processor uses a private memory bus to 

access local, private memory in which processor 

instructions and data are stored. The private 

memory bus for the P.io is a modified version of 

the Q-bus system. used in many of Digital 's low

end systems. In the HSC implementation, this 

asynchronous bus can perform a 16-bit (word) 

memory operation in approximately 6'50 nano

seconds (ns) The P io private memory consists of 
dynamic RAM located on a common memorv 

board called the M.std board. Each Kin the HSC 
design fetches instructions from a private PROM 

memory and uses fast static RANI for local data 
storage. 

• The data strucrures used for interprocessor com
munication and control are located in control 

memory and accessed by means of the control 

bus. The control bus is an unpended bus (i.e .. 

operations proceed to completion once they 
start) with a 300-ns cycle time. This bus per

forms both byte and word reads and writes to the 

128-Kword control memory in one bus cycle. 

The bus also implements an interlock operation, 

which consists of reading a memory location and 

then writing the constant 8000 (hex) back into 

that memoqr location in two consecutive bus 

cycles. The P.io and each K's control processor 

connect ro the control bus. 

10 

The control memory is located on the M.std 
board. This memory was implemented with static 

RA.J\1 on early HSC versions, but ro save cost. was 

r�implemented in fast dynamic RA.J\1 when it 

became available. 

• Data moving between the Cl interface and the 

disk drives is stored in data memory and accessed 

by means of the data bus. The data bus is an 

unpended bus with a I '50-ns cycle rime; it per

forms word reads and writes to the 128-Kword 

data memory in one bus cycle. No interlock or 
byte operations are supported. The data memoq' 

is im plemented with fast static RA.J'vl located on 

theM stcl card. The P.io and each K's data proces
sors connect to the data bus. 

Interprocessor Cmnmunication and 

Control Flow Mechanisms 
At the center of the HSC architecture and design are 

the mechanisms used by the many processors in the 

storage subsystem ro exchange control information 

and data. We now describe those mechanisms and 

prO\·ide an example of how they are used ro perform 
a disk read. 

At th� start. the design team chose some basic 

strategies to govern the details of the design. These 

strategies included the following: 

• A common set of basic, general-purpose mecha

nisms should be applied wherever possible. 

Rather than defining custom interfaces for each 

clement of the subsystem, the design team 

defined a relatively small number of general 

mechanisms. These mechanisms could then be 

adapted as necessary to individual interfaces. 

• The P.io should have minimal overhead. The lim

ited processing power of the l'.io was viewed as a 

key limiting factor in subsyst�m performance 

Therefore, the interface design minimizes the 

number of interrupts processed by the P.io and. 

most important. removes the P.io from the data

path of error-free operations 

• A common interprocessor and interprocess inter

face was needed. The K 's and the P io sofrware 
processes all communicate with common mecha
nisms. That commonality provides significant 

tlcxibility when deciding whether to implement 
a given function in software or hardware. 

• Since the K's are significantly harder to program 

than the P.io and their programs are kept in unal

terable PROM memoq', the complexity of these 

programs had to be minimized to ensure that 

they \VOtdd be bug-free when the first HSC con

troller shipped. On the other hand. the K's are by 

far the most powerful com putational elements in 

the controller, so they have to perform as much 

of the work as possible to unburden the 1'. io. 
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TRANSMISSION Q U E U E  

SERVICE QUEUE PTR OR 
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LINK 

ITEM COUNT 
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Figure 2 Transmission Queues 

Mutual Exclusion 

As mentioned ear l ier ,  the control bus provides an 
interlock operation cons isting of a read of the target 
control -me mory address fol lowed i mmediately by 
a substitu tion of the constant 8000 ( he :x) i nto 
that location Each data stru cture described be low 
contains a single location that is accessed via  t he 
interlock operation as pan of accessing the data 
stru cture.  The data stru ctures are a l l  organ ized so 
thar the va lue 8000 (hex) cannot be a val id va l u e  
in t hat lockable location . Therefore , a n  i n terlock 
operation to that location that returns the val u e  
8000 (hex) impl ies t hat t h e  data stru cture is cur
rently locked . A s imple write of a val u e  other than 
SOOO( he x) to that location wi l l  un lock the data 
stru cture This mechanism perm i ts each processor 
to hold locks on el ements wi th in  i ts own i nterface 
without deprivi ng other processors of lock access ro 
their private data stru ctures. Lock contention is l i m
ited i n  most cases e i ther tO pairs of processors con-
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tend ing for a mutua l ly shared data stru cture or tO 
the few stru ctures, cal led common resour ce pools, 
shared by all pro cessors. 

Data Structures and Primitive Operations 

The in terprocessor data structures consist of trans
m ission queues, s imple q ueues, counters ,  and a spe· 
cia l i zed queue ca lled the in terrupt queue .  The t1ow 
of information between these da ta stru ctures is gov
erned by other data stru ctures cal led rou tes. These 
data stru ctures and the operations performed on 
them are described be low. 

Transmission Queues Transm ission queues pair 
resources with processes wa it ing for those resources . 
As shown in Figu re 2, transmission queues have two 
physica l  queue heads, one ea ch for resou rces and 
wa i ters, and l inkage information used by the 
in terrupt queue mechanism, described later. The 
" resource"  associated with each queue can be any 

II 
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physical or  informational entity of interest to more 

than one process or processor in the system. Trans

mission queues are used for K ope ration-completion 
queues. free-buffer lists, free-control-memory lists. 

and P.io message queues. 

The name "transmission queue " has its roms in a 

research project that was a precursor to the HSC 

project: unfortunately, the name implies a list of 

messages awaiting transmission, which is not the 

function of these queues. Transmission queues pri

marily serve a process scheduling hmction. 

Simple Queues Simpl e  queues are subsets of trans

mission queues used for queuing resources for 

which a P io software process can never wait. Unli ke 

transmission queues, in which unsatisfied receivers 

can block waiting for an item, simple queues are 

usually polled by unsatisfied receivers. As Figure 2 

shows, a simple queue is nothing more than a queue 

head for the resource queue. 

Counters T'o meet the goal of separating the P.io 
from the control data tlow, a mechanism that wi.ll 

account for completed ope rations is required. For 

example. a sing le Mass Storage Control Protocol 

(1'-ISCP) command to read many secrors is decom

posed into several independent transfers. which 

will complete in an indeterminate sequence due to 

the effects of optimizations and error-recovery 

strategies within the controller. This mechanism 
will have ro signal when the last of these transfers 

completes so that the response indicating an ,VJSCP 
comp.letion can be sent to the host. The data 

structure used for this purpose, called the counter 

in Figure 2. consists of a count field and linkage 
information. 

Interrupt Queue The interrupt queue is a special

ized form of the transmission queue. In this case, 

however, the linkage information is replaced by 

information used to generate an interrupt to the 

P.io. The resources on the resource queue for the 

inte rrupt queue are transmission queues that 
require schedulinp action. This mechanism is 

explained later in the discussion of the send 

algorithm. 

Routes Routes are arrays of elements (called route 

vectors) that control the individual ste ps (called 

stations) of a clara-transfer operation. MSCP com

mands are decomposed into individual transfer

work descriptors that describe a manageable 

fraction of the overall transfer. The K's and the soft

ware processes operate upon these transfer descrip

tors, as described later. The descriptors move from 

1 2  

work queue t o  work queue , traveling th rough the 

subsystem. Each station of the rome guides a pro

cessing element in determining which operation to 

perform on the transfer,  and what to do with the 

completed result. 

For example. a simple disk-read operation is a 

two-station route : the first station is the K.sdi to 

source the secror data into the HSC data buffers; the 

second station is the K .ci ro transmit data to the 

host. In contrast, a disk write-compare operation is a 

four-station route: 

I .  The first station , the K.ci, fetches data from host 
memory. 

2 .  The second station, the K.sdi, writes data to 

the disk. 

3 .  The third station, the K. sdi again, reads data from 

the disk. 

4 .  The fourth station, the K.ci  again, fetches the 

original clara again from host memory and com

pares it with the data read f rom the disk. 

As shown in Figure 3, route vectors contain four 

items of information: 

1. An opcode ro dictate the operation ro be per

formed at this station 

2 .  A destination indicator to determine where the 

completed operation should be sent if it succeeds 

ROUTE 
VECTOR 

OPCODE I CONTROL 
FLAGS 

SUCCESS DESTI NATION ADDR ESS 

CLASS A ER ROR DESTINATION ADDRESS 

CLASS B ERROR DESTINATION ADDRESS 

OPCODE I CONTROL 
FLAGS 

SUCCESS DESTINATION ADDR ESS 

CLASS A ERROR DESTINATION ADDR ESS 

CLASS B ERROR DESTI NATION A D D R ESS 

OPCODE I CONTROL 
FLAGS 

SUCCESS DESTINATION ADDRESS 

CLASS A ER ROR DESTINATION ADDRESS 

CLASS B ERROR DESTI NATION A D DRESS 

Figure 3 Route Vectors 

F IRST 
STATION 

SECOND 
STATION 

THIRD 
STATION 
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L o c k r e s o u r c e  q u e u e  h e a d  a n d  o b t a i n  v a l u e . 
I F  r e s o u r c e q u e u e  h e a d  N O T  0 a n d  N O T  1 :  

/ * R e s o u r c e  a v a i l a b l e  o n  q u e u e . * / 

R e m o v e  i t e m  f r o m h e a d  o f  r e s o u r c e  l i s t . 
W r i t e l i n k  f r o m r e m o v e d  i t e m  i n t o  r e s o u r c e  q u e u e  
h e a d  t o  u n l o c k . 

E L S E  

/ * N o  r e s o u r c e  av a i l a b l e  o n  q u e u e . * / 

I F  t a r g e t  q u e u e  i s  a t r a n s m i s s i o n q u e u e  A N D  
r e c e i v e r  i s  a s o f t w a r e  p r o c e s s : 

/ * I n d i c a t e  s o f t w a r e  p r o c e s s  w a i t i n g f o r  r e s o u r c e . * / 

L i n k p r o c e s s  c o n t r o l b l o c k  o n  w a i t e r  q u e u e . 
W r i t e " 1 "  i n t o  r e s o u r c e  q u e u e  h e a d  t o  u n l o c k . 

E L S E  

/ * R e c e i v e f a i l e d . N o  i t e m  a v a i l a b l e . * / 

W r i t e " 0 "  i n t o  r e s o u r c e q u e u e  h e a d  t o  u n l o c k . 

Figure 4 Algorithm for Receive Primitive 

3. Addi t ional destination indicatOrs to define where 
the completed operation should  be sent i f  i t  fa i ls  

4 .  Control nags to govern resource a l location and 
rou te terminat ion 

Receive and Send Standardized receive and send 
primit ives act on both the transm ission queues and 
s imple queues . 

lly convention , a resource queue head in a s imple 
queue or a transmiss ion queue wi l l  be zero if the 
queue is em pry and there are no waiters in the 
queue. The queue head w i l l  be one i f  the queue is 

empty and one or more software processes are wait
ing for a resource . And it w i l l  be greater than one if  
resources exist  on the queue .  By defin i tion , queue 
heads for s imple queues cannot contain a va l ue of 
one si nce t he re can be no wai ters on s imple queues. 

Figure 4 shows the a lgor i thm for the rece ive 

pri mi t ive !f a sofrware process executes this primi
tive and finds no resource , the process control block 
wi l l  be queued on the wai ter queue and t he va lue of 
the queue head changed to one. 

The send a lgorithm, shown in Figure 5. is much 
more interesting than the rece ive algorithm . The 
same a lgorithm can be used to send tO both s imple 
queues and transm ission queues wi thout knowing 
the type of dest inat ion queue beforehand . The 
algorithm is driven by the queue head contents to 
the correct final resu l t .  After the Jock is obtai ned , 
the resource queue is checked for a non-empty con
dit ion I f  the resource queue is not em pry, the new 
resource wi l l  be added to the queue,  and the opera
tion is fi nished . If the resource queue is empty, the 
queue head va lue wi l l  be checked ro determ i ne if 
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any P . io software p rocesses are wa it ing on the 
queue If the queue head value is zero (no pro
cesses wa it ing) , the new resource w i l l  be added ro 

the queue,  and aga in ,  the operation is completed . 
I f  the queue head is one , however,  ( ind icating 

t hat a software process is wai t ing for the queue) ,  

the queue i s  by defi n it ion a t ra nsm ission queue.  I n  
this case , the sender uses the l inkage information to 
turn the transm ission queue head itself into a 
resource that is sent ro the "service queue" indi 
cated in t he l i n kage fie lds of the t ransm ission 
queue This a lgori thm is recursive and contin ues 
unt i l  a tlag in  the service queue ind icates that the 
target queue is the interrupt queue .  Once that hap

pens, the l inkage information in the i n terrupt 
queue head w i l l  cause an i nterrupt to the P . io. 

The i nterru pt queue thus becomes a queue of 
queues as shown in Figu re 6. The resources in t he 
resource queue of the interrupt queue are transmis

s ion queue heads . each in turn describing sets of 

resources and processes wa i t ing for those resou rces . 
U pon raking an interrupt from the in terrupt 

queue. the P. io processes each transmission queue 
l i nked on the i nterrupt queue.  That action gives 
resources to each wa i ti ng process (unt i  1 one or the 
other l ist  has been exhausted) and schedu les any 
u nb locked processes for execution. 

This a lgorithm dictates that on l y  send operations 
providing a resource to a wai t ing process w i l l  resu l t  
i n  entries on  the  interrupt queue .  Moreover,  on l y  
the trans i t ion of the in terrupt queue from empty ro 
non empty w i l l  resu l t  in a hardware i nterrupt .  Thus 
the P . io is interrupted only when a send has occurred 
that is of interest to the P . io 's process scheduler .  

l .) 
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C l e a r  l i n k  i n  i t e m  t o  be s e n t .  
L o c k r e s o u r c e  q u e u e  h e a d  a n d  o b t a i n  v a l u e . 
I F  r e s o u r c e  q u e u e  h e a d  N O T  0 a n d  N O T  1 :  

E L S E  

/ * R e s o u r c e  q u e u e  n o t  e m p t y . A d d  n e w  i t e m  
t o  r e s o u r c e  l i s t . * / 

L 1 n k  n e w  i t e m  a t  e n d  o f  r e s o u r c e  l i s t . 
W r i t e o r i g i n a l  r e s o u r c e  q u e u e  h e a d  b a c k  t o  u n l o c k . 

/ * R e s o u r c e  q u e u e  e m p t y . A d d  n e w  i t e m  
t o  r e s o u r c e  l i s t . * / 

L i n k  n e w  i t e m  a t  e n d  o f  r e s o u r c e  l i s t . 
I F  r e s o u r c e  q u e u e  h e a d  o r i g i n a l l y 0 :  

/ * N o  s o f t w a r e  p r o c e s s e s  w a i t i n g o n  q u e u e . 
o p e r a t i o n  f i n i s h e d . * / 

W r i t e n e w  i t e m  a d d r e s s  i n  r e s o u r c e  q u e u e  h e a d  t o  u n l o c k . 
E L S E  

/ * S o f t w a r e  p r o c e s s ( e s )  wa i t i n g o n  q u e u e , o r  
t a r g e t  i s  i n t e r r u p t  q u e u e . D e t e r m i n e w h i c h . * / 

I F  f l a g  i n d i c a t e s N O T  " i n t e r r u p t  q u e u e " : 

/ * S e n d  t r a n s m i s s i o n q u e u e  t o  i t s s e r v i c e  
q u e u e . * / 

I F  f l a g i n d i c a t e s  t r a n s m i s s i o n q u e u e  n o t  a l r e a d y  
l i n k e d o n  s e r v i c e  q u e u e : 

E L S E  

F l a g t r a n s m i s s i o n q u e u e  a s  o n  s e r v i c e  q u e u e . 
W r i t e n e w  i t e m  a d d r e s s  i n  r e s o u r c e  q u e u e  h e a d  t o  u n l o c k . 
S E N D  t r a n s m i s s i o n q u e u e  t o  s e r v i c e q u e u e . 

/ * T a r g e t  q u e u e  i s  " i n t e r r u p t  q u e u e " . 

I F  

G e n e r a t e  i n t e r r u p t  i f  a p p r o p r i a t e . * / 

f l a g i n d i c a t e s  i n t e r r u p t  n o t  a l r e a d y  
F l a g  i n t e r r u p t  a s  g e n e r a t e d . 

g e n e r a t e d : 

U s e  i n t e r r u p t  m a s k  f r om q u e u e  h e a d  t o  
g e n e r a t e  h a r d w a r e  i n t e r r u p t .  

Figure 5 Send Algorithm 

Furthermore , multipl e transmission queues can be 

linked on the inte rrupt queue , and all can be ser

viced at once. Thar capability allows multiple 

process-scheduling events from a single ha rdware 

interrupt As the sysrem gets busier. int errupt pro

cessing rends to consolidate due to this hatching 

effect, and executive overhead decreases as a per

centage of rota! cycles consu med. As rhe system gets 

busier, it actua l ly becomes more efficient at pro
cessing scheduling events. 

Do u•ncount Figure 7 shows the algorithm for 

downcount operations on counters . When a down

count operation turns rhe value of the couruer to 

zero. the counter  will be sent ro its service queue 

Csually embedded inside other data srrucrures. a 

counter represents a count of events rhat must occur 

before rhe operation in which the counter is embed
ded can commence As each event occurs. the value 

of rhe counter i s  reduced with a downcounr opera
tion. When the counter value becomes zero, rhe 

counter (and therefore implicitly the stru ctu re in 

whic h it is em bedded) are sent ro the counter's ser

vice queue . This queue is usually a work queue for 

the processing of the large r structure 

We noted earlier that this send algorithm is recur

sive. A resource can be sent ro a transmission que u e ,  

which i n  turn can b e  sent ro its service queue, 

which in turn can be sent to irs service queue, and 

so forth ,  until the interrupt queue is reached. In 

practice .  however, the current HSC imple mentations 

use only three levels (a queue of queues of queues 

of resources) . The reason for that limitation is to 

cu rtail computation in cerrain critical sections of 

K microcode. 

! 4  

For example, when an MSCP transfer com mand is 

processed, a data structure is generated describing 
the completion message to be sent to the host This 

dara structure includes a counter contain ing the 

nu mber of com ponent operations that must be fin

ished before the completion message can be sent. 
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I NTER RUPT QU E U E  

INTERRUPT MASK 
F I RST I N T E R R U PT 
QU E U E  R E SOURCE 

FLAGS (TRANSMISSION Q U E U E) 

1---- L I N K  
r-

R ESOURCE QU EUE -

U N USED 

r- FLAGS F I R ST T.O. R E SOURCE 

� L I N K  

- 1- R ESOU R C E  QUEUE - I 
FI RST WAITER PCB 

1--1 L I N K  

t- WA I T E R  QU E U E  - I 

SECON D I N T E R R UPT 
QUEUE R E SOURCE 
(TRANSMISSION QUEUE) 

L+ 
L I N K(�O) � 

FLAGS FIRST T.O. RESOURCE 

f----1 LINK 

- R E SOURCE QU E U E  - I 
FI RST WA ITER PCB 

f------1 L I N K  

� WA ITER QU E U E  - I 

F(f!,ure 6 Interrupt Queue 

L o c k  c o u n t  w o r d  a n d  o b t a i n  v a l u e . 
D e c r e m e n t  v a l u e . 

hi 
hi 

m 
]fl 

W r i t e d e c r e m e n t e d v a l u e  i n t o  c o u n t  w o r d  t o  u n l o c k . 
I F  d e c r e m e n t e d  v a l u e = 0 :  

/ * C o u n t  t r a n s i t i o n e d  t o  0 . * / 

S E N D  c o u n t e r  t o  s e r v i c e q u e u e . 

Figure 7 Algorithm for Downcount Operations 
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The service queue for this counter is the K .ci work 
queue for message transmission . As each component 
operation comp letes. a downcount operation i s  per
formed . When the counter va lue reaches zero, the 
counter  (and the completion-message structure i n  

which i t  is embedded) is sent to the K.ci message
transmission queue ,  and the completion message is 

transmi tted to the host .  

Work Queues and Work Descriptors 

Each K has an i n terface to the rest of the system 

through its work queues and through the operations 
performed on standardized work descriptors . This 
sect ion describes some of the un ique aspects of 
each K in terface . 

K Control Areas The activit ies of each K are con-
trolled through a master data structure in  control 
memory ca l led the K control area .  These control 
areas contain the queue heads for the K work queues, 

resou rce queue heads for resources devoted to the 
K. and constants used as parameters for K opera
t ions. In all cases the queues in  the K control areas 

are s imple  queues .  
The K.ci  control area contains work queues for 

message and data transmissions, and a pointer to the 
SCA open-connection database . 

The K.st i  control area conta ins work queues for 
data transfer and formatte r  communication opera

tions, as we l l  as information necessary to detect and 
report formatter state changes .  

The K . sd i control area i s  si m i la r  t o  that o f  the 
K . st i .  It contains work queues for data transfer and 
drive commun ication operations also, as we l l  as 
drive state information .  U n l ike the transfer descrip
tors in the K.ci and the K.st i ,  however, those in the 
K.sdi are not queued d i rectly on its work queues.  
Rather. transfer work is provided to the K.sdi by 
means of a special data stmcture, the disk rotational 

access table ( DRAT) 
As shown in Figure 8, DRATs consist of two types 

of e lements arrays of s imple queue heads, one 
queue for each unique sector posi tion in a s ing le  
disk rotation ; and a counter conta in ing the total 
n u mber of transfers l i n ked on the various queue 
heads . For example ,  an RA8 1 disk drive has 51 sec
tors per track ;  t herefore, a DRAT for this dr ive con

tai ns '5 1  transfer queue heads . 

A transfer descri ptOr is queued to the transfer 
queue corresponding to the physical sector posi t ion 
at which the transfer is  to start . Figure 8 s hows two 
transfer descriptors, each describing the transfer of 
fou r  contiguous sectors, and i l lust rates how they are 
l i n ked in the DRAT. The K.sdi  in terrogates these 
transfer queues as the di sk rotates. Each t ime a new 
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sector pu lse arrives from the disk .  the K sd i changes 
the queue polled for transfer  work to the next trans
fer queue head in the array. Each index pu lse from 
the disk resets K .sdi  ro the start of the array. I n  this 
fash ion. the scanning mechanism for K.sdi transfer 
work is cou pled in lockstep with the disk rotat ion . 
That coupling provides the basis for the rotational 
opti m ization a lgorithms used in the subsystem .  

A u nique DRAT i s  created for each set of transfers 
on a given track on a give n  disk .  These transfers can 
be e i the r  i ndividual  pieces of a s ingle ,  larger MSCP 

transfer or independent smal ler MSCP transfers that 

fortu itously reference sectors on the same track .  
These smal ler  transfers c a n  therefore b e  serviced 
during the same rota tion . DRATs, interspersed with 
disk-head motion commands, are queued to t he 
K.sdi to cause t he transfer operations to occur .  The 
typica l work sequence of the K.sdi is as fol lows: 

• In i t iate head-motion operation 

• Perform a l l  transfers descri bed in the next DRAT 

• I n i t iate head-motion operation 

• Perform all transfers in the next DRAT, and 
so forth 

DRArs a lso provide a synchron ization mechanism 
for fetch ing host data during a write operation ro a 
d isk .  Dur ing a write , data must be fetched from t he 
hosr i nto data buffers ins ide the subsystem before 
the actual disk transfers can occur .  13ecause of l im

ired buffering capac i ty ,  data cannot be  prefetched 
for wri tes unti l reasonably c lose ro the t ime when 

it wi l l  acrua l. l y  be needed F igure 8 also shows 
retrieval queues,  which are queues of transfer 
descri ptOrs for data that must originatf' e l sewhere 

before the disk portion of the transfer can occur .  
As the first step of  DRAT processing after in i tiating 

the head -motion operation , the K.sdi sends all work 
on the retrieval queue to rhe K that wi II provide the 
data ( typ ical ly K.c i) . The route vecrors for these 
transfers are arranged so that,  when the data-fetch 
operation completes, the transfer descriptOr w i l l  be 
sent to the DRAT transfer queue for t he secror at 
which the disk portion of the operation is to take 
place . ln th is fashion, data-fetch latencies for write 
operations overlap with disk-head posit ion ing and 
rotation t ime . The D RAT transfer  queues start out 
empty when the head motion is i n it iated , but  they 

fi l l  with work as the K's which source t he data com
plete the ir portions of the data-transfer operations 
and forward the transfer descriptors ro the DRAT 
transfer queues. 

The DRAT contains a counter describing all  the 
transfers that must take p lace before th is D RAT can 
be completed . As each transfer com p le tes,  the K .sdi 
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performs a downcou nt operation on the DRAT coun
ter .  When that cou nter becomes zero, the DRAT w i l l  
be sent t o  a complet ion queue r o  be processed by 
the P. io software ; the K.sdi then begi ns the head 
motion for the nex t tra ck. Thus a non-zero D RAT 

counter indicates that addit ional transfer work must 
sti l l  be performed on the current tra ck ; the K.sdi 
cannot move the disk heads unti l a l l. rhar work has 
been accompl ished .  

Fragment Request Blocks Thus far ,  we have 
referred to transfer descr iptOrs i n  a generi c  sense . In 
actua l i ty ,  a l l  transfer operations wi thin t he subsys
tem are described by a standard i zed data structure 
ca l led the fragment request block (FRil) , shown in  
Figure 8.  FRils fol low rou tes from work queue ro 
work queue and cause the data-transfer opera tions 
to occur. 

In add it ion to various constants needed at d if
ferent steps of the transfer, FRils conta i n  three 
fie lds tha t  are cen tral to the subsystem data-t1ow 
a lgorithm. The first fie ld  is a route pointer, which 
po ints to the current rou te station in this FRB's route 
vector. The route pointer is  advanced ea ch time the 
FRI3 is forwarded to the next station on i ts rome. The 
second fiel d  is a buffer queue head tha t l inks the 
data buffers used ro hold the data during the opera
t ion . The third fie ld is a poin ter ro a counter on 
which a downcou nr operation is performed when 
the FRB completes i ts route. As expla ined later, this 
counter usual ly resides in  an MSCP control stru c
ture. The counter is the means by which the subsys
tem re cognizes when a l l  the individual components 
of MSCP transfers have completed. 

Read Operation Control 
and Data Flow 

The mechan isms and data s tru ctures described he re
rofore control data transfers more by using clara 
stru ctures than by using exp l i cit a lgorithmic deci 
sions b y  t he various pro cessors. In  this section. we 
wi I I  fol low a typical clisk-reacl opera tion through rhe 
HSC design , demonstrating how the various clara 
stru ctures and operations interrelate .  For s impl ici ty ,  
we assume that the sectors be ing read are conta ined 
on a single track, and that the H SC control ler is id le  
when the read command arrives. 

MSCP Command Arrival 

The first event  for ou r read operation is  the arrival of 
rhe MSCP command message in a K. ci reception 
buffer .  The sequence of events is shown in Figure 9 .  

The K.ci first de tects this arriva l ,  i nspe cts the 
specifi c  CI prorocol  fields enve loping the MSCP 
pa cker, and determi nes if the message is  va lid over 
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an open conne ction The K. ci then adjusts the con
ne ction database as ne cessary ro ret1ecr any SC A 
cred i ts passed with the command. Fina l ly ,  rhe K.sci 
copies the message to a con trol -me mory data struc
ture  ca l led a host message block (HMB) . 

The HMB is sent to the reception queue for t he 
conne ction over whi ch the HMB was received . The 
reception queue is a transmission queue on which 
the P. io MSCP server is blocked wai ting for work .  
The send a lgor i thm sends this tra nsm ission queue to 
the interru pt queue and triggers an i n terrupt. The 
P.io process scheduler rakes this interrupt  and a ct i 
vates the MSCP server. 

MSCP Server Processing 

The MSCP server first parses the com mand and 
chooses it for transfer, since the disk is id le .  'T'he 
sequence of events is shown in Figure 10 . ( I f  the 
disk were busy, the request wou ld be p laced on the 
optim ization queues . )  Next , the server converts the 
HMB hol d i ng the MSCP command i n to an HMB con
ra in ing the MSCI' completion message that w i l l  be 
senr if the opera tion completes su ccessfu l ly .  The 
server a lso in i ti a l izes a cou n ter in this HMB to a 
va lue of one . The server then designates the work 
queue for the K. ci message transm ission as the one 
ro which rhe cou n ter (and rhus t he HMD) w i l l  be 
sent upon be com ing zero . Fi na l ly .  the server a l lo
ca tes a DRAT, bui lds a seek command for the drive ,  
and begins ro  generate the individua l FRBs for the 
transfer. 

Each FRB except rhe last  one describes four sec
rors of the transfer; rhe last FRB can describe up to 
eight sectors. This di stinction is made because , if 
the transfer is sma l l ,  the overhead of generating FRBs 
is large compared to the transfer r ime.  Therefore, 
l i ttle of the potentia l  rotation opt imization w i l l  
resu l t, and it wi l l  b e  more advantageous r o  describe 
rhe entire operation with a si ngle FRB .  No te that as a 
transfer tha t does nor cross a tra ck boundary grows 
larger, however. rhe probab i l i ty i n creases t hat rora
rional opt imiza t ion can re turn a signifi cant ga i n .  In 
that case rhe FRI3 generat ion overhead is justified .  

As each FRB is generated , i t  is in i t ia l ized wi th  the 
parameters m:eded ro govern both rhe disk and t he 
host sides of the transfers. I n  addit ion , the FRB's 
route poin ter is i nit ia l ized ro po i n t  ro t he route vec
tor for rhe first sta tion on the clisk-reacl rou te .  If 
more than one FRB is generated from the seek com
mand , the operation cou nter in the HMB w i l l  be 
incremented for ea ch addi tional FRB . Each com
pleted I'RB is then queued ro the DRAT transfer 
queue correspond ing ro the secror posit ion at 
whi ch the transfer starts .  Fina l ly .  a cou n ter wi thin 
rhe DRAT is i n cremented ro ret1ect the newly added 
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operation . This DRAT counter conta ins the number of 

FRI3s on the trac k ,  and i ts service queue is the work 

queue for the MSCP server to recogn ize DRAT comple

t ion . The MSCP server performs a l l  these operations 

without blocking;  thus no context switches are 

neede d .  When a l l  these data structures have been 

generated, the seek command and the DRAT w i l l  be 

sent 10 the Ksd i 's work queues. The MSCP server 

then returns to wa i t  for more input commands . 
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The Disk Portion of the Transfer 

Upon receiving the first DRAT, the K.sdi issues a seek 

command to the drive, then wai tS for the heads to 

settle and the drive to indicate i tS readiness to trans

fer. This sequence of eventS is  shown in Figure 1 1 .  

When the drive is ready, the K.sdi polls the various 

transfer queues, as described earl ier. In turn,  i t  

encou nters the first FRB t o  come u nde r the heads. 

The K.sdi first uses the FRB's route pointer to find its 
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route vecror and then determ ines that the operation 
is a read, mean ing that buffers must be al located . 
The K.sd i a l locates the necessary data buffers and 
then reads the secrors . I f  no errors occur ,  the K.sdi 
advances the route pointer in  the FRB , removes i t  
from the transfer queue,  and sends i t  ro the success 
desti nat ion in the route .  In this case ,  this destination 
is the data-transmission work queue for the K.c i .  
F ina l l y .  t h e  K .sdi  performs a downcount operat ion 
on the DRAT cou nter ro reflect the completion of 
processing for an FRB. 

Th is sequence repeats for each FRB in  the DRAT 
unt i l  the last FRB completes. At that point ,  the DRAT 
counter wi l l  be zero, caus ing the DRAT ro be sent to 
the counter's service queue The K.sdi then wai ts 
for a new DRAT to appear in i ts work queues. 

The service queue for the DRAT counter is a trans
mission queue that conta ins the completion process 
for the MSCP server. The send a lgori thm causes a n  
interru pt-q ueue in terrupt  and the activat ion o f  the 
process. This completion process first checks the 
seek -optimization queue for this drive and , si nce i n  
this case i t  finds not h i ng else t o  do, puts the DRAT i n  
the D R AT free l ist .  

Ibe Host Portion of the Transfer 

Upon receiv ing the first FRB from the K.sd i ,  the K.ci 
examines the route vector by means of the FRB route 
pointer .  The K.ci then determ i nes that the operation 
is a transfer of data to host memory . In turn, the nec
essary Cl packets are generated from the data in the 
buffers attached to the FRB and transmitted to the 
host . As Figure 1 2  shows, after the last buffer has 
been transmi tted and successfu l l y  acknowledged, 
the K.ci wil l  advance the FRB route pointer  and 
forward the FRB to the next station on i ts route .  
13ecause the K .c i  i s  the  l ast station for a d isk  read ,  
the next-station dest ination is the free FRB queue.  
The send command then rerurns the FRB to the 
free l ist .  

Flags i n  the K.ci  route vector a lso instruct the K.ci 
to return the buffers at tached to the FRB to t he free
bu ffer l ist prior to rout ing the FRB. These tlags also 
cause a downcount operation on t he HMB counter. 
Thus the rout ing operation for th is last station i n  the 
route involves automatic resource deal locat ion and 
completion account ing .  Havi ng completed and 
routed the FRD, the K.ci then returns to i ts work 
queues and repeats the cycle for the next FRD that 
arrives. 

This process cont inues unt i l  the last FRD in  the 
transfer has been processed by the K.c i . Here, the 
downcou nt operation on the HMB counter wi l l  
decrease i t  ro  zero, and the K.c i  wi l l  send the cou n
ter (and thus the HMD) to i ts own message -transmis-
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sion work queu e .  After rout ing the FRB, the K.ci w i l l  
find the HMD on i t s  message -transm ission work 
queue and transmit the MSCP completion message to 
the host. 

Errors 

The afore ment ioned rout ing and downcou nt opera
tions occur as out l i ned on l y  if no errors are encou n
tered. If an error occurs, however, the transferring K 
routes the FRD to i ts error destinat ion , avoiding t he 
dO\vncoun t  operation . I n  the K.sdi case, this action 
prevents the DRAT from comp leting (which ensu res 
that the disk heads w i l l  not move) unt i l the error
recovery romines have tried to recover a l l  the DRAT's 
FRDs. In the K.ci case, this process keeps the HMD 

from be ing sent to the message-transmission q ueue 
unt i l  a l l  FRI3s have been recovered. If  the data can be 
recovered without having to resubmit t he FRD to a K 
(e .g . , pure l y  mathematical corrections, such as ECC 

errors) , the error-recovery rou t i ne w i l l  perform the 
rout ing and downcount operations. 

Benefits 

The control scheme for a read operation, described 
above , has many e lements that  seem q u i te compl i ·  
cared when viewed i ndividua l l y . Moreover, many of 
them do not return significant benefits for serial 
operations on a single, isolated command. The real 
power of this para l l e l  design comes into play when 
large request rates are rea l ized. In  a busy s ystem , 
the P. io executes two basic loops : processing new 
MSCP com mands into suboperations on seek queues, 
and processing completed DRATs i nto D R AT's that 
describe the next transfer in the seq uence . At most, 
only one in terrupt per MSCP command and one 
i n terrupt  per track visited by a command are neces
sary. Someti mes. fewer interru pts are requ i red . 

In para l l e l  with the D R AT-stuffing activity of the 
P. io, each K.sdi processes transfers t hat are synchro· 
n ized with the head movement and rotation activity 
of i ts drives . The P. io maintains a queue of tvvo 
D R ATs per drive ro the K.sd i .  Upon complet ing the 
transfer on a track ,  the K.sdi can start the next seek 
on that drive immediatel y .  Upon fi nishing an FRD 

transfer, each K.sd i wi 1.1 forward the data ro the K.c i ,  
which transmi ts data in  paral le l  over the  CI bus. As 
each error-free transfer completes, the K.ci auto· 
matica l l y  accounts for t hat completion . When a l l  
com plet ions have fin ished, t h e  MSCP completion 
message w i ll be automatica l l y  transm itted . 

Summary and Lessons for the Future 

The HSC architecture and i m p lementations have met 
or exceeded most of our origi nal  expectat ions. 
The archi tecture current ly  su pports two hardware 
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implementations ( the HSC50 and HSC70 devices) , 
and four major sofrware revisions have been made 
s ince the architecture was original l y  conceived in 
1978 (based on advanced development work begun 
i n  1976) . Al l these changes were achieved wi th  no 
substantive a lterations to the basic machine design 
or the K m icrocode . 

With a single pol icy microprocessor, the HSC70 

design can process over l 000 requests per second 
and move approx imate l y  four  megabytes of data per 
second on behalf of VAXc l uster hosts. At the same 
time, the design can perform significant storage 
management functions, such as disk shadowing and 
device error recovery.  

Based on a lmost a decade of h i ndsight, some of 
our i ni t ia l  design decisions were more restrictive 
than we real ized . 

• When we created the HSC design , we chose the 
11/23 as the policy microprocessor for the 
HSC50 device . Although the 11/23 was rel iable,  
i nexpensive ,  and fast enough for our needs , i ts 
16-bi t  address space significantly com p l icated 
our hardware and sofrware design . 
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• In  the software i m p lementation ,  we p laced much 
emphasis on maximiz ing performance b y  maxi
mizing para l l el ism wherever possib le .  This 
emphasis extended to error recovery, the man
agement of the CJ communication state, and other 
infrequentl y  executed a lgorithms. Although 
clearl y warranted for the critical path, the use of 
high l y  para l lel algorithms for the less frequent ly  
executed procedures added s ign ifican t l y  to the ir  
complexity with  no commensurate performance 
return . I n  retrospect, l i m i t i ng infrequent l y  exe
cu ted code paths to straightfOiward, serial algo
rithms wou ld have saved a lot  of i mplementation 
and debugging t ime.  

• With the exception of some of t he device ut i l i ty  
programs, the HSC P.io sofrware is implemented 
entire l y  in  machi ne language . At the t ime,  perfor
mance considerations warranted such a decision 
for the critical -path routines. It is now clear, how
ever, that the same infrequentl y  executed code 
sect ions that woul d  benefit from algorithmic s im
pl ification wou ld also benefit from i mplementa
tion in  a su itable high-level language . 
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Kenneth H. Bates I 

Performance Aspects of 
the HSC Controller 

The HSC controller tries to maximize its request and data rates while minimizing 
its request response time. Delays, which reduce pe1jormance, are caused by 
resource contention in the processor, the buses, and the I ;o processes, as well as in 
the functions of the server, the processor, and the disk drives. Algorithms to mini
mize these delays and to take advantage of any idle time are incorporated in the 
design. However, the gains from one algorithm may come at the expense of 
another. Therefore, many techniques are used to solve this problem, including 
dynamic bandwidth adjustment, fragmentation, request rneJ-ging, and seek 
reordeJ"ing. 

One feature that sets an HSC intel l igent control ler  

aparr from i ts more tradit ional counterparts is  i ts 

abil ity to enhance the performance of the lfO sub

system .  Although the control ler  may not mod ify the 

functions of the 1/0 strea m ,  it  can improve the over

a l l  performance dramatica l l y  by i nfluencing a n u m 

ber o f  areas that are a menable t o  opt i mization . 

Defore investigating the means whereby these optim i 

zations m a y  be i m plemented, however, i t  i s  worth

while tO explore the areas contributing to the t i me 

taken by an 1/0 request.  

Peiformance Equations 
Although 1/0 operations are extremely complex, it 

is possible to ignore effects such as parallel  process

ing in order to obtain a s i m pl istic view of the divi

sion of t i me spent i n  the processing of an 1/0 

request. Two equations may be constructed to rep

resent the overa l l  t i me taken by an 1/0 operation. 

The first equation treats t he tota l t ime req u i red for 

an lfO as being composed of several d ist inct t ime 

components: 

Ito = l;x;sr + Icon/ + l, tr/ + lan· + l.\'fr 

in wh ich 

t,, = The total time req u i red for the 1/0 operation . 

This t ime span begi ns when t he user program 

issues the l/0 directive (e .g. , rea d ,  write , QIO) and 

ends when that d i rective ends . This t i me is also 

referred to as the response time of an 1/0 request.  

t�x,., = The t i me spent by the host to perform t;o 
in it iat ion a nd completion processing.  This compo

nent inc l u des the processing time requ i red for the 
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user-level statement ( read ,  write , etc . ) ,  as well as 

the t i me spent by t he various drivers invoked during 

the l ife of the 1/0 operation. In the s i m plistic model 

porrrayed here , this component also includes any 

time spent in the adapter .  

t,.0, = The time that  1 /0 processing is suspended 

due to contention for various requ i red resources. 

Note that this delay is  not necessarily confined to 

any one component but may exist at  one or more 

poi nts in  the 1/0 pat h .  

t, ,rt = The t i me spent b y  t he controller during t he 

processing of the 1/0 request. 

t"'" = The time req u i red by t he drive heads to move 

from the i r  current posi tion to the posit ion requ i red 

ro transfer the requested data . This t ime includes 

both the physical movement of the heads and the 

t ime requ i red for the media ro rotate into the cor

rect position . 

t4, = The t i me requ i red tO transfer t he specified 

amount of data . This component inc l udes both the 

drive transfer t i me and the transit t i me of the various 
buses in the 1/0 pat h .  

S ince these components are add it ive ,  a reduction 

in any term on the right s ide of the equation w i l l  
resu l t  in  a comparable reduct ion o f  t h e  tOtal ljO 

t ime.  Of these terms, only t;x;st and those portions of 

t.Yfr and lw, that happen outside the control ler are 

considered fixed and invariant .  Therefore , they can

not be optimized or reduced by the control ler .  This 

equation is of interest when i t  is desired ro al locate 

the time spent by an l/0 request tO the d iscrete 

components along the path of the request.  
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The second 1/0 equation is recursive ,  treating an 

1/0 operation as be ing composed of discrete opera
tions ar mult ip le leve ls ,  with each operation con
tributing an amount to rhe overa l l  response t ime :  

i n  which 

r ,  = The response rime of rhe 1/0 operation at level i. 

t." = The time required for servicing at level i ( i . e  . .  
the r ime r har level  i performs useful work on rhe 1/0 

operation ) .  

' "'' = The time thar the l/0 operation wai ts a t  level i. 
During this period , no useful work is being done on 
the operation , al though it is st i l l  at level i. This t ime 
retl.ects the delay con tributed ro the response by 
level i. 

r, _ ,  = The response r ime ar the nexr level below i. 
This r ime reflects rhe period during which leve l i 
passes work to a lower level for further processing. 
Note that r, _ ,  represents the response t ime of the 
next lower level ; therefore , i t  impl icitly includes 
the response ti mes of a l l  l ower levels .  

I n  other words, the response time of any compo
nent in  the system is rhe sum of the service t ime and 

rhe delay conrribured by that component,  plus the 
response t ime of a l l  l ower levels in the system .  

Although this statement may seem obvious, t he 
view of what is meant by usehd work can vary from 
one component to another. For example , rhe con
trol. le r wou ld certa in ly view the movement of the 
disk arm (a seek)  at  level i as a delay; the d isk  drive 
(at level i - I ) , however ,  wou ld clearly see a seek as 

usefu l work .  

Performance Metrics 

The performance of a control ler is genera l ly mea
sured us ing three merrics: rhe request rare , the 
request response r ime,  and rhe data rare . The 
request rare is t he rate ar which the control ler ser
vices 1/0 requests and is usua l ly  expressed in 
requests per second . I3e ing highly dependent on rhe 
val ues for la,, and t ,1, caused by variat ions of rhe 

input workload, this rare musr be defi ned together 
with a description of rhe characteristics of the 1/0 

stream used to obta i n  the rare . The request rare is 
usual ly  specified as the point at  which rhe con

trol ler saturates and cannot process any add it ional 
requests. 

The second metric , rhe request response r ime,  
refers tO the total amou nt of t ime required for an 1/0 

operation , or t,o . This response r ime is a lso specified 
as a function of a given 1/0 work load , characteriz ing 
rhe response t imes associated with a particu lar 1/0 
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stream .  Note rhar the request response t ime is nor 
s imply  rhe reciprocal of rhe request rare, as is often 
rhoughr, bur may vary from one request ro another. 

This metric should  therefore be srared as a d istribu
t ion fu nction , e i ther graphical .ly or as a mean with a 
standard deviation . 

The third performance metric is rhe data rare ,  
which refers to the vol u me of data processed by 
the control ler per unit  of time .  As might be ex peered, 
this metric is inversely proportional to the ln .. and 
t,F components of rhe equation The data rare is usu
a l ly speci fied ar the point ar which rhe controller i s  
incapable of  susta in ing an increase in rhe  data rare,  
even though rhe request-processing rare of the con
trol ler may nor be saru rared. 

The rwin performance goals of a h igh -perfor
mance control ler are to m inimize rhe request 
response r ime and to max imize both the request and 

data rares . To meet t hese goals ,  nor only must all ser
v ice r imes and delays assoc iated with an 1/0 request 
be min imized , bur the waiting ri mes and de lays 
associated with lower levels  must be uti l ized to per
form any possible add itiona l work through rhe 
mechan is m  of para l le l  processing. Unfortunately. 
the a lgor i th ms i nvoked to increase the request rate 
often i ncrease the response rime of some requests, 
whi le  the a lgorithms which min imize rhe request 
response t ime may decrease the request and data 
rates . Therefore, these goa ls are ofren at  odds with 

each other. How rhe HSC inte l l igent control ler 
balances these contlicring goals is the subject of 
this  paper. 

Contention 

Contention arises whenever more rhan one entity 
requ i res s imul taneous access to a single resource .  

Al though this problem may be overcome by add ing 
more resources, there may be certain physical or 
econom ical restrictions on rhe number of these 
resources avai !able .  S ince contention may delay rhe 
completion of an 1/0 request. the HSC control ler 
faces the task of how to resolve s i tuat ions in which 
these resource content ions exisr . 

Processor Contention 

One of rhe most important resources wi thin the HSC 

control ler is rhe inherent intel l igence represented 
by the I/O processor. This entity first receives , 

decodes, and val idates the .Mass Storage Control ler 
Protocol ( MSCP) com mand from the hosr.  The pro
cessor rhen performs a series of act ions : 

l .  Transforms rhe hosr command into a format su i t ·  
ab le  for transm ission ro the drive over r he stan
dard disk interconnect (SOl ) bus 
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Figure 1 Effect of Processor Contention on Data Rate 

2. Issues the command to the drive at the most pro

pitious moment 

3. Monitors the progress of the command while the 

drive executes it 

4. Transfers data between the host and the drive 

5 .  Verifies the successful completion of the com 

mand and attem pts to correct any errors that 

were detected 

6. Notifies the host when the command has 

completed 

Not only must the processor accomplish all these 

actions q u ickly ,  but it must do so for many com 
mands issued in rapid succession by d i fferent hosts 

and addressed to mult iple drives. This process leads 
to contention. 

To e l i minate a large amount of this contention , 

the HSC control ler d ivides the work among mult iple 

processors. This  division is based on the fact that  al l  

work in  the controller can be d ivided i nto two major 

categories : pol icy determination , and policy i mple

mentation . Since pol icy determ ination i ncludes 

algorithms and decisions that may change from one 

implementat ion to the next, a RAM-based processor 

called the P. io is entrusted with this task .  1 On the 

other hand, policy i mplementation ,  such as the SDI 

protoco l ,  is relatively  invariant and may safely be 

Digital Tecbnicaljounud No. 8 February 1989 

encoded in a ROM-based machine called the K.sdi .  

The re lative speed d i fference between some func

tions also requ ires this division of labor. I ncom i ng 

requests from the host arrive with a separation time 

of many mi ll iseconds, whereas t he t i m i ngs on the 

SDI  and CI buses are measured i n  fractions of micro

seconds. This d ifference is ret1ected in  the power 

and speed of the processor chosen as the ROM
based I/O engine for the K .sdi ,  the 2901 bit-sl ice 

m icroprocessor. 

Even with the speed advantage of these m icropro

cessors, however ,  the re lative speed of the SDI and 

CI  buses wou ld cause severe contention problems if 

only one m icroprocessor were dedicated to policy 

implementation . For this reason (as we l l  as a l l owing 

expansion capabil i ty) , a single microprocessor called 

the K.ci has been dedicated to C I -bus processing, 
w h i l e  a single K.sdi has been ded icated to servicing 

a m aximum of fou r d isks, with additional K.sdi  

m icroprocessors being u t i l ized for additional d isks. 

With this arrangement, the software in  each individual 

m icroprocessor can be optim ized for one generic 

type of operation. If MSCP requests are directed to 

d isks on multiple K.sdi processors, re latively fast 

d isk operations can proceed in para l l e l  with the 

processing of other  requests by the s lower P. io .  

Processor contention can be demonstrated by the 

difference between mult iple d isks on one K.sdi  and 

each d isk on separate K.sdi 's .  Figu re 1 was obtained 
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by running several tests with vary i ng numbers of 

disks and K.sdi  processors. Each test consisted of 

the same 1/0 work pattern:  a read request was issued 

at the first sector on the disk ,  the number of sectors 

read was varied from 1 to 1 2 7 ,  and three requests 

were a lways outstand i ng to the HSC controller to 

ensure that transfers were always taking place . 

As shown, the difference i n  data rates between the 

two configurations becomes qui te significant both 

as the nu mber of d isks connected to a s i ngle K.sdi 

increases and as the amount of data requested per 

transfer increases. Note that the data rate susta in

able  by a s ingle disk at a requ est  size of  2 0  sectors 

does not double when two disks are connected to 

the same K.sdi . Instead, the data rate increases only 

from over 500 ki lobytes (KB) per second to around 

7 5 0 KB  per second . When a second d isk is connected 

to a separate K.sd i ,  however, the data rate for both 

d isks is a l most exactly double that for one disk ,  
attai ning wel l  over 1 l 0 0 KB per second . 

These differences are attributable to the con

tention caused by the req u i rement for s imultaneous 

transfers from the different d isks to the s i ngle K.sd i .  

Since one K . sd i  cannot transfer  data o n  two separate 

disks at the same instant in t ime,  the data rate can 

increase only when the second (and subsequent) 

disks transfer  data during the lace of the first disk 

(si nce the K .sdi w i l l  perform overlapped seeks, as 

explained later) . In  this context, the K.sdi may be 

viewed as a source of contention . 

One of the tasks faced by control ler designers is 

how to handle this source of contention . W i t h i n  

each K .sdi ,  contention arises whenever a d isk is 

ready tO transfer data while the K.sdi is a l ready busy 

transferring data on another disk.  Although the K.sdi 

cannot transfer data from two disks s i mu l taneously,  

it  can m i n i m ize the effects of this contention . This 

m i n i m i zation is  done by code that senses the cur

rent rotational posit ion of each drive and i n itiates 

the transfer as soon as the data passes u nder the 

heads .  This action is taken i rrespective of the arrival 

order of the requests for data on the different d isks,  

thus reducing the potential  waiting t ime.  

The K.sdi  also ut i l izes the concept of a current 

drive for cases in which two or more drives are 

ready tO transfer at the same t ime.  Here, the K .sdi 

will  first choose the cu rrent drive tO i n i tiate the 

transfer,  then increment the cu rrent drive to imple

ment a round-robi n  schedul ing scheme among the 

competi ng drives . Once i n itiated , the transfer w i ll 

continue uninterrupted as long as data remains to 

be transferred,  which may be up tO one fu l l  group 

on the disk .  

The u ppermost curve i n  Figure 1 i l lustrates a sec

ond form of content ion : bus bandwidth l i m i tations. 
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The anticipated data rate for four d isks, each trans

ferring data on a separate K.sd i ,  is in  excess of 

4000KB per second with a 4 0 -secror request size . 

The bandwidth of the CI 780 adapter used i n  this 

test is s l ightly over 2000KB per second , however ,  so 

the actual data rate w i l l  be the lower of the two 

va lues.  S ince this decrease is caused by contention 

outside i tself, the HSC control ler can do noth i ng tO 

obviate i t .  

Bus Contention 

Other sources of contention are the various buses 

within  the HSC control ler itself. The data bus, the 

main route for data pass ing through the control ler, 

can sustain a rate of 1 3 . 3  megabytes (MD) per second . 

This rate has tradit ional ly been viewed as only 50 

percent effective however ,  s ince most data must 

pass over the bus twice . On disk reads,  for example ,  

data must pass over the bus from the disk to the buffer 

memory in the HSC controller ,  and aga i n  when the 

same data is read from the bu ffer memory and trans

ferred to the host over the CI bus . For this reason, 

the effective transfer  rate of the data bus is generally 

thought to be l i m i ted to 6 .6MB per second . 

In fact,  however, this figure is considerably 

higher than 6 .6MD per second s i nce the data transfer 

to and from the m u l t i pl e  hosts occurs by means of 

the K . c i , w h ich has a m ax i m u m  data rate of approxi 

mately 4 . 3 MD p e r  second . Subtracting t h i s  valu e ,  

there is 9 M B  p e r  second o f  bandwidth avai lable 

for use . 

Thus six RA82 d isk drives , each with a sustai ned 

transfer rate of 1 . 4 MB per second , w i l l  approach sat

uration on the data bus . Severe problems would 

result  if a seventh drive began transferring data at 

h igh speed,  thus exceeding the l i m itation of 9MB 

per second . The HSC control ler deals w i th this  prob

lem in a manner that not only addresses this issue 
but a lso compensates for the varying transfer  rates 

of d i fferent SOl devices . The controller  ut i l izes a 

mechanism called the data-bus bandwidth sema

phore , which functions as a throttle on the data 

transfer rate . 

This semaphore is in it ial ized to a value represent

ing the maximum transfer rate the data bus can 

susta i n .  When a drive comes on l ine to the HSC con

troller,  the d is k-server software w i l l  interrogate t he 

drive over the SOl bus.  Among other i te ms , the soft

ware determines the relative transfer rate of the 

drive , expressed in i ncrements of l OOKbits per 

second . When a transfer to that drive is  requested , 

the K.sdi wi l l  exa m i ne the drive 's speed parameter 

to determine if  i t  is l ess than the value remaining 

i n  the bandwidth semaphore . If  so, the drive's trans

fer-speed parameter will be subtracted from the 
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Figure 2 Effect of Bandwidth Semaphore on Data Rate 

semaphore value and the transfer i n i t iated . Upon 

completion of the transfer, the va lue of the transfer

speed parameter is added back to the val ue of the 

semaphore . 

As mult iple drives begin to transfer at the same 

time, this addit ive effect  eventua l ly causes the trans

fer-speed parameter to exceed the value remaining 

in the semaphore. When this  condition occurs, t he 
K.sdi w i l l  delay the next requested transfer u n t i l  a 

disk completion increments t he bandwidth sema

phore ro a va lue large enough ro a l low the new trans

fer request ro proceed. In this manner, disks with 

d i ffering transfer rates may be i nterm i xed on the 

HSC controlle r  wi thout bus contention, and ove rly 

restrictive 1/0 i n i t iat ion pol icies a re not needed.  

Figure 2 demonstrates the effect of this  sema

phore when a fu l l  disk read was i n i t iated to a vary

ing number of disks.  These reads were in it iated by 

t he MSCP ACCESS com mand, which reads t he data but 

does not return it over the Cl  bus , t hereby e l i m i nat

ing the Cl bandwidth restrictions discussed earlier.  

Each ACCESS command was d i rected to an RA82 

drive on a s ingle K.sdi .  

As shown,  the data rate for one drive is about 

I .  5 MD per second and increases in a very l i near man

ner as the second and third drives are added.  The 

data-bus bandwidth semaphore is  in i t ia l ized ro a 

value of 66 1 ,  or 6 6 . 1  Mbits per second. (This va lue 

is considerably less than half  the maxi mum data-bus 

bandwidth of 9MD, or 72Mb i rs per second, for reasons 

explained later.) Si nce the transfer-speed parameter 

of the RA82 drive is 1 9 2  ( peak rate of 1 9 . 2 Mbirs per 

second) , t he addit ion of a fou rth drive exceeds the 

semaphore value by 107. Thus rhe rransfer is post

poned sl ighrly,  causing t he non l i neariry in t he 

c u rve . As the fifrh drive is added,  the increase in the 
data rare becomes mi niscu l e ,  w i r h  rhe semaphore 
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a l l ow i ng addirional transfers only when one drive is 

occu pied performing a seek operarion . 

S ince rhe K.ci  is the lowest priority requester on 

rhe dara bus,  ir is not inc l u ded i n  the data bus band

width calcu lations . In  essence , i t  w i l l  always trans

m i t  and receive on the Cl bus, using w harever bus 

cycles remain after any bus use by the K .sd i 's 

Process Contention 
The HSC sofrware is a h ighly com plex real -r i me mul

t itas king operating system , consisting of more than 

50 separare processes. Therefore , some form of pro

cess contention is bound ro arise . An exam pie of this 

contention is  t he process rhat is responsible for cor

recting errors detected by the 1 70-bit e rror correct

ing code (ECC) . This software is tota lly compute 

bound and can take nearly 100 m i l l iseconds of con

t inuous com pure t i me in  severe cases. S ince this  

compute t i me prohibits other work from being done 

on the syste m ,  the ECC process has a very low prior

ity relative to other tasks, al lowing it to work in back

ground mode . In this manner,  h igh-priority requesrs 

for work from the K .sdi and the K.ci w i l l  be serviced 

with m i n i m u m  wait ing;  the time for the a l ready 

lengthy ECC process w i l l  be increased by only a 

small percentage . 

This contention is qu ite im portant w hen consid

ering the divis ion of work for a typical lfO req uest.  

As mentioned earlier, t he P.io mere ly provides t he 

pol icy determination of which request to transfer 
next ;  the K.sdi and the K.ci  do the actual work. 

This work must  be d i rected from the P.io, however, 

and no new 1/0 requests wil l  be issued if the processor 

is blocked awaiting the comp letion of ECC process

ing.  Now, 1, ,r1 typica l ly contributes only a fraction 

of rhe Lio t ime,  and L"',. and L.,f•· are idle t imes to the 

P. i o .  Therefore ,  it is worthw hile  to interrupt the 
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compute-bound ECC process for the small t i me 
req u i red to i n i t iate new wor k .  After sending a new 
1/0 request to t he drive for action , the P. io w i l l  
return control t o  the ECC process, w h ich w i l l  con
t i nue i ts compute-bou nd act iv i ty during the drive 's 
Ia...- and lxfr time. 

Resource Contention 

As m ight be expected,  some of the resources subject 
to contention are the bu ffers u r i l i zed by the C l 780 

port in the VAX CPU ro receive the data sent by the 
HSC control ler as a resu l t  of a d isk  read operation 
Surpris ingly,  the K .c i  is not on ly  aware of this possi 
b l e  contention i n  the VAX host ,  b u t  has been 
designed ro reduce the amou nt of contention for 
these external bu ffers whenever possible .  

The contention arises because the Cl780 porr 
mai ntains two bu ffers ro recei ve the incom i ng data . 
The K .c i  can send data at a rate i n  excess of t he 
port 's capabi li ty to empty and recycle the buffers . 
Therefore. if more t han rwo b u ffers are sent i n  rapid 
succession . the CI 780 port w i  1 1  be forced to reject 
( NA K) t he i ncom i ng data , thus necessitat ing a 
retransm ission by the K.ci . 

To reduce the Cl bandwidth wasted on retransmis
s ions, the K .c i  has been designed with the reception 
capabi  l i ry of the host-buffer i n  m ind . The K.ci sends 
data to the host one bu ffer at  a t ime .  After send i ng a 
buffer .  the K .c i  checks to see if more data is wai t ing 
to be transm i tted to another hos t .  J f  so. the K.ci  wi ll 
send to the next host, proceed i ng i n  a round-robi n  
fash ion a mong a l l  hosts.  I n  this  manner. a seque nce 
of buffers to be sent to one host w i l l  be sent not i n  
one burst b u t  gradual ly ,  over a period o f  t ime.  Si nce 
the K . c i  effective l y  i ntroduces a pause between t he 
transmission of bu ffers to a host, the recei ving CI 780 

port can empty one buffer before receiving another, 
thus e l i m i nating the need for the K.ci  to tra nsm i t  
the same bu ffer more than once . 

Although this scheme w i l l  be effect ive on ly  when 
t here is data to be sent ro more than one host. i t  is 
prec isely at th is t ime that a retransm ission wou ld 
have the greatest i mpact on performance. Without 
t h is scheme,  t he second host wou ld have to wait for 
one (or more) retransmissions to the first host ,  e ffec
t ively doubl i ng t he potential  de lay the second host 
would see . I f  data exists to be sent to only one host ,  
then a l though a retransm ission wil l  u ndoubtedly be 
required ( if  more than two buffers are sent) , other 
hosts w i l l  not be affected by t h is de lay .  

I n  a s i m i lar fashion , the contention for data bu ff
ers within the HSC con trol ler  a lso exists for the K.ci  
when the host issues a d isk  write command.  In t h is 
instance , t he K.c i  must supply buffers to rece ive t he 
data sent by the host to be wri tten to d isk .  On one 
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hand , the K .c i  must  not  a lways allocate a l l  the 
req u i red bu ffers s i nce this a l l ocation cou l d  poten
t ia l l y  re move buffers from service for a lengthy 
period of t i me ,  thus prevent ing their  use e lsewhere . 
On the other hand, a last - m i nute a l l ocation of buff
ers is a risky business s i nce i f  they are not avai !able 
when t he data comes i n ,  the K.ci  must NAK the data 
from the host and req uest retransm ission . w hich 
causes delays . The K .ci addresses th is problem with 
both an i n terna l hardware solu t ion a nd a software 
sol ut ion.  w h i l e  a l l ow i ng fu l l  control  of the pol icy to 
reside in the P. io .  

Within the K . c i ,  t here are two hardware buffers 
dedicated ro the reception of data received from t he 
Cl bus.  Once received i nto these buffers , data must 
be copied i nto a data buffer that the K .c i  has a l lo
cated before more data arrives over t he C l  bus. or  
e lse the data wil l  be lost .  To control the n u mber of 
data bu tlers to prea l l ocate . t he P io w i l l  i n form t he 
K.ci  of the max i m u m  nu mber of buffers to preal l o
cate. The K . c i  w i l l  m a i nta i n  rwo i n terna l variables.  
one keep i ng the maxi m u m  nu mber of buffers to 
a l locate l ess the n u mber current ly  a l l ocated (ca l led 
SP.MMA ) ,  the other keepi ng track of the number of 
bu ffers needed l ess the nu mber currently a l located 
(ca l led SPNi'viA) .  

Upon determ i n i ng t hat data is req u i red from the 
host . a K.ci wil l  add t he req u i red nu mber of buffers 
ro SP. NMA and then check both variables .  I f  both are 
greater than zero ( im pl y i ng t hat bu ffers are needed 
and the a l location l i m i t  has nor been reached ) .  the 
K .ci w i l l  a l locate a data buffer ,  decrement both vari 
ables.  and repeat t he chec k .  I f  e i ther variable is less 
than or equal  to zero ( i m p l y i ng e i ther sufficient 
bu tlers have been a l located or the K.ci i s  at the a l lo
cation l i m i t) ,  t hen the K.ci  w i l l  transm i t  a request 
to the host for the data . SP. M MA wil l  be i ncremen ted 
after t he data is received from the host and transferred 
from the reception buffer i nto t he data b u ffer.  

Uy fol lowing this  a lgori t h m ,  the K.ci  w i l l  a l l ocate 
some portion of the requ i red bu ffers prior to request
i ng data from t he host bur w i l l  l i m i t  t his  a l location 
in order not to severely depl ete the pool of free 
bu ffers. S i nce the va l ues for SP. M MA a nd SP. Ni'v!A are 
de term i ned from i n format ion obtai ned from the 
['. io,  th is  po.licy is  fu l l y  con trol led by the P . io .  

I f  data arrives from the host and there i s  no data 
bu ffer avai lable (possibly  as a result  of this a lgo
rith m ) , the K.c i  w i l l  not retain the data i n  t he Cl 

reception bu ffer because the K .c i  wou l d  t hen have 
to send a NAK ,  thus wast ing Cl bandw idth .  I nstead, 
the K.ci recei ves t he data and s i m p l y  d i scards i t .  
requesti ng it agai n  at a l ater t ime 13y doing that .  the 
recept ion buffer w i l l  be free to receive more data . 
t hereby m i n i m iz i ng the i mpact caused by the K . c i 's 
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as king for more data t han it cou ld momentari ly 

receive . The nu mber of retransm issions of the 

requested data w i l l  be the same or less than the NAK 
case, thereby conserving valuab le  C l  bandwidt h .  

Latency 
As mentioned earl ier. the /"'; component of response 
time represents the wa it ing time. or request l atency, 

assoc iated with a particu lar request at level i. 
Latency is a lso included in r; � 1 ,  which represents 

the response rime for t he work done at 1/0 levels 

below i. From the viewpoint  of the user who has 

issued the high- level 1/0 request, however, the total 

t i me berween the beginning and ending of the 

request is considered ro be request latency, even 

though lower levels are performing usefu l  work . 

These latencies may be subd ivided into several d is

r i ner areas within the HSC control ler .  

MSCP Processing Overhead 
The first task undertaken by the MSC P server is t he 

verification and accounting associated with a l l  incom

ing MSCP requests. Al t hough certai n ly requ ired , t he 

various checks and val idarions consume a significant 

amount of r ime,  which comributes to the latency of 

the request. There fore , the only possible reduct ions 

in request latency come from using high ly opti
mized sofrware cod i ng and faster processors, l i ke 

the ones in the HSC70 control ler .  

The sofrware in the HSC control ler is not  only 
optim ized (e .g  . .  the register autoincremem mode 

when traversing sequent ia l ly  through structures) 

but a lso takes advantage of certain  presumed 1/0 

characteristics of the VMS system .  For example ,  i t  

has been observed that significantly more VMS 1/0 

requests are reads t han writes. 2 13ecause of this char

acteristic, the defa u l t  code paths within t he HSC 

sofrware are set to a read case, a l lowing the major i ty 

of the 1/0 hand l i ng ro proceed s l ightly faster . 

Al t hough a sma l l  amou nt of code must clearly exist  
ro handl e  t he other cases, th is code is invoked less 

frequently.  Sma l l  opt i m i zations such as this one 
contribute to the latency reduction . 

Fol low ing irs verification , the request must be 
decomposed inro fragments suita b l e  for sending to 

the K .sdi for the actual wor k .  I n  addit ion to t he pro

cessing delays, contention may a lso be encountered 

here because add i tiona l resources may be requ i red 
to contain these fragments . 

The final  portion of overhead contributed by t he 

MSCP processor is ,  ironica lly enough,  the delays 

inherent in the code designed ro reduce request 

latency. This code, which i ncludes features such as 

fragmentation and seek ordering policy, w i l l  con

tribute a sma l l  delay by its very presence . On a sys-
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rem with a sma l l  load of 1/0 requests , this overhead 

may contribute a noticeable amount ro the request 

latency since the optim izations within  the HSC con

trol ler do nor begin to take effect u n t i l  the l oad 

increases. The HSC code attempts ro m i n i mize the 

i m pact of these intrusions by not invoking opt imiza

tion algorithms w hen t he workload is sma l l .  Some 

sma l l  amount of code must rema i n ,  however.  con

rribming a sma l l  but measurable amount to the 

latency of the request. 

K. sdi Processing 

Although t he K.sdi processors are extremely fast, 

some delays due to i nternal processing are inevita

ble.  Each K.sdi consists of two 290 1 microprocessors, 

one ro process data transfers, the other to process 

SD! control messages. These processors share a 

common ! 50-nanosecond (ns) t i me-sl iced clock,  

res u lting in  an effective cycle time of one 1 50-ns 

instruct ion every 300 ns for each m icroprocessor. 

The data received from t he d rive is not buffered 

within the K.sd i .  Therefore, that data must be 

removed from the internal hold i ng register and 

placed on the data bus before t he next data word 

arrives, or e lse a data - late cond ition w i l l  occur.  (The 

data-late cond ition requ i res an e rror-recovery 

procedure,  necessitating a reread of the fa i l ing sec

tor at t he expense of another complete revolution 

of the d isk . )  

To prevent the data-late cond it ion from occur

ring, the bandwidth semaphore previously men

t ioned is u t i l ized as a latency semaphore. That 

action effectively moves the semaphore from t he 

frequency domai n  inro t he t ime dom a i n ,  a lthough it 

retains i ts representation of the peak transfer rate in 

increments of lOOKb i ts per second.  To derive the 

actual value chosen for this semaphore , let us con

sider rwo hypothetical drives, each chosen for a 

transfer rate t hat corresponds to an i ntegral number 

of K.sd i clock cyc les. If t he first drive can transfer 

data at a peak rare of 2 1 . 33 Mbits per second and the 

second at 2 6 . 67 M b i rs per second , the first wil l  

transfer one complete 16-bit  word every 7 50 ns, and 

t he second w i l l  transfer the same word in  600 ns. 

Si nce t he current l i m it of t he SDI bus is 2 2 . 5 Mbits 
per second , the fastest drive that can be su pporred 

l ies somewhere between the l i m its set by these two 

d rives. 13etween four and five K.sdi clock cycles are 

therefore required to transfer a complete word.  lo 
e l i m i nate any poss i b i l i ty of a data- late cond ition,  

the shorrer of  t hese two transfer ti mes must be used , 

requ iring every fou rr h  clock cycle to be avai lable on 

the data bus. Now , t he data-bus interface in the 

K.sdi cannot begi n a new data-bus request in t he 
same cycle in which the previous request was 
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granted . Therefore, the number of avai l able cyc les 
must be reduced by one to accou nt for this poss ib i l 
i ty ,  which changes the requ i remen t for the fastest 
drive tO every third c lock cycle being available for 
data ro be moved to and from the data bus .  Si nce 
drives that can transfer at least 2 1 . 33Mbi ts per sec
ond w i l l  req uire every third bus cycle ,  the bus w i l l  
b e  100 percent u t i l i zed (from a latency standpoint) 
when three drives are transferring.  The rates of 
three of these drives tota l 64Mbirs per second , 
which  translates into a bandwidth semaphore value 
of 64 0 .  In essence, i f  drives faster than 2 1 .33Mbi ts 
per second arc ut i lized , the bandwidth semaphore 
must be less than 64 0 .  

Fol lowing this same l ine of reason ing, drives capa
b l.e of transferring between 17 78 and 2 1 . 32Mbits 
per second require 900 ns for every 1 6-bit  word, or 
every fou rth bus cycle when all previously men
tioned effects have been considered . Using four 
drives a t  1 7 .78Mbits per second yields a peak rare of 
7 1  . l  Mbits per second , or a bandwidth semaphore of 
7 1 1  or less i f  drives faster than l 7 .78Mbits per 
second are a l lowed.  

The current  va lue of 66 1 (66 . 1 Mbits per second) 
w i l l  support drives with peak transfer rates greater 
than l 7 .78Mbits per second and less than 2 L33Mbits 
per second, with a sl ight safety margin .  

Disk Overhead 

Al though somewhat paradoxica l ,  the actua l  transfer 
of data by the disk drive is viewed as latency by 
higher r;o levels .  Therefore , data transfer must be 
considered as a source of delay .  Once the request  
has been issued to the drive,  several sources of 
l atency become evident .  

The first source is the seek t ime,  or  the time 
requ i red to posit ion the d isk head to the requ i red 
area on the disk .  Although the movement itse lf is 
unavoidable , the P. io attempts to ameliorate this 
delay by reordering mul t ip le requests to m i n i mize 
the sum of the ir  delays . The K.sdi wi l l  a lso issue the 
SDI command to in it iate the seek and then look for 
work ro perform on another drive whi le wai t ing for 
t he seek to comp lete. I n  this manner, one K.sd i can 
have up ro four seek requests outstandi ng s imul ta
neously on four d i fferent drives . 

Once the disk head reaches the desired cyl i nder, 
a second source of latency is introduced whi le  the 
disk surface rotates ro bring the sector conta ining 
the desi red data u nder the head.  With a rotational 
speed of 3 ,600 RPM, this motion can take a s ignifi 
cant amount of t ime, potential ly exceed ing the time 
requ i red to move the heads across several cyli nders . 

The final source of latency introduced by the disk 
is the actual transfer of data from the disk ro t he con-
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trol ler .  A fin i te amount of t i me i s  requ ired for this 
action , which cou l d  become significant for large 
transfers. 

Latency Optimizations 

Si nce the sources of latency were known,  the HSC 

control ler was designed ro reduce the effects of 
each .  As mentioned earl ier, i nc lud ing a lgorithms to 
reduce the latency and increase the data rare may 
also introduce an addit ional del ay i nto the cha in .  
Therefore , the HSC design bypasses these optim iza
tions i f  they contribute to the delay rather than 
reduce i t .  

Dynamic Bandwidth Adjustment 

Within t he HSC controller ,  the K . sdi  processors are 
prior itized accord ing ro their requester n umbers 
the lower the nu mber, the lower the priority . The 
pr iority arbitrat ion wil l  be invoked only when more 
than one K.sdi  attempts to access the bus simu lta
neously; control of the bus is awarded to the K.sdi  
with the h ighest priori ty .  I f  a s i tuation arises in 
which a number of low-speed drives are on h igh
priority requesters , these d rives may be sel ected, 
thus delay i ng the transfer i n i tiation on the h igh
speed drives . 

To prevent that s ituation ,  the P. io i mplements a 
dynamic bandwidth-adjustment algori thm. This algo
rith m ,  i nvoked whenever a new disk drive becomes 
avai lab le ro or d isappears from the HSC controller, 
loads the SDI transfer-speed parameter for each 
drive .  Obtained from the drive and made known ro 
K .sd i ,  th is parameter is compared with the band
width semaphore when a transfer is to be i nitiated, 
as expla ined earlier. Upon execut ing,  this a lgorithm 
scans every disk on every K . sd i  on the HSC device, 
sequencing from the K.sdi  w i th the lowest prior i ty 
to that with the highest. Within each K .sd i ,  the algo
rithm compares the speed parameter for the drive in  
question wi th  the  h ighest speed seen ro  date on  any 
previous K.sd i .  The algorithm then assigns the higher 
of these two va lues ro the drive .  

This a lgorithm promotes s lower drives o n  a 
higher priority requester when a faster drive has 
been seen on a lower priority requester. By doing 
that, the relative ly  s low drive on the h igher priority 
K.sdi has i ts SDI speed rating increased to that of the 
fastest drive seen on any previous K. Thus , a lthough 
it may sti ll in i t iate the transfer in preference to the 
higher speed dri ve ,  the s lower speed drive wi l l  
decrement the bandwidth semaphore as  if  it were 
capable of transferring data at the same rate as the 
fast drive .  When mult iple drives begi n  transferring 
or they compere for the bandwidth semaphore to 
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initiate a transfer, this algorithm increases the weight 
given w relatively slow drives on a higher priority 
K.sd i .  The lower prioriry drives then have a greater 
chance to transfer. 

Routing 
As noted earlier, the P. ioc performs pol icy determi

nation, and the individual K.sdi and K.ci processors 
actually implement the pol icy. In keeping with this 

phi losophy, the concept of routing is an integral 
part of the HSC design .  With this concept, the indi

vidual fragmentS containing the transfer informa
tion also conta in  pointers to a memory structure 

known as a route . This structure consistS of several 
i tems, among them the operation code and the loca
tion of the next station on the route. Each K processor 
is aware of these routing structures and can cause a 

data fragment ro flow from one station on the route 
to the next without intervention by the P.io.  

An example of this routing occurs when an MSCP 
read request is received by the HSC controller. The 
P. io wi l l  set up a fragment describing the transfer, 

including a pointer ro the route associated with a 

read request, and send this fragment to the K.sdi for 

processing. The K.sdi wi l l  note that a data buffer is 

needed, al locate that data buffer, read the data on 
the disk pointed to by the fragment into that buffer ,  

and then forward the fragment to the next station on 

the route . For a read command, the next station wil l  
be the K.ci ; the opcode of that station wi l l  i nstruct 

the K.ci ro send the data contained in the attached 
buffer ro the host. Once the data has been sent , t he 

station code wi l. l  instruct the K.ci  to return the data 
buffer ro the pool of free data buffers and send an 

end message to the host ro complete the transfer. 

The important aspect of this scenario is that once 
the initial MSCP verification and fragment set-up 
have been completed by the P . io ,  a l l  work will be 

handled by the individual K processors without P.io 

intervention . The P.io is now free to process other 
requests s ince the set-up by the P.io occupies only a 

smal l  fraction of the rota! t ime required for the 
transfer. This feature allows the HSC design tO attain 
high data and request rates. 

Rotational Position Sensing 

The work request that the P. io sends tO the K .sdi for 
processi ng is contained in a disk rotational access 
table (DRAT) . A DRAT is restricted to a single group 

on the disk surface and may contain mul tiple d is
contiguous transfer fragmentS. To reduce t he t i me 

spent wai ting for disk rotation, the K .sdi does not 

look in a DRAT for a fragment and then wai t  for the 
d isk surface tO rotate to that position .  Instead,  the 
K.sdi monitOrs the current posit ion of t he disk sur-

Digital Technical journal No. 8 February 1989 

DISK 
HEAD 

Performance Aspects of the HSC Controller 

- READ 
THIRD 

BLOCK 1 

Figure 3 Request Fragmentation 

face relative ro the d isk head , then looks into the 
DRAT tO see if any corresponding work requests 
exist . If the DRAT contains more than one transfer 
fragment, this technique wi l l  a l low the transfer to 
begin as soon as any data is accessible . 

Fragmentation 

More than one fragment must be contained in a DRAT 
ro fu l ly realize the benefits of fragmentation. 

Although the HSC controll e r  c learly cannot manu

facture I/O requests to fi l l  a void,  i t  can decompose 
one contiguous host request spanning multiple 
sectors i nto several d istinct fragments . S ince this 

decomposi tion takes a certai n  amount of t ime (con

tributing to lctrt) , the HSC controller wi l l  not decom
pose a request less than e ight secrors long. If the 

request exceeds e ight sectors, the P. io wi l l  create a 
fragment four sectors long, reduce the original 
request by four  sectors, and then check this remain

der. I f  the remainder is greater than e ight secrors, 

this decomposition wi l l  continue unti l  the remain
ing transfer fragment has been reduced tO eight or 

fewer sectors. At this point,  all fragments will be 

placed in a DRAT and issued to the K.sdi for transfer. 

Since the K.sdi can begin the transfer whenever 
the disk head passes over a transfer fragment ,  trans
fers cou ld begin earlier than would otherwise be 
possible . Figure 3 shows the request fragmentation . 

As an example of this decomposit ion, consider a 

transfer request for 57 blocks. On an RA82 disk 
( having 58 sectors and 5 7  logica l blocks per track) , 
the rotational position of the head when the request 
is received is probabi l istic. That is, the odds are 

only 1 in 58 that the head is posit ioned at t he begin
n ing of the transfer. With fragmentation, however, 

the original request wi l l  be subdivided i nto 14 indi 

vidual fragmentS: 13 with four sectors, and one with 
five . With this arrangement ,  there are now 14 possi 
ble places for the transfer w begin ,  i ncreasing the 
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odds tO 1 4  i n  '5 8 .  Of greater i m portance is  rhe actual  

latency red uct ion obta i ned by t h i s  method.  

l n  rhe nonfragmenred case. t he average r i me ro 
the begi n n i ng of the one and o n l y  fragment is one

halt  rhe rotation r i m e ,  or 8 3 m i l l iseconds. W i t h  
fragmentation , the average t i me w i l l  b e  s l ight ly 
more than one-half  the s m a l lest fragment (due ro 

the presence of the five-secror fragment) , or  0 ')8') 

m i l l i seconds . I n  both cases t he transfer t i me w i l l  be 
the t i me tO send 57 sectors. or  about 1 6 . 3  m i l l isec

onds. The tota l r i me to com p lete t he request w i l l  

the refore b e  2 4 .6  m i l l iseconds w i thout fragmenta

t ion . but only 1 6 . 9  m i l l i seconds with fragmentation , 
a reduct ion of over 30 percent .  

Request Merging 

The benefits of fragmentat ion i ncrease i n  d i rect pro

portion to the nu mber of fragments conta i ned in a 

DRAT .  The DRAT structure coma ins no host-specific 

i n format i on but is concerned only w i t h  transferring 

data from disk to buffers w i t h i n  the HSC controller 

The MSCP server can com bine i nto one DRAT the 
transfe r  requests from d i fferent hosts for the same 

group on the disk. Increasing the nu mber of frag

ments w i l l  a l low rhe previously mentioned opt i m i 

zations t o  come i nto p lay As the indiv idual  fragment 

requests com p l ete and as the bu ffers are sent to t he 
K . c i  by the K . sd i ,  the K . c i  w i l l  obta i n  the host i n for

mat ion assoc i ated w ith each speci fic fragment a nd 
send the data to the correct host .  

Of course , there i s  n o  guara n tee that a specific 
appl icat ion ru n n i ng on a hosr w i l l  send m u l t i p l e  I/O 

requests to the same d isk a rea s i m u ltaneou s l y .  

There i s  a high proba b i l i ty, however, t h a t  more t h a n  
one outstand i n g  req uest to the same a rea on a n  indi ·  

v idual  d i s k  w i l l  exist 2 A typ ica l VA.Xc l usrer system 

conta ins m any hosts , each of which ru ns nu merous 

appl ications and system programs.  The refore , the 

probab i l i ty is h i gh that requests can be merged i n to 
one DRAT 

Work Queue Depth 

As exp l a i ned earl ier .  the K .sd i begins work only 
when a DRAT a ppears on i ts  i nput work queue a nd 

places the DRAT back on an input  queue of the MSCP 
server only when process i ng ends. The issue of when 

to queue a D RAT to the work queue of the K .sd i for 
processi ng cons t i tu tes yet a nother optim izat ion 

opport u n i ty for the HSC contro l l e r .  At first g l ance . i t  

appears best t o  constru ct a DRAT, fi l l  i t  w i t h  frag

ments ,  and send i t  to the K . s d i  whenever work 

requests arrive from the host .  Further examinat ion 
revea ls that th is  procedure is  nor a lways opt i mu m .  

When the first host request a rr ives for an id l e  
d i s k .  t h e  MSCP server w i t h i n  t h e  P io w i l l  construct 
the DRAT and send it to the K.sdi  for action . The 

K.sdi  w i l l  then noti fy the server of transfer comple

t ion by retu rn i n g  the DRAT. The t i me for the actual  

transfer cons ists of t"" and lxfr . Al though that t i me 
w i l l  va ry depend i ng on the specific transfer parame· 

ters .  it w i l l  typ ica l ly be many m i l l i seconds . If a sec

ond host request arrives for the same d isk w h i le the 

K .sc! i is sti l l  processi n g  the fi rst DRAT, a second 

DRAT w i l l  be constructed and sent to the K . sd i .  If  a 

t hi rd requ est arrives w h i l e  there are st i l l  two DRAfs 

outstand i ng ,  however. i t  w i l l  be deferred by placing 
i t  in an i nternal l ist w i th in the HSC control ler .  ny 

deferring host requests when more than one DRAT is  

outstanding,  the ivt�CP server may have t he opportu
n i ty ro merge m u l t i p le host req u ests i nto one DRAT. 

That act ion increases rhe benefi ts obta i ned through 

fragmentation . 

When work has com p l eted on t he first DRAT, no 
delays w i l l  be i nt roduced due to the K .sdi  wa i t i ng 

for work s i nce a second D RAl' is i m me d iately ava i l 
able  for t he K .sd i t o  process . The K . s d i  wi l l  send the 

first DRAT to the P i o ,  s i gna l ing process com p l etion.  

The MSCP server i n  the P. io w i l l  now construct a 
t h i rd DRAT from the req u ests placed i n  the deferred 
I ist and send t h is DRAT ro the work queue of t he 

K . s d i  for action . S i nce the K.sdi  is currently busy 

processi ng the second D RAT. the t h i rd DRAT w i l l  

arrive i n  t i me to prevent t he K.sdi  from '.vai t i ng for 

work .  causi ng t he cyc l e  to repeat . In th is  case.  how
eYer. rhere is a poss i b i l i ty that more than one hosr 

request has arrived for the same d isk area . I f  these 

requests were p laced in t he same DRAT, the prev i 

ous l y  mentioned latency reductions w i l l  occur . I f  
on l y  one host req u est has arrive d ,  n o  pena lty w i l t  be 

incurred ,  a lthough no benefi ts w i l l  be obta i ned by 
m u l t i ple host requests e i ther.  

Seek Ordering 

S i nce the t,. , .  port ion of a transfer usua l ly exceeds 

the other t ime coniponents by a considerable amou n t .  
t h e  HSC design conta ins two a lgor i t h ms that m i n i 

m i ze the t i me spent mO\' i ng the d isk heads .  The 
a lgori th ms reorder the i n p u t  request strea m i n to a 
seq uence that redu ces the d istance the heads must 

travel over t he disk su rface 13ecause more than one 
req u est must be omstandi n g  (from one or more 

hosts ) for t h is reorde ring to occur, the i nternal l ist 

of deferred req uests i s  used to deter m i ne which one 

to service next . 

As each ORAl '  is constructed a nd sent to the K .sdi  

for process i ng ,  t he P io w i l l  u pdate a n  i ntern a l  vari 
able assoc i ated w i t h  each d i sk that i nd icates the 
current head pos i t ion . (This variab le shows t he 
head pos i t ion u pon completion of the last D RAT. 

wh i c h  docs not necessari ly correspond to t he cur· 

rent head pos i t ion . )  When new host req uests arrive 
and deferral is necessary . these requ ests are placed 
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in the interna l holding l ist ,  which is mainta ined in 
ascend ing cyl inder sequence . 

When a DRAT completes, the first algorithm in the 
P.io wil l  search the internal holding l ist  for the 
request with the next higher cylinder number than 
that indicated by the current head-position variable . 
That search causes the disk head ro move from low 
to high cyli nder numbers . If the deferred l ist has no 
requests with h igher numbers, the direction wi l l  be 
set ro scan downwards and the next lower cyl inder 
number wi l l  be used . Once the l ist has been 
exhausted in the downwards d irection , the direc
tion wil l  be set ro up and the process repeated . 

This algorithm sequence is analogous ro an eleva
tOr moving from the lowest floor where a button has 
been pushed tO the highest tloor where a button has 
been pushed, then back to the lowest floor, stOp
ping at each floor where a button has been pushed . 
Each disk cyl inder is guaranteed to be serviced by 

proceeding in  this fashion . Moreover, requests con
t inually arriving for a specific cylinder wil l  not lock 
out other, more distant cyl inders, since the scan 
immediately moves on to the next cylinder once one 
has been serviced .  

As the number of outstanding requests mounts, 

th is algorithm may add latency tO some requests. 
Return ing to the elevator analogy, consider a 

request for service made on the second floor of a 

ten-srory building when the elevator is at the fifth 

tloor and rising. I t  is reasonable to expect the eleva
cor to stop at the sixth through tenth floors on the 

way up.  If i t  a lso stops for requests on the ninth 
through third floors on the way down,  however, the 
second-floor request will  wait an extremely long 

time. Translating this elevator analogy to the actual 
disk case, the latency of an i ndividual request (sec
ond floor) has been sacrificed to ensure a high 

request rate (ninth through third floors) . Although 
clearly a goal of any high-performance controller, 
an increased request rate is of questionable value if 

latency is traded off to atta in i t .  
For this reason , the HSC design invokes a second 

algorithm when the number of outstanding requests 
exceeds seven.  In that case, the upward scan pro

ceeds as before but wi l l  go d irectly to the lowest 
cylinder when there are no more h igher cyli nders. 
Using our ana logy, the elevator wou ld proceed 
directly to t he lowest floor once the h ighest floor 
had been reached. Although this a lgorithm reduces 
the overal l  request rate somewhat, it reduces the 

maximum latency figures even more . Thus a reason
able balance is achieved berween request rate and 

latency. 
More specifical ly ,  a request arriving whi le the 

first a lgorithm is in effect may have to wai t  for 2c 
cylinders of t ime ,  i n  which c is the total number of 
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Figure 4 Seek Reordering Algorithms 

cylinders. With the second algorithm in effect,  how
ever, the maximum wai ting t ime decreases to c, a 
potential reduction of 50 percent in individual 
request latency. This second algorithm is known as 
the scan algorithm because it effectively scans the 
disk surface from l ow to h igh cyl inders, then drops 
back to low again  and repeats the scan . 

These two algorithms are i l lustrated i n  Figure 4 .  
The el«;:varo� a lgorithm smoothly transit ions from 
low ro high cyl inder numbers, then smoothly transi
tions from h igh back to low .  The scan algorithm,  on 
the other hand, smoothly transitions from low 10 
high , then  abruptly moves tO the lowest cyl inder 
and begins i ts upwards scan again . 

The increases in the throughput rate for requests 
are depicted in Figure 5. This curve was generated 

by a host program that made single-block requests 
d istributed randomly over the entire disk surface. 
The venical axis represents the number of requests 
per second being processed, which is l imited by the 
mechanical t ime to physically move the disk heads. 
The horizontal axis represents the number of requests 
that the host has outstanding at any one t ime .  

As shown , an i ncrease in  request rate occurs when 

the number of requests outstanding from the host 
increases from one to two. This i mprovement is due 

ro the fact  that the MSCP server will  place the second 

request on the K .sdi work queue ,  a l low i ng the K.sdi 
to begin work immediately on the second request 

after the first request completes. No improvement is  
seen for three requests, but one is  seen when four 

requests are outstanding.  When three requests are 
outstand ing, one request ( the first DRAT) is being 

serviced by the K.sd i ,  one (the second DRAT) is wait 
i ng for service , and only one is maintained in the 
internal holding l ist .  When a founh request arrives, 

it is placed in the internal holding area with the 
third request, and the P.io may choose which of 
these rwo internally held requests ·to issue next , 

a l lowing optimization to occur .  

The request rate drops sl ightly when between 
nine and ten requests are outstanding. At nine, one 
request is being serviced by the K.sd i ,  one is in the 
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Figure 5 Effect of Seek Reordering on Request Rate 

K.sdi work queue, and seven remain i n  the internal 
holding list. When ten requests are outstanding, t he 
number of requests i n  the internal holding l ist 
exceeds seven. In that case, the MSCP server will  
switch from the first algorithm to the second (from 
the elevator algorithm to the scan algori thm) . As 
shown, a sl ight drop in the overa l l  request rate 
occurs and the remainder of the curve shows a 
slower rise since request latency is now given pref
erence over request throughput .  

Shadowing 

Although primarily designed for high data reliability 
and avai labil i ty, shadowing also offers an additional 
means to enhance I/O performance . Very l ittle can 
be done to reduce latency for write requests to a 
shadow set since the data must be written to all 
members. The HSC design does attempt to minimize 
this delay by writing the data in paral lel  tO all mem
bers rather than writing it tO each member sequen
tially. Here, the time required for writing to a 
shadow set is only sl ightly longer than writing to an 
individual volume .  Moreover, that time is far less 
than the amount requ ired if the individual members 
of a shadow set were written serial ly. 

Since a shadow set replicates data across mult iple 
spindles, the real potential for performance improve
ment comes when read requests are directed to t he 
shadow set .  Many different techniques may be uti 
lized to access data i n  a paral lel  fashion ; however, 
the t".-. component tends to dominate the disk
latency portion of the transfer. Using the same reason
ing that advocates seek reordering, we can conclude 
that any mechanism that reduces disk access time 
will have an impact on disk performance . 

The shadowing process in an HSC controller takes 
advantage of the data replication by sending an 
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incoming read request to what is thought tO be the 
least busy drive. Several decision-making steps are 
required that function as follows : 

1 .  If any drive is currently idle, send the request tO 
that drive. 

2. If there is only one drive with only one request 
outstanding to the K.sdi work queue, send the 
request tO that drive. 

3 .  If one drive has a shorter deferred-request l ist 
than the other drive (s) , send the request ro that 
drive. 

4 .  If one drive is closer to the target cylinder, send 
the request to that drive .  

5 .  If none of the above conditions exist, make a ran
dom choice of which drive ro send the request tO. 

Following these steps, incoming requests wil l  tend 
to be sent to the drive with the shortest amount of 
work pending. Since tare usually dominates the time 
required for each work request, distributing the 
work across multiple drives will  reduce the latency 
of the individual requests by a large amount .  

Summary 

The design of a high-performance control ler involves 
many complex issues, a large number of which 
impact the various performance metrics. The design
ers must address these issues when the system 
design is i nitiated since the largest performance 
improvements are seen with architectural and 
a lgorithmic approaches. It  is extremely difficult  to 
change either approach once the product design 
has solidified. 
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The HSC controller ut i l izes both approaches tO 
improve performance, as well as the more tradi

tional approach of simply reducing the amount of 
code that exists in the critical path .  In addition to 

designing the HSC product to achieve high request 
and data rates, the reduction of request latency has 

always been a major portion of the design. The result 
of this design, begun over a decade ago, remains the 
highest performing 1/0 engine in Digital's current 

product offering, and probably in the industry. 
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Larry W. Emlich l 
Herman D. Polich 

VAXsimPLUS, A Fault 
Manager Implementation 

The VAXsimPLUS seroice tool is a fault manager developed for Digital Storage 
Architecture (DSA) fixed media disk drives. The VAXsimPLUS tool uses four func
tions - detect, diagnose, recover, and report - to manage system faults effec
th��Y- As part of its recovery capabili�y, VAXsimPLUS provides Autocopy - the 
dynamic disk substitution of a drive in the DSA disk system. The VAXsimPLUS 
fault manager was built from four proven entities: the VAXsim monitoring tool, 
the SPEAR error log analysis tool, volume shadowing, and the VAXjVMS mail util
ity. The implementation of the VAXsimPLUS fault manager has resulted in the 
increased availability of a major system component. 

The VAXsimPLUS service tool was developed ro mon
i tor and collect fault and event information on a 
Digital VA.Xclusrer system, a VAX system,  or a DEener 

nerwork (the detect function) . Through an on-board 
knowledge-based system, the VA-'Xsi mPLl!S tool uses 
fau lt  and event information to predict a system or 
device fau lt (the diagnose function) and to init iate 
repa ir operations (the recover hmction) After the 

diagnosis of the fault ,  VAXsim PLUS informs desig
nated individuals of the actions to be taken (the 

report function) . 
For rhe Digital Storage Arch itecture (DSA) disk 

system,  VA-'<sim PLUS software provides nor on ly 

monitoring and analysis, but dynamic substimrion 
of a disk drive (Aurocopy) The predictive capabi l 

ity of VA.XsimPLUS al lows time for Autocopy ro  rake 
place before data ava i labil i ty is lost or downtime 
occurs. The A.utocopy process takes p lace on-1 ine 

and is transparent to the system manager of the sus
peer drive. 

For the in i t ia l  release, the knowledge-based sys
tem wou ld be designed for use with only DSA fixed
media disk drives. We would thus first address the 

requirements for a major system component and a 
popu lar and widely used device. Once the tool is 

establ ished , VAXsimPLUS designers wi l l  broaden the 
product so that it can be used with other system 

components. 

Fault Management 

The VAXsim PLUS tool acts as an automatic fau lt 
manager I t  ensures that the fau l t  does not impact 

the manager of t he system and that the fault  is 
efficiently removed. A prerequisite of fault  man
agement is fault  tolerance. For if a system cannot 
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tolerate a fau l t ,  then downtime occurs immediately 

and there is nothing to manage . Digita l 's DSA disk 
subsystems provide a level of fau l t  tolerance and 
reponing that supports the implementation of fau l t  
management. 

The efficient removal of a fault  requires diagnosis 

ro find the fai l ing replaceable (or adjustable) com
ponent.  Then,  an impact eva luation is necessary to 

determine when to make the repair .  Finally, a noti fi 

cation mechanism is needed to control how and 
when an external repair agent becomes involved . 

This procedure comprises the fol lowing four 

fu net ions : 

I . Detect. A fau l t  is detected by noticing a differ
ence between expected and actual behavior. When 

deal ing with noise-prone media ,  this means 

detecting an above-normal error rare. 

2 .  Diagnose . The symproms and related information 
are examined ro locate the faul t .  

3 Recover.  Based on the d iagnosis,  the  system is 
recovered from the faul t .  Recovery may be auto
marie or manua l .  It  may be temporary (a work
around) or permanent (repair) . 

4 .  Report . When manual recovery is requ ired, a l l  
the necessary information is included i n  an 
Eng l ish-language message and the appropriate 

people are notified . 

When we started the project, we had access ro the 

fol lowing sofrware entities: 

l .  VA.Xs im Service Tool . This product moni tOrs a 

VA-'Xc luster system .  I t  c lassifies error events and 
appl ies thresholds against each class. If a thresh-

No. 8 Februm:y 1989 Digital Technical journal 



old is exceeded, a notice is sent by e l ectronic 
mai l ro the system manage r .  

T h e  VA.Xsim tool also presents system managers 

with  a pictorial display of their systems . Summary 
fau l t  i n formation is included to assist the system 

manager in making dec isions concern i ng system 
i n tegr i ty and srorage management .  

2 .  SPEAR Service Tool . This  product analyzes error 
logs . Jt extends beyond the s i m p le VA..Xsi m  c lass i 
fication r o  corre late m u l t i p l e  events a n d  identi fy 

fai l i n g  compone nts .  

3 .  Control ler-based Shadow i n g .  This fearure o f  a 
h ierarchical storage controller (HSC) enables the 

system manager to keep m u l t i p le copies of a d is k  
structure . A disk write operation ,  for exa m p l e .  
wou ld b e  s e n t  t o  each d rive i n  the appropriate 
shadow set.  A disk read wou l d  rece i ve data from 
one of the drives i n  t he set .  I f  a drive fa i ls ,  there is 
no data loss or loss of ava i l ab i l ity 

4 .  VA.XjVMS Mail  U t i l i ty .  The mai I faci l i ty of the VMS 

operating system a l l ows the system manager to 
send e lectronic mail to any person on the nerwork . 

After some pre l i m i nary i nvestigation,  we decided 

to b u i l d  our fau l t  manager from these four e nti ties , 

rather than starr from scratch We cou ld use the 
VA.Xs i m  tool for our detect fu nction , components of 
SPEAR for the d iagnose h1 nction,  shadowing for 
recove r .  and ma i l  for report . The use of t hese prod
ucts wou l d  great I y reduce t he amou n t  of work nec
essary to produce an automatic fau It manager and 

wou ld make the tool avai lable much sooner. 

We were nor able to use t he SPEAR prod uct as i t  
ex isted , but d id ut i l ize some o f  t h e  general ized 
code.  Prior to t he deve l opmenr of the VA.Xs i m PLUS 
product,  SPEAR was i ncapable of analyzing error cor
rection code (ECC ) and standard d is k  i nterconnect 
(SDJ ) evems . Thus, we wrote the analysis code so 

that it could be i ncorporated into both t he SPEAR 
and VAX s i m PUJS tools .  

I n  the balance of t h is paper ,  we describe how we 
i m plemented the detect ,  d iagnose , recover, and 
report functions in the fi rst release of VAXs i m PLliS 
sofrware . 

Detect Function 

The VA..Xs i m PL.l iS  mon i tor acc u m u lates new error 
and event data and records t hat i nformation i nro the 
VA.Xsim PLUS moni tor database . In a c l uster environ
ment, t h is database is shared by a l l  host nodes . 

The VA.Xsim PI .t:S mon i tor acc u m u l ates this  i n for
mation by auaching i tself to the VAXjVMSERRFMT 

process using a " m a i lbox" i nterface. A m a i l box is a 
sofrware data structure that is treated as a record-
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oriented device for general i n rerprocess commu n i 
cation . (Com m u n ication u s i n g  a m a i l box i s  s i m i lar 

to other forms of device - i ndependent IjO. Senders 
write to a mai I box; receivers read from thit m a i l 
box .)  The moni tor processes the e rror l o g  data a s  i t  
passes through ERRFMT. It  i m med iately u pdates its 
database with i n formation that includes t he device 
type , device name, error code, and the r i me when 

the error occurred . The moniror also exa m i nes t he 
contents of the ERROR FlAGS fie ld of t he error packet 
to determ i ne i f  the error was recovered or not. That 
information is used to c lassi fy the error.  

Classification of Errors 
The VAXs i m PLUS moni tOr c lassi fies each error 

accord ing to the device and error type w i t h  s i m i la r  
error types grouped together.  T h e  four error classes. 
med i a ,  soft , hard , and i nformat iona l ,  are described 
as follows. 

• The med ia error c l ass is used to hold head-disk 

assembly (HDA) related e rrors. Examples of 

errors i n  this  c l ass are ECC errors, posi t ioner 

errors, and drive-detected servo errors . 

• The soft e rror c lass holds non - H DA-re lated errors 
t hat are recoverable through retries. Examples of 
errors i n  this  c lass include SDI  Command T i me
out,  Lost Receiver Ready, and drive-detected 

commun ication errors . 

• The hard e rror c l ass holds the same errors as the 
soft error class except that recovery was i nd i 
cated a s  u nsuccessful b y  the ERROR FlAGS fie l d  of 
rhe error log packe t .  

• T h e  i nformational e rror cl ass holds i nformational 
event s .  An exa m p l e  of an event in t h i s  error c lass 

is MSCP COMMANDABORTED 

In VA.Xs i m  software , only ECC errors are i nc luded 

in t he medi a  error class.  I n  VA.Xs i m PL S sofrware , we 
group a l l  H DA-relared errors i nto the med i a  error 

class.  Some H OA-related errors can a lso result  from a 

logic fai lure,  and we can therefore classi fy them 
e i ther as soft or hard . For exa m p l e ,  a n  RA8 1 Write
and-Off-Track servo error cou ld be caused by either 
bad embedded servo data on the med ia or a servo 
mod u l e  fai l ure to which the servo data is fed .  By 
grou p i ng a l l  H DA - re lated errors into t he same error 
c l ass,  we a l low a l l  med i a  errors tO be cou nted 
rogether Thus media fa i l u res can be predicted earl ier 
because t he fau lt manage r  is  triggered sooner than if  
d i fferent med i a  errors were counted separately 

Error Rate Thresholding 

Each time a n  error i s  added ro the VA.Xs i m P LUS moni 

tor database,  the error rate i s  reca l c u l ated t o  deter
m i ne i f  rhe fau lt manager process should be 
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activated . To describe how this works, we must first 

define the fol lowing termi nology. 
The historical average error rate is the average 

number of errors for a device over t he previous 

25 days. This average is calculated separately for 
each error class. Abnormal ly h igh bursts of errors 
caused by e ither a transient error occurrence or an 

earlier fai lure, which was subsequently repaired, 

are fil tered from this number through a process 
called clipping. 

The current evaluation period is the count of 

errors during the previous 24 hours. 
The margin is a number assigned to each device 

type per error class tO al low for normal fluctuations 

in the error count.  The historical error rate and the 

margin are added to determine the t hreshold .  

Triggering the Fault Manager 

The fault manager is init iated when an error class 
enters i nto one of the two error states: warning or 

alarm . As shown below, by adjust ing the margin 
value, the VAXsimPLUS monitor is more sensitive to 
errors in the hard error class, whereas it is less sensi

tive to errors in the information error c lass. 
The following conditions cause an error class w 

enter a warni ng or alarm error state. 

• Warning error state , media and soft error classes 
The count of errors in the current evaluation 
period equals the histOrical average error rate 
plus the margin .  

• Warning error state, hard error class - The count 
of errors in the current evaluation period equals 

the h istorical average error rate plus one half the 
margin .  

• Warning error state, informational error class -
The count of errors for the current evaluation 
period equals the h istorical average error rate 
plus twice the margin.  

• Alarm error state , hard error class - The count of 
errors for the current evaluation period equals 
the historical average error rate p lus the margin.  

When a device is in an error state , triggering of 

the fault manager can reoccur if the number of 
errors exceeds twice the error count at the previous 
trigger. For example,  if the number of errors in the 

soft error class for a device is 8 when the warni ng 
error state is entered,  triggering wi l l  next occur  

when the  count reaches 1 7  or  greater. 
The default margin used in VAXsim software for 

al l  devices was 1 5 .  For VAXsimPLUS, we lowered this 
margin for the DSA fixed media d isk drives to a llow 
faster triggering of the fault manager. Some of the 
thresholds used by the fault  manager for recogniz-
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ing a fai lure mode are lower than 1 5 ;  therefore, hav
ing a lower threshold was also necessary to ensure 

that triggering occurs before the errors become fre
quent enough to warrant init iating recovery and 
repair actions . 

Diagnose Function 

Collect 

The diagnose function needs access to al l  avai lable 
symptoms for effective fau l t  isolation . At the begin

n ing of the project ,  we were not certain of the best 
way to obtain this information. 

The VMS operating system logs all errors that hap

pen anywhere in  the system.  Logging involves send
ing each event message to a system error log fi le and 
also to a mailbox, which is opened by the VAXsimPLUS 
monitor process. (Mai lbox is explained earl ier in  

th is  paper in  the  section Detect Function .) 

I n  a VAXcluster system ,  every c luster node has its 

own VAXsimPLUS monitor mailbox and i ts own sepa
rate error log. This method works wel l  for internal 

errors; but for shared controllers (HSC50 and HSC70) , 
it means that error reports for a shared device are 
kept in multiple fi les, complicati ng the event corre

lation piece of fau l t  isolation . 
Errors that happen during a system-manager

invoked operation are reported tO the node which 
in it iated the operation. Other errors - those detec
ted by se lf-test - are broadcast to all cluster nodes. 

In the former case, only one error log contains the 
symptOms. In the latter case, all error logs receive a 
copy of the report . VAXsimPLUS software is then 

faced with the problem of trying to merge th is data 

w ithout keeping duplicate information . 
Origina lly, VAXsim kept a l l  essential  data in a sin

gle cluster-wide database. This data was sufficient 
for a gross "alert" (tell  someone that something may 
be wrong) but not enough for a complete diagnosis. 

For the new diagnose function, we needed a com
mon database; but we also required the addi tional 
information that VAXsim had discarded. Further

more , we needed to be able to recognize and e l imi 
nate duplicate records from HSC controllers. 

One al ternative was to make the VAXsimPLUS mon
itor process create a merged,  complete error log .  
This process takes more t ime at high priority and 
uses more of the system's disk space to hold the 

addit ional (and redundant) fil e .  

Another a l ternative was t o  make t h e  VAXsimPLUS 

monitor process retain  more information i n  i ts data
base so that a complete diagnosis could be per
formed .  This approach seemed optimal ,  but it 
demanded major changes to the code and m ight 

have weakened system performance.  
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We chose to make the diagnose function use sys
tem error log files for input .  We could  then sched
ule the process to run as a low-priority, background 

job. Neither the VAXsimPLUS monitor nor the diag
nose code would be drastically changed . The only 
problem was that we needed to merge the error logs 
to get all the information about shared d isk drives. 

To isolate this task, we wrote a separate program 
to a l low t he system manager to specify a l ist of 

input files and a single output fi le .  The program 
opened al l  the selected input fi les. merged them 

chronologica l ly, and wrote nondupl icate records to 
the selected output fi le ,  which then became the 
input file to the major diagnose process. To keep 

irrelevant data out of the d iagnosis ,  this process l im

ited collection tO the most recent seven days or  t he 
t ime span s ince the l ast repair ,  whichever was more 
current. We chose seven because we needed some
th ing greater than one for multiple event correla
tion . but we also did not want obsolete or i rrelevant 
data . The thought was that if we were unable to 

diagnose a problem with seven days worth of data, 
then more data would be of no help. 

Since dupl icates could only be caused by an HSC 

controller that sent messages for errors detected 
outside the context of a command, we could identify 

potential dupl icates through the absence of a com
mand reference number. Now that a potential dupli 
cate was identified , we needed a way tO determine 

whether or not we al ready knew about the event.  

We decided on the fol lowing procedure .  The first 
record identified as a potential dupl icate would  

mark the logging node as the  " master" for that d isk 
drive, based on our theory that th is node would  con
tinue tO rece ive these records. Any potential dupli 

cate that came from another node would be ignored . 
Note that comparing al l  the record fie lds is time

consuming and not necessarily accurate . 

We needed one modification to the strategy . The 
selected master for a disk drive might become 
u navai table for a period of t ime and would therefore 
not receive error messages from the controller.  To 
offset this .  we added a t imer.  I nstead of s imply 
rejecting any record from another node, the t ime 
elapsed between the new record and the previous 
record from that device was determined . If the t ime 

was more than five minutes , the new reporti ng node 
became the master for the d isk drive in question. 

Many tests have confirmed the val idity of our 
strategy. The first node tO report an error is usua l ly 
the fastest or least busy and continues w be the first 
node to report unti l  i t  becomes unavailable.  Since 

the error report is broadcast to all  nodes, there 
should be no great difference in the t ime of the 

report . Even if the node t imes are badly skewed, the 
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risk of losing information is low. The difference 
berween counting 30 errors rather than 29 errors 
does not usua l ly change a d iagnosis.  

We used a simi lar strategy tO prevent the 

VAXsim PLUS monitor from counting dupl icates in its 
database. 

We changed the monitOr code to use the VAXduster 
lock manager in the following way. Whenever a 

potential dupl icate appeared, the monitor process 
would  attempt to get t he " token" for the drive . If 
this token was available ,  the monitor logged the 

event in the cluster-wide database and kept the 

token,  becoming the master for that drive. If  the 
tOken was unavai lable, then the monitor wou ld 
know t hat another monitOr held the tOken and 
wou ld simply ignore the event .  

If the master for a drive became unava i lable, i t  
wou ld re lease the token .  The next t ime any monitOr 
process asked for the tOken. i t  would be granted ; 
and the associated drive would receive a new master 
logger.  

Of course, a c luster-wide error logging system 
would solve all these duplicat ion problems; but the 
cost of such a solution is often prohibitive .  I t  is best 

to keep high-priority jobs as simple as possible and 

leave any complexity to background tasks. 

Analyze 

We examined the ru les that had been developed for 
Digital 's MASSDUS drives and decided to revise them 
for use with the RA-series drives. Since these rules 
were written for removable media drives, we made 

extensive changes to make them effective with the 
DSA RA-series drives. The RA drives analyzed in 

VAXsimPLUS Vl.O are primari ly H DA-based and require 
a troubleshooting approach different from the one 

for removable media drives. RA drives are connected 
by a serial interface versus a paral lel  i nterface for 

MASSBUS drives. They also contain a great many more 
interna l ly detected error codes and diagnostics than 
their MASSDUS predecessors. 

Rules After l isting al l  possible fai lure modes, we 
began writing the rules. The i tems we considered 
most important were the fol lowing: 

• Which errors can be symptoms of each of the fai l 

ure modes' 

• In what pattern must these errors occur to indi 
cate a fai lure mode, i . e . ,  shou ld the errors be ran

dom or occur all on the same head' 

• Can multiple errors be indicated as a resu lt  of 

one fai lure' For example , a drive-detected Write

and-Off-Track error might also result in a con
troller-detected Lost-ReadjWrite-Ready error. 
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• What is the m i n i mu m  nu m be r  of errors needed to 

have confidence that  the correct fa i l ure mode is 

being i nd icated' 

We designed the tests to isolate a fa i l ure to the bad 

fie ld  repl aceable u n i t  (FRU) . We further desi gned 

the tests to ind icate what is wrong with thar FR\ ' by 

assigning a theory number to each fai l u re . The Digital 

Customer Support Centers use the theory n u m ber ro 

recommend rhe proper troubleshoo t i ng and repa i r  

act ions. T h e  repai r  cen ters a lso use t h e  the ory n u m 

ber t o  ass ist them i n  dete r m in ing t h e  fai l ing com po

nents for interm i ttent fai l ures .  

The deve l opment team recognized that some

t i mes devices fa i l  roo q u ickly for analysis ro com

p lete recovery act ions before the device fai ls solid 

or data loss occurs .  ·we a lso rea l i zed that for some 

errors the parti t ion i ng is nor adeq uate ro provide 

iso lat ion tO a s ingle FRU . However, we fe l t  these 

probl e ms cou ld be overcome a majori ty of the r i m e  

F i e l d  test showed o u r  goals i n  b o t h  cases were met 

or exceede d .  

We deve loped rests t o  c heck for t h e  fol l ow i ng 

fai l ure modes. 

• SDI Pat h  Fa i lu re - Thi s  test checks first for hard

ware- and then fi rmware -detected errors over t he 

SDI  comm u n ications path from the control ler  to 

the drive . 

• Drive -Detected Error Test  - Th is rest ana lyzes a l l  

non- me d i a-related drive-de tected errors. 

• Head Matrix Fai l ures - This rest checks for a b:�d 
he:�d matrix c h i p  w i t h i n  the preamp mod u l e .  

Each head matrix c h i p  is  associated w i t h  e i t her 

three or four readjwrite heads. 

• IJad Su rface - This test checks for most errors 

occurring on heads associ ated wi t h  one media 

surface . 

• IJad Heads - This rest searches for head fai l mes . 

• Scratches - This test i nspects for rad ial  a nd c i r

c u m feremial  scratc hes on both the dara and 

servo surfaces. 

• Se rvo LogicjHead Fa i l u re - Th i s  rest searc hes for 

random servo-related fai l ures .  

• 13ad Read Path - This rest  checks for fa i l mes in 

the read path external to the H DA. 

• Forced Error - I n  t h is rest  the error pattern is 

such that a fai l u re mode cannot be derecteu,  but  

at l east one disk data block was revecrored ro a 

re p lace ment  block with the forced error tlag 

The forced error tlag indicates thar data loss may 

have occu rre d .  

· 2  

Order of Failure Modes The a na lysis conrrol pro

cess runs through the rests u n t i l  a test fa i ls ,  a nd then 

anal ysis  ceases . The order in which the analrs is  tests 

are r u n  is  important s i nce mu.l r ip le  rests can fa i l  on 

rhe same error pattern . For exa m p l e ,  the head 

matr i x  rest c hecks for errors on heads associa ted 

with each head matrix c ircu i t .  I f  th is  rest fai ls ,  the 

fa i l i ng head marr ix c i rcu i t  i s  i ndicated . One of the 

later rests checks for bad heads. If the bad head rest 

was run prior to the head matr ix test, m u l t i p l e  

heads m ight  b e  ide nt ified a s  b a d  and the i ncorrect 

I:'R\ 1 replaced Therefore the rests are run i n  a 

seq u e nce that preve nts the reporting of erroneous 

device fa i l u res.  

Thresholds Each hi l u re mode uses a t h reshold to 

determ ine when ro notify a system ma nager ,  F ie ld  

Sen• ice .  and Au rocopv that  a device i s  beginn ing ro 
fa i l  This th res hold is nor necessari l y  the same as rhe 

nu mber of errors needed to have confidence i n  the 

accu rac\' of the fai l ure mode . Our  two m a i n  con

cerns in select ing these t h resholds were as fol lows : 

I .  I f  the threshol d  is roo h i g h ,  notificat ion may nor 

occu r early enough,  resu l t i ng in losr data and 

down t i me . 

2 If rhe threshold is roo low, a transient error situa

tion m ight res u l t  in un necessary service calls .  

Fai l u re modes that can res u l t  i n  data loss were 

given two thresholds for notification: a higher thresh

old was ass igned when a l l  errors a re recoverable ,  

and a l ower threshold was spec i fied when ar least 

one of the errors resul ts i n  poss i b l e  data loss. In th is  

way \ve preve nted notification from occurring too 

soon for transie n t  error s i tuat ions that  may be cor

rected by a u tomatic error recovery mechanisms 

s u c h  as 13ad 13loc k  Re plac ement 

Recover Function 
VAXs i m P u :s software does nor do error recovery. 

Howc, er, the software can often provide a tempo 

rary re pair  (work-arou nd ) by au tomatica l ly  i nsert

i n g  a spare disk drive when diagnosis determ ines 

that  a nor her drive may be fai l ing .  

This  recovery met hod uses the VIVtSjHSC shadow

i ng mec han ism , the origi nal  intent  of which was to 
a l l ow the system manager to m a i nt a i n  t he same data 

on mu l t i p l e  drives.  I f  one drive fai le d ,  the clara 

could be found on another drive in the set .  

Al l  drives assigned to t he same data set are 

grou ped toge t her i nto a "shadow ser . ·· Instead of 

referring to a drive name.  t he ope rating syste m 

refers to a s hadow set n a m e .  

The system manager may mou nt a new dr ive i nto 

an exist i ng shadow ser at  any r ime.  'When this  i s  
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done, a l l  data from the shadow set is copied onto t he 
new drive . 

When data is wri tten to the shadow set , it is sent 
to all drives in the set . \X'hen data is read from the 
shadow set, one drive is chosen (the one with heads 

closest tO the target block) . 
If an error is detected during the read , the good 

data can be retrieved from another drive in the 
shadow set . If the block in error is "replaced ," this 

good data is moved to the replacement block as wel l .  
Shadowing requires at least twice the storage 

space to ensure redundancy. The VAXsimPLUS recov

ery mechanism (Autocopy) offers a low-cost alter
native by al locating one spare drive for many system 
drives. Shadowing is started only when the diagnose 
function of VAXsimPLUS determines that the drive is 

about to fai l . 
\X'hen we considered the management of spares, 

our first approach was to create a pool of spare 
drives that wou ld stay idle unti l  needed. We wou ld 
make them members of a special shadow set so they 
could not be used for anything else . When we 
needed a spare, we would simply remove i t  from the 

spare pool by dismounting it from the special 
shadow set .  

We found two problems with this approach: 

1 .  If  the spare drive remai ns idle for a long period of 
time, it may develop problems of its own .  We 
would need tO periodica l ly test the drives. 

2. The spare drives would be idle and nonproduc

t ive unless and until  another drive fai led .  

These problems led us to another solution: instead 
of keeping spares in a separate pool , we would add 

them to "default" shadow sets. This solution allows 
the spares tO be used for host (/0 whi le wait ing for 

a fai lure .  
Fol lowing i s  the system set-up for VAXsimPLUS 

recovery: 

I .  All candidates for recovery are mounted as s ingle
drive shadow sets . In  other words, the drive is in 
a shadow set al l  by itself. There will be no pro
tection unri l  a spare drive is mounted into the 
same shadow set .  

2 .  Spare drives are mounted i nto the shadow set of 
one of the candidates for recovery. 

Mter set-up, each d isk drive is in one of the fol 

lowing categories: 

I .  Unprotected. The drive is not in a shadow set at 
al l .  Some vol umes contain  read-only data and 
programs that can be easi ly restOred from backup 
tapes or other media.  
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2 .  Potentially protected. The drive is in a single

member shadow set . If VAXsimPLUS d iagnosis 
detects an impending fai lure ,  i t  attempts to 

mount a spare drive into the shadow set. If the 
fai lure is sudden or there are no avai lable spare 

drives, this drive would be unprotected. Option

al ly ,  a drive can be designated potentially pro
tected if the data on i t  is frequently backed up or 
seldom modified . 

3 .  Potential ly unprotected . The drive is one mem
ber of  a two-member shadow set, but the other 
member is also a spare drive which may be 
moved to a fai l ing drive at any t ime (unless this 

drive fai ls first) A drive that is read often for per
formance reasons or one that merits extra protec

tion from sudden catastrophic fai lure can be 
placed in this category. 

4 .  Ful ly protected . The drive is one member of a 
permanent mult iple-member shadow set . This 
set-up is recommended for max i mum protection 
of data but at the cost of using redundant drives. 

5 .  Spare . This drive is a lways a member of a two
member shadow set. When there are no fai l i ng 

drives, the spare is attached tO a potential ly 

unprotected drive. I f  the VAXsi mPLUS recovery 
process chooses this drive to support a fai l ing 
drive, it is dismounted and remounted inro the 

fai l ing drive's shadow set if the fa i l ing drive is in 

the potenria l ly protected category. The spare 

remains in this shadow set unti l  the fai l i ng drive 
is repaired. I t  then returns to itS default position as 

a member of a potentially unprotected shadow set .  

The location of spare drives must be known to 

faci l i tate system reloads. The YAXsi mPLUS database 

keeps track of spares and candidates for recovery, 
and a new command has replaced the VMS MOUNT 
command for spare drives. The ASSIGN DRIVES 

option of the VAXsim PLUS command is executed 

within the system 's startup fi le so that spares are 

mounted into the proper shadow sets on a system 
reboot. 

When the diagnose function of VAXsimPLUS deter
mines that a drive is beginning to have problems, it 
te l ls the recover function to locate a spare (if the 
fai lure mode calls for this kind of recovery) . 

The recover function looks in i ts database for a 
spare drive of the same type that is not supporting 
another fau l ty drive. The spare drive must be physi 
ca lly at tached to the same HSC controller as  the fai l 

i n g  drive because the shadowing feature i s  provided 
by the controller.  

If  a free spare is found, i t  is taken out of the 
default  shadow set and mounted into the fai l ing 
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drive's shadow set. This action i nvokes an automatic 
copy operation of the data from the fai l ing drive to 
the spare. The spare then continues to shadow the 

fai l ing d isk. 

Now we were faced with the question of what to 
do with the fai l ing drive after the spare has become a 
member of the shadow set. Should  it be dismounted 

and left down until the fau l t  is removed' We 
decided to a] low the system manager to resolve this 
problem. The report function (explained in the next 
section) would teU the system manager about the 

faul t  and about the use of t he spare . If the system 
manager so desires, he or she may d ismount the fai l 
i ng drive with another VAXsimPLUS command . This 

special dismount marks the drive in the database so 
that it does not remount during a system startup. 

We could have provided an automatic dismount of 
the fai l ing drive ,  but we could not be sure this 

wou ld always be the best solution .  

In a cluster, nodes may b e  coming up and going 

down a l l  the t ime. All nodes must therefore know 
where each spare should be mounted and which 
drives have been dismounted because of fai lures (so 

they are not remounted) .  Each node must also know 

which drives are candidates for recovery. 

All of this information is kept i n  a database which 
is accessible from all nodes in the cluster .  The VAX

cluster lock manager prevents nodes from accessing 
the database before an operation is complete. 
Assigning a spare, for example, may take several 

commands. Another node, which may be restarting, 

must not make initial  assignments unti l  this spare 

assignment operation is complete .  For this reason , 

every node must acquire the single recover resource 
before it assigns candidates or spares. 

When a fai l ing drive has been repaired, the sys
tem manager mounts it and observes its behavior for 

a period of time before releasing the spare . If the 

repair seems sound, the system manager manually 
removes the spare with another VAXsimPLUS com
mand , allowing it to return to its defau lt  position . 

Whenever a spare is placed into the shadow set of 
a fai l ing drive or back to its default  drive, it must 
receive a copy of the other drive's data. This opera
tion may take several m inutes. While it  is copying 
data, the spare cannot be made tO do anythi ng else . 
If another drive begins to fai l  while the spare is  

returning to i ts  default  position, the recovery must 

wait (if this is the only available spare) until the 

copy is finished. 
This recovery mechanism is not without draw

backs. It s imply fi l ls in the gap between complete 
redundancy and manual backup procedures. The 
mechanism cannot be used for all fai lures. It wi l l  

not help when the fai lure does not give sufficient 
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warning. And it demands that drives are fixed 
quickly enough to ensure that a spare is a lways 

avai lable .  
We bel ieve, however, that the mechanism is  espe

cially useful in unattended environments where the 
crit ica l ity of data permits something less than total 
redundancy. 

Report Function 

After the diagnose function has determined that a 

drive is fai l ing and the recover function has 

attempted to use a spare (when appl icable) , the 
report function notifies the system manager. The sys
tem manager can then schedule a permanent repair. 

I t  is i mportant to avoid "over-reporting . "  Once a 

drive begins to fai l ,  it may trigger the monitor 
threshold several t imes. While automatic rediagno
sis is recommended occasionally,  it is not a lways 
necessary to repeat notification . I n  fact,  if the diag

nosis does not change , there wi l l  be no further 
reports unti l  24 hours after the initial report . The 

reasoning here is that Field Service is probably on 
the way to fix the problem.  lf the thresholds are sti l l  
being exceeded after a fuJ I  day, a reminder may 
need to be sent. 

If  a spare drive has not been assigned to the fai l 

ing drive, there are other cases when a secondary 

notification may be sent. 
I f  a new diagnosis shows that a previously recov

erable fault is now causing data loss, another report 

is sent, regardless of when the initial report was 
sent. The worsening condit ion warrants a reminder. 

Also, a new notification is sent if  a new diagnosis 

results from a change of information from the fai l 

ure mode. For example , an initial  d iagnosis m ight 
indicate a bad head. As the disk continues to be 
used , it becomes apparent that the bad head was 
really head-to-disk i nterference and the HDA has 
become contaminated resulting in a different fai l 

ure  syndrome. 
These secondary notifications are not sent if  the 

recover function has assigned a spare to the fai l ing 
drive. If  the drive is enjoying temporary redun
dancy, the chances are better of surviving u ntil the 
Field Service engineer arrives to make a permanent 
repair.  Reminders should only be necessary when 
there is no redundancy. 

All notices are sent by the mail  fac i l ity of VMS to 
one of three mai l ing l ists : 

1 .  CustOmer l ist .  These notices alert the system 
manager to the fau lt and state whether or not 
automatic recovery was started .  They also 
include information to use when call i ng Field 
Service . 
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2 .  Field Service l ist . These notices give Field Service 
personnel detai led informat ion about the fau l t .  

3 .  Monitor l ist . These notices concern devices that 
are not fu l ly supported by VAXsimPLUS software. 

When cal l ing Field Service, the system manager 
must report the event code that is part of t he mai led 
message . Field Service personnel can then feed this 
code i nto an information base and retrieve a com

plete repair plan for the fau l t .  This plan includes 
the suspect parts and any other information the 

repair agent may need. 

The repair  agent may a lso read the VAXsimPLUS 
mail  message sent to the Field Service mail ing l ist to 
obtain the facts about the event code . 

We established a monitor l ist to send alertS for 

devices that were not yet fu lly supported by 

VAXsimPLUS. In other words, we needed to carry on 
VAXsim su pport without the " PLUS" for al l  devices. 

A message is sent to the monitor l is t  when a 
nondisk device reportS a large number of errors. In 
these cases, there is l i ttle or no diagnosis .  The mes
sage is just a warning that some unexpected activiry 

is taking place . When VAXsim PLUS software is able 
to diagnose everything on the system, this mai l ing 

l ist may be el iminated . 
Members of a mai l ing l ist may be anywhere in the 

network. For this reason, VAXsimPLUS makes severa l 

attemptS to send the mail  ( in  case the addressee's 
node is temporarily unavai lable) . 

The report function is the last stage of autOmatic 
fau lt  management before a person is involved.  Once 
the fault  has been placed in  human hands, 

VAXsimPLUS must wait for the service engineer tO 
make the repair ,  log i t ,  and release the spare ( if one 

was in use) . 

If the repair  attempt fails to solve the problem, 

VAXsimPLUS software may not give the same d iagno
sis because no information prior to the last repair 
can be factored into subsequent diagnoses. 

Previous data (prior to the repair attempt) is not 
used in analysis because i tS inclusion wou ld mix 
data from two unre lated fau l ts in the analysis .  The 
prob lem with this approach occurs when a repair 
attempt is unsuccessful and data that is related co the 
faul t  is rejected. However, we chose this approach 
because we were faced with the fol lowing choices: 

1 .  Disregard repairs .  This proposal cou ld result  in 
bad multiple-event correlation if a new fault  
were inserted or developed after a good repa ir.  

2. Factor the repair into subsequent d iagnoses. This 
solution is ideal ,  but we were unable to develop 
such a mechanism in a reasonable t i me-frame . 
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3 .  Assume the repair was successfu l and count noth

ing prior tO it in  any diagnosis .  This method is 
easy and reduces the chance of bad d iagnosis 
from multiple fau l ts .  

In  a future release, we hope tO move to option 2 .  
Unt i l  t hen,  we risk seeing incomplete diagnoses 

when an incorrect repair  is made. 

Summary 

The VAXsimPLUS software tool was developed as a 
system fault  manager to provide predictive capabi l i 

ties for a l l  system elementS and an increase in system 

avai labi l ity. Such an approach requires cooperation 
from the device level ,  through the subsystem level 
and the system level in fau lt  coverage , error detec
tion , diagnosis,  and recovery. These layers then feed 
into the fault  management system to al low fau l t  iso

lation and repair .  The outcome of this approach 
is the abil ity to recover from fau lts at the lowest 
level possible .  
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Barbara A. Crane I 

Disk Drive Technology 
Improvements in the RA90 

The R A 90 pTOduct represents significant advances in the technology used in 

Digital 's disk drives. To ensure high storage capacity, enginertrs balanced the 

intrtrdependent factors of size and numbrtr of disks and heads, rotational 

speed, and bit and areal data densities. As a result, RA90 formatted capacity is 

1 ,216 megabytes. Improvements in drive speed were made by reducing seek time 

to an average 18. 5 milliseconds. To inn·ease reliability, engineers established 

performance criteria for key subassemblies. They then designed components to 

meet these standards by reducing the effects of heat, contamination, and wear. 

Tbe RA90 disk drive is also designed to be easi(y installed and to operate in inter

national environments. A n  appendix to this paper presents some fundamental 

concepts of magnetic recording technology. 

An industry-leadership product , the RA90 disk drive 
stores 1 . 2 1 6  gigabytes (GB) in irs formatted space 
and occupies one-half of a 10 \12- inch by 1 9 - inch rack 

slot. Access rimes average about 18 mil l iseconds (ms) . 
and rel iab i l i ty of the drive is among the highest i n  
the industry 

Requirements for a Storage Device 

As computer systems become ever more widely used 
and appl ications more sophisticated and interre
lated. the need for data storage devices increases. 
The ideal storage device wou l d  be inexpensi ve . fast .  
space-efficient, easy to use and instal l .  gracefu l ly 
integrated into the host system em'ironmenr . and 
re l iable relat ive to the current state-of-the-an. Of 
the three types of technology avai lable today for 
storing data , none satisfies al l of these goa ls to rhe 
same degree .  

Se miconductor memory technology is  our fastest 
storage and retrieval technology. but a lso the most 
expensive. I3ecause of irs speed,  semiconductor 
memory is central to the operation of the CPU; we 
therefore think of it as "pr imary" storage . Tape and 
optical technologies are very cost-effective for large 

volumes of i nformation. but relatively slow ; they are 
usual ly considered "tertiary" storage . 

Magnetic d isk products are intermediate i n  speed 
and cost. and are avai lable in  relatively large capac
ity u n i ts; this technology const i tutes "secondary" 
storage . Magnetic recording devices have been used 
for information storage in computer systems s ince 
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the 1 9 4 0s and are antic ipated to  continue i n  use for 
many years . The basic operating principles of these 
devices have remained constant over the years . 
a l though with tremendous im provements in imple
mentat ion . 

The RA90 ream set out to make significant 

improvements in  Digita l 's d isk d rives relative to the 
criteria for secondary storage products: 

• High speed 

• Large capacity 

• Re liabi l i ty and data integrity 

• Simple system interface and integration 

• Compet itive cost 

To accompl ish these improvements . we went 
beyond the tradit ional product development method 
of des ign first, purchase parts second . and fina lly 
manufacture . We integrated the design process. sup
pl ier  capabi l it ies  and expert ise .  and manufactur
ing requ i rements and processes to ach ieve a higher 
performance. better qua l ity product .  The engineer
ing and manufacturing reams worked closely together 
to design the product both for performance and for 
manufacturabi l i ty .  

We frame the  fo l lowing d iscussions around four of 
the criteria for secondary storage l isted above 
capacity,  speed . re l iabi l i ty.  and interface and inte· 
gration . In  each section, we describe aspects of the 
development process and the design decisions made 
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by the RA90 ream to meer rhe stared criteria .  An 
appendix  ar rhe end of this paper presents an 
overview of rhe basic considerations i n  the technol
ogy and design of a magnetic disk drive .  

Capacity 

For any storage product, i t  is des i rable to store as 
much information as possible in the smal lest space. 
This section looks at the interdependent factors that 
determine effective space ut i li zation and storage 
capacity.  In genera l ,  the key product decisions are 
made relative to the size and number of the disks 
and heads, and the b i t  and data density .  

Among the several factors that intluence the 
selection of disk s ize and number is rhe space a l lot
red for the drive i tse lf. Digita l 's disk drives are bui l t  
ro fi t into a standard rack s lot l0\12- inches high by 
1 9- inches wide by 30 - inches deep. One or more 
disk drives shou ld  use this space as efficiently as 
possible . If 14 - inch d iameter disks were selected , 
then a fu l l  s lot wou ld  be used , as with the RA8 l and 
RA82 drives . If  an 8 - inch or 9 - inch d iameter d isk 
were se lected , one-half of a s lot wou ld be used . lf a 
S 'li - inch disk were se l ected, up to e ight standard
format drives woul d  fit into a fu l l  s lot .  Cost a lso has 
a bearing on this dec ision . As the number of drives 
increases, so does cost per Ml3, because posit ioner 
hardware and e lectrical systems must be dupl icated 
for each drive .  

Rotat ional speed and b i t  densi ty also u lt imately 
influence the choice of disk size. Together these fac
tors affect transfer rate and consequently the disk 
capacity .  The rotational speed of disks determines 
the rotationa l l a tency component of access t ime.  
Many drives today rotate in the range of 3600 rpm, 
result ing in an 8 .33 ms average rotational latency 
( t ime required for one-half revolution) . The transfer 
rare is determi ned by the velocity at which the disk 
moves past the head and by bit dens i ty a long a track .  
For a given rotational speed and bit  dens i ty ,  large 
diameter disks have a higher transfer rate than sma l l  
diameter d isks. The second facror, h igher b i t  den
s i ty,  a lso results in  faster transfer rates . Faster trans
fer rates are desirab le ,  up to the l im i t  for standard 
interconnects to the controller and CPU, such as 
Digita l 's Standard D isk In terconnect ,  or SDI . 

To provide larger capacity and more cost-effective 
storage, we increased bit  density .  Moreover, we 
wanted to keep the rotational speed high to min i 
mize rotational latency t ime .  However, the  combi
nat ion of high rotational speed and i ncreased bit 
density can increase the transfer rate beyond inter
connect capabi l i t ies. By changing to smal ler d iame
ter disks, we ensured the drive transfer rate 
remained within the capabi l it ies of exist ing inter-
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connects and reta ined a relative ly low rotational 
latency time of 8 .33  ms. Later in this section we dis
cuss the deta i l s  of our decisions on areal  density .  

The RA90 drive was conceived as a half-rack-size 
d isk drive in which two RA90 drives fi t s ide by s ide 
in a standard rack.  This decision determined the 
physical parameters. Within the confines of rhe half
rack space, we needed to house the head-disk 
assembly (HDA) , e lectron ic control module ,  power 
supply, cool ing uni t ,  and operator control pane l .  

We bui lt cardboard prototypes to  eva luate d i ffer
ent configurations. Working within the hal f-rack 
size constraints , we considered disk size variations of 
approxi mately 8 or 9 i nches (200 or 2 30 m i l l i me
ters [mm]) outside d iameter and 2 \12 or 4 inches 
(63 .5  or 100 mm) inner diameter . ' Disk s izes were 
eva luated to assess the ava ilable physical space ; the 
s ize wou ld a l low for clamping at the inner edge and 
for surface irregu larities and chamfer at the outer 
edge . The ratio of i nner to outer record ing rad i i  
he lped ro  determine the  variation of  pu lse width,  
ampl i tude l eve l ,  and overwrite leve l  which the 
head , disk ,  and e lectronics must tolerate . Arm and 
posit ioner configurations were sketched and modeled 
to assess seek distance and power requirements . 

Based on the information these invest igations 
provided , we chose d isks with approxi mately 
9 055 inches (230 mm) outer d iameter and approx
i mate ly  3 .937 i nches ( 1 00 mm) i nner d iameter, 
and arms mounted to a rotary posi tioner .  Of the 
2.5 inches of radia l  d istance ava i lable ,  we use 
approxi mate ly 1 . 5 - inches distance for recording 
data ; the remaining 1 .0 inch i s  used for clamping, 
landi ng zones, and tlexure and wire routing. I nside 
the HDA we cou ld  fit seven disks and eight head
arms. See Figure 1 .  

As shown in Figure 2 ,  the outer head-arms have 
only one recording head ; the middle head-arms have 
two heads ,  which record and read on adjacent d isks. 

The H DA is mounted to a carrier .  The HDA and its 
carrier are oriented so that disks are vert ical in  oper
ation .  The modu les are mounted vertical l y ,  on a car
rier, next to the HOA; a copper-p lated d ivider 
between the HDA and modules m in imizes extrane
ous s ignal transmission . The blower ,  power supply, 
and operator control panel are then mounted on the 
exterior of the chassis ,  as shown in Figure 3 .  

G iven the s ize and number of components that 
can be shoehorned into a cabinet, the other variable 
affecting capaci ty i s  areal data density on the d isks. 
Areal data densi ty is the product of c ircumferential 
bit density and rad ial  track densi ty .  We origina l ly 
targeted the RA90 drive to provide at least 900MB of 
formatted capacity .  However, because of antici 
pated competit ion from other companies, we raised 
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Figure I Exploded View of RA90 HDA Showing 
Orientation of Key Components 

the capacity to I ,  200MB, or 1 . 2GB .  Because the 
physical rack size was unchanged , this change 
meant an increase in areal density from approxi
mately 30 megabits (Mb) per square inch to about 
40Mb per square inch. 

Our advanced development group,  using various 
combinations of bit and track density, had demon
strated areal densities up to and beyond 40Mb per 
square inch . We had to choose specific track and 

48 

bit  densities that would result in the desired net 
areal density. 

Radial track density is l imited by several factors : 

• Repetitive and nonrepetitive runour of the spin
dle bearing 

• Mode-frequency structural responses of the me
chanical subsystem 

• Signal level required by the readjwrite channel 

• Control of the recordi ng head tolerances 

Based on demonstrations and prototypes ,  evaluat ion 
of signal ampl itudes of prototype thin-fi lm record
ing heads and d isks, and assessment of position 
error, we believed we could achieve 1 ,750  tracks 
per i nch in the drive. 

Circumferentia l b i t  density is l imited by 

• Signal. level and signal-tO-noise ratio 

• Precision of pulse location within the bit -cell 
t iming window and intersymbol interference 

• Transfer rate capabi l i t ies of the drive-control ler
CPU interconnect 

The signal level is determi ned primarily by the head 
design, d isk and head materials, and flying height . 
The readjwrite channel electronics manipu late the 
signal pu lses to improve bit-cell precision . Based on 
these constra ints, we selected a data density of 
2 2 ,839 bits per inch , for an overal l  recording den
sity of approximately 40Mb per square i nch . 

Given this density, the number of disks, and Digital's 
standard disk format ,  the RA90 provides ! , 2 16MB of 
formatted capaci ty.  (Digital 's disk format assures very 
high data integrity by using some of the raw capac
ity for mul tiple copies of headers, error-correction 
coding, etc . )  In addit ion ,  Digital Storage Architecture 
(DSA) requires spare and diagnostic capac ity . Unfor
matted capacity, for reference only, is 1 ,607MB.  
Achievement of these densities was dependem on 
thin-fi lm head and disk technologies developed by 
teams i n  Massac husetts, Colorado, and Arizona. 

Thin-fi lm heads are manufactured by processes 
s imilar to those used to manufacture semiconductor 
chips; recording elements are masked and 
deposited on a thick wafer, or puck. The puck is 
then diced into i ndividual uni ts ,  each of which 
becomes a recording head.  Thin-fi lm head struc
tures provide accuracy of track d imensions neces
sary for 1 ,750  tracks per inch ,  gap dimensions 
required for clear pulses at almost 23 ,000 bits per 
i nch,  and efficient coil and pole structures for signal 
amplitude.  (See Figure 4 .) 
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Figure 2 HDA Showing One Head on Each Outer Arm, Two Heads on inner Arms Facing Opposing Disks 

POWER SU PPLY 

Figure 3 Expanded View of RA90 Drive, Showing Major Components 

Thin-fi lm disks are manufacmred by plat ing or 
sputtering sublayers, a recording layer, and a protec

t ive l ayer on an a l u m inum substrate . These pro

cesses produce a wear-resistant disk wh ich can be 

written and read back with good signal-to-noise 

ratios at this density. The d isks have relative ly  few 

defects that requ i re revectoring during initial for

mat at the factory. 
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Speed 
Dased on our mode l of data request and response 
times i n  systems environments, we knew that a key 
parameter tO i mprov ing system performance was 
access time of disk drives. Access t ime is composed of 

seekjsettl ing time and rotational latency t ime. Rota

tional latency t ime,  8 .33  ms, was determi ned by 
transfer rate, d isk diameter, bit  density and rotational 
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Figure 4 Summary of Thin-film Head Manufacturing Process Steps 

ve locity requirements, as described earl ier i n  the 
section Capacity. Our target for average seekjset
t l ing time was about 1 8  ms.  

Seekjsett l ing time is the time required to move 
head-arm assemblies across disks and lock in the 
servo system tO verify the on-track posit ioning.  Aver
age seek time is defined as the average of the times 
required for all  possible track-to-track seek combi
nations. The average t ime is  approxi mately equal to 
the t ime required for a seek across one-third of the 
rota I surface . Sett l ing time is  the t ime required w 
fine-lllne and verify the head posit ion prior tO read
ing or writing. The actuator motOr drives the 
posit ioner assembly at high acce leration and dece l 
eration rates up to 22 gravi tational units t O  achieve 
desired seek ti mes . 

To reduce seek t ime wi thout impairing relia
bi l i ty, we must evaluate the design choices : 
increased power from actuatOrs, reduced mass i n  
the positioner, increased or decreased disk diam
eter ,  and mult iple heads per arm or mult iple  

posi tioners. 

Increased power from actuatOrs can generate 
higher acceleration rates, but also can generate 
more heat and structural v ibrations. Reduced mass 
in the positioner and head-arm assembl ies lowers 
the power requirements dramatical ly: power is pro
portional w mass raised to the fou rth power.  

50 

Power = K X Mass X Mass X Mass X Mass 

However, low mass posi tioners and head-arms may 
be less sti ff and have lower frequency resonances 
which i nterfere with servo system settl ing.  

Disk diameter affects seek t ime ,  because the 
diameter determi nes the maximum d istance over 
which heads must travel and the arm lengt h 
requ ired to cover the disk.  The smal ler  the diameter 
of the d isk, the less d istance the head must trave l ;  
accord ingly, the arm length and inertial mass of 
head-arms can be reduced . 

Mult iple heads per arm or multiple positioners 
covering d ifferent zones on the disk are other 
approaches w this problem .  However, bot h 
approaches s igni ficantly i ncrease the cost of com
ponents requ ired and the complexity of assembly 
without corresponding increases i n  capacity. In 
addition, multiple heads per arm increase the mass 
and cost of the arm . For these reasons, t he opt imal 
choice for the RA90 drive was one positioner per 
drive ,  one head per surface . 

As noted above , the servo system is the second 
part of the tOta l seekjsett l ing t ime.  The RA90 uses a 
combination of a dedicated servo surface and embed
ded servo information on each data surface tO achieve 
accurate positioning at 1 ,7 5 0  tracks per inch . (Th is 
measurement is equivalent to 5 7 1  m icro inches, or 
1 4 . 27 m icrons, from track center l i ne to centerl i ne.) 
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A dedicated servo surface provides continuous 
feedback of the cylinder nu mber ro the servo head , 
allowing rapid seeki ng. Embedded servo data 
provides detai l  on exact track posit ion relative to 
data heads, which may vary as a resul t  of tempera
ture ,  physical shifts, or vibration . For each record
ing head , embedded servo data determines offsets 
and positioner bias force over t ime for opt imal 
performance. 2 

In summary, the RA90 achieves a 1 8 .5  ms average 
seek t ime and 4 .0  ms single-track seek t ime by using 
an efficient pos1t10ner structure, h igh-energy 
neodym ium-iron-boron (Nd-Fe-B) actuator mag
nets, and the dedicated plus embedded servo strat
egy described here . Coupled with an average 
transfer rate of 2 .8MB per second and optimizations 
provided by controllers in the DSA, the RA90 deliv
ers both h igh throughput and responsiveness in a 
system environment. 

Reliability 

To achieve the re liabi l ity goa ls  for the RA90 
product, we re lied on our experience with previous 
products, rel iabi l ity modeli ng tools such as PREDIC 
(a Digital program based on MIL-Std-2 17-E) , and test 
data for proposed components. With these , we por
tioned rel iabil ity "budgets" for each key subassem
bly, or field-replaceable unit (FRU) . Continu ing ro 
lower level assembl ies, we estimated a required 
re liabil ity for every critical pan or assembly. 

By worki ng through each assembly level ,  we 
developed a rel iabil i ty budget for each component.  
Some components, such as gate arrays, heads, and 
disks, were required tO perform for mean t imes of 
I 0 mil l ion hours or more between fai lures (MTBFs) . 
Once requirements were identified, we could work 
on controll ing the parameters that influence re l i 
abi l i ty: 

• Reduced early life fa i lu res 

• Heat and wear resistance 

• Cleanl iness 

• Interconnects 

• I ncoming quality 

In addi t ion tO these parameters, we also brietly 
describe in th is section the heads and media rel i 
abi l ity test we performed prior tO  production . 

Early Life Failures 

Electronic components tend tO fai l  very early in 
their useful l ife, or tO fai l  at a very low rate there
after. To remove th is early fa i lure mode from our 
product in the field ,  we i mplemented several forms 
of testing. Most electrical components i n  the RA90 
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disk drive are su bjected tO power ,  resist ive load , or 
thermal cycling by the vendor that produces the 
pans. At the end of our manufacturing process, we 
run an "extended rest" in which drives are operated 
in a system-l ike environment for many hours. The 
number of hours (currently 96) is set tO ensure t hat 
drives function re liably and is based on current 
ongoing rel iabil i ty test (ORT) data . 

A l imited nu mber of drives are cycled through 
ORT testing.  The ORT test cycle is a much more 
extensive rest cycle than extended test, usually last
i ng longer than one month .  This testing verifies the 
rel iabil ity of the product produced by our process 
and makes apparent any problems that might occur 
in the field.  

Heat and Wear Resistance 

Before placing a drive in service, it is critical tO 
reduce any factOrs that could shonen the inherent 
design l ife of the drive 's components.  Designers 
must, therefore, anticipate the effects of heat, con
tamination , mechanical wear, and environmental 
degradation . The hean of the HDA, heads and disks ,  
u nderwent panicularly stringent design evaluat ion 
and testing to ensure adequate l ife .  

Localized heating shonens the l ife of el ectrical 
and mechanical components.  Heat provides activa
tion energy for ion migration, oxidation reactions, 
and breakdown of lubrication layers . To address this 
problem, we took several approaches. First , we ther
mally stressed the componen ts to reduce early l i fe 
fai lures that might resu lt from manufacturing pro
cess problems. Second , we did extended reliabil ity 
testi ng tO study thermal effects. Third, we revised 
the design to reduce thermal stress . 

We selected and are continu i ng to change to 
lower power dissipation components on our modules : 
bi polar to field effect transistors (FET) , bipolar and 
emitter coupled logic (ECL) to complementary metal
oxide-semiconductOr (CMOS) logic. We have also 
improved module layout to spread out heat-generat
i ng power components, thus minimizing hot spots. 

The actuatOr motor is composed of a high -power 
Nd-Fe-B magnet structure and is located outside the 
HDA. (See Figure 5 .)  By locating the motOr outside, 
we had to deal with possible torsion of the posi 
tioner shaft during seek and sett ling on track. On 
the other hand, the location allows cooling air from 
the blower to ci rcu late more directly on the actuator 
and prevents dissipation of heat during posit ioning 
i nside the HDA. Funhermore, the design removes 
the possibil ity of data erasure caused by small pani
cles of Nd-Fe-B dislodging during assembly or han
dl ing (e .g . ,  k i tti ng) . 

The in terior of the HDA is about 25 degrees 
Fahrenheit warmer than the ambient environment 
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Figure 5 1/DA Exterior with Actuator Motor and Spindle Brake Shown 

in which it operates . This temperature d ifference is 
primarily due to frictional heating of the air circu 
lated by spinn ing d isks and to the spind le motor 

which rotates the d isks.  The spindle motor is 
located i nside the hub on which the disks are 
mounted . When the spindle motors start and stop, 
wear can occur, both at  t he head-disk interface and 
in the motor bearings. 

To artemuate disk wear, we use a l icensed d isk 
lubricant that i mproves wear characteristics duri ng 
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takeoff and landing of heads in  the landing zones. 
Disks were tested for frictional characteristics in ser
vice with the recording heads, and for loss and migra
tion of l ubricant at temperatures above operating 
range specifications and at speeds of 1 .  5 to 2 ti mes 
normal rotational veloci t ies. Resul ts were evaluated 
borh by comparison with min imum and maximum 
acceptable lubricant thickness, and by comparison 
with existing products known to function accept
ably in  the fie ld . 
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Figure 6 Flex- circuit Gold Pad Interconnect 

Cleanliness 

RA90 recording heads tly approx imate l y  10 micro

i nches ( 0 . 2 5  m i crons) away from rhe disks.  To 
ensure that panicles of smoke , d i rt ,  dust ,  o i l ,  and so 
forth wi I I  not be scraped and squeezed bet>veen the 

head and disk ,  disk drives must be u l traclean.  The 
average office environment typ ica l l y  contains 
500,000 to 1 ,000,000 part ic les per cubic foot of 
sizes that cou ld interfere w i t h  head tlying height 
be havior. The HDA env i ronment is control led during 
manufactu re to ensure that it is many orders of m ag
n i tude cleaner than t he ambient office or computer 
room e nviron men t .  

Ach ieving th is c lean l i ness means provid ing a 
c l ean environment :  design ing parts so t hat they can 

be readi I y  c leaned and fastened rogether w i th a m i n
i mu m  of mechan ical work;  worki ng w i t h  vendors ro 
rece ive parts as c l ean as poss ib le ;  and deve loping a 
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manufacturing process that b u i l ds asse mbl ies w i t h
our excessive part icu late generat ion , thus mainta i n 
ing cl ean I iness. 

We considered several tec hniques ro e l ectrica l l y  
interconnect head-arms t o  the amplifier flex-circ u i t .  
Sol dering has low contact resistance and c a n  b e  very 
re l iable ;  bur  it generates conta m i nants due to tl u xes 
and is i nconve n ient  to rework . P in  and socket 
connectors have had re l ia b i l i ty problems in some 
appJ icarions . 

To solve this prob l e m ,  our tlex-circ u i t  vendor 
deve loped a method that has h igh re l iabi l i ty ,  very 
low contact res istance , is clean,  and perm its easy 
rework . This e l ectrical i ntercon nect, shown i n  
Figure 6.  uses gold-p lated pads o n  the tlex-ci rcu i ts .  
Locat ion holes a r e  punched i n  both head-arm and 
a m p l i fier tlex-circ u i ts .  A strip of plastic posts is 
moumed on the posi tioner assembly .  The ampl i fier 
and head-arm tl ex-c ircuits are located by pressing 
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the location holes over the posts. A compressive, 
gas-tight layer and screws fasten the assembly and 
allow disassembly for rework .  This connection 
method has additional advantages of low mass and 
compactness. 

Nongal l ing material combinations such as s i l icon 
bronze fasteners in a luminum castings were 
selected to minimize contam ination during the 
assembly process. The spindle-brakejground-brush 
assembly is located outside the H DA to prevent parti 

cles generated by grounding from contaminating 
the H DA .  The location a lso al lows more effective 

heat d issipation during braking. 

In  the disk stack assembly, we origina l ly designed 
the disk-hub rolerances at  a minimal  spacing. We 
wanted tO minimize weight imba lance created by 

disks off-center relat ive to the hub,  and we hoped to 

remove balancing as a process step . However , mis

al ignments and small imperfections in circu lari ty 
caused disks and hubs to scratch or gal l  during 
assembly, thus generating particles . We opened up 

the tolerance and corrected the imbalance by 
add ing balance weights to finished assembl ies. 

Final ly, we considered the environmental resis

tance of critical HDA components. The H DA is not 

hermetical ly sea led. We insta l l  a breather fi l ter on 
the H DA enclosure to perm i t  the H DA to equ i l ibrate 
with air pressure d i fferences. This attention to a ir  

pressure is  critical because assembl ies are bu i l t  in 
Colorado Springs at an ambient a ir  pressure of about 

24 inches of mercury, and the assembly may operate 
at locations ranging from sea level to an alt i tude of 
8,000 feet .  

The breather fi l ter may also allow undesirable 
envi ronmental agents to enter the H DA .  So we also 
place a chemical filter in l ine with the breather filter 

to trap many common corrosive agents, such as Ch, 
H2S ,  S02,  and N02. Earl ier in  the assembly process, 
balance weights for the bottom plane of the spind le 
are inserted through a tapped hole in the baseplate. 
The breatherjchemical fi l ter is threaded into this 

hole,  closing the H DA opening. 

Interconnects 
We set out to i mprove drive rel iabi l ity by m inimiz
ing the number of physical in terconnects between 

electrical components and assemblies, and by con
trol l ing their type. Gate arrays of up to 6,000 gates 
per chip increase rel iabi l i ty,  reduce footprint, and 

minimize assembly and rework. Testabil i ty was 
improved by minimization of cable interconnects 
between subassembl ies . 

H DA-to-power-supply and H DA-to-module electri
cal connectors are self-guided bl ind interconnects. 
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The HDA in  i ts carrier and module set are sl id along 
"ways , "  and gu ides position the electrical connec
tors tO the power supply . The interconnects are 
gold-plated to provide low contact resistance and 

are designed for mul tiple insertions. 

Incoming Quality 

We worked with our suppl iers tO receive extremely 

high quality components, as we bel ieve that such 
components function more rel iably, and because 
any resting we might do to sort good from bad is 
l ikely to infl ict damage . For example , i f  recording 
heads are a lready at 98 or 99 percent qual i ty,  test
ing typically causes rejection of several percent 
good parts, may m iss some bad pans, and inflicts 

several percent handl ing damage . The result is 

increased cost without improved qual ity; qual i ty 
cannot be rested into the product. Components are 
tested at the source sites as an integral part of their 

manufacturing process. We do nor re-test heads or 
other components at the Colorado s i te prior to use 
in the drive . 

Preproduction Testing for Head ana 

Media Reliability 

Thin-film heads and d isks used in  the RA90 drive 
underwent extensive rel iabi l i ty testing prior to the 
start of production . They continue to be tested in a 

manufacturing audit  mode . Since the design of both 
the heads and the disks were new technologies for 

Digita l ,  we needed to convince ourselves as wel l  as 
our customers that reliabi l i ty was proven.  

Record ing heads and d isks were tested in HDA and 
test-bed configurations. A key test mode was stan; 

stop testing ,  where disks are started and stopped 

with heads taking off and landing.  In this test, disks 
are spun up from zero to 3600 rpm at a slow accel

eration rate (si mi lar to power brownout condi tions) 
and spun down under s imi lar deceleration rates. 
Heads contact d isks for relat ively long periods 
under these condi t ions . The number of cycles was 

3 to 20 t imes the maximum number expected in 
various service environments. 

Following start/stop testing ,  d isk and head elec
trical signals were evaluated ro assess two possi 
bi l i t ies: ( 1 )  the decrease in s igna l integrity due to 
media wear or head structure deterioration , and 
(2)  i ncreases in defects. Visual exa minations were 
made to evaluate wear. For these tests, we used 

interference m icroscopy, which is helpful in identi

fying microtextures and imperfections on mirror
l i ke surfaces. The results i nd icated excellent 
durabi l i ty of the surfaces at  the in terface and undi

minished data in tegrity. 
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Data Integrity 
We have outl ined some of the hardware designs that 
ensure data integrity, such as placing the actuatOr 
mOtor with its magnet structure outside t he HDA to 
reduce risk of magnetic contaminants. To further 
ensure data integrity, we rely on DSA and VAXs im PLUS 
software . DSA provides powerful error correction for 
data - up tO 8 bursts of 1 0  bits each in one block,  
or  sector - and replaces blocks that appear to be 
deteriorating based on corrections performed . 

VAXsim PLUS software provides assessment of the 
overal l  data integrity of a drive based on mu ltievent 
corre lations of errors. This assessment permits the 
repair of a fai l i ng unit  before appl ication interrup
tion or data loss . ·1 

System Inteiface and Integration 

A variety of factors affect system interface and inte
gration of the d isk drive .  These include 

• Ease of installation and repai r  of the drive 

• Compatib i l i ty with existi ng hardware and soft

ware systems 

• On-board diagnostics 

• Differing power requirements 

• Appropriate acoustic levels 

Ease of Installation and Repair 

The RA90 drive meets a l l  the commu nication proto
col and physical interconnect standards of DSA. An 
RA90 drive may si mply be "plugged in"  to an exist
ing system,  turned on, and used . New cables and 
new controllers are not requ i red . 

The blower is mounted on the front of the cabinet 
with quarter-turn fasteners. The power su pply is 
s imi larly mounted on the rear of each drive chassis .  

The operator control panel snaps onto the from of 
the blower unit .  l'wo flexible circu its, one ribbon 
cable, four self-guidi ng blind connectors, and one 
snap- in connector provide a l l  power and signal 
interconnects between these FRUs. 

On-board Diagnostics 

The RA90 drive has on- l ine d iagnostics which evalu
ate i ts status and report to the controller at startup 
and period ica lly during operation . Many problems 
can be resolved by the drive itself or  by the drive 
and controller working rogether.  Status is also eva l
uated by VAXsi mPLUS sofrware , which assesses data 
integrity issues and prevents appl ication interrup
tion for the system .  
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International Requirements for Power 

and Acoustics 

Our design requ iremen ts called for the RA90 d isk 
drive tO be functional in an i n ternationa l environ
ment as we l l  as in the United States. Power, labe l
ing, and acoustic requirements are areas that are 
often critical in integrating a product i nto system 
environments worldwide . 

Power The RA90 drive has a universal power sup
ply designed ro function at 4 3 to 63 Hertz, and 86 to 
1 3 2 or 1 74 to 264 vol ts .  The " country kit" supplied 
with each unit provides the appropriate cables for a 
given outlet and the snap- in operator control panel 
(OCP) with labels in the appropriate language . 

Acoustics Many cou ntries have l imi ts on the acous
tic noise produced by electronic equ ipment, par
ticu larly when used in an office environment. The 
RA90 drive must meet acoustic environment 
standards for each and every country in  which it is 
marketed .  

The RA90 drive makes its biggest contribution w 
noise when it moves cool ing air  w HDA, modules ,  
and power supply. Ambient operat ing temperatures 

for d isk drives range from 10 w 40 degrees C. Cooling 
required to keep components at an acceptable tem
perature is greater at higher ambient temperatures 

within this  range . A blower that provides adequate 
cool ing at the upper end of the operating environ

ment has excess capacity in more typical computer 
room environments and is noisier t han desired . 

The RA90 drive has a variable-speed blower for 
cool i ng and includes a sensor that adjusts blower 
speed as the ambient temperature varies. When 
needed ,  large volumes of air are pumped over the 
HDA, modules , and power supply. When thermal 
environments are more favorable ,  blower speed is 
reduced ;  and acoustic noise generation is lowered 

from 6.4 bels to 5 . 8  bels .  
Damping material instal led in the chassis pro

vides add i tiona l reduction of acoustic noise . The 
variab le-speed blower and damping material result 
in  a disk drive that is comparable to the ambient 
noise level of a typical business office or conversa
tional speech .  

Summary 

Innovative design and close cooperation between 
engineering, manufacturing, fie ld,  and market ing 
teams al lowed t he RA90 team ro develop a disk drive 
with a capaci ty of 1 . 2 1 6GB, a seek time of 1 8.5  ms, 
competitive rel iabi l ity, and an easy-ro-use system 
interface. Moreover, we met i nternal design cost goals. 
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Tre mendous efforts in  rechnology advancemenrs and 
implemenrat ion were made by key vendors and Digi ta l 
groups i n  Shrewsbury, MA; Tempe, AZ; Forge Road,  
Colorado Spri ngs , CO ; Marlboro, MA; Kau tbeuren,  
West Germany; and San Germa n ,  Pu erto Rico .  I n  
addirion these groups mainra i ned open com m u n ica
tions ro ensure product information tlowed smooth ly 
between t he m .  We l earned as we went ,  kee p i ng 
previous expe rience i n  mind .  For many of us ,  the 
RA90 disk drive is s ignificant i n  i ts performance 
spec i ficat ions and in the teamwork leading to sready 
progress on this project .  
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Appendix: Magnetic Recording 

Technology 

Recording Process 

Storage and retrieval of da ta , or record ing a nd read
back , is done by heads and d isks . The basic opera
t ion is ident ical  in  theory to a u d io and video rape 
recorders, and t1exible  media drives . However,  the 
specifi c  i mplemenrarion deta i l s ,  such as s ize and 
shape of the com ponenrs and materi a ls , di ffer 
somewhat . 

In disk drives,  data is organ ized in c ircu lar  tracks 
around rhe d isk  su rfaces, which rotate at h igh 
speed . As shown i n  Figure A, the record ing heads 
are mounted to an armjposi t ioner asse mbly ,  which 
can move heads across disks .  The heads stop over 
any track to read the c i rcu mfe rent ia l  data pat h .  

The record ing transd u cer is mounted at the rea r 
edge of the sl ider, a structu re which controls t he 
aerodynamic behavior of the record i ng head . F ig
u re !3 shows these structures.  A transducer has rwo 

poles ,  with a sma l l  gap in between.  Each pole is a 
soft m agne t ic materia l which is eas i l y  magneti zed 
bur reta ins l i tt le or no magnetization on i rs own 

A co i l  is wrapped around one pole of the trans
ducer.  Applying a changing e lectrica l currenc i n to 
the coi l  i nduces a magneti c fiel d  i n  the head trans
ducer materi a l .  The magnetic fie l d  trave ls arou nd 

')(i 

the easily magner ized path of the poles . S i nce mag
netic fie l ds do not requ i re a "conductor, "  t he fie l d  
j u m ps the gap a s  wel l .  Near the gap ,  t h e  fie ld a lso 
" leaks our" i nto the surrounding space. 

The d isk is coated with a hard magnetic materi a l .  
The material requ i res a srrong magnetic fiel d  ro 
become magnetized in  a part i cu l ar direction and 
remains magnet ized after such a field is app l ied . 
Th is coar ing is deposi ted on top of various substrate 
preparation layers , which smoorh the surface and 
ensure rhat the magnetic l ayer w i l l  deposi t  un i 
form l y The magnetic l ayer i s  then  overcoated wi th  
a very th in  layer designed to  assure thar the  d i sk  w i ll 
resist any possib le environmenta l  effec ts . 

If the l eakage fiel d  created by the head is strong 
enough i nside the d isk 's magnet ic layer , t hen rhe 
disk 's magnetic domains w i l l  be oriented para l l e l  ro 
t he appl ied fie l d .  This write process is i l lustrated in  
Figure B .  Data is encoded by control l i ng the t iming 

of polarity reversal of the a p p l ied e l ectrica l cu rrent 
relat ive to a fixed c lock rate . As t he e l ectrical cur

rent appl ied ro the coi l a l ternates in  polar i ry , t he 
ind u ced fie l d  i n  t he head a lso a lternates d irect ion , 
thus writ ing b i ts of data .  

Readback Process 

The readback process operates i n  a complementary 
fash ion to t he recording process. (See F igure C. )  After 
record ing, the d isk surface has data bits written as 
separa te magnet ized areas. Each of the magnet ized 
areas, or b i ts , behaves l i ke a smal l permanent mag
net ,  with  a magnetic fiel d  e manati ng from i t .  The 
head senses this fie ld ,  which d i m in ishes as t he spac
i ng berween the gap and data bits inc reases . 

As the disk moves past the head, the fie l d  emanat

ing from each of these magnetized areas i nduces a 
fie l d  in the record ing head poles . This a l terna t ing 
magnetic fie l d ,  travel ing the eas i ly  magnetized path 
around the poles ,  i nd u ces an a l ternat ing e l ectrical 
cu rrent in the coi l ,  which in turn creates a r ime
varying readback voltage The vol tage changes are 
compared tO a fixed clock rate and decoded into the 
Is and Os of the data.  

Hying Height 

One su rface of the record ing head i s  ground to a 
precision shape , contou r ,  and size; it w i l l become the 
a ir  beari n g  surface . The d isk rotates rapidly beneath 
the record ing head . This rotation of the disk creates 
an a i r layer which pushes the record i ng head , with  
i ts aerodynamic s l ider, away from the d i s k .  The 
record ing head is moun ted on a suspension , or t1ex
ure , which provides a cou n terba lanc i ng force by 
push i ng the head toward the d isk .  The ba lance of 
the l i ft ing force created by the disk rotation and t he 
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Figure A Example Disk Drive 

Figu re B Side View of Recording Head Showing Magnetic Write Process 
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Figure C The Magnetic Read Process 

suspension force determi ne the spacing between 
head and disk, the flying height of the head. 

The flying height of the record ing head is not con
stant across the disk surface . Two factors control the 
flying height: air velocity and yaw angle . As the 
recording head moves from inner to outer diameters, 
air velocity due to disk rotation i ncreases, and tends 
to push the head further away. As the disk drive is 
stopped, the air layer diminishes , and the heads land 

in the disk landing zone. When the drive is started , 
the air layer bu i lds up and the heads take off. 

The RA90 disk drive uses a rotary positioner by 
which the heads-arms are pivoted around a fixed 
point  to move the recording heads across the disk. 
The head has a variable yaw angle as it  is posit ioned 
from inner to outer diameters. In genera l ,  the larger 
the yaw angle (positive or negative) , the lower the 
head flies. The combination of air ve locity and yaw 
angle resu l t  i n  a flying height which is at its lowest 
at both inner and outer diameters, and peaks near 
the middle diameter. 

The flying height must be controlled so that i t  is 
always sufficiently  l ow to read and write data accu
rately but large enough to prevent unintended 
touchdowns, or damage to the media. The RA90 
record ing head flies 10 to 1 3  m i l l ionths of an inch 
(0 .25 to 0 .325  m icrons) from the disk, dependi ng 
on the radius .  Working with these variables in flying 
height is one of the challenges in developing a rel i 
able mechanics set . 

Thin-film Disks 

The recording d isk used in the RA90 drive is also a 
thin-fi lm structure, but there are no mask and al ign
men t  structures; the entire surface is used .  The disk 
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substrate is a luminum,  which has been polished to 
a smooth, flat fin ish.  Various sublayers deposited on 
the d isk provide a surface that has more chemical 
and physical un iformity than the aluminum sub
strate al loy. Moreover, this surface is appropriate for 
the magnetic recording layer. 

The magnetic recording layer is exceedingly thin,  
about 3 m i l l ionths of an inch (0.075 m icrons) and 
must be uniform, with few if any flaws over the ent ire 
disk surface . A recorded data bit in the RA90 d isk 
drive is about 0 .000044 inch by 0.000400 inch 
(approximately 1 . 1  microns by 10 microns) ; so even 
"smal l"  defects in this m i rrorl i ke surface cou ld 
cause significant data dropouts.  

The magnetic layer is then coated with a thin 
layer tO provide mechanical protection in  the land 
ing zone during stop and start of the disk drive. 

Mechanical Integrity 

For the heads and disks to function reliably, we need 
to control anythi ng that might interfere with the Hy
ing height or positioning relative to the track. The 
flying height can be affected by waviness of the disk 
surface, by contaminants which may interfere or 
collect on the head or disk,  or by vibration. The 
positioning can be affected by temperature varia
t ions and by vi bration or movement of the record ing 
head relative tO the disk.  

Disk Waviness and Flying Height 

The wav iness of a disk is a measure of the surface 
contour over which the head must fly while main
tain ing i ts spacing relative to the d isk. The contour 
is usual ly measured as runout and acceleration . 
Runout is the amount of vertical d isp lacement of the 
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disk surface during a revolution. Acceleration is the 

second derivative of vertical displacement with 
respect to t ime . 

For a given head-disk combination, we must 
accommodate factors such as 

• Mass of the head 

• Spring force of the suspension 

• Nominal flying height 

• Variat ion in nominal flying height that can be rol
erated during a read or write operation 

• Relative positions of heads and disks given stack

ing tolerances 

• Surface characteristics that can be ach ieved on 
the disk 

Model ing of the air  beari ng and flying height 
response to disk surface waviness, and correlation to 

actual flying height measurements, determined our 

maximum tOtal indicated runout (TIR) of 0 .002 inch 
and maximum acceleration of 1 800 i nches per sec
ond . The outer recordi ng radius is 4 . 084 inches , or 

a circumference of 2 5 .66 inches . The flying height 
is approximately 10  m icroinches . 

For comparison, one can scale up the runout ,  cir
cumference, and flying height dimensions to those 

of an airplane flying from San Francisco to Denver, 
over the Sierra Nevada and Rocky Mountains. The 
runout of this path is approxi mately 4 ,000 feet,  or 
2 . 6  miles (about 8.4 t imes 1 07 t imes 0.002 inch) . 

The c ircumference of the disk scales up to 34 ,000 
mi les, or almost 17 round trips.  The flying a lt itude 

of this theoretical airplane would be only 70 feet 
above the ground at a l l  t imes. 

The acceleration is a measure of the sharpness or 
abruptness of the peaks and valleys of the surface. 
Another way to think of this is to i magine a bump 

over which a car must trave l .  The bump may be only 
a few i nches high; but if  it is abrupt ,  it wi l l  cause 
the automobi le to bounce up and down, possibly 
even scraping the road surface . Travel ing at 10 miles 
per hour over a very smooth ,  rounded speed bump 
is about equiva lent to the maximum acceleration 
permitted in the RA90 disk drive, that is, 1 800 inches 
per second per second. 

The design of the head's suspension, or flexure , is 
intended to produce a head which can fly consis
tently over the d isk surface undulations, without 
excessive bouncing up and down. 

Track Positioning and Mechanical Stability 

In discussing disk waviness earl ier and the head's 
response , we addressed one axis of head motion . In 
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addit ion to the spacing between the head and disk, 
we must also maintain the head's re lationship to the 

data track on the d isk along the track circumference 
and across its widt h .  

Variations of the head position with respect t o  the 
track c ircumference wi l l  lead to variations in the 
t iming of the data bi ts read and written. Normally 
this variation is small and slow relative to the data 

rate and so can be compensated for; but the variation 
must be facrored into the design tolerances on bit 

density and the data window in the electronics ser. 

Variations of head posit ion with respect to track 
width can be very serious. Spacing between actual 
written track locat ion and attempted read location 
is offset. Offset is caused by vibration sources, tem

perature changes, and electronics error. 
There are many sources of vibration that can 

affect t he disk drive :  inside the H DA,  outside the HDA 
but part of the drive, and the outside environment. 

Inside the drive, bearings in the spindle which 
supports the disks and bearings i n  the positioner 
assembly may have small variations in ball size and 

fin ish which lead to vibration. The rapid accelera
tion and deceleration of the head-arm assembl ies as 
they are posi tioned across the disk surface cause 
vibrations or resonances which are sufficient to 
affect posit ion ing. 

The air flow inside the H DA is turbulent and 
affects the fl ight of the read -write heads. To mini 

mize this turbu lence , there is a baffle next to the 
disks in the region where head-arms contact the 

d isks. This baffle has been designed to effectively 
extend the d isk surface by moving the turbulent 

region out beyond the record ing surface . The baffle 

has also been designed to function as a support 
structure for the clean a ir  fi l ter, which sl ides 

between the baffle and the rear of the HDA. 
The air cooling system or blower of the d isk drive 

can cause vibration of the H DA assembly.  Even 
though the H DA is a large , heavily ribbed casting, 
the blower caused sufficient vibration that we found 
i t  necessary ro attenuate t he blower vibration by 

design changes and to modify the damping charac

teristics of the blower mounts. 
Finally, the outside environment may contribute 

vibration which leads to offsets; for example, 

forklifts running on concrete floors cause vibration . 
All of t hese vibration sources must be tolerated by 
the complete system . 

In addi tion to vibration, temperature differences 
can cause offsets . If a disk is at one temperature 
when data is written, and t hen warms only two 

degrees Fahrenhei t ,  the readback signal wi l l  be suf
ficiently offset to create problems unless some com

pensation is employed. 
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Servo Systems 

Servo systems control the track over which the heads 

are positioned and com pensate for a l. l  sources of 
m isposit ion : repet i t ive and nonre peti tive runour . 

temperature variation, acce leration.  dece leration, 

and vi bration 2 
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Control Systems Technology 
in Digital's Disk Drives 

Advanced technologies developed by Storage �:ystems Engineering have resulted 
in higher track densities and improved performance in Digital's disk products. 
The adaptive runout correction system improves tracking accuracy. By anticipating 
run out, the system reduces the effect of this distw·bance in a closed-loop servo rys
tem. This is the first known use of digital signal processing in a disk drive servo 
system. Augmented embedded servo technology provides sampled-data head posi
tion-error information from the data heads to the servomechanism and improves 
positioning accuracies. Digital's disk drives also use an automatic bias force 
correction system which employs digital signal processing. Finally, digital signal 
processors are used to control the head-positioning system. The digital control 
this technology provides is repeatable and versatile. Modern control software 
tools are employed in disk servo control design and analysis. 

The use of sampled-data, digital , and adaptive con· 
trol techniques in disk drive head-posi tion ing servo 

systems has enabled increased track densit ies and 
im proved access t ime performance in Digita l 's disk 

products These servo methods correct for inherent 
l imitat ions in drive mechanics such as d isk runout ,  
thermal arm shift ,  and actuator bias forces at  track 
densities well beyond 1500 tracks per inch (TPI) . 

This paper h ighl ights several technica l develop· 
ments used extensively in Digital 's rigid disk prod· 
ucts. These technologies include embedded servo 

systems. adaptive runout correction , automatic bias 
force correction, and digital signal processors for 

rea l-time control AJso d iscussed is rapid servome· 
chanica ! system design using modern control tools . 

Embedded Servo Systems 

Embedded servo technology has in part enabled 

higher track densities in Digital  disk products. This 
technology is featured on all current Digita l·  
designed and manufactured 1 4 - inch,  9· inch ,  and 

5 '4-inch rigid disk products .  In this method , posi· 
t ion information is embedded on each data surface 
at sector boundaries on every track. The information 
gives the head-pos itioning servomechanism feed· 
back about t he re lat ive posit ion of the selected data 
head to the data track it is fol lowing.  

This method provides sampled-data position-error 
information from t he acwal point on the actuating 

structure that needs tO be accurately positioned. 
Further, i t  is more accurate at the instant of sam· 
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pi ing than other sensing locations, such as a dedi· 
cared servo head or a carriage-mounted tachometer. 

These alternate sensors are often prejudiced at de 
and very low frequencies by nonuniform thermal 
growth and compliance in the structure . 

Figure 1 shows the placement of burst-encoded 
servo data fields. These fields precede cusromer data 
fields on a typical disk data surface used in Digital 
disk products. Data track ceoter l ines are shown as 

dotted circu lar l i nes, t - 2 ,  t - 1 ,  t ,  and t + 1 .  A 
bipolar position-error esti mate is derived by pro· 

cessing the re lative detected ampl itudes of the two 

bursts, A and B .  These bursts are composed of many 

OATA FIELO 

Figure 1 Embedded Burst Servo Encoding 
on Data Disk Platter 
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Figure 2 Model of Digital Composite Position-error Estimation 

equally spaced transitions. When the data head s i ts 
directly over a data track centerli ne ,  it equal ly strad
dles the two bursts; the result is  a zero value for the 

position-error signal. As the data head moves radially 
in one direct ion , the amplitude of one burst l inearly 
increases while the ampl i tude of the other l inearly 
decreases. Constant-frequency bursts are a useful 

encoding scheme in pan because signal energy is 

concentrated in a narrow band of frequency. After 
bandpass fil tering and detection, this servo encod
ing resu l ts in a very high signal-to-noise (S/N) esti

mate of the re lative position of the data head to the 
data track . 

The sample rate, and therefore the qual i ty of this 
position reference, is governed in pan by the sector 
rate. Secror rate is the product of the number of sec

tars and the rotational rate of the disk. The RA90 
disk drive, for example , has a sector rate of 4 . 2  ki lo
hertz (KHz) . Because the sampl ing is mechanical .  

embedded servo systems are among the few sampled
data control systems in which a priori ami-al iasing 

fi ltering is not possible.  Therefore , care must be 
taken to prevent the excitation of actuator modes 
whose frequencies exceed the Nyquist rate of the 
system, or half the sector rate. 

A ugmented Embedded Seroo Systems 
Sampling at low rates, i .e . ,  less than ten t imes 

desired servo bandwidth, introduces substantial 
phase- loss to the servo loop . The net effect is a l imi 
tation in a design's dynamic c losed-loop stiffness, 

runout tracking gains, and vibration disturbance 
rejection . Consequently, designers are motivated tO 

use augmented embedded servo systems which 
restore phase and improve servo performance. 
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An augmented embedded servo system typical ly 
ut i l izes an aux i l iary velocity or position sensor on 
the carriage . If a dedicated servo surface is ava i l 
able, high-frequency components of position-error 

are sensed nearly continuously between a dedicated 
surface track and servo head mounted to the car

riage . These high-passed components may be 
blended with the sampled-data embedded position
error signal from the se lected data head.  Dlending 
restores t he phase lost by low-frequency sampl ing 

and thus can improve servo tracking accuracy and 

sett l ing .  The resu lt ing composite signal provides a 

form of interpolation i n  t ime between embedded 

samples. If  the crossover frequency between the 
embedded and h igh-passed dedicated posit ion-error 

signals is significantly greater than overa l l  servo 
loop bandwidth , d isturbances appearing only in the 
auxi l iary sensor wi l l  have m inimal  effect on the 

servo system, as desired .  
If  a dedicated servo surface is not  avai lable , a car

riage velocity transducer may be used as the auxi l 

iary sensor. A carriage tachometer used for th is  
purpose is usual ly implemented by sensing back
EMF on a carriage-mounted coil cutting a field gen
erated by a magnet mounted to the disk drive 
baseplate. A composite position-error signal may be 
produced by first passing the velocity estimate sig
nal through a resettable integrator; the i ntegratOr is 

reset to zero at secror boundaries. A composite posi
tion-error signal results when the integrated veloc

i ty signal is added ro the zero-order-he ld embedded 

posi tion-error signal .  
Interestingly, the dynamic response of embedded 

servo systems of comparable bandwidth may be 
qu ite d issimi lar depend i ng on the auxil iary sensor 
and specific blending method selected . 
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Figure 3 Frequency Response of Digital Composite Position-error Estimators 

Digital Composite Position-error 
Estimation 

Embedded and continuous dedicated position-error 

information may be blended in discrete-time. Figure 2 

shows how continuous, dedicated position-error, 
Yd (t) , may be thought of as being sampled both at 
the embedded sector rate, ljnT, and at an i ntegral 
multiple, n,  of that rate, 1/T 1 

The resu lting sampled-data composite digital 
position-error estimate , Y, ( kT) , is determined at 
each sector sample-instant solely by the embedded 
servo position-error estimate, Y. (nkT) . At interme
d iate sample instants, the composite d igital posi
tion-error estimate is determined by embedded 

position-error plus an estimate of how much t he 
dedicated-servo position-error signal has changed 

since the last embedded sample.  In this way, de and 
low-frequency errors between the dedicated and 
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embedded posltlon-error sensors are ignored , and 

sampl ing phase-loss is largely restored. In practice, 
the ratio of the dedicated to embedded sample rates 
is three or greater. Phase improves as this ratio 

increases. 

Phase may be partially restored by using a frac
tion , K<kd , of the available dedicated position-error 
signal .  This panial restoration may be necessary in 
systems where the mid-frequency estimates of posi
tion-error from the dedicated servo head do not 
correlate well with t he embedded position-error 
est imates. Panial restoration a l lows the designer to 
trade off phase improvement against disturbance 
introduction. 

Figure 3a shows t he transfer functions from dedi

cated and embedded position-error (assumed equal) 
to composite position-error for fu l l  and 50 percent 
digital blending. The dedicated position-error com
ponent is effectively high-passed by t his process and 
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Figure 4 Automatic Rias Force Correction System Block Diagram 

sam pled in this  example at three t i mes ( 1 2  KHz )  the 

rate of the embedded pos i t ion-error contri bution.  

The ga i n  magnitude and phase of the compos ite 
blended signa l are shown in Figu res 3b and 3c. As 
K""" i ncreases from 0 to 0.5 to 1 .0 ,  some of the h i gh

freq uency sampl ing n u l ls i n  the magnitude 

response are e l i m i nated . Conseq uently ,  phase-loss 

due to sam p i ing decreases. 

Automatic Bias Force Correction 

Digital 's disk drive products ut i l ize an autOmatic 

bias force correction system that nu l l i fies the effect of 

exogenous carriage forces on the c losed - loop track

fol low i ng servo system 2 This correction system 

greatly i m proves track capture and shortens sett l ing 
t i mes . 'T'he system uses d i g i ta l  s ignal  processing to 
b u i ld a smoothed table of optimal correcting levels 

as a function of coarse actuator pos i tion . 

Bias forces are usual l y  principally due to wi nd
age , cable forces, gravi ty ,  and magnetic moror b i ases 

in head-posi t ion i ng actuators . The net force or 
torq ue ( i n  the case of rotary actuators) presents an 

unwanted but repeatable de disturbance 10 the 

pos i t ion control system .  The result  i s  a sma l l  posi 

t ion -error offset that is  a non l i near function of 
coarse actuawr or head posi tion Electronic c i rc u i t  

offsets from sources other than the embedded pos i 
t ion sensor may a lso b e  grouped w i t h  t h e  mechani 

cal sources o f  error. Stochastic forces, however ,  

(H 

princ i pal ly origi nat ing from actuator bearing fric
tion and stiction add to the c losed- loop error in disk 

drives, but genera l l y  not predictably 
I n  the past , proportiona l - i n tegra l -derivat ive ( PID)  

compensators a lone coped w i th the problems cre

ated by b ias forces on the head-pos i t ion i ng actuator. 

But the time taken by the compensa10r integrawr or 

lag-fi l ter to substant ia l ly  reject the de disturbance 

i ncreases settl i ng t ime.  In recent disk drive designs, 

access-time performance has become more important 

and track densit ies have i ncreased , resu l t i ng in the 
need for both i mproved posi tion ing accuracies and 

track capmre . I ntegral control alone, therefore .  has 

become a less attractive or even i n feasible  sol ution.  

The a u tomatic b ias force correction system solves 
the b u l k  of the prob lem.  The correction system 

gives the servo system the i nformation it needs to 

n u l l i fy the repeatable  d isturbance component 
before it  is  e ncou ntered . The servo system can n u l 

l i fy the disturbance a s  the servo swi t c hes from seek 
to track-fol low mode some distance from desti na

t ion track.  Thus ,  correction occurs throughout and 

fol lowing the ent ire head-settle mode . The compen

sator i n tegraror is  t he n  on ly responsible  for reject

i ng the effect of unpred ictable ,  srochastic errors . 
Figure 4 shows a sim p l i fied block d iagram of the 

autOmatic bias force correction system connected to 

an ana log posi tion control system . Posi tion-error 
i n format ion , Xe, the sca led d i fference between head 
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posit ion, Xh , and track position , Xt ,  is digit ized by 
an ana log-to-d igital (A/D) conve rter and cond i ·  
t ioned by the servo conrrol processor . 

A lookup table of optimal  correcting leve ls ,  
Yo ( b) , is generated as a function of coarse head posi
t ion or radial  band number, b. After the cal i bration 
interval completes and when rhe heads are 
instructed ro seek ro a given track, the correspond
ing correction leve l ,  Yo (b) , for the band in which 
thar rrack resides is  accessed from the table and 
introduced to rhe se rvo syste m .  

The optimal  correcting signa l leve l exactly 
matches the level of posit ion-error signal offset, 
Xo (b) , due ro repeatable b i ases in the sysrem .  
Knowledge o f  servo bandw idth, actuator inertia, or 
ga in parameters of rhe power ampl ifier, motor , 
compensaror, or track-position detecror for a given 
drive design is nor requ i red ro make offset correc
tion accurate . 

Signal Processing Technique 

To determine the offset correction at a given track ,  
the repeatable de component of the correspond ing 
position-error must be determi ned.  This may be 
done in parr by averaging the measured closed-loop 
position-error samples while using a proport ional
pl us-derivat ive (PO) or lead compensaror over one 
or more i ntegral revolutions of the disk . Averag ing 
reduces the effect of runout on the offset estimate .  
Si nce offset is  a function of gross head posit ion ,  the 
disk is divided into a nu mber of bands, each consist
ing of the same nu mber of tracks. Posit ion-error off. 
set i s  measured at tracks i n  the center of each band 
and stored for subsequent processing. 

An added compl ication is that the offset may be 
affected by the d i rection from which the track 
is accessed.  Figure 5a shows the measurement of 
posi t ion-error offset while using a lead or PO com 
pensator over the range of actuator trave l ;  2 2  bands 
denoted by band nu mber,  b ,  are used in this exam
ple. Notice that there is a diffe rence berween the 
offset cu rve for tracks approached in  the forward 
direction ( represented by c i rcl es) and the cu rve for 
tracks approached from the reverse d i rection (rep
rese nted by triangles) . Th is di fference is general ly 
attributed to the side force requ i red by the bal ls in 
the actuator beari ng ro squeeze the grease out from 
under themse lves after arriving at a new trac k.  Noisy 
data resu lts from a nu mber of sources, including 
actuator friction and l imited A/D converter resolution . 

Let the forward and reverse measured pos i t ion
error values be given by Xo1," (b) and X0M. (b), where 
I S b S B .  B is  the nu mber of bands on the disk.  

It is i m portant ro substan tial ly e l i m i nate the 
effects of stochastic disturbances on the bias est i ·  
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mate .  Otherwise these effects may be exaggerated 
when correction is appl ied ro the control system. 
E l i m i nation of these e ffects is the rol e of subsequent 
d igi tal signal  processing.  

The first step is to  compute the average of the for
ward and reverse sets of data , Xo"'� (b) as shown in 
Figure 5 b .  The next step is to compute an average 
forward offset value,  Xog1,<1 , and reverse offset value,  
XoJJM . .  to be added to the bias correction when a 
track is first accessed from the given direction . 

Xo,, (b) = � [Xofi_.1 (b) + Xon·• (b)] 
8 

Xoflfi•" = - XojJ,.,, = 218 I [ Xofi.,t (b) - Xo,... (b)] 
I 

The averaged bias tab le ,  Xo,, (b), is sti l l  qu ite 
noisy and requires digita l  fil tering for smoothing.  
A three-point  symmetrical finite-i mpu lse-response 
(FIR) fi lter with unit  pu lse response, h(b) , shown 
in Figure 6, is convolved with sequence Xo.,, one or 
more ti mes to produce the smoothed correction 
table ,  X;;u (b) , shown in Figure 5c .  The d iscrete l in
ear convolut ion fi ltering operation is given by : 3  

For 2 < b < B - I , and Dim (h) = 3 :  
I 

X;w (b) = I h (i)Xo.,. (b - i) 
i= - I  

When fi ltered bias correction, X;w (b) , and aver
age forward or reverse offset value Xof!i," or Xog,.,, are 
added to the servo, the posit ion-error is reduced to 
the amount shown in Figure 5 d .  This represents the 
amount prior to the use of a lag or i n tegrating fi lter. 
For this example,  roughly over 85 percent of the 
bias error is el iminated before i ntegrating control is  
in it iated . Settl i ng is  dramaticall y i mproved . 

Adaptive Runout Correction System 

This section describes the adaptive runout correc
tion system (ARCS) . ARCS adaptively nul l ifies the 
effect of repetit ive disk runour in a disk drive head
pos i ti on i ng servo syste m .  Digital signal processing 
in the form of circular convolut ion compensates for 
closed-loop servo dynamics and ensures rapid, accu
rate convergence to an optimal  feedforward correct· 
ing signa l .  Convergence on a signal occurs even in 
the presence of significant h igh-frequency d istur· 
bances, measurement noise, and nonrepet i t ive run
out. Correction of individual ly selected runout 
frequency com ponents is perm i t ted and imposes no 
addi tional on - l i ne computation; computation is 
extremely m i n i mal in any case . Resu l ts i n  d isk servo 
systems typically indicate better than 95 percent 
correction of re petitive runout errors after just rwo 
iterations. 

6 5  
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Adaptive Disturbance-rejection Systems 

Adapt ivc disturbance-rejection techniques such as 
ARCS i nject a feedforward signal that anticipates a 
distu rbance. The intent is to reduce the e ffect of the 
disturbance at some poin t  i n  the control loop. This 
techn ique may be particu larly helpfu l  if closed· 

loop system ga in is not adequate to deal wi th the 
disturbance. The add it ive correct ing signal used 
does not mod ify the loop dyna m ics. Therefore, t h is 
adaptive technique wi l l  not destab i l ize a system 
given that adaptation i tself is s low relat ive to loop 
bandwidth .  

It may be  more appropriate tO  c lassi fy such a sys
tem as an adaptive signal process ing system aug
menting a control system than as an adapt ive control 
system that modifies plant  compensation or control 
law dynamics to ach ieve i ts goals .  Adaptat ion occurs 
in the process of est i mating and iterating to an opt i· 
mal correct ing signal that nu l l i fies t he effect of the 
dist urbance at a specific point in t he c losed- loop 
system.  Prereq uisites for employing such a system 
include a para metric model of the disturbances and 
a crude model of the inverse closed- loop frequency 
response of the transfer fu nction from the s ignal 
inject ion point to the point of desi red nu l l i fication . 
This model need only be accurate over the spectrum 
of desi red correct ion . 

Runout and Disk Servo System Operation 

The goal of a track ing embedded disk servo system 
is ro m in im ize the radia l  displacement of a se lected 
data head relative tO the data track i t  is fol low ing.  
This pos ition-e rror information i s  measured d i rectly 
on a sampled-data basis i n  the sectOr boundary 
regions on each data track on each disk where servo 
pos it ion fields are written .  The radial  posi tion of t he 
data track sectOr may be considered tO be a dynamic 
reference command for head pos i t ion and is d i recrlv 

affected by mechanical runout .  The posit ion erro
'
r 

that resu l ts from this  com mand or disturbance is 
attenuated by the act ion of the servo system How
ever. runout reject ion is practica l l y l i mi ted bv con-
trol loop bandwidth .  

· 

Repet it ive runout may be due ro mechanical non
concent rici ty of d isks or to the embedded data 
tracks in which pos i t ion information is servo writ· 
ten onto the disk .  Runout disturbance may be due ro 
other sources, such as deformat ion or t i lt i ng of d isks 
away from the axial d i rection . Repet i tive runout dis
turbances may be d i fferent for each data head in the 
drive or may be s im i lar for data heads accessing 
opposite sides of the same disk i n  the stack .  Stochas
tic or nonrepetit ive ru nout usua l l y  originates princ i 
pal ly  from ba l l  bearings that support the spind le .  
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This component of runout may be much smal ler 
than or commensurate with the magni tude of repet· 
i t ive runout dependent on drive and spindle des ign . 
Ai r-bear ing spindles,  for example ,  can reduce non
repet it ive runout to negl ig ib le val ues. 

Repetitive disk drive runout d isturbances are 
periodic and present themse lves as s inusoida l com
ponents synchron ized ro d isk rotation The frequency 
components of repetitive runout errors typica l l y  
i nc lude fundamental frequency runout and several 
h igher harmon ics. For a d isk spinn ing at 3600 rpm ,  
th is translates r o  runout frequenc ies o f  6 0 .  1 2 0 .  and 
1 80 hertz (Hz) . Measured posi t ion-error signals 
contain some high-frequency components resu lting 

from local  media anomal ies that affect the qua l i ty of 
the s ignal . Thus , there are d i fferences i n  closed
loop tracking on adjacent tracks even with the same 
head . However, low-frequency errors , usua lly up to 
1 80 Hz ,  genera l l y  are s i m i lar over the range of 
rad ia l  d isplacement for a given head 

Servo bandwidths are typical ly  about 500 Hz for 
many commerc ial products Such bandwidths offer 

l imi ted runout attenuation of about I 0 to 20 at 60 Hz, 
decreas ing with frequency. 

Role of Adaptive Runout Correction System 

An adaptive ru nout correction sysrem can be used to 
n u l l i fy the repetitive res idual tracking error due to 
ru nour .  S ince repetit ive runom is predictable or 
very s lowly ti me-varying for a given data head . mea
surements of runout disturbances can be infrequently 
scheduled by the servo control system .  These mea 
surements can t hen be used to give t he control sys
tem information about the d is turbances it is about 

to experience . Stochastic, nonrepetitive disturbances. 
which by defin i tion are not predictable,  are best 
ignored in such a system by employing an averaging 
technique.  

The net result  is i mproved tracking accuracy and 
response to such pred ictable disturbances with other
""ise unatta inable runout rejection . 

Adaptive Runout Correction 
System Operation 

Figure 7 i l l ustrates the components of an adapt ive 
ru nour correction system in an embedded or sector
ized servo disk drive . 2 ' 

Re lative radia l  displacement informat ion between 
a selected data bead and its respective data track is 

provided by a sa mpled-data pos it ion-error signa l .  
This is accom pl ished b y  demod ul ating the readback 
signal from the head whi le the head is passing O\'er 
servo data fie lds at sector boundaries. The posit ion
error signal corrects the posi t ion of t he head and is 
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Figure 7 Adaptive Runout Correction System in a Disk Drive Servo 

fed back through a summer to the servo compensa
tor or control circu i t .  This ci rcu i t  provides com
mands to the power amplifier responsible for 
driving current into the carri age actuat ing motor. 

The posit ion-error signal ,  x (n) , where n is an 
index correspond ing to sector number, is also fed 
into a runout or misposi tion computa tion processor 
with unit  pu lse response , h (n) This d igital s ignal 

processor performs digital c ircular convolmion dis
cussed be low .  

The runout o r  misposi tion correction signa l ,  
y (n) , acts to nu l l ify the effect of runout for the 
selected data head and is generated by the proces
sor . The signal is stored for i m mediate looku p in a 
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sma l l  random-access memory (RAM) table that con
tains the stored runout or m isposi t ion correction 
data .  This signal is ideally summed back in to t he 
servo loop through the summer just before the servo 
compensator. 

The adaptation sequencer provides a trigger to 
the runout processor and servo system to enable 
ru nour adaptation for the disk drive as necessary. 

Signal Processing Technique 

The basic algorithm i nvolves in i tia l ly two steps : 
( 1 )  measuring an i ntegral number of revolut ions of 
sampled position-error signa l ,  x (n) ,  and (2) averag-
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i ng values obta i ned across si mi lar sectors on d i ffer
ent revo lu tions to extract the repeti t ive runout com
ponent only. After these steps, high-frequency 
components in the measurements w i l l  sti l l  exist 
corresponding ro local media defects or track 
anomal ies . 

These high-frequency components may be e l imi
nated completely by performing d ig i ta l  circular 
convolution with a cosine-based sequence. This 
approach leaves only the low-frequency sinusoidal 
components of the posi t ion-error signa l .  For example, 
the first Fourier or fundamental frequency compo
nent of the posit ion-error signal can be extracted by 
convolving it with a cos ine waveform of frequency 
correspond ing to the rotationa l frequency, 60 Hz . 

To nu l l ify the fu ndamental  frequency component 
at the point of measurement, the processed position
error signal is i njected back into the servo system . 
However, there may be phase lag and attenuation 
between the point  of correction signal i njection and 
the point in t he control loop where n u l l i fication i s  
desired - the pos i t ion-error signa l .  General ly, th i s  
phase lag and attenuation are  reasonably wel l  
known, given that servo bandwidth and mechanical 
resonances in the structure are much h igher in fre
quency than the repet i tive runout components. 
Therefore, i t  is reasonable to expect that a corre
sponding amount of phase l ead and ga in could  be 
appl ied to the first Fourier component of position
error signal to produce a suitable correction signa l .  
The process of individual Fourier component extrac
tion , phase and gai n  adjustment, and rejection of 
other Fourier components can be easily accompl ished 
s imul taneously. The position-error sequence can be 
circu larly convolved with a phase -sh ifted and scaled 
cosine wave sequence of appropriate frequency. 

If several frequency components of runout need 
!0 be corrected , the unit pu lse response of the fi l ter  
woul d  be the superposition of several correspond
ing cosines. Each cos ine is at the desired frequency 
of correction and is ind iv idually phase-shifted and 
sca led appropriately ro compensate for the lag and 
attenuation of the closed-loop control system at each 
corresponding frequency. Thus, one fi lter operation 
can perform a l l  of the above in one step ,  indepen
dent of the number of frequencies ro be corrected . 

However,  the qua l i ty of n u l l ification or amou n t  of 
correction is l i m i ted at this point by the accuracy of 
the a priori estimate of c losed-loop control system 
ga in  and phase. This l i mi ta t ion is the motivation for 
subsequent iteration or adaptation . 

13y inject ing the most recently computed correct
ing signal and s imul taneously measuring the 
remaining repetitive runout components in the 
result ing posi t ion-error signal ,  a second correcting 
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signal can be computed using the above method. 
When summed with the origina l ,  th is  second signal 
w i l l  improve the ru nour correction st i l l  funher .  I t  is 
desirable to be able ro i terate i ndefin i te ly  using this 
technique . The system can thus achieve the desired 
amount of correction or keep up with very s lowly 
varying repetit ive runout wi thout having to stan 
fresh at each calibration or adaptation i nterva l .  

To ensure convergence t o  a n  optimal correcting 
signal after an arbi trary number of i terations , it is 
im portant to process the measured pos ition-error 
signal in such a way as to reject high-frequency 
components. I f  these components were a l lowed to 
be introduced back into the servo system ,  they 
wou ld rend tO bu i ld up and cause divergence after 
several iterations. This is another problem that this 
signal processing method overcomes .  

Digital Filtering Formulae 

Assume that measured, sampled-data posi tion-error 
signa l ,  x (n) , for a given tracking data head and data 
track is repeti t ive and is given by: 

Nf2 
x(n)  = DC +  L A 1 sin  

[ Z,ri(n - I )  + ¢1 ] 1- 1 N 

where 

x(n) = x(n + kN) ,  n and k are integers and 1 � n  �N. 

N = number of samples/revolu tion or data sectors; 
revolution. 

Let the unit pu lse response , h (n) , of a periodic 
d ig i ta l  filter operating on x (n) be given by: 

h ( n) = �N� + 2 
Afuurl [ 2-rrl(n - I )  A. l + N- COS N - .Pfund 

where 

2 A;,.,1 [ 4.-i(n - I )  _ 

A....nd l + N- cos - N '!-'< 

2 A\rd [ 6.-i (n - I )  _ A.,_d ] - N cos N '1-'J" 

Ad, is the desired ga in of the fi lter at DC . 

A fund , ri>Jund are the desired gain and phase lead of the 
fi l ter at the fundamental freq uency of rotation . 

Aznd ,r/> 2nd are desired gai n  and phase lead of the fi l ter 
at twice the fundamenta l rotational frequency. 

Aord, rl>3rd are desired gai n  and phase l ead of the fi l ter 
at thrice the fundamental rotational frequency. 

The above parameters anticipate closed-loop con
trol system and optional ami-aliasing fi lter gain and 
phase lag. They then individually correct for gain 
and lag at each frequency where forced s inusoidal 
correction is applied to nu l l ify disturbance errors. 
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Figure 8 Digital Signal Processing l::xample 

The desired correct ion signa l ,  y (n) , is determi ned 
by d igital c i rcular convolu t ion: 5 

N 
y (n) = I  h(i) x [ ( i  + n - 2) MOD N + J J 

i= I 

[ 41r(n  -- I )  ] A z mtA z sin ··- N 
- + (</>z + <J>z,c�) + 

The resu l t ing periodic correction signa l ,  y (n) , 
lacks frequency components other than at the fre
quencies where correction i s  desired . This is essen
tial to ensure convergence with iteration . 

Example 

Figure 8 i l lustrates the operation of such a fi lter on 
noisy, de-b iased posi tion-error s igna l ,  x (n) , derived 
from a hypothetical 50 -sector disk .  For c lar i ty ,  the 
first Fou rier component,  x1,," (n) , is p lotted a long 
x (n)  i n  F igure 8a . 
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For t he case where on ly fundamental frequency 
runou t rejection is desi red , AJrmd is nonzero, but Adc ,  
A z," and Alrd are zero i n  formu lat ing h (n ) .  This 
resu lts in  a simple s ine wave correction signal ,  y ( n) 

The fi lter ga i n ,  AJrmd , is set to un i ty ,  and <l>frmd is set 
to 45 degrees lead . This can be seen in scaled h(n)  
i n  Figure 8b .  

The runout correction signal , y (n) , in  Figure 8c 
can be seen ro contain fu ndamental frequency 
runou t information on ly and lacks the de b ias and 
high-frequency components of x (n) . Further, i t  is  
phase sh ifted by 4 5  degrees to  the l eft compared to 
Xfrmc� (n) , ind icating the proper amount  of phase 
lead . Figure 8d s hows x(n) with y (n) i njected into 
the servo syste m .  As des ired , the fundamental fre
quency runout is el iminated The remaining position
error contains de and high -frequency components 
only in this example .  
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Microprocessor Implementation Issues 

Compu tational rou ndoff wou ld seem to be a prob
lem when adding an arbitrary number of sequences. 
However, the long-term effect of roundoff is nor 
genera l ly  serious for appl ications where word 
length is significantly larger than the resolution of 
the data conveners . If this is not the case ,  the prob
lem can be easily  solved by occasionally passing the 

last-computed correction signal through a Fourier 
component extracting fi lter. The fi lter passes only 
the desired correcting frequencies unatten uared 
and without phase sh ift. Eight-bit A/D and D/A conver
ters and 16-b i t  fixed -point ar i thmetic have proven 
to offer acceptable performance for all laboratory 
im plementations , though more resolut ion might be 
desirable 

This runout correction method generates a ru nout 
correct ion table whose size is the number of sectors 
t imes the number of heads or platters. For example, 
a drive with 50 sectors and IS data heads wou ld 
requ ire a maximum of only 7 5 0  byres, or words, of 
table lookup.  

The amou nt of on -l ine computat ion is  l im ited to 
table lookup. The computation involves add ing one 
number to the D/A convener per sector, independent 

of the number of runout frequemy components 

being con·ected. Digital fi ltering may be done in a 
quasi off- l i ne manner. I n  fact the first laboratOry 
im plementat ion used an Intel 8085 microproces
sor, which did nor even have mult ipl ication in its 
instruction set. This indicates the low computa
tional intensity and practical nature of this rea l - t ime 
syste m.  

Adaptation may be triggered by  a t ime schedule r  
in the drive microprocessor o r  b y  changes i n  drive 
temperature , growth in off-track pos it ion error, 
error-rare ind icators, etc . An adaptation at power-up 
is usually a wise choice . 

Results in Disk Products 

ARCS has been proved both effective in reducing 
repetit ive nmour and essential to the success of 
Digital's R C 2 5  and RF30 disk drives and others sti l l  
in  deve lopment at this writing. 

Experimenta l resu l ts using th is method of runout 
correction i ndicate that two i terations rake out 
about 95 percent of the remain ing repetitive runou t 
in the drive . Fundamental and first harmonic runour 
correction genera lly suffice to adequately remove 
the repetitive components. 

Figure 9 shows how the runout correction system 
attenuates the fu ndamental frequency component 
and de term of the posit ion-error signal in a disk 
drive with large runou t .  In  Figure 9a,  y (n) is inac-
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rive , and the posltlon-error signal is seen to have 
substantial runour and high-frequency terms. The 
nonrepearable component of runout can be clearly 
seen in this multirevolution t ime exposure. Figure 9b 
shows t he pos ition-error signal ,  .x (n) , and active 
correcting signa l ,  y(n) , compensating for both de 
and fundamental runour .  

ARCS Summary 

A method for adapt ive correction of repetitive 
runout i n  d isk drives using digital signal processing 

techniques has been presented. The method has 
found practical application in commercial products 
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Figure 10 MATRIX:x/WS Block Diagram Display 

and is characterized by its fast convergence, accu

racy, and very low computational  i n tensity .  

U n l i ke other runou r correction schemes proposed 

in recent control systems l i teratu re , this system 

does not requ i re carefu l selection of tuning parame

ters 6 Because on ly se lected runout frequencies are 

corrected ,  other side effects such as exci tation of 

actuator resonances a nd response to nonrepeatable 

runout are elim inated .  

Digital Signal Processors for Real-time 

Disk Servo Control 

Digital 's RA70 and RA90 d isk drives u ti l ize d igital 

signal processors (DSPs) to control the head -posi 

tion ing system . The va l u e  of d igi ta l  control l ies pri 

mari ly i n  i ts repeatab i l ity a nd versati l i ty .  Ease of 

u n i t  test and savings in pri nted circu i t  board space, 

especi a l l y  critical  for smal ler drives, have a lso con

tribu ted to the prol iferation of t h is technology i n  

Digital 's d isk products .  

The motivation for using digital  signal processi ng 

in Digita l 's d isk drives after adaptive ru nout correc

tion and automatic bias force correction was to e l i m 

inate multistage analog notch fi lters . Such fi lters have 

been used in disk products to ga i n-stabi l i ze l ightly 
damped resonances that appear in the actuator 

p lant transfer  fu nction . 

I n  practice, the use of these devices has grown 

considerably beyond even these functions. The use 

of DSPs in disk servo control is  probably  best 

exploited in the RA90 drive . In this drive ,  a Texas 

I nstru ments TMS3 2020 DS P is add ition a l l y  responsi

ble for velocity esti mation, quadrature track spl ic

ing,  posi t ion interpolation, cal ibration of e mbedded 
channel gai n  and re lat ive head offsets, velocity seek 

7 2  

control, ded icated-embedded blending, servo fau l t  

detection ,  a nd more . 

The hidden benefits of a rea l -t ime control proces

sor for the design engineer i ncl ude the abili ty to 

rap idly modify control parameters a nd control 
a lgorithms a nd i m mediate l y  rest the effects of the 

cha nge in the laboratory. Th is flexibi l i ty is  particu 

larly i m portant  as the drive mechan ics are modified 

during the product developme nt  cyc l e .  

The fut u re appears q u i te prom ising for this tech

nology The use of C comp i lers for com mercial ly 

avai lable DSPs is  expected to substantial ly  furt her 
reduce servo design cycle r imes for products u nder 

development .  The performance of s ingle-chip DSPs 

is increasing rapidly ,  a nd float i ng-point arithmetic 

wi l l  greatly decrease execution t ime,  reduce design 

t ime,  e l i m i nate tedious sca l i ng procedures, and 

make possib le  sop histicated control a lgorithms not 

eas i ly coded i nto fixed-point p rocessors. 

Practical Servomechanical System 

Design Using Modern Control Tools 

Advanced deve.lopers and product developers in  
Digita l 's Storage Syste ms Engineeri ng groups are 

making extensive use of modern control design , 
s i mu lation and analysis tools .  MATRIXxjWS and DOE
MACSYMA have been i n troduced and enhanced by 

the Storage Systems Servo-Mechanical Advanced 

Deve lopment Group for Storage Systems'  needs. An 

important  part of drive tech no logy advanceme n t  
derives from the development o f  new computer 

design tools, and this is a n  i m portant part  of the 

advanced deve lopment focus .  

DOE-MACSYMA is  a symbolic math package origi

na l l y  developed at M . I .T and now ported to VAX LISP 

by Pa radigm Associates, I nc .  It has found application 
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in control design,  circuit ana lysis ,  and mechanical 
and magnetic design throughout Storage Sysrems 
Engineering. The package provides symbol ic  mathe
matical and graphical solu tions ro many engineering 
prob le ms and is be ing used ro form parametric 
state-space mode ls from l i near d i fferential  equa
t ions of physical plants. 

MATR I XxjWS is a soph isticated control and signal 
processing package derived from Cleve Moler's 
MATIAB and l icensed by Integrated Systems, Inc .  The 
VA.Xstation version nor only has fac i l it ies for state
space control design, but also for the s imu lat ion of 
dynamic systems which may be concurrently con 
tinuous, d iscrete-t ime,  non l inear, and time-varying .  
Figure 10 i l l ustrates a very s imple disk drive model 
as ir is disp layed on a workstation . 

For rapid servomechan ical control system design 
of pla nts conta in ing resonant dynamics, i t  is v i tal ly 
importa nt ro develop accurate models of the actuat
ing system to be control led .  In this way, design can 
move from the laboratory ro the worksta tion and 

proceed ar a rapid pace.  To faci l itate this capab i l i ty, 
in rerf;�ees between VAXsration-based MATRJXx and 
laborarory equi pment such as Hew l ett-Packard and 
Sc hlu mberger frequency response analyzers7 as 
wel l  as other com purer-a ided engineering packages 
such as ANSYS have been developed at Digita l . 
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Magnetic Domain Observations 
in Thin-film Heads 
Using Kerr Microscopy 

In any thinjilm recording head, the pole structure must be an effective conduc

tor of magnetic flux. To achieve this goal, the magnetic domain configuration in 

the pole is critical. Engineers developing new head designs must determine how 

these domains are affected by changes in structure, materials, and processing A 

technique, called Kerr microscopv, can be used to actual�)' make these domains 

uisible. The technique makes use of the rotation of polarized light which occurs 

upon reflection from the smface of a magnetized material. The rotation is very1 

small, approximately 0.01 degrees, but can produce a contrast that makes 

domains visible if the proper equipment is used In addition to a very high quality 

polarizing microscope, a sophisticated video image- enhancement system is 

essential. J)igital 's Magnetic Recording Head Del'elopment Group bas construc

ted such a K!!l"r microscope setup and has found it to be a great aid in developing 

thinjilm heads. 

I n  many a p p l ications ot magnet ic mater i a l s ,  i t  i s  

extre m e l y  i m port a n t  to know t he deta i l ed magne t i 

zation dist ri b u t ion o n  a m icroscopic bas i s .  One 

wou l d  actu a l l y  l i ke ro make v i s i b l e  any in the d i n:c 

t ion ot magnetization Unti l recently,  the only prac

tica l way to ach ieve t h is goa l was to coat the sa mp le 

with '· ferrot1 u i d , "  a l i q u id contain ing sma l l  magnetic 

p a n i c l e s .  T h i s  tec hn i q u e  has various d i sadva n tages.  

the most i m portant of w h i c h  i s  that  the su rface of 

the sample is contaminated by t he l iq u i d  Rec<.:nt l y .  

a n o t h e r  tec h n i q u e ,  Kerr m icroscopy. h a s  b e e n  pro

posed which avoids a l l  the major d i sadvant ages of 

using fc rrotl u id u We descr i be here the Kerr m i c ro 

scope constru cted b y  t h e  Magnetic Record ing Head 

Development G rou p .  As w i l l  be expla i ne d ,  the data 

t ha t  can be obta i ne d  w i t h  t h i s  eq u i p me nt is  
extre m e l y  usefu l in  t h e  design and fabricati on of 

heads for disk drives.  

1bin:f"ilm Heads 
In the RA90 d is k  d rive,  data is recorded and read 

using a t h i n - fi l m  record i ng head. These heads are 

fabricated u s i n g  techn iques s i m i lar to those used i n  

t h e  s e m iconductor i nd u s t ry _  T h e  res u l t  is a head 

having t he sma l l d i me nsions necessary to a c h i eve 

t he h i g h  dara dens i t ies of the RA90 d i sk drive .  For a 
fu rther descri ption of t h i s  hc::a d ,  see reference 3 For 

7 4  

o u r  purposes here, i t  i s  s u ffic i e n t  to consider on ly 

the m a i n  features of the head as s h own in F i gu re l .  
As the figure shows, the head consists of magne t i c  

" p o l e s "  that su rro u nd a coi  I .  T h e  d is k  ( n o r  s hown i n  

this  draw i ng )  is adjace nt t o  the p o l e  t i p s .  D u r i ng 

rea d ,  the tl u x  e m a n a t i n g  from t he recorded data on 

Figure I Basic Structure of a Thin-film flead 
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Magnetic Domain Ohservations in Thinjilm !-leads Using Kerr Microscopv 

MAGNETIC MATERI AL U N I FORM MAGNETIZATION 

( a )  (b) 

ISOTROPIC 

( c )  (d) 

ANISOTROPIC 

Figure 2 t::xamples of Domain Configurations 

in Thin, Rectangular Bars of Magnetic 

Material 

t he d isk is picked up by the pole t i ps .  This  tl ux is 
cond ucted to  the coi l ,  producing an output voltage . 
For th is read process to have t he req u i red effic iency. 
t he whole magnet i c  structu re must be a good con
ducror of magnetic fl u x .  To achieve t h is goa l ,  we 
req u i re a deta i l ed knowledge of t he magnet ic  state 
of t he poles . Our Kerr m icroscope provides t he 
means for obtai n ing this  data . 

Domain Theory 

To d iscuss the state of magnetization in a t h in - fi l m  
head,  i t  is first necessary t o  ta lk about magnet izat ion 
processes in genera l .  Let us first consider a th in  
rectangu lar  p iece of  magnetic mater ia l  (Figure 2a ) .  
I f  t h is i s  a "soft" ( i . e . ,  eas i l y  magnet ized ) mater ia l ,  
what "v i i. I be its magnetized srate i n  t he absence of  an 
appl ied fie ld'  The answer to this  ques t ion is not as 
s i m ple as i t  m ight first appear.  The material  w i l l  not 
be u n i form ly magnet i zed as i nd icated i n  Figure 2 b .  
I f  i t  were , the material  wou ld behave l i ke a sma l l  
permane nt magnet with  a nort h pole o n  one end and 
a sou t h  pole on the other. Magnetic tlu x  wou l d  leave 
t he north pole and travel t o  the sou th pol e ,  fi l l i ng 
t he surround ing space with  magnet ic  l i nes of force . 
A large amount of stored energy wou l d  be re pre
semed by such a configurat ion . Therefore, the mate
rial  wi l l  not be uniform ly magnetized i n  this fash ion . 
I nstead it w i l l  spontaneously break u p  i nto areas 
with d i fferent magnet i zation d i rections .  

I f  the material  i s  isotropic,  i . e . ,  i f  t he re is  no pre
ferred d i rection of magneti zat ion . it w i l l  take on t he 
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configurat ion shown in Figure 2 c .  Note t hat t he 
magnet izat ion goes heacl - to-tai  I arou nd the outside 
edges, north pole to sou th pol e Hence very l i tt le 
tl ux ex ists outs ide ,  and t he stored energy is low. 

Often t he material  i tself  has a preferred d i rection 
of magnetiza t ion . (We sha l l  later see why t h is m ight 
be a des i rable s i tuation . )  In t hese cases, the magne
tizat ion pattern is d istOrted to favor t hat d i rect ion . 
An exa m p l e  of such an anisotropic materia l  is 
shown i n  F i gure 2cl 

The d i fferent ly d i rected magnetized regions i n  
Figures 2 c  and 2d are ca l led magnetic domai ns .  The 
bou ndaries between these regions are ca l l ed domain 
wa l l s .  ( For fu rt he r i n format ion on domain t heory,  
the reader is referred tO reference 4 . )  

I n  a disk drive ,  t he head must respond t o  rapid 
c hanges i n  the tl ux received from the d is k .  These 
tl u x  changes must be t ransm i tted through t he poles 
to rhe coi l .  To trans m i t  these changes , the compo
nent of magnet izat ion in t he d i rection of the pol.e 
axis must change . necause t he doma i n  wa l l s  cannot 
move very rap idly.  the req u i red magnetizat ion change 
cannot come from wa l l  motion The change must 
come , therefore , from rotat ion of t he magnet izat ion . 
Hence dom a i ns w i t h  magnet i zat ion a l ready fu l ly 
a l i gned a l ong t h e  axis are not of any use for th is  pur
pose Only domains >v i t h  magnetizat ion transverse 
to the axis can contr ibute tO tl u x  cond uction 

l3eari ng in m i ncl t h is need for transverse ly 
d i rected magnet ization ,  ler us look at t he doma i ns i n  
the p o l e  t i ps o f  a th in -fi l m  head Csing the resu lts 
from t he prev ious figure ,  we have sketc hed these 
domains in F igure 3 The first part of this figure 
shows the configurat ion of a magne tica l ly isotropic 
materia l ;  3 b  shows t he an isotropic case The config
uration of Figure .:)b is seen to  be much more desir
able t han :)a l . .: nder the i ntl ue nce of the tl u x  from 
the disk ,  t he magnet ization in F i gure 3b can rotate 
as s hown i n  Figure _)c 

I t  i s  thus \·ery i mportant ro ensure t hat  the head 
has a magnetic a n isotropy that makes i t  rese mble 
Figure .)b rat her than _)a The Kerr m icroscope can 
pro,·ide rbis v i tal informat ion . Two exa m p l es of 
Kerr m icroscope pictures are shown i n  Figure .f .  
These e xamples are d i scussed fu rther in the sect ion 
Resu lts ;  they are prese nt ed here to i l lustrate the 
pole t i p  doma i ns .  Figure 4a corresponds to  3a, and 
.:i b to 3 b  

The Kerr Effect 

Figur e ') shows the basic effect u pon \v hich t he Kerr 
m icroscope is based . In th is  fi gure a beam of polar
i zed l ight is i ncident on a magnet i c  materia l . The 
magnet izat ion d i rection is indic:ned by t he vector ,VI , 
and the polarization d i rection b\· the ,·ector E. The 
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(a) ( h) ( c )  

Figure 3 Domain Configurations in Pole Tip of Tbinjilm Head 

�) (� 

Figure 4 Kerr Micrographs of Tbinjilm Pole Tip Domain Structures (a) Conducts Flux Efficiently 
(h) Does Not Conduct Flux Efficiently 

reflected beam has substantial ly the same polariza
tion as the incident beam.  However, there is also a 
smal l  component (marked " Kerr") perpendicular to 
the main d i rection of polarization . This small  com
ponent only exists wi th m agnetic materials ,  and its 
direction depends on the d irection of magnetiza
tion . The presence of this component is the " Kerr 
effect" discovered by John Kerr in 1888.  Actual ly ,  
there are several different manifestations of the Kerr 
effect, d i ffering in t he re lat ive di rections of the inc i 
dent l ight and the magnetization . ' We have shown in 
Figure 5 the " longitudinal" Kerr effect, which is the 
one most often used for Kerr microscopy. 

We can now see how the Kerr effect makes poss i 
ble the visual ization of magnetic domains .  The net  
polarization d irection of the reflected beam in 
Figure 5 is the resu l tant of the main and Kerr polar
izations. The d irection is thus very sl ightly rotated 

7 6  

(about 0 . 0 1  degree) from the  i ncident polarizat ion 
direction . If the magnetization direction is reversed,  
the d irect ion of the rotation is reversed . Therefore , 
by placing a polarizer i n  the retlected bea m ,  we can 
obtain different i ntensit ies depending on t he direc
t ion of the magnetization . Thus the Kerr effect pro
vides the basis for producing i mages in which 
differently magnetized domains have different inten
s i t ies .  The res u l tant  contrast between the domains 
makes them visible (as i n  Figure 4 ,  for exam ple) . 

To produce pictures such as those in figure 4 we 
need a setup such as the one i n  Figure 6. This figure 
shows the basic  parts of a polarizing m icroscope . I n  
one i m portant respect, however, th is m icroscope is 
used differently from the way a polarizing m icro
scope is normal ly used.  For Kerr observat ions , the 
incident l ight muse h i t  the objective off center .  This 
arrangement ensures that the light reaches the sam-
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Figure () Rasic Elements of Kerr Microscope 

ple at an angl e ,  as i n  Figure '; Cfhere i s  no Kerr 
e ffect if the i ncident beam meets the sample at a 
right angle ) 

Note that Figure 6 shows a video camera where 
one wou ld normally expect an eyepiece. The earner:� 
is used to v iew the Kerr- induced contrast between 
domains.  Because the Kerr effect is so sma l l .  th i s  
contrast i s  very s l ight .  I n  most cases the  contrast 
cannot even be detected by the human eye. Sophist i 
cated i mage process ing is necessary ro make the 
doma ins vis ible .  

Image Processing 

As stared above , the Kerr- induced contrast between 
domains is vei)' weak .  In fact ,  the contrast i s  much 
weaker than the normal sample features , such as 
surface gra in iness . The method by which th is  
domain contrast is made vis ib le i s  descri bed in th i s  
section by reference ro  Figu re 7 .  

Figure 7a depicts the picture on the video camera . 

I n  this i l l ustration , we assume that a domai n  wa l l  
runs down the m iddle of the pic tu re ;  i . e , the left 
side of the figure is magnetized up, and the right side 
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is magnetized down .  13ecause of the Kerr- induced 
conrrasr ,  the left side of the picture is darker than 
the r ight .  ( For the purposes of i l l ustrat ion , we have 
made the con trast much greater than it would nor
mal ly be As described above , the contrast wou ld 

normal ly  be so weak as to be undetectable by the 

eye . )  ln Figure 7a we have al so i nc luded some l i tt le 
l ines and spots to ind icate the minor su rface imper
fect ions that arc a lways present .  The first step in 
enhancing the contrast i s  to increase the video ga i n  
as much a s  possible ,  i . e . .  d o  the equ ivalent o f  turn
ing up the contrast on a television set . The amount 
of contrast en hancement that can be achieved in this 
manner is l i m ited however .  If too much ga in is 
used . the relative ly  h igh-contrast surface features 

wi l l  overload the video ampl i fiers , obscuring the 
domain contrast .  Hence we must turn to sophist i 
cated d igital process ing techniques to achieve most 
of the requ i red contrast enhancement .  

The first step i n  processing i s  t o  digi tize the 
image . The i mage is broken up into picture ele
ments . or pixe ls .  In our syste m,  there are 6 4 0  pixels 

horizonta l ly  by 483 vertica l ly .  making a total of 
:)0 9 , 1 2 0 pixels .  Each pixel is assigned a nu mber to 
ind icate how l ight or dark that particu lar location is 
in  the picture. Thus any shade from darkest black to 
l ightest "''h ire can be represented by a nu mber. This 
"gray scale" is divided into 2 '; 6  levels ,  as ind icated 

in F igure 7b .  
13efore the con trast can be enhanced digita l ly .  

another im portant d igital process ing step must be 
performed . We must remove the previous ly men
t ioned surfac·e features from the picture . Unt i l  this 
is done . we have no hope of seeing the wea k contrast 
between the domains .  The su rface features can be 
removed by t he fol lowing su btraction process . F i rst 
the picture i n  Fi gure 7a is  d igit ized and stored in 

(a) 

(c) 

Figure 7 

( fJ) 

OJ 
(d) 

� 200 

1 00 

0 

(e) 

Teleuision Image at Various Stages 
ofEnbancement Process 
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memory. Then a magnetic fie ld is appl ied to the 
sample .  causing it ro become uniformly magnetized 
The resu l tant picture  (Figure 7c)  is a lso stored i n  
memory. Next the correspond ing pixels i n  Figure 7c 
are su btracted from t hose in 7a (and 100 is added to 
each resu ltant pixel to bring the resu l t  tO the center 
of the gray sca le ) .  This operation produces the pic 
ture shown in Figure 7 d .  Note that the su rface fea 
(Ures are now absent .  [lecause they were common to 
bot h of the original pictures, they were e l i mi nated 
by the subtraction process . Figure 7d is therefore 
free of any contrast other than the desi red domain 
contrast. Thus the i mage is now ready for d igital 
contrast enhancement .  

figure 7d contains only shades of medium gray . 
Typica l l y .  every pixel in the picture has gray-sca le 
va l ues ly ing between 95 and 1 0 5 .  To enhance rhe 
contrast. we must expand th is range of 1 0  propor
t iona l l y  unt i l  i t  fi l l s  the entire range from 0 tO 2 5 5  
S o  9 '5  becomes 0 ,  9 6  becomes 2 6 ,  9 7  becomes 5 1 ,  
and so on unt i l  1 0 5  becomes 2 5 '5 .  The res u l t  is  the 
h igh-contrast image shown in Figure 7e.  Here the 
doma in configuration can readily be seen because a l l  
the area magnet ized up appears black,  whereas that 
magnet ized in the opposite d irect ion is white. The 
boundary between these areas is the domain wa l l .  

A sl ightly different method o f  doing t h e  subtrac
tion leads to a somewhat different disp lay. In Figure 
7c the sample is complete ly saturated by a re lar ive.ly 
large app l ied fie ld .  Suppose i nstead that we appl ied 
a sma l l  field that on ly moved t he wa l l  a l i ttle . The 
subtraction and enhancement process woul d  then 
yield the resu l t  shown at the right of Figure 8a . We 
now have a white stripe on a black backgrou nd , the 
stripe i nd icat ing the approx imate posi t ion of t he 
domain wal l .  If the polarity of the appl ied fie ld  is 
reversed, the domain wa l l  moves i n  the opposite 
direct ion, as shown in Figure 8b. The resultant image 
is the negative of 8a . We wi ll see examples of d is
plays such as Figures 8a and 8b in the next section . 

An important step i n  the image process ing has nor 
yet been ment ioned. [lecause of the low l ight levels  
and the h igh video ga ins we use ,  some noise i s  in tro
duced in the i mages we obta i n .  This noise looks I i ke 
the "snow" seen on a te levis ion screen when the s ig
nal is weak .  We can reduce this noise substantial ly by 
digita l ly averaging successive images before doing 
any of the other processing .  In other words, we do 
not use a s ingle video frame for Figures 7a or 7c.  We 
rake from 4 to 1 28 frames and d igita l ly  average them 
to produce each image . S ince 30  frames are gener
ated every second , this averaging process does not 
apprec iably s low down the acq u isi tion of data . 

To accompl ish the image processing described 
above, we uti l ize a Ha mamatsu C I 966 image pro-

7S 

rn rn -
(a) 

DJ [[] -[I] 
(h) 

Figure 8 Image Obtained with an Applied 
Field Less than that Required 
to Saturate Sample 

cessor under the control of a l'vlicroVAX system .  The 
MicroVAX system is programmed ro ini t iate a l l  the 
i mage processing fu nctions as wel l  as ro switch the 
appl ied magnet ic fie ld at the appropriate t ime.  Hav
ing everyth ing control led by the M icroVAX system is 
more than a convenience ; it is essent ia l  because of 
the image subtraction process described above . For 
this process to be effect ive ,  the images in F igures 7a 
and 7c must  be absolutely identical (except, of 
course . for the domains ) .  Unavoidable mechanical 
drift in the m icroscope w i l l  cause the images ro d i f
fer un less one is acqu i red very soon after the other. 
A delay of on ly a few seconds can cause problems. 
13y using the MicroVAX computer rat her than manual 
control , we ensure that the m i n i mu m  t ime e lapses 
and good images are obta i ned . 

Results 
We have already shown two Kerr images ( Figu re 4 )  
as examp .les of domains i n  the pole t ips of thi n-fi l m  
heads . We can now look a t  these pictures agai n  i n  
l ight o f  o u r  d iscussion of i mage processing .  They 
i l lustrate the two modes of presenting t he data , i . e . ,  
Figure 7 e  versus Figure 8 .  The pole t i p  region i n  
both Figures 4b and 4a are in  the mode of Figure 7e .  
However the s i tuation i n  t he wide part of the pole is 
d ifferent in  Figu re 4a.  The app l ied fie ld is not suffi 
cient to saturate i n  this  case . The resu l t  is that we 
see the domain  wal ls high l ighted as in Figure 8. I n  
Figure 4 a  a h igher fiel d  was used, and we see a dis
play l i ke that of Figure 7e. !3ot h methods of disp lay 
show us the domain configuration , and bot h can 
provide the vita l domain information needed in the 
design and manufacture of th in-fi lm heads . 

As ind icated by the arrows i n  Figure 4 ,  white and 
black i ndicate magnetizat ion transverse ro the pole 
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(a) (b) 

Figure 9 Kerr Micrograph Illustrating "Flux- beaming " Effect 

( i _e . ,  vert ica l i n  the figure ) .  Gray ind icates magne
tization a long the pole axis. If the sample is rotated 
90 degrees with respect to the inc ident l ight,  this 

s ituation is reversed .  Then axial  magnetization 
shows up as white or black . This situation makes i t  

easy t o  see axial componentS of magnetization and 

reveals some very interesting behavior where the 
pole t ip joins the wider part of the pole .  It turns out 

that the flux being conducted from the t ip does not 
spread out immediately to fi l l  the wide part of the 

pole . Instead the flux t ravels in a "beam" at an angle 
to the ax is .  This effect may be clearly seen in Fig

u re 9a . Reversing the fie ld direction (Figure 9b) 
causes the beam ro switch to the other side of the 

a.,xis .  This flux beam ing effect has important conse
quences for the design of thin-film heads and is the 

subject of a recent paper 6 

One final example of Kerr microscopy is pro
vided by Figure 1 0 .  As in Figure 9. the setup is such 
that magnetization along the pole ax is produces 
white and black contrast. The area of interest in  this 
picture is c i rcled . The l ine representS a domain 
wal l .  The fact that i t  changes from white ro black 
contrast means that the magnetization direction 
changes. In domain theory the wal l  is said to have a 
"B loch point." The presence of a Bloch point is of 

scientific interest and may have some effect on how 

the wal ls behave with high frequency excitation 7 

Conclusions 

Kerr microscopy provides data that is extremely 
useful in the design and manufacture of thin-fi lm 
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heads. This new technique is much more conve
nient ro use and gives better images than the al terna

tive met hod (using ferrofl u id) . 
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Reinhard Kretschmer I 
Siegbert Sadowski 

Margin Analysis on Magnetic 
Disk Recording Channels 

The recording channel of every magnetic disk drive comprises the heads, media, 
and the readjwrite electronics. Digital data is encoded into phase information 
on the media and is therefore subject to phase shift, an effect that significant�y 
limits high-density recording. To reduce the raw error rate that results from 
phase shift and thereby increase disk drive reliabili�y, Digital's engineers at 
Kaujbeuren, West Germany, developed a margin analysis system operating at 
channel level. This system provides direct information about actual disk drive 
performance. The efficient phase distribution analysis system was designed to be 
fast, comprehensive, and nondestructive to existing disk data. Statistical meth
ods are applied to an�yze the results. 

Phase shift, a lso referred to as bit shift or peak shift ,  

is the unwanted phenomenon o f  a shift o f  the read

back phase from its ideal posit ion . Errors due ro 

phase shift are common to all disk drives . Solving 
the problem req u i res that we address the difficult  

problem of ident ifying which part of the drive system 

is responsible when error rates exceed acceptable 

l i m its . A5 parr of the sol u t ion,  Digital 's engineers in 

Kautbeure n ,  West Germany, developed the Phase 

Distribution Analyzer (PDA) . The PDA is a fast and 

time-saving system for production t hat detects and 

analyzes potential  fa i l u res in  the magnetic record· 

ing channe l long before probl e ms occur. 
This paper discusses the PDA and the margin anal

ysis techniques used in the design and manufacture 

of Digita l 's disk drives. These analysis tec hniques 

serve to enhance drive rel iabi l ity and data integrity .  

Technical Background 

In a disk drive there are several sources of phase 

shift ,  such as the headsjmedia,  t he readjwrite chan

ne l ,  and mechanical position ing syst e m .  Especia l ly  
dom inant are noise sources introduced by the mag

netic media , the readjwrite head, and t he preamp l i 
fier. (See Figure J . ) First,  media noise i s  caused 
both by t he finite vol u me densiry of magnetic parti· 
cles i n  one bit ce l l  and, more significantly ,  by the 

particles' non u n i form dispersion . Second, head 

i mpedance noise is  in principle a k i nd of thermal 

noise . Final ly ,  t he decrease i n  the signal -to-noise 

(S/N) ratio caused by the pream p l i fier can be 

attributed to thermal and shot noise . 1 
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Figure 1 Noise Spectrum 

Another major source of phase shift is the interfer· 

ence of the readback pulses through a combinat ion 
of various effects. The e lectromagnetic i nterference 

of the b i t  ce l l s  d istOrtS signals in phase and amp l i ·  

tude, as i l l ustrated in Figure 2 .  The sol id l ines i n  

this figure represent two pu lses as i f  t hey were iso
lated; the dotted l i ne shows the resu lt  of their su per

posit ion . Al though sophisticated mod u lation coding 
is  used to avoid this i nterference, t he trade-off 

berween desired bit  density and tolerated interfer
ence st i l l  leaves us with pattern-dependent phase 

shifts . By expand ing the bit  patterns i nro Fourier 

series, we can u nderstand their phase shift depen

dence as group delay distortions. 

The signal conditioning process in the read channel 

is another contributor to phase shift. The analog filter 

and a m p l i fier stages t hat compensate for the read

back signal deviations may produce i mperfections, 

8 1  
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Figure 2 Phase Shift Diagram 

such as i mproper pu lse s l i m m i ng or grou p de lay 

distortion . In the qual i fier rhar digit izes the pu lses , 

the exact r i m ing and rhus the phase of a detected 
peak is i n fl uenced by i ts ampli tude.  The dynam ics 

of the synchron izing phase-locked loop ( PLL) are 

also crit ical aspects, for examp l e ,  the PLL's tendency 

to l ose lock rowards decreasi ng S/N ratios. I mper

fect overwrite , adjacent track pickup,  and off-track 
error are addit ional  sources for phase shift .  

Phase margin anal ysis identifies the net resu l t  of 

a l l  these infl uences and the i r  i m pact on drive per

formance . To perform this ana lysis ,  we measure the 

prox i m i ty of the individual  b i t  to the error l im i t  and 

thus determ ine the error margin of the drive .  This 

l i m i t  is represented by the boundaries of the data 

wi ndow which in turn is generated out of the data 
by the PU . .  As l ong as a particu lar b i t  is in the proper 

data window, the bit can be synchron ized to the 
c l ock ,  and no error is noted.  When the data event 

crosses the boundary i nto the next window, the read 

decoder decodes false data . A read error i m medi
ate l y  resu lts .  As a resu l t  of the fixed passjfa i l  crite
rion, t he system as a whole appears to operate 

properly,  although its performance is deteriorating.  

When a smal l  variation starts moving b i ts our of t he 
window, the error rate suddenly avalanches. Phase 

margin ana lysis takes into account  the tlu c ruations 

of the bit posi t ion . As part of the anal ysis ,  we take 

several measurements of the i nd ividual locat ion of 
each bit re lative to the fixed t i me window. The 
resul t  is a statistical d istribut ion showing the mea
su red system 's safety margin ,  or phase margin ,  
against the error l i m i t .  

82 

Figure 3 shows sche matical ly two different exam

ples of such distribu tions. The shaded areas beyond 

the wi ndow l i m it represent the different actual  error 

rates. Comparing now the two d istributions at the 

same error rate ( i . e . ,  equal  areas) yie lds d i fferent 

phase shift values. Phase margin is then defined as the 

difference between the wi ndow wid th and the phase 

shift at a speci fied and fixed error rate . This quan

t i ty is  genera l ly accepted as a measure of re l iabi l i ty .  

An effic ient and econom ica l phase margin test sys

tem has to fu lfi l l  several req u i rements.  The system 

must be able to 

• Take h igh-speed measurements, eval uating every 

individ u a l  drive in a short t ime 

• Analyze al l  flu x  changes i n  a given record/t rack,  

as wel l  as every existing data pattern 

• Perform a l l  operations wi thout destroy ing disk 

data or format 

• Take measurements from the data separator's 

point  of view 

• Enable the user to analyze any physica l l ocat ion 

on the disk (cy l i nder,  track , secror) 

The deve lopmen t  of the PDA system relative to these 

req u i rements is described in  the fol l ow i ng sections. 
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Figure 3 Phase Distribution Curoe 
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Phase Distribution 
Aleasur�t Systetn 

Phase margin analysis can be effected with a variety 
of architectures, some of which are commerci al ly 
avai lable .  2 However ,  these arc h i  rectu res did not 
meet several of our req u i rements. Notably, the com
mercia l ly  avai lable equi pment lacked suffic ienr 
measurement speed or destroyed disk data . There
fore , we decided to develop our own PDA. 

The PDA is a high-precision , t ime-interval ana
lyzer that measures the posit ions of individual  bi ts 
re lat ive to the beginning of the data window. As 
shown in Figu re 4 ,  the system consists of h igh-speed 
data acquisition hardware which connects by means 
of an I EEE  interface with a custom ized set of com
mands to a M icroVAX syste m .  The host controls the 
drive under test, for example ,  posi tioning the drive 
to the user-specified physica l location. The host 
also controls the data acquisi t ion hardware and pro
cesses the data . Test resu.lrs can be sent over the 
host's local area network (lAN) interface, DECnet 
software, to larger VAX computers for more dera i led 
statisrica l ana I ys is. 

When the data separator in  a d isk drive classifies 
readback pu l ses into data windows, i t  synchron izes 
data to the drive system clock .  The phase margin at 
th is point is most re levant tO the performance of the 
magnetic record i ng channe l .  To address a l l  poten
tial error sources in the magnet ic recording chan
ne l ,  the PDA measures the bit  d istribution in  a 
normal production d isk drive at th is  point of syn
chron ization ( i . e . ,  phase shift from the data separa
tor's view) . The positions of the i ndiv idual  bi ts 
re lat ive to the beginning of the data window are 
proport ional to the phase angle of c lock to data. The 
PDA divides the data window into 64 bit  posit ions 
(bins) and categorizes every data event ( flux 
change) into  one of  these pos itions. The resolu tion 
of every bin is approxi mate ly 600 picoseconds.  
Every bit  position has a counter assigned that coun ts 
the number of bits detected at that position . Figure 5 

i ll ustrates the resolut ion and categorization of the 
data event . The capac i ty of each counter is 2 1 8 data 
events. From the measurement of a .large number of 
bits and the accumulat ion of their  bit pos i tions , a 
phase d istribut ion function, or histOgram,  is pro
duced . The ana l ysis  of these measurements is d is
cussed in greater detai I in the section Methodology 
for Data Eval ua tion . 

To achieve accurate resu l ts ,  the PDA must anal yze 
a high number of b i ts .  Moreover ,  tO measure every 
b i t  and keep rest r ime with in acceptable I i mirs ,  the 
analyzer must absolutely rake measurements at a 
very high speed . A short test t ime ensures that the 
margin analysis system is cost effective in the manu-
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facruring environment .  With the maximum mea
surement rate of 35 megasamples per second and 
rhe high bin-coun te r  capacity, the PDA system is 
able tO measure the phase histogram of a l l  b i ts in a 
track within one disk revolut ion. Al l  RA-family disk 
drives. for example ,  can be analyzed with t he PDA. 

In add i t ion , the histograms of mu lt iple measure
ment cycles can be averaged.  In this mode, the PDA 
also calcu lates maximum and min imum event count 
histograms. Thus even a single bit  our of mi l lions 
fal l ing our of the data window wi l l  be recogn ized , 
which aJ i ows the ana lysis of interm i ttent fa i l u res in 
the magnetic recordi ng channel . Unlike other phase 
margin analyzers,  the PDA does not need to write 
test patterns to t he drive under test. Therefore the 
user can ana lyze any existing data pattern on the 
disk. This abi l ity is espec ia l l y  suitable for the ana ly
sis of t i me-dependent parameter changes. Such 
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changes may occur over a longer period of product 

ru n-time as a result of degradation of the heads/ 

media interface . 

Methodology for Data Evaluation 

As described above , phase distribution measurements 

determine the l ocation of every s i ngle bit relat ive ro 
a fixed time window. The time sca le is part i tioned 

into k bins, and the PDA system j ust counts the bi ts 

that fal l  i nto each t i me-b i n .  

Let x, , x z ,  . . . , xk denote t h e  m idpo ints o f  the 
t ime-bins, and N, , Nz , . . .  , Nk the correspond ing bit  
cou nts. Graphica l ly represented, this is a h istogram 
show i ng the frequency distribution of the b i ts in the 
t ime window . 

The next step is to extract the relevant informa

t ion about the performance of magnetic recording 
systems. Two i mportant performance measures are 

• The error rate,  w h ich is the proba b i l i ty that a bit 

w i l l  be fou nd outside the proper w i ndow 

• The phase margin ,  which is the safe distance 

between the window width and the phase distri 

but ion curve at a given error rate 

Due to the very low error rate,  these figures are not 
directly avai lable from the measured distribu tion . A 
su itable mode l is therefore used to extrapolate the 

measurements. Assume the b i t  posit ions are gener
ated randoml y  according to a probabi l i ty density 

function f(x ) . The shape of this fu nction is i nflu
enced by the pattern written on the d isk and by sev
era l components, as d iscussed in the section 

Technical Background. Noise is  a lso present, which 
can be mode led as a Gaussian d istribut ion 5 Assum

i ng that several effects superim pose each other, 
f(x ) is expanded i nto several Gaussian densi t ies 
gi (x) . 

Let ai be the contribution of g, (x)  to f(x) thus 

f(x) = 2: aigi (x) 
i 

with 

0 < ai < 1 and 2: ai = 1 .  
I 

The estimation of the mode l parameters and hence 

the determination of that fu nction /( x) which best 
fits the (standardized) h istogram data are achieved 

with a m i n i mization progra m :  Find Gaussian density 

parameters and contribu tions ai such that 

k 2: (NJ/N -f(x1)) 2j6.Nf = m i n i mal 
j = l 

where 6. Nf specifies the measured standard error of 
�� and 

k 
N = 2: NJ .  
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This method is known i n  physics u nder the nota

tion Chi-square-fit and is equivalent  to the usual 
weighted least squares regression. The method is 

also asymptOtical ly equ i valent  to the we l .l- known 

statistica l method of maximizing the l i ke l i hood 

function . 

The s imple model described before is adequate 

for the genera l descri ption of the system perfor

mance ( e . g . ,  error rate) . Speci a l  care is taken to 

appropriate ly represent the ta i ls of the distribu tion ; 

these extreme values are often caused by spurious 

effects and determine the system margin,  and u l t i 
mately, the re l iabi l i ty .  

With the knowledge of f(x ) ,  the performance 
measures are easi l y  determ i ned : The actual error 

rate of the drive is given by 

00 

actual error rate = J f(x) . 
wiudotl' limit 

Si nce the error margin is the save distance 
between the wi ndow width and the phase distribu

tion curve (compare with Figure 3) , i t  is deter

m i ned according ro 

tl'indou· /imil 00 J f(x) + J f(x) = error rate (spec . ) .  

u•indou· limit 

The statistical est imation procedure a l so gives the 

re lative errors of all parameters involved . Hence 

with error propagation formulae or a Monte Carlo 
simu lation , i t  is poss i b l e  to obtain  confidence l i m i ts 

for the est i mated performance measures. 

The mathematical methodology described above 

reduces the many single measurements i nto a few 

significanr parameters that give the re l evant infor

mation .  With this k i nd of extrapolation , we can 

accu rate ly estimate the margin and the magnetic 

recording channe l drive error rates . 

System Integration 

As described i n  the section Phase Distri bution Mea
surement System ,  the PDA hardware system was 

designed ro handle large a mou nts of data . For exam

ple, i t  measures about l 0 7 data events per measure

ment cyc l e .  The complete characterization of a 
typical disk drive req u i res about 105 such cycles.  To 

be a valuable too l ,  the system must subsequently 
process the large data samples and perform the 
sop histicated statistical ana lysis quick ly .  

To meet the manufacturing process needs for 

high-volume throughput and au tomated test ing,  the 
PDA hardware system and the mathematical  treat

ment of the data were integrated into one homoge

neous and compl ete data measurement and analysis 

syste m .  A menu-driven sofrware package developed 
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for this purpose controls the entire data c hain from 

data collection and reduction u p  to statistical analy

sis and interpretation . The process is i llustrated in 

Figure 6 .  

The PDA MicroVAX system creates fi les i n  ASCII 

format. These files are then transferred to a large 

VAXcluster system where they are converted into 

RS/ 1 tables and processed through various RS;Explore 
procedures . (RSjExp l ore and RS/1 are designed 

for data manage ment, analysis, and statistical inter

pretation . )  

The procedures are written in  Digital Command 

Language ( DCL) , PASCAL, and RPL (a programm ing 

language implemented in  RSjExplore) . RPL was 

chosen because it provides ful l  access to t he statisti

cal and graphical subrout i nes of RS/Exp lore . A set of 

RPL programs performs the curve fi tting proce

dures , l i m i t  checking,  and error calcu lations, and 
generates summary tables. 

The benefits of the system to users are as fol lows: 

• The menu -driven design al lows automated mea

surement and data analysis  rout i nes to be created 

for the manufacturing environment. 

• The design gives engi neers the flexibi lity ro cre
ate special engineering tests and ro make individ
ual investigations. 

Digital Tecbnical]ournal No. 8 Feb·ruary 1989 

• Several users can use the system at the same t ime.  

• The summary tables are srored in a database. The 

margin hisrory of every individual HDA (head

disk assembly) and magnetic recording channel 

is maintained for the whole product l ifetime.  

Range of Application 

The usefu l application of the PDA can be success

fu l ly  demonstrated in several areas: 

• Process improvement, contro l ,  and rel iabi l i ty 

• Design and component qual ification 

• Long-term product behavior 

This new test roo! was integrated in Digital 's Kauf

beuren manufacturing process and is now being 

used as a process control instrument and fai lure 

analysis roo! . It is a lso used for specific engineering 

tasks at engineering s ites in Colorado Springs and 

Kaufbeuren . 

Manufacturing in particu lar derives great benefit 

from the PDA system .  In the manufacture of high

technology products, two of the most i mportant 

requ irements are process stabil iry and rota! qual i ty 

control . Although strict tolerances for the assembly 
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process are req u i red,  the interaction of com plex 

system parameters may induce probl e ms that result  

i n  lower product qu a l i ty and poor long-term manu

factur ing efficiency. Such problems can occur even 

if ll ucruations are m i n i mal  Therefore knowledge of 

the impact of crit ical process steps on prod uct per

formance is the key ro successfu l process design and 

control 

A graph showing t he PDA contribution to process 

re l iabi l i ty and i m provement is given in Figure 7 .  

The process used i n  this com parison is servo writ ·  

ing,  which is the crit ical process step in disk drive 

ma nufacture .  In this process, specific patterns are 

written on the media;  these patterns accurate ly 

regu late the position i ng and seek i ng of the read/ 

write heads . Figure 7 com pares meas urements made 

before and after rests ro im prove this crit ical  pro· 

cess srep by adjusting write cu rcenrs and mecha n i ·  

c a l  properties o f  t h e  servo write roof . The system 

pe rformance shows s ignificant margin i mprove

ment of about 36 percent .  

86 

As shown in  the Fi gure 7 exa mple,  the PDA can 

measure and quantify the effect of the servo writing 

process on system performance. Moreover the PDA 
provides re l i able engineering data w i t h i n  m i nutes 

about the success of the opt i m ization . Measu ring 

those effects with trad it ional tesr methods is 

i m practical  in  terms of r i m e and the n u mber of 

drives needed ro acc u m u l ate the necessary run-r ime 

ro check drive error rate d i ffe rences. The rapid 

determ ination of drive performance and error rare is 

the key ro t he PDA success . Ensuring an error rare of 

less than w-' ' ,  for exa mple,  wou ld rake several days 

w i th t radit ional methods. This compares to a few 

mi nmes with PDA margin rest ing.  As a consequence 

of i rs speed , th is  methodol ogy a l l ows cert i fication of 

every individual  disk drive at a re lat ive ly low cost .  

Another example of the use of the PDA for des ign 

and compone nt  qua l i ficat ion i s  the i nvestigat ion of 

d i tlerenr readjwrite heads. To determ ine the most 

effic ient head for a given disk dr ive design,  d i fferen t  

head technol ogies c a n  b e  compare d ,  as shown in  

Figure 8 .  The data provided by the PDA enabl es 

engi neers ro quanti fy the d i fferences very q u ickly 

and to attri bute system performance ro t he responsi·  

b le  components and the i r  parameters .  

Another appl ication for the PDA system is the 

invest igat ion of performance stabi l i ty. For t h i s  pur· 

pose , margin measu rements of drives w i t h  d i ffe rent 

loads and run-ri mes are com pared for c hanges over 

t i me.  Adequate statistical and physica l models t hat 

s imu late rhe dependencies are then used ro  extrapo· 

late measurements and pred ict t he re l iab i l i ty per

formance over r ime.  To ensure that a disk dr ive is 

not subject to heads , media ,  and mechanical degra

dation , a p p lication of the margin methodology is  

prerequ isite, because even very smal l effects, i f  

they occur, must be detected and quant ified The 

a l ternat ive to t h i s  approach is to measure the raw 

error rate - an experiment rhar can rake several 

weeks and requires the use of many drives. In con

clusion ,  margin measurements help us ro provide 

sufficient prod uct and process margin over the 

whole product l i fe t i me .  

Summary 
Margin  ana lysis at channel leve l i s  an efficient 

method to determ i ne performance and reliab i l i ty of 

high-de ns ity magnetic record ing systems.  The high· 

speed Phase D istribution Analyzer has been extended 

into a comprehensive test and analysis  system for 

usefu l appl ication in Digita l 's manufacturing environ

ment. The margin ana lysis system - data col lection, 

ana lysis  software, and a sophist icated methodol ogy 

- makes a sign ificant contribu tion to data i n tegri ty 

in Digital 's d isk  drives. 
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High Availability Mechanisms 
of VAX DBMS Software 

VAX DBMS software manages large, complex databases and ensures high system 

availability. In a VAXcluster environment, DBMS allows concurrent, multiple

node database access. Cooperating nodes and user processes communicate 

through VMS lock value blocks. DBMS simulates cluster-wide shared memory by 

using node global sections, shared disks, and the VMS lock manager. Recovery 

from system failures is coordinated by database monitor processes executing on 

different nodes. A sophisticated lock protocol enables Jailed transactions to be 

recovered on surviving nodes. Long-term database availability is achieved by 

after-image journaling (Alf), which enables recovery jmm media errors. In 

addition, an on-line backup facility allows concurrent database access during 

database backup. 

VAXcl uster systems offer a more avai lable and exten

sible computer configuration than standal one com 

puters . Uecause indi vidua l computers can jo in  and 

leave a VAXcl uster system w ithout stopping other 

cluster members, the system provides high com

puter ava i lab i l i ty .  Moreover, the computing power 

of these closely coupled,  distributed systems can be 

easi ly  extended by t he addit ion of standard Digital  

computers. 1 This combination of high avai labil i ty and 

increased CPU power along with the benefits of shared, 

inte r-node access ro a set of disks makes VAXcl uster 

systems an excel lent computing environ ment.  

VAX DBMS Environment 

VAX DBMS software is Digita l 's CODASYt database 

management system .  lr provides complete database 

services in  the centra l i zed VAXcluster environment 

i n  a seamless and transparent ma nner 2 This envi 

ron ment, i l lustrated in Figure I ,  consists of three 

basic entit ies:  

• The database irself - A DI3MS database consists of 

a root fi le and mu l t i p le data files, t he number 

and s ize of which depend on the database design . 

The root fi le contains database metadata and 

transaction control i nformation . Actua l user data 

is stored in the data fi l es .  Al l these fi les contain 

specific DBMS formats and are accessed by means 

of the SQIO system service (wh ich queu es an 1/0 

request to a device) 5 -' For the database to be 

accessi b l e  from all nodes in  the VAXcluster sys

tem ,  a l l  the database fi les must reside on c l u ster

w ide disks .  

8 8  

• The database users - A VAX DBMS user i s  a n y  VMS 

process executing an appl ication that accesses a 

DBMS database .  The appl ication's executable 

image includes calls to the VAX DBMS run-t ime 

system . As a result ,  DBMS coordinates the database 

page bu ffers and database locks of these i ndivid

ual  users in order to m a i ntai n  data i n tegri ty. 

• The DI3MS moni tor processes - On each node , a 

process, cal. l ed the DBMS mon i tOr, i s  started at 

system startup t i m e .  The moni tor's major respon

s i b i l i ty i s  detecting fa i l u res and i n itiating the 

necessary recovery processes on be half  of fa i l ed, 

incomplete transactions .  

The Challenges of VAXcluster Systems 

The distr ibuted character of VA.Xcl uster syste ms 

com pl icates the impl e mentation of fu l l  database 

management capab i l i t ies . Nevert heless, VAX DI3MS, 

fac i l i tated by t he VMS lock manager,  overcomes 

these difficu lties.  For example,  DBMS transparent ly  

recovers a fai l ed node's outstand ing database activity 

on one of the remaining nodes . Com p le te data con

sistency and i ntegrity are assu red . 

This paper is div ided into t hree major sections . 

Each describes the mechanisms used by the VAX 

DI3MS sofrw-are to solve a difficult  database manage

ment chal lenge posed by t he VAXcl uster system 2 

These are 

• Sharing data between processes across nodes , a 

mec hanism that  is a prerequis ite to resolving the 

followi ng two items 
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Figure I VAX DBMS Environment 

• Transparent cluster fai l over and database recov

ery, which al low h igh database availabil i ty and 
data integrity 

• After-image journa l ing (AIJ) and database backup, 
which ensure high availabi l i ty in the presence of 
database media  errors 

Fu l fi l lment of these requirements is necessary in a 
fu l ly functional database management system . The 
mechanisms are i mplemented i n  the KODA subsys
tem of the VAX DBMS product.  

Data Sharing in a VAXcluster System 

Before VAXcluster systems were introduced, VAXDBMS 

sofrware used VMS global sections extensively for 
sharing data. VAX DBMS users shared the contents of 
the database root fi le by mapping the fi le to a global 
section. Updates to th is global section were syn
chronized by the VMS operating system . Once an 
update was made, al. l users immediately saw the 
updated information ) 

I n  a VAXcluster system,  however,  there is no 
shared memory between nodes. Therefore global 
sections alone cannot be used to share data among 
users on mul tip le  nodes. Instead , DBMS re l ies on two 
methods for sharing data berween nodes: shared disks 
and lock va lue blocks provided by t he VMS lock 
manager. Where possi ble, DBMS uses lock value 
blocks . -1 .4 However, for large packets of data, shared 
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disk access is use d .  I n  the next rwo sections, we 
describe each method . 

Sharing Disks Using Cluster-wide 

Global Sections 

Withou t c luster-wide global sections, a si mple solu 
t ion for sharing data would b e  tO always access 
shared d isks. However, this is inefficient in a trans
action processing environment.  What is needed is a 
way to opt imize the accessing of shared data on 
disk. The VAX DBMS engineering group devised a 
technique of cachi ng shared information on each 
node. This technique u t i l izes g lobal sections per 
node , c luster-wide d isks, and the VMS lock manager. 
Figure 2 i l l ustrates this technique.  

When t he first user on a node attaches tO a data
base, DBMS copies the database root fi le information 
to a VMS page-fi le global section , cal led the TROOT 
(temporary ROOT) . Al l users of the same database 
on one node share the same TROOT global section . 
S ince each node i n  the c luster can have its own 
TROOT global section , the problem l ies in keeping 
a l l  these TROOT copies consistent .  This is the classic 
cache coherency problem. Figures 3 and 4 i l l ustrate 
how DBMS solves this  problem.  

The coordination is accomp l ished by the DBMS 

object manager .  The root fi le  is broken u p  by data 
structure into objects. Each object has a VMS lock 
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associated with i t .  The object manager uses th is  
lock to synchron ize the read ing and writ ing of a root 

fi le  object .  The object manager e nsures that the lat
est copy of each object exists in the root fi le on disk .  
As a resu lt ,  the other nodes are always able to access 
the latest copy of the object from the root fi le when 
the ir  copies need to be refreshed .  To read an object, 
the object manager acqu i res the object's l ock  in  pro
tected read (PR) mode I ts lock value b lock con
tains the object's current vers ion number.  This 
version nu mber corresponds to the latest copy of the 
object in the root fi l e .  The TROOT con ta ins a copy of 

the object and a version nu mber correspond ing tO 
that copy. If  t he versions are the same , then the 
TROOT object is up tO date . 1f not, the object man
ager reads the object from the root fi le  in to the 
TROOT . Then , it updates the TROOT object's version 
nu mber to the version nu mber that is i n  the lock 
value block. This indicates the TROOT object is u p  
t o  dare . DBMS demotes the object's lock a r  this point .  
Figure 4 i l lustrates the case of a node refreshing i ts 
version of an object from the root fi le because an 
u pdate on that object took place . 

To update an object ,  t he object manager requests 
the object's lock  in protected wri te (PW) mode. 
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Once granted ,  t he object manager checks to make 
sure the TROOT copy on this node is u p  to date . If  
not ,  i t  reads the new object in  from the root fi l e .  
The n ,  DBMS makes the  c hanges to  i ts copy of  rhe 
object in the TROOT and writes these modifications 
out to t he root f i le on d isk . Finally,  the object man

ager i ncrements the object's version num ber in both 
the TROOT and the object's Jock va lue block. The 
lock is then demoted .  The updated version number 
in  t he lock value block  renders the TROOT copies of 
this object on r he other nodes obsol ete .  Figure 3 
i l lustrates this update operation . 

Sharing Data in Lock Value Block 

To share small  data in  a VAXclusrer system ,  VAX DOMS 
software uses the VMS lock manager and lock va lue 
blocks. A 1 6-byre val u e  b lock associated with each 
resource functions as a small piece of global mem
ory that is atomica l ly u pdated .' However,  lock value  
blocks are volati l e ;  for example ,  the i r  contents can  

be  lost (become inval id) when  a process holding 
this  lock i n  e ither PW or exclusive (EX) mode termi 
nates abnormal ly ." When problems such as  th i s  
occur ,  DBMS must  be  ab le  to reestablish t he values 
from other sources - usually from da£a on disk.  In 
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Figure 3 Updating the Cluster- wide Global Section 

fact.  recovering from the loss of val u e  b l ocks is an 

in tegral part of making these a lgorithms robust . 

A pri mary example of DOMS's use of lock va lue 

blocks is the way in which i t  d istrib u tes t i me as a 

monotonical l y increasing number . VMS time and date 

stamps are not synchronized across the VA.Xc luster 

nodes. Therefore, the VAX DDMS development group 

devised a cl uster-wide ,  monotonical l y  increasing 

cl ock mec han ism ca l led the transaction sequence 

number (TSN ) .  TSNs identify database transactions 

and are used extensivel y  throughou t DDMS. For 

examp l e ,  each record in the after- i mage journa l fi le 

(discussed later) is marked with the TSN of the 

transaction in w h ich the update occurred . 

The next TSN to be a l l ocated to an u pdate transac

tion resides in the database root fi le .  To avoid the 

obvious bott leneck of reading and updating the root 

fi le every time a TSN is needed, VAX DOMS software 

acq u i res a block of ·rsNs, currently eight TSNs, each 

time it accesses the root fi le 's TSN object. This is 
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done by increme n t i ng the root f i le 's TSN object by 

eight instead of by one . 

A DO,\IS tock, called the RWROOT lock,  is used w 
sync hron ize the d istr ibution of this  b lock of TSNs. 

The lock value b lock holds t he next TSN to be given 

ou t .  If the l ock va l u e  block is  lost, no damage 

occurs; only the rem a i nder of the current group of 

TSNs is wasted . DDMS simpl y reads the next group of 

TSNs from the root fi le and refreshes the TSN val u e  

i n  the l o c k  value b l ock w i t h  this  n e w  TSN . 

When a new u pdate transaction begi ns, DOMS 

acq u i res the RWROOT lock in PW mode This makes 

the distribu tion of TSNs single-threaded . The cur

rent TSN i n  the lock value b lock is assigned to this  

transaction . DBMS i ncrements the TSN i n  t he l ock 

va lue block.  If this  va lue is  sti l l  within the curren t  

group o f  TSNs, DBMS demotes t h e  lock s o  another 

user can acq u i re a TSN . Otherwise , the current 

grou p of TSNs is  exhauste d .  DOMS reads the next 

group of TSNs from the root file and refreshes the 
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NODE X 

K EY: 

G) Acquire object s·s lock i n  PR mode. Read lock value block. 

@ Compare lock's version to TROOTs object version. Different. 

NODE Y 

@ Read newer version of object from the root file on disk in TROOTs object. This is the data to use. 

G) Update TROOT ob1ect 's version number. 

@ Release the lock. The read is complete. 

Figure 4 Reading the Cluster-wide Global Section 

current TSN i n  t he Jock va lue block before demot ing 
the R\XfROOT lock . 

Database Recovery 

I n  the previous sections, we described two general 
mechanisms for communication used by VAX Dl3MS 

software in  a VAXcluster environment . Doth these 
mechanisms are used in the VAX DBMS recovety strat
egy to provide the properties of atomicity, con
currency, isolat ion , and durab il ity for database 
transactions. These properties are referred to as 
ACI D  properties in the I iterature on th is topic .  

Incl usion of these properties means that no trans
act ion sees uncomm i tted u pdates made by other 
transactions .  Al l updates to the database performed 
by commit ted transactions are guaranteed to be in 
the database . The various software and hardware 
com ponents of the system may fai l  at any poin t  in 
t ime,  in  which case the uncom mitted transactions 
are rol led back .  

Fol lowing i s  a s imple scenario of how fa i l ures can 
compromise transaction properties in a database 

9 2  

system . .lf two users o n  two nodes want t o  update 
the same record in the database,  the first user is 
granted the lock on t he record , and the second user 
wa i ts for t he same lock . Suppose the first node fail s  

a t  t h i s  t i m e .  The VMS Jock manager re leases t h e  lock 
held by the first user and grams the released lock to 
t he second user. The second user may now see 
uncom m i tted updates to the database made by the 
first user. This is a violation of the AC I D  propert ies of 
transactions. 

VAX Dl3MS prevents such i nconsistencies. Database 
recovery in a VAXcl uster consists of four distinct steps. 

I .  Fa i l ure is detected . 

2 .  Al l user l ocking activity on t he database i s  
stopped . 

3 The updates m ade by fa i led transactions are 
undone 

4 .  Al l users conti nue after recovery is complete . 

I n  the sections that follow, we describe the steps 
in the VA)C D IIMS recovery strategy. 
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Step 1 :  Failure Detection 

VAX DBMS maintains the i ntegrity of the database in  

the event of  several types of  fai l u res possible i n  a 

VA.Xc.luster system .  First ,  such fai lures must be 

detected; they cannot be pred icted . There are three 

basic types of fai lures . 

• Abnormal term ination of a user i mage . For exam

ple, the user may type control-Y at any t ime to stop 

t he execu tion of t he application program . Or t he 

VMS process may halt  for a variety of reasons. 

• Node cras h .  A VA.Xc.l uster node may crash as a 
res u l t  of hardware fa i l u re .  

• C l uster cras h .  The whole VA.Xc.luster system may 

crash as a result  of hardware or power fai l u re .  

We describe i n  the next three sections how these 
three k inds of fai l ures are detecte d .  

Detecting A bnormal User-image Termination 
User-image termination is detected by using the VMS 

lock manager and the DBMS termination lock. When 

a user process attaches to a database, i t  acq u i res i ts 

terminat ion l ock i n  PW mode . The DBMS moni tor 
process on the same node also e nq ueues a request 

for t he same lock i n  PW mode,  which is not granted 

since it is incompatible .  

Normal ly during a user-image rundown , the VAX 

DBMS software rel eases a ll  DBMS locks owned by the 

user. However ,  in the event of an abnormal image 

termi nation , the transaction must be recovered 

before the re lease of the database locks. Therefore, 

at  image rundow n ,  a kernel mode rout i ne is  i nvoked; 

the term ination lock is demoted tO n u l l  (NL) mod e ,  

a n d  a request i s  q u eued for promotion t o  P W  mode 

aga i n .  As soon as the lock is demoted to NL mode, 

the mon i tor is granted the PW mode lock t hat was 
pending.  Thus t he monitor detects the fai lu re of t he 
user process. Since the monitor now has the PW 

mode lock and t he user process has enqueued a 

request for t he same J ock in PW mode,  t he user pro
cess is tem porari l y  sta l led . While the user process is 

sti l l  sta l le d ,  the mon iror proceeds with the rest of 
recovery. We re fer ro this moni ror that coordinates 

the recovery as the recovery monitor. 

Note that recovery of abnormal user-process ter
m ination is  hand led i n  the same way as abnorm a l  
user-i mage term i nation , since VMS performs image 

rundown before process deletion .  

Detecting Node Crash in a VAX cluster System 
The method described above ro detect process fai l 

ures cannot b e  used t o  detect node fai lu res. l n  a 

V�'Xcl uster system,  no mechanism can sta l l  t he 
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re lease of locks held by the processes on the fai led 

node . When a V�'<c luster node fai ls ,  al l locks held 

by the processes on the fai led node are re leased in an 

u ncont rolled manner by t he VMS lock manager. This 

characteristic may compromise database integrity. 

Hence , node fai l u res must be detected by all user 

processes of the database .  Note that t he crash of a 

monitOr process on any node is considered to be t he 
same as the fai lure of that node for recovery purposes. 

The DBMS dead man lock enables a l l  user pro

cesses and other monitor processes ro detect t he 

fai l u re of a monitor process. A special option of the 

VMS lock manager is used to make sure that t he 

deadman lock is re leased earlier than t he other data
base locks. 

There is  a deadman lock for every monitOr pro

cess attached to the database. A u n ique mon itor 
identifier ( MONI D) is assigned to the moniror w hen 

it attaches to the database . The MONI D is recorded in 
the MEMBJT bitmap in t he database root fi l e .  

The name of the deadman lock comprises 

a prefix which denotes the lock as being a dead

man Jock and the MON I D  of t he mon itOr t hat is 

attached tO the database . This is  represented as 

< DEADMAN, MON I D >. Each monitOr seizes an EX 

mode lock on i tS dead man lock when it attaches to a 

database . To detect fai l u re of a monitor w i th 

MONI D = M l ,  a l l  user processes and other mon iror 

processes attached to the same database request a PR 
mode lock on t he lock < DEADMAN , M  I > . This lock 

is not granted unti l  the monitor with MON I D = M l  

fai l s  and releases t he EX mode lock. But as soon as 
moniror M l  fai ls ,  a l l  user processes and moni tOrs 

are granted the PR lock, s ince a PR Jock is compatible 

with another PR lock . Therefore , when a user pro

cess is granted the < DEADMAN , M  I > Jock in PR 
mode, the process assumes the mon itor M I has fai led.  

The selection of the recovery moniror is decided 

with t he help of a DBMS lock cal led the members h i p  

lock . There i s  o n l y  one members h i p  lock for a data

base . Holding this lock in PR mode means t hat the 

mon itor knows t he currem contents of the MEMDIT 

bitmap.  During normal operation , all mon itors have 

a PR mode lock on this lock . Whenever a monitor 
attaches to or detaches from a database, t he moni tOr 
must obtain this Jock i n  PW mode tO inc lude i ts 

MON I D  i n  the MEMDIT bi tmap . 
Upon detection of a node fai l u re ,  a l l  the monitors 

that detect t he fai l u re demote t heir membership 

lock for t he database to NL mode.  They t hen try to 

obtain a PW mode lock on the same lock.  Only one 

of them can obtain the lock, and that monitor 

becomes the recovery mon itor. The recovery moni

tor identifies a l l  other moni tors attached to t he same 

database by checking t he MEMBIT bitmap. It t he n  
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determi nes whether each of the monitors attached to 

the same database is active by checking the deadman 

lock for each mon i tor. The recovery moni tor checks 

the list of a l l  act ive database users i n  the root fi le for 

the fai led mon itors and starrs a database recovery 

( D£1R) process to recover each of t hese users. 

Detecting VAX.cluster Crash A crash of the whole 

cluster cannot be detected u n ti l the VA.Xcl uster sys· 

rem is rebooted . The detection of the VA-"Xcl uster 
fa i l u re comes only after user lock activi ty has been 
stopped i mplic i t ly by the cras h .  When the first user 

tries to use the database , the user process sends a 

mai l  request to the mon itor on i ts node to attach to 

the database. 

The VA.Xcl uster crash is detected onl y  when the 

first mon i tor attaches to the database .  The recovery 
mon i tor is the first mon i tor that attaches to the data·  

base after the VA.Xc luster reboot . 

As in the case of a fai l ed node , the recovery mon i ·  
tor determi nes a l l  fai led monitors from the MEMBIT 

bitmap. I n  t h is case , a l l  the mon itors that were 

attached to the database prior to c l uster fa i l u re must 

have fa i l ed .  I t  then creates D£1R processes one by one 
for al l fa i led users . 

Step 2: Database Freeze 

After fai l u re is detected ,  the recovery moni tor starts 

a D£1R process for each fai led user transaction . The 

DllR process uses the D£1MS freeze lock to begin a 
database freeze . We define a database freeze as the 

state when no more lock ing activity is a l l owed on 

the database . There is one freeze lock per database. 

Database freeze is u nderstood to be i n  effect if a 

user process cannot obta in  a PR mode lock on the 

freeze lock. 

\Vhenever a D£1R process starts execution, it tries to 

freeze the database by enqueueing a request for a PW 

mode lock on the database freeze lock. (A database 

freeze is a lways requested by a DBR process except 
i n  the case of a VA.Xc luster crash . When a c l uster 
crashes, the recovery moni tor process prevents a l l  
user Jock activity simply by not granting any request 

to attach to the database unti l recovery is complete . )  
Al l active database user processes are given a block

ing asynchronous system trap (AST) by VMS; user 

processes then demote their freeze lock to NL mode 

and t hus cooperate i n  ensuring the freeze . The data

base freeze is i n  effect after that request is  granted . 
A database freeze can happen at any t ime .  There

fore , every user process checks to see if it st i l l  has 

the freeze lock in PR mode after obta i n i ng each 
database record lock . If  a database freeze is in  

effect, the user  process releases the record lock and 

stal ls u n t i l  the u nfreeze. 
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Step 3: Undo of Uncommitted Updates 

After the database freeze has been establ ished , the 

DflR process performs the recovery of transactions. 

The recovery procedure is  exactl y  the same as exe
cuting the ROLL£1ACK command to vol u ntarily abort 

a transaction . VAX DBMS uses the " u ndojno-redo" 

recovery strategy to ensure the i ntegrity of the data

base (• Key ro this strategy is  the recovery u n i t  jour

n a l  (RllJ) fi l e  One RUJ fi l e  exists for every database 
attach .  The RUJ fi le  must be ava i lable ro recovery 

processes on any node and therefore must be on a 
disk accessible  from a l l  VA.Xcl uster nodes. 

Duri n g  normal operation , the RUJ fil e  is  u pdated 

by a user process in  the fol low ing manner. Defore an 

u pdate takes p lace , a process Jocks the record in the 

database to be u pdated . The process then wri tes the 

current val u e  of the record ro the RUJ fi l e  and 

u pdates the record in  memory; on ly  t he n  can the 

u pdated record be t1 ushed to the database . The log

ging of before- i mages of records tO the RUJ fi le is 
opti m ized such that on ly one 1/0 is needed for typical 
OLTP (on - l i ne transaction processi ng) transactions. 

The DI3R process reverses the transaction u pdates 

to the database by looking through the RU.J fi le and 

i ns ta l l i n g  the before- i mages of u pdated records. The 
operation of i nsta l l i ng the before-i mages of records 

is idempotent; that is, the operation can be exe

cuted any n u mber of t i mes and provides the same 

res u l t  as executing the operation once.  Therefore , if 

a fa i l ure occurs dur i ng such a recovery operation , 

the recovery process can safely start aga i n .  

Step 4:  Database Unfreeze 

N·ter the DBR process has recovered the fa i led trans

action , the u n freeze is  trigge re d .  The DBR process 

demotes the freeze l ock for the database to PR 
mode.  After this demotion , a l l  the user processes of 
the database are granted their outstanding requests 

for PR mode locks on the freeze loc k .  The u nfreeze 

is  then complete and the user processes can now 
proceed with database activiry .  

After-image Journaling 

We have described how DBMS u ti l i zes an RUJ log to 
recover from abnorma l  process term i nation and sys
tem fa i l u re .  However the recovery mechanisms only 

back out u ncomm itted transactions , they do not 

a l low the system to recover from media errors . 
At any point i n  t ime,  the col lection of data fi les on 

d isk consti t u tes the state of a DBMS database .  That is ,  

the d isk fi les retlect al l  comm i tted u pdates made ro 

the database . If one of the database disks becomes 

corru pt,  the database system must ensure that a l l  
comm itted data i s  once agai n  retlected i n  t h e  fi les 

on that disk .  
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As a s imple example of the problem, consider an 
autOmatic teller machine ( ATM) system which serves 
a large city. Assume the database is backed up each 
morning at 3 :00 A.M , when no one is accessing the 
system. This backup is an exact copy of all commit

ted data in  the database at that moment i n  t ime. 
Throughout the course of the day, people use the 
ATMs to perform a variety of transact ions (debit ,  
credit ,  transfer, etc. ) .  I f  there is a disk crash at 
I I  4 5 A M  , all the updates committed between 
3 :00 and l i 4 5 could be lost . 

DBMS recovers from this  scenario by keeping a log 
(ALJ file) of all committed database updates. After a 
media failure, i t  is possible to reconstruct the data
base by first resroring the database backup and then 
reapplying all the committed transactions stored in  
the AlJ log. The reapplication of  transactions from 
the AlJ file is called roll-forward. 

In DBMS, there is one AIJ file per database. J3efore 

a transaction can commit , all i ts updates must be 
retlected in AIJ records which are stored in the A IJ 
file. I n  addi tion, DBMS flushes a commit record for 
the transaction to the AIJ f i le .  Consequently, the AIJ 

file will al ways contain the necessary information ro 
redo any completed transaction. 

To s implify the roll-forward operation, the AIJ 

mechanism util izes one log for al l database users . 

Considerations for ]oumaling in 

the VA.Xcluster 

All database updates are Jogged to one AJJ file . The 
efficient coordination of a s ingle f i le among many 
users presents a number of difficulties. We outline 

the concerns here and describe below the DBMS 
implementation that addresses these. 

First, the record management services (RMS) of the 

VMS operating system do not support shared sequen
tial fi Ies efficiently enough to allow h igh through
put for the database system. That is , s ince each 
update transaction must write AIJ records, the IjOs 
needed for flushing A IJ records must be minimized. 

(In fact, at the time DBMS implemented VAXcluster 
support, RMS did not even allow this capability . )  

Second, i t  is desirable ro have a design in  which 
each process attached to the database shares the 
respons ibility of f lushing data to the AIJ f i le. Th is  
design eliminates a single point of  failure. For 
example, if there is one " journaling process," the 
database system is dependent on that process being 
available and could be forced to shut down in the 

event of a node failure. 
At h igh transaction rates , DBMS can generate an 

enormous amount of AIJ log data. Consequently, it i s  
desirable to store the AlJ Jog on tape for long-term 
storage. The problem posed by VAXcluster systems 
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is that tape dev ices cannot be mounted cluster
wide. As a result, DBMS cannot flush directly to tape. 
Hence it is necessary to have a method for transfer

ring the AIJ information from disk to magnetic tape. 

We describe the solutions tO these problems in 
the followi ng sections. 

Shared Sequential Log Files 
\'A.'{ DBMS implemented its own vers ion of shared 

sequential f iles using global sections on a per node 

basis ,  SQ IOs, and the VMS lock manager. This mech
anism uses one global AIJ lock and one local AIJ l ock 
per node. 

The global AIJ lock is used to single-thread access 

ro the AI) f ile. DBMS uses the lock value block to 
maintain the file context (current block and end of 
file [EOF]). There is one global AIJ J ock per database. 

A process must acquire the global AIJ l ock in PW 
mode before it can flush AIJ records ro the AIJ file. 

The local AI) lock is used to single-thread access 
ro a l ocal AlJ cache, which is located in the TROOT. 

A process must acquire the local AIJ lock in PW 
mode before accessing the AIJ cache. The AIJ cache 

is used as a temporary reposi tory for formatting AI) 
records before flushing to the AIJ fi l e. D13MS does not 
maintain any data in the lock value block of the 
local AI) lock; it is s imply a mutual exclusion mech
anism. There is one l ocal AJJ lock and one AI) cache 
per node in the database. 

Because lock value blocks can be lost, DBMS 

needs to be able to reconstruct the lock value bl ock 
of the global AI] lock . DBMS deals with this problem 
by initializing the AIJ file with set bits whenever it is 

created or extended. This initiali zation allows DI3MS 
to rebuild the lock value block by searching back

wards through the A!J file until an unini tialized 
block is encountered. The uninitialized block indi

cates that the block contains data. Thus D13MS can 
reset the current block and EOF in the value block of 

the global AJJ lock. 

Group AI] Rush 

When a transaction commits, DBMS ensures that all 
the AIJ records associated with the transaction are 
Hushed to the AIJ f ile.  However, by using the AIJ 
cache and a queue (also located in the TROOT) ,  
DBMS allows one process t o  format and flush AIJ 
records for other processes on that node, thereby 
amortizing the 1/0 among many different transac
tions. This mechanism is called group tlush. 

This feature prevents the AIJ file from becoming a 
database hot spot, which could restrict throughput. 

For example, if each transaction required one 1/0 to 
flush to the AIJ file and the Al) disk could perform 
2 '5  1/0s per second, the AIJ file and disk would limit 
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GLOBAL 
AIJ LOCK 

ARB 
COUNT 

USER 1 USER 3 
A R B  COUNT 

KEY: 

G) User t .  user 2 .  and user 3 copy data into ARBs 
and place the ARBs onto the pendmg queue. 
Note the respective ARB counts. 

® User 2 begins commit processing. 
User 2 acquires the local AIJ lock i n  PW mode. 
This ensures exclus ive access to AIJ cache. 

G) User 2 formats the ARBs into the AIJ cache. 
Assume the formatted ARBs comprise th ree 
blocks. 

G) User 2 acquires the global AIJ lock in PW 
mode. 

@ User 4 places an ARB onto the pending queue. 

ARB 
COUNT 

Figure 5 The After- image journaling Sequence (Part A) 

the database system to 25 transactions per second . 
This throughput is not acceptable for OLTP appl ica 
tions, hence the group flush opt imization . 

As a process modifies data in the database . it 
copies the record after- images to a process-private 
buffer .  When t he private buffer fil ls u p ,  the process 
al locates an AIJ request block (ARB) and then copies 
the data to the ARn . The process then increments its 
ARB count (ARB-CNT) by using the VAX/VMS inter
locked add instruction, and the process places the 
ARB onto a pending queue using the VAX/VMS inter
locked queue instruction. 

The ARDs, the pending queue, and the A.RJ)_CNT of 
each process are all located in the TROOT. There fore 
these data structures are access ible  to a l l  user pro
cesses attached tO the database from the same node . 
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At commit time, a process first checks its A.RJ3_CNT, 
wh ich maintains the cou nt of ARBs that the process 
currently has resid ing on the pending queue. l f  
ARB_CNT is zero , another process has cooperat ive ly  
tlushed a l l  the AI) records created by th is  transac

t ion , and the process simply returns .  If the ARB_CNT 
is not zero, the process enqueues a PW l ock request 
for the local AIJ lock. Once i t  acqu ires the l ocal  A!J 

lock, the process again checks i ts ARB_CNT. While  
the process was waiting on the lock request ,  another 
user may have tlushed some or a l l  of the ARBs on the 
queue.  l f  this process st i l l  has ARBs on the ARB 
q ueue, it  is forced ro tl ush i ts A!J records tO disk .  

I f  forced w flush ,  the process formats as many 
ARBs as poss ible from the queue inw the AlJ cache , 
which is 64 b locks long. Because of the VAX inter -
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AIJ F ILE 

KEY: 

® User 2 updates the EOF pointer in the global 
AIJ lock to 43. 

(j) User 2 demotes the global AIJ lock to CR mode 
thereby allowing users on another node to f lush 
to the AIJ f i le .  

® User 2 removes the formatted ARBs from the 
pend1ng queue. Note the respective ARB counts 
are decremented, and the ARB from 
user 4 remains on the pending queue. 

User 2 flushes the AIJ cache to the three 
blocks · · reserved" in the AIJ f i le. 

User 2 releases both the global AIJ lock 
and the local AIJ lock. 

� B � �  I AIJ 
CACHE 

LOCAL 
AIJ LOCK 

® w 
USER 4 

PEN DING B QUEUE U 4 

w w 
USER 1 U SER 3 

Figure 5 The After-image}ournaling Sequence (Part B) 

locked queue instructions, other processes can add 
new ARDs to the queue while one process is format
ring data . Once the AlJ cache is fu ll ,  or the queue is 
empty, the process enqueues a PW request for the 
global AJJ lock .  

The process increments the cu rrent pointer in  the 
lock va lue b l ock by the number of b locks i t  format
ted in the AlJ cache , thereby reserving this space i n  

the AJJ fi l e .  Then rhe process demotes the global AI] 
lock to concurrent retrieval (CR) which a l lows a pro
cess on another node to cont inue i ts flush sequence.  
The lock demotion a l lows a degree of concurrency 
since the global AlJ lock is held only for a short 
period of t i me to reserve space i n  the AJJ f il e .  

Since a l l  the ARD data has been formatted i nto t he 
AlJ cache, the flushing process removes the ARBs 
from the pend i ng queue.  Dur ing removal ,  the pro
cess decrements the ARD_CNT of each process for 
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which an ARD has been formatted. Thus the flushing 
process i nd icates to other processes that their data 
has been flushed . The process t hen issues a SQIO to 
flush the cache to the "reserved" virtual block in 
the fi l e .  F ina l ly ,  the process rel eases both the g lobal 
AJJ lock and the local AJJ lock . This sequence is i l l us
trated in Figure 5 .  

Note that t he ARBs are freed u p  after formatting 
into the AJJ cache , but  before the SQIO is issued . I f  
the process performing the flush aborts, the DllR pro
cess flushes the AJJ cache to d isk. The DllR process 
must complete an aborted flush since there can be 
records from different transactions in the AlJ cache 

The group flush sequence, described above , per
forms qui te well .  I n  benchmark tests that process 

about 50 transactions per second,  DBMS requ ires 
only 0 . 2  ljOs to flush the AJJ i nformation for each 
transaction . 
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Alj to Tape 

Even though processes can cooperatively tlush to an 
AIJ fi le on a cluster-wide disk, the problem of storing 
the AlJ data on tape remains .  To solve this problem,  
DllMS uses a separate despool ing process that  trans
fers data from the AIJ fi le on disk to a rape device .  
This occurs while normal database activity continues. 

When act ivating the despool ing process, a user 
can specify the amount of A IJ data to be transferred 
and the frequency at which the data is to be copied . 
Once in it iated , the process transfers blocks from 
the A IJ fi le on disk to the AIJ fi le  on rape . After the 
data has been copied, the despool ing process 
acquires the global AIJ lock i n  EX mode for a brief 
period in order to truncate the A I) fi le and update 
the fi l e  context. 

The despooler can be started or stopped on any 
node in a VAXcluster system .  Fai lure of the des pooler 
process si mply stops the archiving activity to rape . 
DllMS continues writing A I] data to disk .  

On-line Backup Facility 

I n  the previous section, we described the mecha
nism for recovering from media errors . This recov
ery depends on the existence of a complete database 
backup as the starting point before a l l  committed 
transactions in the AIJ fi le are reappl ied .  

Since a database may be accessed continuously.  
there is no time to perform normal database back
ups. As a resu lt ,  DllMS provides a way of back ing up a 
database whi le users are st i l l  accessing i t .  This fac i l 
i ty ,  ca l led the  on- l ine backup faci l i ty ,  a l lows high 
database ava i lab i l i ty .  The on - l ine backup faci l i ty 
uses the snapshot capabi l i ty of DBMS to achieve a 
consistent picture of the database even when update 
transactions are acrive . -

The snapshot mechanism al lows the on-l ine 
backup to access only records that have been com
mitted by the t ime i rs read-only transaction starts. I n  
this context, DlliVIS uses TSNs t o  mark the " age" of 
records. Update transactions date modified records 
using the ir  TSNs and then copy old versions of the 
records to a snapshot fi le which maintains a chain of 
record versions . Read-on ly transactions then use the 
TSNs to decide wh ich record version in the snapshot 
chain is visible to them. As a resu l t ,  all database 
activity continues normal ly  whi le the on-1 ine 
backup process produces a consistent archived 
copy of the database . 

Summary 

VAX DllMS software incorporates nove l mechani sms 
to operate a centra l ized database in the VAXcluster 
environment. In genera l ,  these mechanisms solve 
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the problem of efficient sharing of data in a c luster. 
DUMS solves this problem by making use of lock 
value b locks provided by the VMS lock manager, 
global sections , and shared disks .  The DllMS recov
ery mechanisms successfu l ly avoid single points of 
fai l ure. I n  particu lar ,  DllMS immediately recovers 
from abnorma l  term ination of users and node fai l 
ures as long as one node remains active .  After a cluster 
fai lure, DllMS recovers a l l  uncommitted transactions 
before al lowing norma l  access to the database . The 
on - l ine backup and AI) fac i l i t ies combine ro ensure 
efficient recovery from media fai lures. 

The transaction recovery and med ia recovery 
mechanisms supported by DllMS preserve the high 
ava i labi l ity of the VAXclusrer environment. 
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A Relational Database 
Management System for 
Production Applications 

VAX RdbjVMS software, Digital 's relation database management system for 
VAXjVMS systems, was designed primarily for use in ad-hoc query-intensive appli
cations. For its third major release, VAX RdbjVMS has been enhanced to support 
the requirements of large, complex production applications as well as the require
ments of end-user data access. These improvements include an additional access 
method, specifical(y, hash indices; new database structun'ng capabilities to sign if 
icantly reduce f/0 bottlenecks; record placement control; a query optimizer 
which exploits the new placement and index methods; an on-line, high-perfor
mance backup utili�y; and several utility enhancements. This paper describes 
these features and presents examples to demonstrate their utility. 

Digita l  began a serious effort to enter the on- l ine 
transaction processing (OLTP) market in the fa l l  of 
1 986.  We recognized t hat in order to meet the per
formance requ irements of the OLTP market ,  we 

wou ld have to minimize the 1/0 bottleneck .  13ased on 
our experiences in the deve lopment  of t he VAX DBMS 

software , we decided to incorporate the physical struc
turing capabi l ities of CODASYl systems into RdbjVMS 
software . These structuri ng capab i l i ties a l low a 
database administrator (OBA) tO spread 1/0 over mul 
t ip le  disks thus  e l i m i nating any  1 / 0  bottlenecks . We 
also decided to im plement hash i ndexing which is 
superior tO the 13-tree i ndexing i n  terms of 1/0 and 
lock ing requ i rements. The structu ring and p lace
ment capabi l i t ies as wel l  as deta i l s  of the hash i ndex 
implementation are discussed later in th is paper .  

Another major goal was to  implement a h igh
performance, high -data- integrity, on- l ine,  backup 
fac i l i ty .  This faci l ity, described at t he end of this  

paper, is avai lable i n  version 3 .0 as are a verify uti l ·  
ity, stat istics en hancements ,  and p hysical restructu r
ing support . 

Version 3 0 is completely compat ible with earlier 
versions .  The physical. structuring attributes of the 
database are on ly visible by means of the u t i l i ty 
interfaces . To exploit  the new features, DBA i nrer
vention and carefu l schema design are req u i red .  

However,  old appl ication programs can work \Vith·  
out any changes . Users who are sati sfied with t he 

performance of earlier versions can cont inue to use 
the product with the same leve l  of experrise and 
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time investment as before . They need only increase 
that i nvestment when and if t hey use some of the 
newer features . Migration from older versions is easy 

because of the avai lab i l i ty of excel lent conversion 
mi l i ties. 

In the fol lowing sections, we present several 
examples to i l lustrate the u t i l i ty of these new fea
tures . Our discussion begi ns with an exp lanation of 
the RdbjV MS archi tecture . 

Rdb/VMS System Architecture 

The RdbjVMS system is designed i n  a layered , modu
lar fashion . The software i s  layered on the VMS oper
ating system and makes extensive use of VMS system 
services and fi le management faci l i ties. The two 
major layers of the Rdb/VMS arch i tecture are the 
relational data manager and the record storage sys
tem . Shown in Figure 1 ,  this archi tecture is un ique 

in  that the record stOrage system is common to both 

the RdbjVMS system and Digi ta l 's CODASYL database 
management system .  The resu It is  a h ighly maintain
able system . Further,  both products can exploit 
enhancements made to the lower layers. We are very 
pleased with  the benefits of this architecture .  

Relational Data Manager 

The re lational data manager is made up of several 
components Col lective ly ,  they provide an interac
tive user interface , a cal lable interface for integra

t ion into appl ication programs, a catal og manager, a 
query parser, a semantic analyzer, an opt imizer, and 
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Figure 1 Overview of Rdb/VMS Svstem Architecture 

a query executor. In addi t ion, Rdb/VMS language 

preprocessors generate procedure ca l ls accord ing 
to the Digita l  standard re la tional interface ( DSRJ ) .  
RdbjVMS ut i l i t ies a lso backu p and restore the data
base . monitor system performance . and restructure 

the database .  
A request or query is processed in  severa l  stages. 

name ly, compi lation , access path se lection , code 
generation , and execution. The database query lan

guage is trans lated into f3LR (binary language repre
sentation , the i nternal representation defined in 
DSRJ ) f3LR describes the i nteraction berween the 
user appl ication and the query process ing compo

nent of the RdbjVMS product, which provides a 
complete ser of relational operators (such as join,  
restriction , and projection) . Dased on each f3LR 

request, rhe compi lation stage bui lds data struc
tures for use during query execution . A query or 
request can be compiled once and executed several 
rimes within a session . 

Database Monitor 

The database monitor is a watch-dog process that 

keeps records of user sessions on the database . coor
dinates recovery, and handles abnormal termination 
of user processes .  The moni tor also detects c l uster 
transitions and initiates recovery on beha.lf of users 
on rhe fa i led node .  

1 0 0 

Record Storage System 

The record srorage sysrem ( RSS ) provides the com
ponents used in common by RdbjVMS and VAX DUNIS 
software. (Vfu'X DflMS is Digital 's CODASYL database 

management syste m . )  In a c luster. RSS a l lows users 
equal  access to rhe database from a ny node.  I n  add i 

t ion , i f  a node i n  the c l uster fai ls ,  only users on  that 
node are affected . Using in tricate protocols ,  RSS can 
recover from a cluster transi t ion with m i n imal 

penalty to users on heal t hy nodes. 
The fol lowing sections expla in  some of the RSS 

subsystems i n  greater derail . For a deta i led discus
sion on fa i lure recovery in a c luster. see reference I .  

Modules and Subsystems 
As shown i n  Figure 1 ,  RSS is made u p  of several sub
systems,  each perform ing a ser of logica l ly related 
functions. Three of these subsystems are i m ple
mented i n  a layered fashion 

The lowermost subsystem ,  the physical I /O ( PIO ) ,  

i s  layered on the VMS system .  This subsystem .  or 
l ayer, fe tches pages inro the database system buffers 
and tlushes them to disk.  Ir manages the buffer pool 

on a least-recently-used basis. The PIO layer a lso 
manages rhe physical fi les that conta i n  database 
pages. At this leve l .  a page I S  a ser of contiguous disk 
blocks ( 5 l 2  brtes on the VMS system ) .  RSS supports 
variable page sizes in mul t iples of 5 1 2  byres 
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The data 1/0 (DIO) subsystem is pr imari ly  con
cerned with fetching, sror ing, modifying, and eras
ing logical records . A record is a seque nce of byres 
with a type identifier. A record is ident ified by a 
database -wide un ique identifier called a DB.KEY. The 
internal structure of the record is invisible at the 
DIO leve l .  A record may be fragmented over several 

pages i f  ir does not fir on a page . This layer's respon
sibi I i ty is ro reassemble rhe fragmented record in 
virtual me mory ( i f  necessary) before making it  visi 
ble ro its c l ient .  DIO holds and releases record locks 
ro enforce consistency. I n  addi t ion, DIO uses the 
services of the journal ing and recovery subsystems 
ro Jog changes to data records. 

The next layer above the DlO is the physical storage 
in terface (PS I ) .  This subsystem imp lements access 
methods such as 13-tree and hash indexing. 2 PSI also 
maintains retrieval and u pdate scans on sets of 
records. Us ing the services of the 010 layer ,  PSI man
ages 13-tree nodes and hash i ndex buckets . PSI al lows 
single-attribute as wel l  as mult iattribute i ndexing. 

ln add it ion to the three layers described above, 
RSS contains modu les that enforce lock prorocols, 
perform redo and undo l ogging and recovery, and 
ut i l i t ies for mainta ining  the database . 

The lock subsystem i mplements two-phase lock
ing using the services of the VMS lock manager .3 Two
phase locking prorocols guarantee consistency of 
the database by ensur ing that concurrent users only 
see correct and commi tted changes ro the database. 

The subsystem also maintains lock hierarchies to 
reduce contlicts . .j 

For logging changes to the database, the journal 
ing subsystem implements the write-ahead- log 
protoco I ;  lt performs both redo and undo journal ing. 

The undo journa l i ng subsystem ,  cal led RUJ, writes 

before-images to d isk on behalf of a user performing 
updates . These before- images are written to a jour

nal fi le  using efficient a lgorithms to minimize the 
number of 1/0 operations. The RUJ also ensures that 
before- i mages are Hushed to disk before d i rty and 
uncom mitted data is written to d isk . 1 

RSS also provides a redo-journa l ing fac i l ity, called 
AlJ for after-image journal ing ,  to recover from media 
fa i lures. AlJ mainta ins a single log of all the u pdates 
to rhe database . AIJ log writes use group-commit  
protocols to  reduce the I/0 activ i ty and contention 
ar transaction com mi t  t ime .  The cost of using the 
grou p-comm i t  technique is a sma l l  addi tion to the 
response t ime of a transaction . 

Finally,  RSS u t i l i ties perform several m isce l la
neous functions: 

• Create and modify the database 

• Dump information about rhe database 

• Verify and reformat the database 
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.I n add it ion , RSS has a very powerfu l statist ics and 
moni toring package that can be used to monitor the 
performance and behavior of various subsystems. 

Hash Indices 

Rdb(YMS version 3 . 0  provides hash indexing as an 

alternate access method. Hash ing is  a better retrieval 
method for exact-match queries than 13 -tree index 
scans or sequential retrieva ls .  In a majori ty of cases, 
this method accesses data records in  two 1/0 opera
tions, regard less of the number of records in the 
relat ion . I n  spec ial cases, such as clustered i ndices , 
the data records can be accessed in only one 1/0 oper
ation. (An example i s  given in the section Clustered 
I nd ices.) This represents a sign i ficant i mprovement 
over B-tree index access , which requ i res three to 
fou r  1/0 operations to fetch data records. (The exact 
nu mber of ljO operations performed in B-tree i ndex 
access is  a function of the logarithm of the number  

of records in  the re lation . )  
Hash indices a lso perform better than  13-tree 

ind ices with respect to locking contention during 
updates due ro the random izing nature of the hash 

function. J n add i ti on , fewer locks are necessary to 

manage update operations on hash indices. 
The randomizing behavior of the hash function 

a lso affects the u t i l i zat ion of the database buffers. 
There is a lmost no loca l i ty of reference for hash 
i ndex buckets, even if there is locality i n  the i ndex 
key space . Thus, hash ind ices exhibit  poor caching 
characteristics. Consequently,  an index access leads 
tO an 1/0 operation in a majority of the cases. 13-tree 
indices, on the other hand , exhib i t  much better 
caching characteristics. 

The Hash Index 

Hash indices are an extension of main memory hash

i ng techn iques tO secondary storage. A hash i ndex 
can be defined over a fiel d  (or set of fie lds) of a re la
t ion . This fie ld (or set of fields) is cal led the hash 
i ndex key (or s imply i ndex key) . A hash index uses a 
hash function to maintain a map between index key 
values and the DilKEYs of records that contai n  these 
val ues. This mappi n g  is  stored i n  a fi le on disk.  

A hashing function maps the i ndex key space i nto 
a set of hash buckets . Typ ical ly  th is is a many-to-one 
function ; that is ,  the function maps more than one 
key value to the same bucket .  The mapping does not 
maintain the key sequence of the hash index keys. A 
good choice of the has hing function ensures with a 

high probabi l i ty that the key space wi l l  be un i 
formly d istributed over the number of  ava i lable 

buckets. s 
A hash bucket is a data structure that contains a 

l ist of hash eleme nts . A hash e lement mainta ins 
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Figure 2 Structure of a Hash Bucket 

information about one hash i ndex key and the 
DDKEY of record conta in ing that key value ,  denoted 
as < hash index key, DDKEY of record > .  The nu mber 

of hash buckets is equal  to the number of pages i n  
t he fi le  t hat contai ns the hash i ndex . This nu mber is 

typical ly much smal ler than the number of values of 
the hash index key . Therefore , more t han one hash 
index key wiU map tO a bucket - a s ituation referred 
to as a col l is ion . By choosing the number of pages i n  
the hash i ndex fi le appropriately ,  i t  is  poss ible to 

reduce the number of col l isions and consequently 
the s ize of the hash bucker .  A good hash ing function 
wi l l  resu l t  in roughly equal -sized buckets, with the 
nu mber of hash e lements per bucket being rela
tive ly  constant .  Figure 2 i l lustrates t he strucmre of a 
hash bucket. I n  th is example,  keys Smi th ,  jones, and 
McDonald hash to the same bucket.  

Algorithms 

We now look ar how a hash i ndex can be used to 
retrieve records with a m i n i mal number of accesses 
to disk .  Assume that a hash i ndex is  defined on rhe 

EMP_I D fie ld i n  the Employees relation of Figure 3 .  
Also assume we are storing a new employee record 

in the database with rhe fol lowing values .  

{ 1 0 1 0  I ,  james Smith ,  

I 0 Tara I3 lvd Nashua NH . 
Senior Engi neer ,  4 3 2} 

EMPLOYEES: 

The record is assigned a DDKEY of 55. The hash 
element for th is record shou ld be the pai r  
< 1 0 1 0 1 .  55 > .  To make a n  entry in  t h e  has h  i ndex, 

the key va lue 1 0 1 0 1  is  hashed. Assume t hat this 
resu lts in rhe selection of bucker number 69 

The i ndex insertion a lgorith m  stores the pair 
< 10 I 0 I ,  55 > i n  the bucket on page 69 of the hash 
i ndex fi le .  

To retrieve rhe data record containing the key 
va lue 1 0 10 1 ,  the hash i ndex search a lgorithm works 
as fol lows . The key va lue 1 0 1 0 1  is hashed,  resu l ting 
1 0  page number 6 9 .  This page is now read in .  (This 
is the first 1/0 operation in  the retrieval . )  The bucket 
on that page is searched for the hash e lement that 
conta ins the key value  1 0 1 0 1 .  ( Due to col l is ions, 
many orher values may a lso be in th is  bucke t . )  The 

fetch a lgorithm uses this DDKEY ( 55)  to retrieve the 
record . (This is the second I/O operation of rhe 
retrieva l . )  Thus, the inctex can be used w retrieve 
records in rwo 1/0 operations, independent of the 
number of records in the relation . 

Unsuccessfu I searches req u i re only one r;o oper

ation to the hash i ndex fi l e .  Assume t hat t he 
Employees relation does not contai n  the record 

with key value 7 6 9 .  If a q uery is made to determi ne 
whether the key value  769 exists in the database 
t he hash i nclex can be used as fol lows . As before, th� 
key va lue is hashed to generate a bucker number 
e . g . ,  4 9 8 .  The i ndex search fetches page 4 9 8 and 
searches rhe bucket for a hash element conta ini ng 

t he va lue 769 . The hash e lement is not found and 
the search is termi nated . 

' 

So far our d iscussion has assumed t here is only 
one data record with a given key va lue .  To maintain 

hash ind ices on relations where there is  more than 
one record conta in ing a given key value ,  a hash ele
ment is a l lowed to contain a set of DDK.EYs of records 
rhar conrai n the key val u e .  This set of DDK.EYs is 
stored in a duplicates node instead of in the hash 

EMP_ID E M P_NAME E M P_ADDR ESS E M P_TITLE DEPT ID 

DEPARTMENTS 

DEPT_ID DEPT_NAME DEPT _LOCATION DEPT _MANAG E R  

DEPENDENTS: 

EMP_ID DEP_NAME DEP_AGE CLASSIFICATION 

Figure 3 Sample Schema 
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Figure 4 Hash Bucket Overflow 

element .  The decision to use duplicates nodes resu l ts 
in considerable s impl ification of the algorithms that 
maintain index scans .  I3y placing the du plicates 
nodes on the same data page as the associated hash 
element, ir is possible to avoid extra 1/0 operations 
to fetch them . However ,  if the number of dupl icates 

for some key value is very large , dupl icates nodes 
may "spi l l  over" to overflow pages. In this case , 

more than one 1/0 operation may be requ i red. 
A bucket cou ld grow beyond the size of a database 

page . This undesirable condit ion can occur  for a 
variety of reasons ,  such as large numbers of dupl i 
cates, skewed key va lues ,  or poor choice of hash 
function . Hash index performance can degrade 

rapid ly as the number  of overflows i ncreases.  The 
hash index algori thms handle overflows by spl itting 
the overflowing bucket into rwo or more buckers 
that are I inked together and p laced on pages close 
to the original page. (See Figure 4 . )  Of course , the 
head of th is l ist of buckets must remain on the same 
page as before . Database moni tOring ut i l i t ies can be 
used to measure the number of overflows in hash 
indices. If r he number is high ,  i r  is possible tO 
restructure the index by using the backup and 
restructuring ut i l i t ies. 

Design Trade-o.ffs 

During t he design phase, we had to choose between 
static and dynamic hash indexing. In static hashing, 
an expl icit reorganization of the i ndex is necessary 
when there is substantial performance degradation 
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(due to overflows) . This reorgan ization is usua l ly 
performed off- l ine .  In contrast, dynam ic hash ing 
schemes are sel f-reorgan izing. For version 3 .0 ,  we 
chose to i mplement a static hash indexing scheme 
based on design and implementation s impl icity. 
Our experience so far i nd icates rhar with carefu l  
physical design of the i ndex storage area, the i ndex 

need not be reorganized for substantial periods of 
r ime.  Further, static hashing may result in disk 
space savings as compared with some dynamic hash
ing schemes such as extendible hash ing 6 

Structuring and Partitioning 

Capabilities 

I n  earlier versions, an  Rdb(VMS database was con

stra ined ro a single VMS fi l e .  The bound volume ser 
capab i l ity of the VMS system al lowed the fi le  to be 
striped across several d isks .  However ,  data striping 
was not enough ro distribute the 1/0 operations over 
a large number of d isks. The resul t  was performance 
bottlenecks (ca l led the 1/0 bottleneck) , since the 
database system performance was l i mi ted by rhe 1/0 
transfer rate of a single disk .  

As noted earlier,  one of the goals of the Rd b/VMS 
project was tO give the DllA complete control over 
the p lacement of data files on d isks. With this new 
version , a DllA can exploit the structuring capab i l i 
ties to e l im inate the 1/0 bottleneck.  This feature 
does, however ,  requ i re carefu l physical design and 

fi le p lacement at database design r ime .  
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COR PORATE DATABASE 

Figure 5 Portition ing a Relation 

A darabase can consist of several VMS fi les , cal led 
storage areas . Each storage area can be indepen
dently assigned to a single disk. Srorage areas can be 

mapped to disks (or bound volume sets) at the phys
ica l design stage . This mapping is referred to as the 
mu lt i fi le database capabi l ity. 

A storage area ca n conta in database relat ions or 
ind ices or both. I t  is poss ible to store more than one 

re lation per srorage area . For this reason, the Rdb/VMS 
software mai nta ins space-management data struc

tures, ca l led SPMv! pages, wh ich can be used to 
accelerate sequential  scans on relat ions . SPAN! pages 

ma intain information about free space in the storage 
area. In addit ion. SPAM pages can be used to deter
m i ne whet her a certain page conta i ns records 

belongi ng to a speci fied relation . The proper design 
of SPAlvl pages and associated a lgorithms is cr it ica I to 
ensure that these pages do not become a hot spot 
dur ing periods of high update activity .  

To further a l leviate the 1/0 bottleneck, RdbfYMS 
software a lso a l lows part i t ioning of re lations and 
ind ices over several storage areas as explained be low. 

There are rwo options for part i tioning a re lat ion.  

Rclb/ViVIS software can un i forml y  spread the records 
of the relation over several storage areas by using a 
randomizing fu nction . This type of part i t ioning is 
useh.d when user transactions access s ingle records 

in the re lation . However, Rdb/VMS does not a l low an 
index ro be part i tioned in this manner. 

The second way to partit ion t he relat ion is  by 
specify i ng a partit ion ing  pred icate .  For example .  

10 4 

cons ider the Employees rehuion in Figure .:) Assume 
there are three storage areas over wh ich we wish 
to spread the Employees re lat ion . As i l l ustrated i n  
Figure '5 ,  w e  can spec ify a part i t ion i ng predicate to 

indicate that empl oyee records with va l ues of 
EMP_ID  less than LOOOO are placed i n  the first stor
age area; records ·with values between 1000 1 and 
'50000 a rc p laced in the second storage area: and 

records with values greater than '50000 are placed 

in the th i rd srorage area . The part i tion ing pred icate 
must specify dis joint panitions of data so that e\cry 
data record is a l lowed to exist in at most one part i 

t ion . This  type of  part itioni ng is particu la r ly  usefu l 
in cases \\'here users ' access to the data records 
retlccrs the part i tioni ng cr i teria . This technique can 
also be used ro part it ion ind ices. The mult i fi l e  and 
part i t ion ing capabi l i t ies of Rdbf\'.'viS software guar
antee that no sing le d isk can become an 1/0 bott le
neck during database activity .  

The part it ion ing of relat ions over several storage 
areas a lso i ntroduces an add it ional l eve l  of lock ing 
granu lar i ty . I f  a transaction Jocks only one part i t ion 

of the re lation ,  concu rrent access ro other part i t ions 
is poss ible .  The optimizer uses this property to 
al low a h igher leve l  of concurrency for transactions 
that access d i fferent part i t ions. 

The structuring and parti t ioni ng of the re l at ions 
require carefu l �ment ion dur ing the ph\'s ical data
base design phase . Proper design can result  in an 
order of magnitude improve ment in execut ion per
formance for a majority of quer ies . lt is a lso i m por-
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rant  ro nore that the multifi le  and part i t ioning fea
rtJ res are optiona l ;  users who are satisfied with the 
performance of the earl ier versions can continue to 
use the new version of RdbjVMS software w ithout 
any performance degradation or DBA effort. 

Record Placement and Clustering 

Most transactions involve operations on more than 
one record . ln a large percentage of the cases, the 
records that are accessed or updated be long to more 
than one relation but are related to each other. For 
example,  a transaction may access a specific depart
ment record and a l l  its related employee records. 
The operation of accessing a record as wel l  as i ts 
related records is referred to as a join .  The fie lds (of 
the re lated relations) that are used to re late the 
records to each orher are ca l led the join keys . For 
example ,  the DEPT_JD field in the Employees rela
tion re lates the Employees records to the corre
sponding Department record. Hence , the DEPT_ID 

field is the join key. 
In al most a l l  commercial re lational database sys

tems, a database page can on ly contain records from 
a s ingle reiation . Most systems are even more restric
t ive ;  they a l low only one relation per storage area 
(or fi le) . To perform the join operation, therefore, 
data pages from more than one fi l e  have to be 
accessed. This process a lmost always involves more 
than one ljO operation . ( I f  the data is buffered , i t  
may be possible to  save an 1/0 . )  

To avoid the  penalty of  performing extra 1/0 oper
ations, RdbjVMS version 3 0 a l lows records from 
more than one re lation or i ndex to be stored on the 
same page . A user can specify that a record and a l l  
its related records be  placed on  the  same page, or  i f  
there is an  overflow, on  nearby pages. This tech
nique of p lacing related records physica l ly close 
together is referred to as i nterre lation clustering. 
During retrievals ,  the join operation can be speeded 
up considerably because of the reduction in ljO . 

Behavior of Interrelation Clustering 

Referring again to our example in Figure 3 ,  consider 
the Departments and Employees relations whose 
records are related to each other. On average , we 
wi l l  assume there are 1 0  employees i n  each depart
ment . To place related records together, we wi l l  
have to store groups of  1 1  records - 1 department 
record and 10 re lated employee records. Assu me 
that the page size and record sizes a l low one such 
group to fit on a database page . A page therefore 
contains only I department record and about 1 0  
employee records. A query that requires the names 
of employees in a specified department need only 
perform one r;o operation. If interrelation cluster-
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ing were not used , at least two 1/0 operations would 
be requ i red .  Hence , the number of 1/0 operations is 
reduced by 50 percent in the above example .  

Now consider a query that  prints the addresses of 
t he various departments i n  the organization . This 
query needs to access only the department records. 
Such a query is referred to as a sequentia l  scan . In  
th i s  case, a lmost every retrieva l of a department 
record wi l l  resu l t  in an 1/0 operation s ince a page 
only contains one department record. This example 
i l lustrates an important point interre lation cluster
ing w i l l  not i mprove the performance of a l l  queries . 
I n  fact, some queries may suffer performance degra
dation . The choice of whether to use interre lation 
clustering or not is h ighly dependent on which 
queries the DilA wants to opti mize.  When a DI3A 

chooses to cluster related records rogether, the 
retrieval performance is optimized for join accesses 
at  the cost of sequential scan access . 

An additional consideration in i nrerre lation clus
tering is deciding which records ro cluster together. 
I nterrelat ion clustering works best when only one 
join key is used ro cluster relations. Consider the case 
where t he Dependents records are related to the 
Employees records by the EMP-I D fields (Figure 3) .  
I t  i s  impossible to  cluster Departments wi th  the 
associated Employees and at the same t ime c luster 
Employees and re lated Dependents s ince the join 
key is ditlerent for t he two relat ionships. The prob
lem can be eas i ly solved by including the DEPT_ID 

fie ld in the Dependents relation (during the logical 
design phase) . To s impl ify the rest of th is discus
sion , let us restrict the number of related relations 
to two . 

Placing Related Records Together 
For records i n  rwo relations to be placed together, 
Rdb/VMS software requires an index on each re lation 
on the join key fie ld .  For example, to store employee 
records close to t he department record, an i ndex 
must appear on the DEPT_I D fie ld of the Emp loyees 
re lation as well as the DEPT_ID  fie ld  of the Depart
ments relation . The index can be either a hash index 
or a B-tree index . The relative posit ion of the index 
entry within the index storage area gu ides the 
placement of the data record in its storage area. We 
explain this p lacement further in the fol lowing 
sections . 

The p lacement capab i l i ties and the mul ti fi le  and 
partitioning capab i l it ies provide the DI3A a very 
powerfu l set of tools for physical schema design. To 
fu l ly exploit these capabi l ities, the DI3A must under
stand the access patterns of typical transactions. Using 
this information, the DBA can choose the best physi
cal schema. In the fol lowing sections, we i l lustrate 
the complexity of physical schema design process. 
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Clustered Indices 

In  this example,  we show how a relation's records 
can be placed on the same page as the i ndex nodes 
or buckers . Assume there is a hash i ndex on the 
EMP_I D fie ld of the Employees relation . I n  addit ion, 
the Employees relation and the hash i ndex are 
stored in the same fi le .  As discussed earlier, the 

hashing algorithm chooses the bucket  (and the 
page) into which the i ndex entry is to be p laced . 
The same page is used to store the data record. This 
placement a lgorithm ensures that the hash bucket 
and the associated record are placed on the same 
page (with high probabi l i ty) . Consequently when a 

user accesses an Employee record by means of the 
i ndex, only  one 1/0 operation need be performed .  

Placement b y  means of a B -tree index can be 
specified i n  an analogous manner. However, due to 
the hierarchical structure of the B -tree, data records 

cannot be stored close to the corresponding leaf
level nodes of the B-tree . Thus, p lacement by means 
of a B-tree index is, at best, marg ina l ly  usefu l when 

the relation and the B-tree index are i n  the same fi le .  
Instead, a related technique,  called shadow c luster
ing, can be used tO store data records in the approx

imate sorted order of the join key. 
To perform shadow clustering,  the relation is 

stored in a file different from its associated i ndex. 
The records in the relation are p laced in  the fi le 
based on the relative order of the entries i n  the leaf 
levels of the B-tree.  S ince t he entries in the leaf-level 
nodes of the I3-rree are mainta ined in sorted order, 

the records in the rel ation wi l l  also be stored in the 
sorted order of the i ndex key. Note that it is not fea
sible to maintain the sorted order of the relation 
during random i nsertions, since this presumes dis
placement of a l arge number of records . Hence, 
shadow c l ustering works best when the records of 
the re lation are sorted external ly  before being bu l k
loaded into the re lation. The "al mos£'' sorted order 
of the data records resul ts in considerable perfor
mance benefits when the user performs range 
retrievals based on the i ndex key .  

To place related records together, a combination 

of placement by means of hash i ndex and shadow 
clustering can be used.  For example,  if we wish to 
place the Employee records on the same page as the 
Department record , we can elect to do the fol lowing: 

• Define a hash i ndex HE on the DEPT_I D field of 
Employees, as wel l  as a hash i ndex HD on the 

DEP'LI D field of the De partmems relation . 

• Score the two hash indices and the relations in the 
same fi le .  

!06 

• Specify that the Employee records be p laced near 

the corresponding hash bucket entries of hash 
i ndex HE and that Departmen t  records be placed 
near the correspond ing hash bucker entries of HD.  

Since the  hash i nd ices H E  and H D  use the  same hash 
function, we are assured that the same page w i l l  be 
chosen for identical va lues of DEPT_I D of Employee 
records as wel l  as Department records. Figure 6 
shows a page conta in ing related Employee records, 
Department records, and the corresponding hash 
index entries. 

Query Optimization 

The query optimizer enhancements exploit the place

ment techn iques and index methods to choose the 
best retrieval path for the user-specified query. The 
optimizer's decision is cont ingent on ( 1 )  whether 
the i ndex is a hash i ndex or a B-tree index, and 
(2) whether the data records and i ndex nodes (or 
buckets) are p laced on the same page. 

The opti mizer has a lso been improved in other 
ways. To reduce 1/0 operations, mul tiattribute selec

t ion attempts to perform DBKEY l ist in tersection 
before fetching data pages. I mproved join tech
niques reduce the complex ity of the code as wel l  as 
better ut i l ize the database buffers . In the following 
l ist ,  we describe some of these features. 

• Record p lacement.  The opt imizer attempts to 
choose an i ndex that is defined on the same fiel d  
as the fie ld that i s  used ro define record place

ment. The approach requires fewer 1/0 operations 
to do i ndexed retrievals because data records and 

i ndex i nformation are stOred together. 

• Hash index retrieval support. I n  version 3 .0 ,  the 

optimizer recognizes the new i ndex type . Hash 
indexing is the most effective method for exact 
match queries . When a query can be answered 
simply by exam i n i ng the entries in the i ndex, 
the hash i ndex is the best choice for answering 
the query. 

• Multiattribute retrieval .  An extension of the 
existing i ndex retrieval technique, mu ltiattribute 
retrieval reduces 1/0 operations by examin ing 
mul tiple indices , e l iminating records that do not 
match a l l  of the selection criteria ,  and finally 
retrieving the records that do match .  When sev
eral i ndices are defined on the fie lds of a relation , 
the optimizer has several choices of index for a 
query that has a m u ltiattribute selection predi 
cate . I n  operation, the mul tiattribute retrieva l 
a lgorithm generates l ists of DBKEYs of records by 
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Figure 6 Example of Interrelation Record Clustering 

using each relevant i ndex. These l ists are then 
in tersected to generate the set of DI3K.EYs of 
records that must be retrieved.  The intersection 
is performed in an opti m ized manner  that guar

antees that the most restrictive c lause is used 
first. RdbjVMS now retrieves the data records 
using this  l ist of DI3K.EYs and appl ies any se.lect ion 
clauses that did not involve ind ices .  This reduces 

the nu mber of comparison operations that have 
ro be performed .  

• Index card ina l ity for nonun ique i ndices . The 
opti mizer mainta ins a count of the number of 
un ique key values in an index on a re lat ion. The 
optimizer can t hen choose i nd ices based on car
dina l ity information. Preference is given ro i ndices 

with greater record se lect ivity .  Card i na li ty infor
mation is mainta ined in an efficient manner so 
that it does nor become a hot spot dur ing periods 
of high update act ivity .  

• Join optim ization strategy . When the system per
forms an i ndexed equi joi n ,  t ime can be wasted 
searching the ent ire i nner index for a match for 
each key of the outer relation z In RdbjVMS ver-
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sion 3 . 0 ,  the opt imizer mai ntains context infor
mation that ind icates the current posi t ion of the 

search in the inner relation's i ndex. Thus the soft
ware saves the step of in i t iating a fu l l  search on 
the inner index for every key of the outer re la 
tion . The savings are more pronounced when the 
indices do nor fit in to the database bu ffers .  

Fast Backup Utility 

The performance of the backup and restore ut i l i ty 
determ ines the maximum practical size of a data
base . The Rdb/VMS backup and restore uti l i ty can 
backup a ')0 gigabyte database in l ess than 8 hours . 
We ach ieve this l eve l of performance by applying a 
para l le.l processi ng paradigm to th is trad i tiona.l ly 
sequentia l  appl ication . 

The backup and restore operations are mult i ·  
threaded . There are two k inds of threads: a reader 
and a writer .  Reader and writer threads perform l/0 
operations on the database or the backup med ium 
by using asynchronous overlapped l/0 requests. The 
only synchronization po ints between the reader and 

a writer are the operations they have performed on 
the shared data buffers. 
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The backu p u t i l i ty starts one reader t h read per 

storage a rea . There is one writer t hread per backu p 

med i u m  ( e i ther a d isk or,  more often . a rape ) This  

mode of opera t i on is  ana logous ro r he we l l - known 

producer-consumer parad igm . Readers fetch pages 

from rhe database area using overlapped.  asyn

chronous 1/0. At any p o i n r  in rime , a large n u m be r  

of read requ ests a r e  outstand i ng .  As r h e  ljO op<:ra

tions comp l e t e .  t he pages read i n  a re queued i n  the 

a ppropr iate order for the writer  t hrea d .  The bac k u p  

u t i l i ty uses sync h ron ized d a t a  structu res to share 

butlers between readers and wri ters. 

The bac k u p  operat ion can also be p erformed on

l i n e .  The snapshot capabi l ity of Rdb/VMS makes t h i s  

operat ion poss i b l e .  Snapshots ensure that rea d - o n l y  

transactions c a n  s e e  a cons istent v i ew of the data 

w h i l e  u pdate transact ions mod i fy records. This  

Rdb/V,\IS i mp l e me ntation is  one of  r he few rela

t ional database syste ms with this capabi l i ty The 

add i t iona l overhead of m a i nr a i n i ng snapshots is 

nom inal  

The on- l i ne backup u t i l ity starts a read-only trans

action on t he database ro ensure t hat ir sees the data 

records as they were at the r i me the transact ion was 

sran ecl. On- l i ne bac kup is a feature crit ical i n  mak

ing Rdb/Yi'•IS a h i gh l y  ava i l a b l e  svstem .  

A restore u t i l i ty is requ i red to re-create a da tabase 

from a bac k u p .  This u t i l i ty  is often used afte r a 

media fa i l u iT when one m more of rhe database fi les 

is corru pted . After the database has been restored .  

the redo journal can be reapp l ied t o  restore t he 

database to t he l atest consistent stare . I n  a manner 

s i m i l a r  ro r h e  backu p u t i l i t y ,  the restore u r i l i rv uses 

m u l t i p le reader threads ro read the backu p and nlll l 

t i p l e  wri ter threads t o  write database pages to the 

database . The restore u t i l ity a lso needs to rebu i l d  

SPA;\1 pages and related clara stru c t u res t hat m anage 

free space in the database f i l e s .  To rebu i l d  ctli 

c i e n r l y .  the u t i l it y  b u i l ds the SPAM pages in memory 

w h i l e  the clara pages are being wrirren to the data
base This ap proach saves an addit iona l pass on the 
database ro bu i ld the SPAM pages An a u x i l iary pass 

reads some SPA.\I pages to reconstruct dara struc

tu res rhat arc used ro s i m p l i tv seq u e n t i a l  scans on 

relat ions. Nore t hat rhe a u x i l i a ry pass only reads r he 
SPAM pages . S ince the n u m ber of SPAM pages is typi 

cal ly  less  t h a n  one percent of r he database s i z e ,  th is  

overhead is  not  very h ig h .  

Other RdbjVMS Features 

Rdb/VMS version 3 0 also i nc l u des " grou p-by" 

enhance ments and sta t ist ics and analysis u t i l i t ies .  

A grou p-by expression in  r h e  SQI. language d ivicles 
a record stream i nt o  sect ions tO a l l ow for compura-
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r ion from each section . For e x a m p l e ,  a grou p-by 
aggregate m i g h t  divide e m p l oyees i n to subsets 

by department nu m b e r  a nd rerum rhe aH-ragc . 

tota l ,  m ax i m u m ,  and m i n i m u m  salaries for each 

depart m e n t .  

Earl  icr versions of Rdb/VMS have provided grou p

by funct ional i ty by perform i n g  m u l t i ple passes over 

t he same stream .  Versi on .) . 0  s upports grou p-by 

w i th a s i ngle pass over the re levant clara . 

The statist ics u ti l i ty gathers on- l i ne stat is t ics abou t 

• ljO opera t i ons 

• Lock usage 

• Record fragmentation 

• lnclex fetches and O\ ertlows 

• Transac t ion d u rat i ons 

• System t hrou g h p u t  

These statist ics can be stud ied on- line o r  ana lned 

l ater to t u nc the da tabase . 

The a n a l yze u t i l i ty can be used to generate stat ic 

stat ist ics on data p lacement a nd storage u t i l i za t ion 

T h i s  u t i l i ty i s  u sefu l for ana l l· t i ng hash i ndex beha,-

ior. fi le u t i l izat ion and re l a red aspec ts . 

Summary 

We have d iscussed several features rhar contribute 
to m a k i ng Rdb/VMS a h igh-performance database 

sysrc m .  'vile have d i scussed rhe m u l t i fi l e .  part i t ion

ing. and record placeme n t  ca pab i l it i es t hat p l ay a 

fundame nta l role in e l i m i na t i ng the IjO bott l e ne c k .  
Good database d e s i g n  a n d  ca refu l a n a lysis a rc nec

essary to e x p l o i t  these featu res . In the d i scuss i on .  

w e  have a lso h ig h l i g hted trade-otts t hat a database 

designer is requ i red to m a ke . 

Hasl1 i ndexing and opt i m i te r  en hancement s  hm·c 

a d i rect i m pact on the performance of q ue r i es at 

e xecu tion r i me .  Hash i n de x i n g  red u ces the nu mber 

of I/O operations as we l l  as rhe lock i ng a c t i v i ty i n  

t h e  syste m .  T h e  opt i m izer generates i m proved 
query p l a ns that res u l t  in path length reduct ion . 

better usc of system resources (such as buffers ) .  and 

fewer ljO operat ions . 

F i n a l !\' ,  we prese nted some dera i l s of rhe fast 
backup and restore u t i l i ty .  We b e l ieYe that  the m u l 

t i th readed design and i m p l e m e n ta t i on is  a non.· l 

fea t u re 

De\'c l op i ng Rdb/VMS i n ro an i ncl usrry leaders h i p  

product i s  an ongoing process We a re ex rrc mdy 

happ)·  with the performance i mpro,·emenrs of t he 

current ,-ers ion . We w i  I I  conti n u e  to design and 

im p l e m e n t  new fea t u res t ha t  s a t isfy t he needs of o u r  

custome rs . 
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