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Audience

Content

Preface

This specification is for system designers and programmers who use the Alpha 21264A
microprocessor (referred to as the 21264A).

This specification contains the following chapters and appendixes:

Chapter 1, Introduction, introduces the 21264A and provides an overview of the Alpha
architecture.

Chapter 2, Internal Architecture, describes the major hardware functions and the inter-
nal chip architecture. It describes performance measurement facilities, coding rules, and
design examples.

Chapter 3, Hardware Interface, lists and describes the internal hardware interface sig-
nals, and provides mechanical data and packaging information, including signal pin
lists.

Chapter 4, Cache and External Interfaces, describes the external bus functions and
transactions, lists bus commands, and describes the clock functions.

Chapter 5, Internal Processor Registers, lists and describes the internal processor regis-
ter set.

Chapter 6, Privileged Architecture Library Code, describes the privileged architecture
library code (PALcode).

Chapter 7, Initialization and Configuration, describes the initialization and configura-
tion sequence.

Chapter 8, Error Detection and Error Handling, describes error detection and error han-

dling.

Chapter 9, Electrical Data, provides electrical data and describes signal integrity issues.
Chapter 10, Thermal Management, provides information about thermal management.
Chapter 11, Testability and Diagnostics, describes chip and system testability features.
Appendix A, Alpha Instruction Set, summarizes the Alpha instruction set.

Appendix B, 21264A Boundary-Scan Register, presents the BSDL description of the
21264A boundary-scan register.
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xviii

Appendix C, Serial Icache Load Predecode Values. provides a pointer to the Alpha
Motherboards Software Developer’s Kit (SDK), which contains this information.

Appendix D, PALcode Restrictions and Guidelines, lists restrictions and guidelines
that must be adhered to when generating PALcode.

Appendix E, 21264A-to-Bcache Pin Interconnections, lists changes and revisions to
this manual.

The Glossary lists and defines terms associated with the 21264A.

An Index is provided at the end of the document.

Documentation Included by Reference

The companion volume to this specification, the Alpha Architecture Handbook, Version 4,
contains the instruction set architecture. You can access this document from the follow-
ing website: ftp.digital.com/pub/Digital/info/semiconductor/
literature/dsc-library.html

Also available is the Alpha Architecture Reference Manual, Third Edition, which con-
tains the complete architecture information. That manual is available at bookstores
from the Digital Press as EQ-W938E-DP.

Complete information on the 21264 A phase-lock loop (PLL) is available in the 2/264A
PLL Specification, located in the same repository as the 2/264A Specifications (this
document).
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Terminology and Conventions

This section defines the abbreviations, terminology, and other conventions used
throughout this document.

Abbreviations
* Binary Multiples
The abbreviations K, M, and G (kilo, mega, and giga) represent binary multiples

and have the following values.

K = 291029
M = 220(],048,576)
G = 230(1,073,741,824)

For example:

2KB = 2kilobytes = 2x2'0bytes
4MB = 4 megabytes = 4x2%0 bytes
8GB = 8gigabytes = g§x230 bytes
2K pixels = 2kilopixels = 2x2!0 pixels
4Mpixels = 4 megapixels = 4 x 2% pixels

s Register Access

The abbreviations used to indicate the type of access to register fields and bits have
the following definitions:

Abbreviation Meaning

IGN Ignore
Bits and fields specified are ignored on writes.
MBZ Must Be Zero

Software must never place a nonzero value in bits and fields specified as
MBZ. A nonzero read produces an Illegal Operand exception. Also, MBZ
fields are reserved for future use.

RAZ Read As Zero
Bits and fields return a zero when read.
RC Read Clears

Bits and fields are cleared when read. Unless otherwise specified, such bits
cannot be written.

RES Reserved
Bits and fields are reserved by Compagq and should not be used; however,
zeros can be written to reserved fields that cannot be masked.

RO Read Only
The value may be read by software. It is written by hardware. Software write
operations are ignored.

RO,n Read Only, and takes the value n at power-on reset.
The value may be read by software. It is written by hardware. Software write
operations are ignored.
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Abbreviation Meaning

RW Read/Write
Bits and fields can be read and written.

RW,n Read/Write, and takes the value n at power-on reset.
Bits and fields can be read and written.
WwWiC Write One to Clear

If read operations are allowed to the register, then the value may be read by
software. If it is a write-only register, then a read operation by software
returns an UNPREDICTABLE result. Software write operations of a 1 cause
the bit to be cleared by hardware. Software write operations of a 0 do not
modify the state of the bit.

Wi1Ss Write One to Set
If read operations are allowed to the register, then the value may be read by
software. If it is a write-only register, then a read operation by software
returns an UNPREDICTABLE result. Software write operations of a 1 cause
the bit to be set by hardware. Software write operations of a 0 do not modify
the state of the bit.

WO Write Only
Bits and fields can be written but not read.

WO,n Write Only, and takes the value n at power-on reset.
Bits and fields can be written but not read.

* Sign extension

SEXT(x) means x is sign-extended to the required size.

Addresses

Unless otherwise noted, all addresses and offsets are hexadecimal.

Aligned and Unaligned

The terms aligned and naturally aligned are interchangeable and refer to data objects
that are powers of two in size. An aligned datum of size 2n is stored in memory at a
byte address that is a multiple of 2n; that is, one that has n low-order zeros. For ex-
ample, an aligned 64-byte stack frame has a memory address that is a multiple of 64.

A datum of size 2n is unaligned if it is stored in a byte address that is not a multiple of
2n.

Bit Notation

Multiple-bit fields can include contiguous and noncontiguous bits contained in square
brackets ([]). Multiple contiguous bits are indicated by a pair of numbers separated by a
colon [:]. For example, [9:7,5,2:0] specifies bits 9,8,7,5,2,1, and 0. Similarly, single bits
are frequently indicated with square brackets. For example, [27] specifies bit 27. See
also Field Notation. '

Caution

Cautions indicate potential damage to equipment or loss of data.
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Data Units

The following data unit terminology is used throughout this manual.

Term Words Bytes Bits Other

Byte %3 1 8 —

Word 2 16 v —
Longword 2 4 32 Dword
Quadword 4 8 64 2 longword
Do Not Care (X)

A capital X represents any valid value.

External

Unless otherwise stated, external means not contained in the chip.

Field Notation

The names of single-bit and multiple-bit fields can be used rather than the actual bit -
numbers (see Bit Notation). When the field name is used, it is contained in square
brackets ([]). For example, RegisterName[LowByte] specifies RegisterName[7:0].

Note

Notes emphasize particularly important information.

Numbering

All numbers are decimal or hexadecimal unless otherwise indicated. The prefix 0x indi-
cates a hexadecimal number. For example, 19 is decimal, but 0x19 and 0x19A are hexa-
decimal (also see Addresses). Otherwise, the base is indicated by a subscript; for
example, 100, is a binary number.

Ranges and Extents

Ranges are specified by a pair of numbers separated by two periods (..) and are inclu-
sive. For example, a range of integers 0..4 includes the integers 0, 1, 2, 3, and 4.

Extents are specified by a pair of numbers in square brackets ([]) separated by a colon
(:) and are inclusive. Bit fields are often specified as extents. For example, bits [7:3)
specifies bits 7, 6, 5, 4, and 3.

Register Figures
The gray areas in register figures indicate reserved or unused bits and fields.

Bit ranges that are coupled with the field name specify the bits of the named field that
are included in the register. The bit range may, but need not necessarily, correspond to
the bit Extent in the register. See the explanation above Table 5—1 for more information.

Signal Names

The following examples describe signal-name conventions used in this document.
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AlphaSignal[n:n] Boldface, mixed-case type denotes signal names that are
assigned internal and external to the 21264A (that is, the
signal traverses a chip interface pin).

AlphaSignal_x[n:n]  When a signal has high and low assertion states, a lower-
case italic x represents the assertion states. For example,
SignalName_x[3:0] represents SignalName_H[.‘S:O] and
SignalName_L[3:0].

UNDEFINED

Operations specified as UNDEFINED may vary from moment to moment, implementa-
tion to implementation, and instruction to instruction within implementations. The
operation may vary in effect from nothing to stopping system operation.

UNDEFINED operations may halt the processor or cause it to lose information. How-
ever, UNDEFINED operations must not cause the processor to hang, that is, reach an
unhalted state from which there is no transition to a normal state in which the machine
executes instructions.

UNPREDICTABLE

UNPREDICTABLE results or occurrences do not disrupt the basic operation of the pro-
cessor; it continues to execute instructions in its normal manner. Further:

* Results or occurrences specified as UNPREDICTABLE may vary from moment to
moment, implementation to implementation, and instruction to instruction within
implementations. Software can never depend on results specified as UNPREDICT-
ABLE.

¢ An UNPREDICTABLE result may acquire an arbitrary value subject to a few con-
straints. Such a result may be an arbitrary function of the input operands or of any
state information that is accessible to the process in its current access mode.
UNPREDICTABLE results may be unchanged from their previous values.

Operations that produce UNPREDICTABLE results may also produce exceptions.

¢ An occurrence specified as UNPREDICTABLE may happen or not based on an
arbitrary choice function. The choice function is subject to the same constraints as
are UNPREDICTABLE results and, in particular, must not constitute a security
hole.

Specifically, UNPREDICTABLE results must not depend upon, or be a function of,
the contents of memory locations or registers that are inaccessible to the current
process in the current access mode.

Also, operations that may produce UNPREDICTABLE results must not:

—  Write or modify the contents of memory locations or registers to which the cur-
rent process in the current access mode does not have access, or

— Halt or hang the system or any of its components.

For example, a security hole would exist if some UNPREDICTABLE result
depended on the value of a register in another process, on the contents of processor
temporary registers left behind by some previously running process, or on a
sequence of actions of different processes.
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X

Do not care. A capital X represents any valid value.

Revision History

The following table lists the revision history for this document.

Date Revison Comments

February 15, 1999 1.0 First release

May 18, 1999 1.1 Corrected Chapter 2.
Fixed typo’s.

Updated electrical and thermal information.

Added 64-bit IPR illustrations.
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1

Introduction

This chapter provides a brief introduction to the Alpha architecture, Compaq’s RISC
(reduced instruction set computing) architecture designed for high performance. The
chapter then summarizes the specific features of the Alpha 21264A microprocessor
(hereafter called the 21264 A) that implements the Alpha architecture. Appendix A pro-
vides a list of Alpha instructions.

The companion volume to this specification, the Alpha Architecture Handbook, Version 4,
contains the instruction set architecture. Also available is the Alpha Architecture Refer-
ence Manual, Third Edition, which contains the complete architecture information.

1.1 The Architecture

The Alpha architecture is a 64-bit load and store RISC architecture designed with par-
ticular emphasis on speed, multiple instruction issue, multiple processors, and software
migration from many operating systems.

All registers are 64 bits long and all operations are performed between 64-bit registers.
All instructions are 32 bits long. Memory operations are either load or store operations.
All data manipulation is done between registers.

The Alpha architecture supports the following data types:

¢ 8-, 16-,32-, and 64-bit integers

® IEEE 32-bit and 64-bit floating-point formats

® VAX architecture 32-bit and 64-bit floating-point formats

In the Alpha architecture, instructions interact with each other only by one instruction
writing to a register or memory location and another instruction reading from that regis-
ter or memory location. This use of resources makes it easy to build implementations
that issue multiple instructions every CPU cycle.

The 21264A uses a set of subroutines, called privileged architecture library code (PAL-
code), that is specific to a particular Alpha operating system implementation and hard-
ware platform. These subroutines provide operating system primitives for context
switching, interrupts, exceptions, and memory management. These subroutines can be
invoked by hardware or CALL_PAL instructions. CALL_PAL instructions use the
function field of the instruction to vector to a specified subroutine. PALcode is written
in standard machine code with some implementation-specific extensions to provide
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The Architecture

direct access to low-level hardware functions. PALcode supports optimizations for mul-
tiple operating systems, flexible memory-management implementations, and multi-
instruction atomic sequences.

The Alpha architecture performs byte shifting and masking with normal 64-bit, regis-
ter-to-register instructions. The 21264A performs single-byte and single-word load and
store instructions.

1.1.1 Addressing

The basic addressable unit in the Alpha architecture is the 8-bit byte. The 21264A Sup-
ports a 48-bit or 43-bit virtual address (selectable under IPR control).

Virtual addresses as seen by the program are translated into physical memory addresses
by the memory-management mechanism. The 21264 A supports a 44-bit physical
address. '

1.1.2 Integer Data Types

Alpha architecture supports the four integer data types listed in Table 1-1.

Table 1-1 Integer Data Types

Data Type Description
Byte A byte is 8 contiguous bits that start at an addressable byte boundary.
A byte is an 8-bit value.
Word A word is 2 contiguous bytes that start at an arbitrary byte boundary.
A word is a 16-bit value.
Longword A longword is 4 contiguous bytes that start at an arbitrary byte boundary. A
longword is a 32-bit value.
Quadword A quadword is 8 contiguous bytes that start at an arbitrary byte boundary.
Note: Alpha implementations may impose a significant performance penalty

when accessing operands that are not naturally aligned. Refer to the Alpha
Architecture Handbook, Version 4, for details.

1.1.3 Floating-Point Data Types

1-2

The 21264A supports the following floating-point data types:
* Longword integer format in floating-point unit
* Quadword integer format in floating-point unit
* IEEE floating-point formats
— S_floating
— T_floating
* VAX floating-point formats
— F_floating
—  G_floating
— D_floating (limited support)
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21264A Microprocessor Features

1.2 21264A Microprocessor Features

The 21264A microprocessor is a superscalar pipelined processor. It is packaged in a
587-pin PGA carrier and has removable application-specific heat sinks. A number of
configuration options allow its use in a range of system designs ranging from extremely
simple uniprocessor systems with minimum component count to high-performance
multiprocessor systems with very high cache and memory bandwidth.

The 21264 A can issue four Alpha instructions in a single cycle, thereby minimizing the
average cycles per instruction (CPI). A number of low-latency and/or high-throughput
features in the instruction issue unit and the onchip components of the memory sub-
system further reduce the average CPL

The 21264A and associated PALcode implements IEEE single-precision and double-
precision, VAX F_floating and G_floating data types, and supports longword

(32-bit) and quadword (64-bit) integers. Byte (8-bit) and word (16-bit) support is pro-
vided by byte-manipulation instructions. Limited hardware support is provided for the
VAX D_floating data type.

Other 21264A features include:
* The ability to issue up to four instructions during each CPU clock cycle.
* A peak instruction execution rate of four times the CPU clock frequency.

* An onchip, demand-paged memory-management unit with translation buffer, which,
when used with PALcode, can implement a variety of page table structures and trans-
lation algorithms. The unit consists of a 128-entry, fully-associative data translation
buffer (DTB) and a 128-entry, fully-associative instruction translation buffer (ITB),
with each entry able to map a single 8KB page or a group of 8, 64, or 512 8KB
pages. The allocation scheme for the ITB and DTB is round-robin. The size of each
translation buffer entry’s group is specified by hint bits stored in the entry. The
DTB and ITB implement 8-bit address space numbers (ASN), MAX_ASN=255.

* Two onchip, high-throughput pipelined floating-point units, capable of executing
both VAX and IEEE floating-point data types.

*  An onchip, 64KB virtually-addressed instruction cache with 8-bit ASNs
(MAX_ASN=255).

® An onchip, virtually-indexed, physically-tagged dual-read-ported, 64KB data
cache.

® Supports a 48-bit or 43-bit virtual address (program selectable).

¢ Supports a 44-bit physical address.

® An onchip VO write buffer with four 64-byte entries for /O write transactions.
® An onchip, 8-entry victim data buffer.

* An onchip, 32-entry load queue.

®* An onchip, 32-entry store queue.

® An onchip, 8-entry miss address file for cache fill requests and /O read
transactions.

®  An onchip, 8-entry probe queue, holding pending system port probe commands.
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1-4

An onchip, duplicate tag array used to maintain level 2 cache coherency.
A 64-bit data bus with onchip parity and error correction code (ECC) support.

Support for an external second-level (Bcache) cache. The size and some timing
parameters of the Bcache are programmable.

An internal clock generator providing a high-speed clock used by the 21264A, and
two clocks for use by the CPU module.

Onchip performance counters to measure and analyze CPU and system perfor-
mance.

Chip and module level test support, including an instruction cache test interface to
support chip and module level testing.

A 2.0-V external interface.

Refer to Chapter 9 for 21264A dc and ac electrical characteristics. Refer to the Alphd
Architecture Handbook, Version 4, Appendix E, for waivers and any other implementa-
tion-dependent information.

Introduction
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Internal Architecture

This chapter provides both an overview of the 21264A microarchitecture and a system
designer’s view of the 21264 A implementation of the Alpha architecture. The combina-
tion of the 21264A microarchitecture and privileged architecture library code (PALcode)
defines the chip’s implementation of the Alpha architecture. If a certain piece of hardware
seems to be “architecturally incomplete,” the missing functionality is implemented in
PALcode. Chapter 6 provides more information on PALcode.

This chapter describes the major functional hardware units and is not intended to be a
detailed hardware description of the chip. It is organized as follows:

® 21264A microarchitecture

® Pipeline organization

¢ Instruction issue and retire rules

® Load instructions to R31/F31 (software-directed instruction prefetch)
® Special cases of Alpha instruction execution |
® Memory and I/O address space

®  Miss address file (MAF) and load-merging rules

® Instruction ordering

* Replay traps

® /O write buffer and the WMB instruction

® Performance measurement support

®  Floating-point control register

® AMASK and IMPLVER instruction values

* Design examples

2.1 21264A Microarchitecture

The 21264A microprocessor is a high-performance third-generation implementation of
the Compaq Alpha architecture. The 21264A consists of the following sections, as
shown in Figure 2-1:

* Instruction fetch, issue, and retire unit (Ibox)
¢ Integer execution unit (Ebox)
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21264 A Microarchitecture

¢ Floating-point execution unit (Fbox)

®  Onchip caches (Icache and Dcache)

®* Memory reference unit (Mbox)

* External cache and system interface unit (Cbox)

® Pipeline operation sequence

2.1.1 Instruction Fetch, Issue, and Retire Unit

The instruction fetch, issue, and retire unit (Ibox) consists of the following subsections:
‘e Virtual program counter logic
® Branch predictor
® Instruction-stream translation buffer (ITB)
* Instruction fetch logic
® Register rename maps
* Integer and floating-point issue queues
* Exception and interrupt logic
® Retire logic
2.1.1.1 Virtual Program Counter Logic

The virtual program counter (VPC) logic maintains the virtual addresses for instruc-
tions that are in flight. There can be up to 80 instructions, in 20 successive fetch slots, in
flight between the register rename mappers and the end of the pipeline. The VPC logic
contains a 20-entry table to store these fetched VPC addresses.
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Figure 2—-1 21264A Block Diagram

21264A Microarchitecture
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The branch predictor is composed of three units: the local, global, and choice predic-
tors. Figure 2-2 shows how the branch predictor generates the predicted branch
address.
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Figure 2-2 Branch Predictor
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The local predictor uses a 2-level table that holds the history of individual branches.
The 2-level table design approaches the prediction accuracy of a larger single-level
table while requiring fewer total bits of storage. Figure 2-3 shows how the local pre-
dictor generates a prediction. Bits [11:2] of the VPC of the current branch are used as
the index to a 1K entry table in which each entry is a 10-bit value. This 10-bit value is
used as the index to a 1K entry table of 3-bit saturating counters. The value of the satu-
rating counter determines the predication, taken/not-taken, of the current branch.

Figure 2-3 Local Predictor
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The global predictor is indexed by a global history of all recent branches. The global
predictor correlates the local history of the current branch with all recent branches. Fig-
ure 2-4 shows how the global predictor generates a prediction. The global path history
is comprised of the taken/not-taken state of the 12 most-recent branches. These 12
states are used to form an index into a 4K entry table of 2-bit saturating counters. The
value of the saturating counter determines the predication, taken/not-taken, of the cur-
rent branch. :
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Figure 2-4 Global Predictor
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Choice Predictor

The choice predictor monitors the history of the local and global predictors and chooses
the best of the two predictors for a particular branch. Figure 2-5 shows how the choice
predictor generates its choice of the result of the local or global prediction. The 12-bit
global path history (see Figure 2—4) is used to index a 4K entry table of 2-bit saturating
counters. The value of the saturating counter determines the choice between the outputs
of the local and global predictors.

Figure 2-5 Choice Predictor
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2.1.1.3 Instruction-Stream Translation Buffer

The Ibox includes a 128-entry, fully-associative instruction-stream translation buffer
(ITB) that is used to store recently used instruction-stream (Istream) address transla-
tions and page protection information. Each of the entries in the ITB can map 1, 8, 64,
or 512 contiguous 8KB pages. The allocation scheme is round-robin.

The ITB supports an 8-bit ASN and contains an ASM bit. The Icache is virtually
addressed and contains the access-check information, so the ITB is accessed only for
Istream references that miss in the Icache.

Istream transactions to I/O address space are UNDEFINED.
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2.1.1.4 Instruction Fetch Logic

The instruction prefetcher (predecode) reads an octaword, containing up to four natu-
rally aligned instructions per cycle, from the Icache. Branch prediction and line predic-
tion bits accompany the four instructions. The branch prediction scheme operates most
efficiently when only one branch instruction is contained among the four fetched
instructions. The line prediction scheme attempts to predict the Icache line that the
branch predictor will generate, and is described in Section 2.2.

An entry from the subroutine return prediction stack, together with set prediction bits
for use by the Icache stream controller, are fetched along with the octaword. The Icache
stream controller generates fetch requests for additional Icache lines and stores the
Istream data in the Icache. There is no separate buffer to hold Istream requests.

2.1.1.5 Register Rename Maps

The instruction prefetcher forwards instructions to the integer and floating-point regis-
ter rename maps. The rename maps perform the two functions listed here:

* Eliminate register write-after-read (WAR) and write-after-write (WAW) data
dependencies while preserving true read-after-write (RAW) data dependencies, in
order to allow instructions to be dynamically rescheduled.

® Provide a means of speculatively executing instructions before the control flow
previous to those instructions is resolved. Both exceptions and branch
mispredictions represent deviations from the control flow predicted by the
instruction prefetcher. :

The map logic translates each instruction’s operand register specifiers from the virtual
register numbers in the instruction to the physical register numbers that hold the corre-
sponding architecturally-correct values. The map logic also renames each instruction’s
destination register specifier from the virtual number in the instruction to a physical
register number chosen from a list of free physical registers, and updates the register
maps.

The map logic can process four instructions per cycle. It does not return the physical
register, which holds the old value of an instruction’s virtual destination register, to the
free list until the instruction has been retired, indicating that the control flow up to that
instruction has been resolved. ‘

If a branch mispredict or exception occurs, the map logic backs up the contents of the
integer and floating-point register rename maps to the state associated with the instruc-
tion that triggered the condition, and the prefetcher restarts at the appropriate VPC. At
most, 20 valid fetch slots containing up to 80 instructions can be in flight between the
register maps and the end of the machine’s pipeline, where the control flow is finally
resolved. The map logic is capable of backing up the contents of the maps to the state
associated with any of these 80 instructions in a single cycle.

The register rename logic places instructions into an integer or floating-point issue
queue, from which they are later issued to functional units for execution.

2.1.1.6 Integer Issue Queue

The 20-entry integer issue queue (IQ), associated with the integer execution units
(Ebox), issues the following types of instructions at a maximum rate of four per cycle:
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® Integer operate

® Integer conditional branch

®  Unconditional branch — both displacement and memory format
¢ Integer and floating-point load and store

® PAL-reserved instructions: HW_MTPR, HW_MFPR, HW_LD, HW_ST,
HW_RET

¢ Integer-to-floating-point (ITOFx) and floating-point-to-integer (FTOLx)

Each queue entry asserts four request signals—one for each of the Ebox subclusters. A
queue entry asserts a request when it contains an instruction that can be executed by the
subcluster, if the instruction’s operand register values are available within the subclus-
ter.

There are two arbiters—one for the upper subclusters and one for the lower subclusters.
(Subclusters are described in Section 2.1.2.) Each arbiter picks two of the possible 20
requesters for service each cycle. A given instruction only requests upper subclusters or
lower subclusters, but because many instructions can only be executed in one type or
another this is not too limiting.

For example, load and store instructions can only go to lower subclusters and shift
instructions can only go to upper subclusters. Other instructions, such as addition and
logic operations, can execute in either upper or lower subclusters and are statically
assigned before being placed in the IQ.

The 1IQ arbiters choose between simultaneous requesters of a subcluster based on the
age of the request—older requests are given priority over newer requests. If a given
instruction requests both lower subclusters, and no older instruction requests a lower
subcluster, then the arbiter assigns subcluster LO to the instruction. If a given instruction
requests both upper subclusters, and no older instruction requests an upper subcluster,
then the arbiter assigns subcluster U1 to the instruction. This asymmetry between the
upper and lower subcluster arbiters is a circuit implementation optimization with negli-
gible overall performance effect.

2.1.1.7 Floating-Point Issue Queue

The 15-entry floating-point issue queue (FQ) associated with the Fbox issues the fol-
lowing instruction types:

® Floating-point operates

®  Floating-point conditional branches

®  Floating-point stores

* Floating-point register to integer register transfers (FTOLx)

Each queue entry has three request lines—one for the add pipeline, one for the multiply
pipeline, and one for the two store pipelines. There are three arbiters—one for each of
the add, multiply, and store pipelines. The add and multiply arbiters pick one requester
per cycle, while the store pipeline arbiter picks two requesters per cycle, one for each
store pipeline.
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The FQ arbiters pick between simultaneous requesters of a pipeline based on the age of
the request—older requests are given priority over newer requests. Floating-point store
instructions and FTOLx instructions in even-numbered queue entries arbitrate for one
store port. Floating-point store instructions and FTOLx instructions in odd-numbered
queue entries arbitrate for the second store port.

Floating-point store instructions and FTOLx instructions are queued in both the integer
and floating-point queues. They wait in the floating-point queue until their operand reg-
ister values are available. They subsequently request service from the store arbiter.
Upon being issued from the floating-point queue, they signal the corresponding entry in
the integer queue to request service. Upon being issued from the integer queue, the
operation is completed.

2.1.1.8 Exception and Interrupt Logic

There are two types of exceptions: faults and synchronous traps. Arithmetic exceptions
are precise and are reported as synchronous traps.

The four sources of interrupts are listed as follows:
® Level-sensitive hardware interrupts sourced by the IRQ_H[5:0] pins

® Edge-sensitive hardware interrupts generated by the serial line receive pin,
performance counter overflows, and hardware corrected read errors

* Software interrupts sourced by the software interrupt request (SIRR) register
® Asynchronous system traps (ASTs)

Interrupt sources can be individually masked. In addition, AST interrupts are qualified
by the current processor mode.

2.1.1.9 Retire Logic

The Ibox fetches instructions in program order, executes them out of order, and then
retires them in order. The Ibox retire logic maintains the architectural state of the
machine by retiring an instruction only if all previous instructions have executed with-
out generating exceptions or branch mispredictions. Retiring an instruction commits the
machine to any changes the instruction may have made to the software-visible state.
The three software-visible states are listed as follows:

® Integer and floating-point registers
¢ Memory

¢ Internal processor registers (including control/status registers and translation
buffers)

The retire logic can sustain a maximum retire rate of eight instructions per cycle, and
can retire up to as many as 11 instructions in a single cycle.

2.1.2 Integer Execution Unit

The integer execution unit (Ebox) is a 4-path integer execution unit that is implemented
as two functional-unit “clusters” labeled 0 and 1. Each cluster contains a copy of an 80-
entry, physical-register file and two “subclusters”, named upper (U) and lower (L). Fig-
ure 2-6 shows the integer execution unit. In the figure, iop_wr is the cross-cluster bus
for moving integer result values between clusters.
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Figure 2-6 Integer Execution Unit—Clusters 0 and 1
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Most instructions have 1-cycle latency for consumers that execute within the same clus-
ter. Also, there is another 1-cycle delay associated with producing a value in one cluster
and consuming the value in the other cluster. The instruction issue queue minimizes the
performance effect of this cross-cluster delay. The Ebox contains the following
resources:

Four 64-bit adders that are used to calculate results for integer add instructions
(located in UQ, U1, LO, and L1)

The adders in the lower subclusters that are used to generate the effective virtual
address for load and store instructions (located in LO and L1)

Four logic units

Two barrel shifters and associated byte logic (located in U0 and U1)
Two sets of conditional branch logic (located in U0 and Ul)

Two copies of an 80-entry register file

One pipelined multiplier (located in U1) with 7-cycle latency for all integer multiply
operations

One fully-pipelined unit (located in U0), with 3-cycle latency, that executes the fol-
lowing instructions:

- CTLZ,CTPOP, CTTZ
— PERR, MINxxx, MAXxxx, UNPKxx, PKxx

Compaq Confidential
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The Ebox has 80 register-file entries that contain storage for the values of the 31 Alpha
integer registers (the value of R31 is not stored), the values of 8 PALshadow registers,
and 41 results written by instructions that have not yet been retired.

Ignoring cross-cluster delay, the two copies of the Ebox register file contain identical
values. Each copy of the Ebox register file contains four read ports and six write ports.
The four read ports are used to source operands to each of the two subclusters within a
cluster. The six write ports are used as follows:

® Two write ports are used to write results generated within the cluster.
e Two write ports are used to write results generated by the other cluster.
* Two write ports are used to write results from load instructions. These two ports

are also used for FTOLx instructions.

2.1.3 Floating-Point Execution Unit

The floating-point execution unit (Fbox) has two paths. The Fbox executes both VAX
and IEEE floating-point instructions. It support IEEE S_floating-point and T_floating-
point data types and all rounding modes. It also supports VAX F_floating-point and
G_floating-point data types, and provides limited support for D_floating-point format.
The basic structure of the floating-point execution unit is shown in Figure 2—7.

Figure 2-7 Floating-Point Execution Units

Floating-Point
Execution Units

FP Mul

Reg

FP Add

FP Div

SQRT

LK98-0004A

The Fbox contains the following resources:

® 72-entry physical register file

¢  Fully-pipelined multiplier with 4-cycle latency

® Fully-pipelined adder with 4-cycle latency

® Nonpipelined divide unit associated with the adder pipeline

* Nonpipelined square root unit associated with the adder pipeline

The 72 Fbox register file entries contain storage for the values of the 31 Alpha floating-
point registers (F31 is not stored) and 41 values written by instructions that have not
been retired.

Compagq Confidential
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The Fbox register file contains six reads ports and four write ports. Four read ports are
used to source operands to the add and multiply pipelines, and two read ports are used
to source data for store instructions. Two write ports are used to write results generated
by the add and multiply pipelines, and two write ports are used to write results from
floating-point load instructions.

2.1.4 External Cache and System Interface Unit

The interface for the system and external cache (Cbox) controls the Bcache and system
ports. It contains the following structures:

¢  Victim address file (VAF)

¢  Victim data file (VDF)

¢ J/O write buffer IOWB)

®* Probe queue (PQ)

® Duplicate Dcache tag (DTAG)
2.1.4.1 Victim Address File and Victim Data File

The victim address file (VAF) and victim data file (VDF) together form an 8-entry vic-
tim buffer used for holding:

® Dcache blocks to be written to the Bcache

® Istream cache blocks from memory to be written to the Bcache

®  Bcache blocks to be written to memory

® Cache blocks sent to the system in response to probe commands
2.1.4.2 /O Write Buffer *

The I/O write buffer IOWB) consists of four 64-byte entries and associated address
and control logic used for buffering I/O write data between the store queue and the sys-
tem port.

2.1.4.3 Probe Queue

The probe queue (PQ) is an 8-entry queue that holds pending system port cache probe
commands and addresses.

2.1.4.4 Duplicate Dcache Tag Array

The duplicate Dcache tag (DTAG) array holds a duplicate copy of the Dcache tags and
is used by the Cbox when processing Dcache fills, Icache fills, and system port probes.

2.1.5 Onchip Caches

The 21264 A contains two onchip primary-level caches.
2.1.5.1 Instruction Cache

The instruction cache (Icache) is a 64KB virtual-addressed, 2-way set-predict cache.
Set prediction is used to approximate the performance of a 2-set cache without slowing
the cache access time. Each Icache block contains:

® 16 Alpha instructions (64 bytes)
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* Virtual tag bits [47:15]

¢ 8-bit address space number (ASN) field

® 1-bit address space match (ASM) bit

® 1-bit PALcode bit to indicate physical addressing
® Valid bit

¢ Data and tag parity bits

® Four access-check bits for the following modes: kernel, executive, supervisor, and
user (KESU)

® Additional predecoded information to assist with instruction processing and fetch
control

2.1.5.2 Data Cache

The data cache (Dcache) is a 64KB, 2-way set-associative, virtually indexed, physically
tagged, write-back, read/write allocate cache with 64-byte blocks. During each cycle
the Dcache can perform one of the following transactions:

* Two quadword (or shorter) read transactions to arbitrary addresses

¢ Two quadword write transactions to the same aligned octaword

¢ Two non-overlapping less-than-quadword writes to the same aligned quadword

* One sequential read and write transaction from and to the same aligned octaword
Each Dcache block contains:

® 64 data bytes and associated quadword ECC bits

* Physical tag bits

® Valid, dirty, shared, and modified bits

¢ Tag parity bit calculated across the tag, dirty, shared, and modified bits

*  One bit to control round-robin set allocation (one bit per two cache blocks)

The Dcache contains two sets, each with 512 rows containing 64-byte blocks per row
(that is, 32K bytes of data per set). The 21264A requires two additional bits of virtual
address beyond the bits that specify an 8KB page, in order to specify a Dcache row
index. A given virtual address might be found in four unique locations in the Dcache,
depending on the virtual-to-physical translation for those two bits. The 21264A pre-
vents this aliasing by keeping only one of the four possible translated addresses in the
cache at any time.

2.1.6 Memory Reference Unit

The memory reference unit (Mbox) controls the Dcache and ensures architecturally
correct behavior for load and store instructions. The Mbox contains the following struc-
tures:

¢ Load queue (LQ)
® Store queue (SQ)

Compagq Confidential
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® Miss address file (MAF)
® Dstream translation buffer (DTB)
2.1.6.1 Load Queue

The load queue (LQ) is a reorder buffer for load instructions. It contains 32 entries and
maintains the state associated with load instructions that have been issued to the Mbox,
but for which results have not been delivered to the processor and the instructions
retired. The Mbox assigns load instructions to LQ slots based on the order in which
they were fetched from the Icache, then places them into the LQ after they are issued by
the IQ. The LQ helps ensure correct Alpha memory reference behavior.

2.1.6.2 Store Queue

The store queue (SQ) is a reorder buffer and graduation unit for store instructions. It
contains 32 entries and maintains the state associated with store instructions that have
been issued to the Mbox, but for which data has not been written to the Dcache and the
instruction retired. The Mbox assigns store instructions to SQ slots based on the order
in which they were fetched from the Icache and places them into the SQ after they are
issued by the IQ. The SQ holds data associated with store instructions issued from the
IQ until they are retired, at which point the store can be allowed to update the Dcache.
The SQ also helps ensure correct Alpha memory reference behavior.

2.1.6.3 Miss Address File

The 8-entry miss address file (MAF) holds physical addresses associated with pending
Icache and Dcache fill requests and pending I/O space read transactions.

2.1.6.4 Dstream Translation Buffer

The Mbox includes a 128-entry, fully associative Dstream translation buffer (DTB) used
to store Dstream address translations and page protection information. Each of the entries
in the DTB can map 1, 8, 64, or 512 contiguous 8KB pages. The allocation scheme is
round-robin. The DTB supports an 8-bit ASN and contains an ASM bit.

2.1.7 SROM Interface

The serial read-only memory (SROM) interface provides the initialization data load
path from a system SROM to the Icache. Refer to Chapter 7 for more information.

2.2 Pipeline Organization

The 7-stage pipeline provides an optimized environment for executing Alpha instruc-
tions. The pipeline stages (0 to 6) are shown in Figure 2-8 and described in the follow-
‘ing paragraphs.
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Figure 2-8 Pipeline Organization
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Stage 0 — Instruction Fetch

The branch predictor uses a branch history algorithm to predict a branch instruction tar-
get address.

Up to four aligned instructions are fetched from the Icache, in program order. The
branch prediction tables are also accessed in this cycle. The branch predictor uses tables
and a branch history algorithm to predict a branch instruction target address for one
branch or memory format JSR instruction per cycle. Therefore, the prefetcher is limited
to fetching through one branch per cycle. If there is more than one branch within the
fetch line, and the branch predictor predicts that the first branch will not be taken, it will
predict through subsequent branches at the rate of one per cycle, until it predicts a taken
branch or predicts through the last branch in the fetch line.

The Icache array also contains a line prediction field, the contents of which are applied
to the Icache in the next cycle. The purpose of the line predictor is to remove the pipe-
line bubble which would otherwise be created when the branch predictor predicts a
branch to be taken. In effect, the line predictor attempts to predict the Icache line which
the branch predictor will generate. On fills, the line predictor value at each fetch line is
initialized with the index of the next sequential fetch line, and later retrained by the
branch predictor if necessary.

Stage1 — Instruction Slot

The Ibox maps four instructions per cycle from the 64KB 2-way set-predict Icache.
Instructions are mapped in order, executed dynamically, but are retired in order.
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In the slot stage, the branch predictor compares the next Icache index that it generates to
the index that was generated by the line predictor. If there is a mismatch, the branch
predictor wins—the instructions fetched during that cycle are aborted, and the index
predicted by the branch predictor is applied to the Icache during the next cycle. Line
mispredictions result in one pipeline bubble.

The line predictor takes precedence over the branch predictor during memory format
calls or jumps. If the line predictor was trained with a true (as opposed to predicted)
memory format call or jump target, then its contents take precedence over the target
hint field associated with these instructions. This allows dynamic calls or jumps to be
correctly predicted.

The instruction fetcher produces the full VPC address during the fetch stage of the pipe-
line. The Icache produces the tags for both Icache sets 0 and 1 each time it is accessed.
That enables the fetcher to separate set mispredictions from true Icache misses. If the
access was caused by a set misprediction, the instruction fetcher aborts the last two
fetched slots and refetches the slot in the next cycle. It also retrains the appropriate set
prediction bits.

The instruction data is transferred from the Icache to the integer and floating-point reg-
ister map hardware during this stage. When the integer instruction is fetched from the
Icache and slotted into the 1Q, the slot logic determines whether the instruction is for
the upper or lower subclusters. The slot logic makes the decision based on the
resources needed by the (up to four) integer instructions in the fetch block. Although all
four instructions need not be issued simultaneously, distributing their resource usage
improves instruction loading across the units. For example, if a fetch block contains
two instructions that can be placed in either cluster followed by two instructions that
must execute in the lower cluster, the slot logic would designate that combination as
EELL and slot them as UULL. Slot combinations are described in Section 2.3.2 and
Table 2-3.

Stage 2 — Map

Instructions are sent from the Icache to the integer and floating-point register maps dur-
ing the slot stage and register renaming is performed during the map stage. Also, each
instruction is assigned a unique 8-bit number, called an inum, which is used to identify
the instruction and its program order with respect to other instructions during the time
that it is in flight. Instructions are considered to be in flight between the time they are
mapped and the time they are retired.

Mapped instructions and their associated inums are placed in the integer and floating-
point queues by the end of the map stage.

Stage 3 — Issue

The 20-entry integer issue queue (IQ) issues instruction at the rate of four per cycle.
The 15-entry floating-point issue queue (FQ) issues floating-point operate instructions,
conditional branch instructions, and store instructions, at the rate of two per cycle. Nor-
mally, instructions are deleted from the IQ or FQ two cycles after they are issued. For
example, if an instruction is issued in cycle n, it remains in the FQ or IQ in cycle n+1
but does not request service, and is deleted in cycle n+2.
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Stage 4 — Register Read

Instructions issued from the issue queues read their operands from the integer and float-
ing-point register files and receive bypass data.

Stage 5 — Execute
The Ebox and Fbox pipelines begin execution.
Stage 6 — Dcache Access

Memory reference instructions access the Dcache and data translation buffers. Nor-
mally load instructions access the tag and data arrays while store instructions only
access the tag arrays. Store data is written to the store queue where it is held until the
store instruction is retired. Most integer operate instructions write their register results
in this cycle.

2.2.1 Pipeline Aborts

The abort penalty as given is measured from the cycle after the fetch stage of the
instruction which triggers the abort to the fetch stage of the new target, ignoring any
Ibox pipeline stalls or queuing delay that the triggering instruction might experience.
Table 2-1 lists the timing associated with each common source of pipeline abort.

Table 2-1 Pipeline Abort Delay (GCLK Cycles)

Penalty
Abort Condition {cycles) Comments
Branch misprediction 7 Integer or floating-point conditional branch
misprediction.
JSR misprediction 8 Memory format JSR or HW_RET.
Mbox order trap 14 Load-load order or store-load order.

Other Mbox replay traps 13 —

DTB miss 13 —
ITB miss 7 -
Integer arithmetic trap 12 —

Floating-point arithmetic 13+Latency Add latency of instruction. See Section 2.3.3 for
trap instruction latencies.

2.3 Instruction Issue Rules

This section defines instruction classes, the functional unit pipelines to which they are
issued, and their associated latencies.
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2.3.1 Instruction Group Definitions

Instruction Issue Rules

Table 2-2 lists the instruction class, the pipeline assignments, and the instructions
included in the class.

Table 2-2 Instruction Name, Pipeline, and Types

Class

Name Pipeline Instruction Type

ild LO, L1 All integer load instructions

fid LO,L1 All floating-point load instructions

ist LO,L1 All integer store instructions

fst FSTO,FST1,L0,L! All floating-point store instructions

lda Lo, L1, Uo, Ul LDA, LDAH

mem_misc LI WH64, ECB, WMB

rpcc L1 RPCC

X L1 RS,RC

mxpr Lo, L1 HW_MTPR, HW_MFPR

(depends on IPR)

ibr U0, U1 Integer conditional branch instructions

jsr LO BR, BSR, IMP, CALL, RET, COR, HW_RET,
CALL_PAL .

iadd LO, U0, L1, Ul Instructions with opcode 10,¢, except CMPBGE

ilog Lo, U0, L1, Ul AND, BIC, BIS, ORNOT, XOR, EQV, CMPBGE

ishf U0, Ul Instructions with opcode 12,4

cmov L0, UQ, L1, Ul Integer CMOV - either cluster

imul Ul Integer multiply instructions

imisc | 80] CTLZ, CTPOP, CTTZ, PERR, MINxxx, MAXxxXx,
PKxx, UNPKxx

fbr FA Floating-point conditional branch instructions

fadd FA All floating-point operate instructions except multiply,
divide, square root, and conditional move instructions

fmul FM Floating-point multiply instruction

fcmovl FA Floating-point CMOV—first half

fcmov2 FA Floating-point CMOV— second half

fdiv FA Floating-point divide instruction

fsqrt FA Floating-point square root instruction

nop None TRAP, EXCB, UNOP - LDQ_U R31, O(Rx)
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Table 2-2 Instruction Name, Pipeline, and Types (Continued)

Class

Name Pipeline Instruction Type

ftoi FSTO,FST1,L0,L1 FTOIS, FTOIT

itof LO, L1 ITOFS, ITOFF, ITOFT

mx_fper M Instructions that move data from the floating-point

control register

2.3.2 Ebox Slotting

Instructions that are issued from the IQ, and could execute in either upper or lower
Ebox subclusters, are slotted to one pair or the other during the pipeline mapping stage
based on the instruction mixture in the fetch line. The codes that are used in Table 2-3
are as follows:

¢ U—The instruction only executes in an upper subcluster.
® L —The instruction only executes in a lower subcluster.
* E—The instruction could execute in either an upper or lower subcluster.

Table 2-3 defines the slotting rules. The table field Instruction Class 3, 2, 1 and 0 iden-
tifies each instruction’s location in the fetch line by the value of bits [3:2]
in its PC.

Table 2-3 Instruction Group Definitions and Pipeline Unit

Instruction Class Slotting Instruction Class Slotting
3210 3210 3210 3210
EEEE ULUL LLLL LLLL
EEEL ULUL LLLU LLLU
EEEU ULLU - LLUE LLUU
EELE ULLU LLUL LLUL
EELL UULL LLUU LLUU
EELU ' ULLU LUEE LULU
EEUE ULUL LUEL LUUL
EEUL ULUL LUEU LULU
EEUU LLUU LULE LULU
ELEE ULUL LULL LULL
ELEL ULUL "LULU LULU
ELEU ULLU LUUE LUUL
ELLE ULLU LUUL LUUL
ELLL ULLL LUUU LUUU
ELLU ULLU UEEE ULUL
ELUE ULUL UEEL ULUL
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Table 2-3 Instruction Group Definitions and Pipeline Unit (Continued)

Instruction Class Slotting Instruction Class Slotting
3210 3210 3210 3210
ELUL ULUL UEEU ULLU
ELUU LLUU UELE ULLU
EUEE LULU UELL UULL
EUEL LUUL UELU ULLU
EUEU LULU UEUE ULUL
EULE LULU UEUL ULUL
EULL UULL UEUU ULUU
EULU LULU ULEE ULUL
EUUE LUUL ULEL ULUL
EUUL LUUL ULEU ULLU
EUUU LUUU ULLE ULLU
LEEE LULU ULLL : ULLL
LEEL LUUL ULLU ULLU
LEEU LULU ULUE ULUL
LELE LULU ULUL ULUL
LELL LULL ULUU ULUU
LELU LULU UUEE UULL
LEUE LUUL UUEL UULL
LEUL LUUL UUEU UULU
LEUU LLUU UULE UULL
LLEE LLUU UULL UULL
LLEL LLUL UULU UULU
LLEU LLUU UUUE UUUL
LLLE LLLU UUUL UUUL
— — uuuu uuuu
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2.3.3 Instruction Latencies

After an instruction is placed in the IQ or FQ, its issue point is determined by the avail-
ability of its register operands, functional unit(s), and relationship to other instructions
in the queue. There are register producer-consumer dependencies and dynamic func-
tional unit availability dependencies that affect instruction issue. The mapper removes
register producer-producer dependencies.

The latency to produce a register result is generally fixed. The one exception is for load
instructions that miss the Dcache. Table 2—4 lists the latency, in cycles, for each
instruction class.

Table 2—4 Instruction Class Latency in Cycles

Class Latency Comments
ild 3 Dcache hit.
13+ Dcache miss, latency with 6-cycle Bcache. Add additional Bcache loop latency if
Bcache latency is greater than 6 cycles.
fid 4 Dcache hit.
14+ Dcache miss, latency with 6-cycle Bcache. Add additional Bcache loop latency if
Bcache latency is greater than 6 cycles. ‘
ist — Does not produce register value.
fst — Does not produce register value.
rpcc 1 Possible 1-cycle cross-cluster delay.
rx 1 —
mxpr lor3 HW_MFPR: Ebox IPRs = 1.
Ibox and Mbox IPRs = 3.
HW_MTPR does not produce a register value.
icbr — Conditional branch. Does not produce register value.
ubr 3 Unconditional branch. Does not produce register value.
jsr 3 —
1add 1 Possible 1-cycle Ebox cross-cluster delay.
ilog 1 Possible 1-cycle Ebox cross-cluster delay.
ishf 1 Possible 1-cycle Ebox cross-cluster delay.
cmovl 1 Only consumer is cmov2. Possible 1-cycle Ebox cross-cluster delay.
cmov2 1 Possible 1-cycle Ebox cross-cluster delay.
imul 7 Possible 1-cycle Ebox cross-cluster delay.
imisc 3 Possible 1-cycle Ebox cross-cluster delay.
fcbr — Does not produce register value.
fadd 4 Consumer other than fst or ftot.
6 Consumer fst or ftoi.
Measured from when an fadd is issued from the FQ to when an fst or ftoi is issued
from the IQ.
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Table 2—4 Instruction Class Latency in Cycles (Continued)

Class Latency

Comments

fmul 4
6
fcmovl 4
fcmov2 4
6
fdiv 12
9
15
12
fsqrt 18
15
33
30
froi 3
itof 4
nop —

Consumer other than fst or ftoi.

Consumer fst or ftoi.

Measured from when an fmul is issued from the FQ to when an fst or ftoi is issued
from the 1Q.

Only consumer is fcmov2.

Consumer other than fst.

Consumer fst or ftoi.

Measured from when an fcmov2 is issued from the FQ to when an fst or ftoi is issued
from the IQ.

Single precision - latency to consumer of result value.
Single precision - latency to using divider again.
Double precision - latency to consumer of result value.
Double precision - latency to using divider again.

Single precision - latency to consumer of result value.
Single precision - latency to using unit again.

Double precision - latency to consumer of result value.
Double precision - latency to using unit again.

Does not produce register value.

2.4 Instruction Retire Rules

An instruction is retired when it has been executed to completion, and all previous
instructions have been retired. The execution pipeline stage in which an instruction
becomes eligible to be retired depends upon the instruction’s class.

Table 2-5 gives the minimum retire latencies (assuming that all previous instructions
have been retired) for various classes of instructions.

Table 2-5 Minimum Retii’e Latencies for Instruction Classes

Instruction Class

Retire Stage Comments

Integer conditional branch 7 —

Integer multiply
Integer operate
Memory
Floating-point add

Floating-point multiply

21264A Revision 1.1 -

/13 Latency is 13 cycles for the MUL/V instruction.
7 —
10 —
11 —
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Table 2-5 Minimum Retire Latencies for Instruction Classes (Continued)

Instruction Class Retire Stage Comments

Floating-point DIV/SQRT 11 + latency Add latency of unit reuse for the instruction indicated in Table

2-4. For example, latency for a single-precision fdiv would be
11 plus 9 from Table 2—4. Latency is 11 if hardware detects that
no exception is possible (see Section 2.4.1).

Floating-point conditional 11 Branch instruction mispredict is reported in stage 7.
branch
BSR/ISR 10 JSR instruction mispredict is reposted in stage 8.

2.4.1 Floating-Point Divide/Square Root Early Retire

The floating-point divider and square root unit can detect that, for many combinations

of source operand values, no exception can be generated. Instructions with these oper-
ands can be retired before the result is generated. When detected, they are retired with

the same latency as the FP add class. Early retirement is not possible for the following

instruction/operand/architecture state conditions:

® Instruction is not a DIV or SQRT.
* SQRT source operand is negative.
* Divide operand exponent_a is 0.
® Either operand is NaN or INF.

¢ Divide operand exponent_b is 0.
¢ Trapping mode is /I (inexact).

* INE status bit is 0.

Early retirement is also not possible for divide instructions if the resulting exponent has
any of the following characteristics (EXP is the result exponent):

* DIVT, DIVG: (EXP >= 3FF¢) OR (EXP <= 2¢)
* DIVS, DIVFE: (EXP >= 7F¢) OR (EXP <= 382¢)

2.5 Retire of Operate Instructions into R31/F31

Many instructions that have R31 or F31 as their destination are retired immediately
upon decode (stage 3). These instructions do not produce a result and are removed from
the pipeline as well. They do not occupy a slot in the issue queues and do not occupy a
functional unit. Table 2—6 lists these instructions and some of their characteristics. The
instruction type in Table 26 is from Table C-6 in Appendix C of the Alpha Architecture
Handbook, Version 4. :
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Table 2—6 Instructions Retired Without Execution

Instruction Type Notes

INTA, INTL, INTM, INTS All with R31 as destination.

FLTI, FLTL, FLTV All with F31 as destination. MT_FPCR is not included
because it has no destination—it is never removed from the
pipeline.

LDQ_U All with R31 as destination.

MISC TRAPB and EXCB are always removed. Others are never
removed.

FLTS All (SQRT, ITOF) with F31 as destination.

2.6 Load Instructions to R31 and F31

This section describes how the 21264 A processes software-directed prefetch transac-
tions and load instructions with a destination of R31 and F31. '

Load operations to R31 and F31 may generate exceptions. These exceptions must be
“dismissed by PALcode.

2.6.1 Normal Prefetch: LDBU, LDF, LDG LDL, LDT, LDWU Instructions

The 21264 A processes these instructions as normal cache line prefetches. If the load
instruction hits the Dcache, the instruction is dismissed, otherwise the addressed cache
block is allocated into the Dcache.

2.6.2 Prefetch with Modify Intent: LDS Instruction

The 21264A processes an LDS instruction, with F31 as the destination, as a prefetch
with modify intent transaction (ReadBlkModSpec command). If the transaction hits a
dirty Dcache block, the instruction is dismissed. Otherwise, the addressed cache block
is allocated into the Dcache for write access, with its dirty and modified bits set.

2.6.3 Prefetch, Evict Next: LDQ Instruction

The 21264A processes this instruction like a normal prefetch transaction (ReadBlk Spec
command), with one exception——if the load misses the Dcache, the addressed cache
block is allocated into the Dcache, but the Dcache set allocation pointer is left pointing
to this block. The next miss to the same Dcache line will evict the block. For example,
this instruction might be used when software is reading an array that is known to fit in
the offchip Bcache, but will not fit into the onchip Dcache. In this case, the instruction
ensures that the hardware provides the desired prefetch function without displacing use-
ful cache blocks stored in the other set within the Dcache.

2.7 Special Cases of Alpha Instruction Execution

This section describes the mechanisms that the 21264A uses to process irregular
instructions in the Alpha instruction set, and cases in which the 21264 A processes
instructions in a non-intuitive way. :
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2.7.1 Load Hit Speculation

The latency of integer load instructions that hit in the Dcache is three cycles. Figure 2—-
9 shows the pipeline timing for these integer load instructions. In Figure 2-9:

Symbol Meaning
Q Issue queue

R Register file read
E Execute

D Dcache access

B Data bus active

Figure 2-9 Pipeline Timing for Integer Load Instructions

Hit

Cycle Number 1 2 3 4 CS 6 7 8
ILD Q R E D B
Instruction 1 Q R
Instruction 2 Q

FM-05814.A14

There are two cycles in which the IQ may speculatively issue instructions that use load
data before Dcache hit information is known. Any instructions that are issued by the IQ
within this 2-cycle speculative window are kept in the IQ with their requests inhibited
until the load instruction’s hit condition is known, even if they are not dependent on the
load operation. If the load instruction hits, then these instructions are removed from the
queue. If the load instruction misses, then the execution of these instructions is aborted
and the instructions are allowed to request service again.

For example, in Figure 2-9, instruction 1 and instruction 2 are issued within the specu-
lative window of the load instruction. If the load instruction hits, then both instructions
will be deleted from the queue by the start of cycle 7—one cycle later than normal for
instruction 1 and at the normal time for instruction 2. If the load instruction misses, both
instructions are aborted from the execution pipelines and may request service again in
cycle 6.

IQ-issued instructions are aborted if issued within the speculative window of an integer
load instruction that missed in the Dcache, even if they are not dependent on the load
data. However, if software misses are likely, the 21264A can still benefit from schedul-
ing the instruction stream for Dcache miss latency. The 21264A includes a saturating
counter that is incremented when load instructions hit and is decremented when load
instructions miss. When the upper bit of the counter equals zero, the integer load
latency is increased to five cycles and the speculative window is removed. The counter
is 4 bits wide and is incremented by 1 on a hit and is decremented by two on a miss.

Since load instructions to R31 do not produce a result, they do not create a speculative
window when they execute and, therefore, never waste IQ-issue cycles if they miss.
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Floating-point load instructions that hit in the Dcache have a latency of four cycles. Fig-
ure 2-10 shows the pipeline timing for floating-point load instructions. In Figure 2-10:

Symbol Meaning
Q Issue queue

R Register file read
E Execute

D Dcache access

B Data bus active

Figure 2-10 Pipeline Timing for Floating-Point Load Instructions

Hit
Cycle Number 1 2 3 4 (5 6 7 8
FLD Q R E D B
Instruction 1 Q
Instruction 2 Q

FM-05815.A54

The speculative window for floating-point load instructions is one cycle wide.
FQ-issued instructions that are issued within the speculative window of a floating-point
load instruction that has missed, are only aborted if they depend on the load being suc-
cessful.

For example, in Figure 2-10 instruction 1 is issued in the speculative window of the
load instruction.

If instruction 1 is not a user of the data returned by the load instruction, then it is
removed from the queue at its normal time (at the start of cycle 7).

If instruction 1 is dependent on the load instruction data and the load instruction hits,
instruction 1 is removed from the queue one cycle later (at the start of cycle 8). If the
load instruction misses, then instruction 1 is aborted from the Fbox pipeline and may
request service again in cycle 7.

2.7.2 Floating-Point Store Instructions

Floating-point store instructions are duplicated and loaded into both the 1Q and the FQ
from the mapper. Each IQ entry contains a control bit, fpWait, that when set prevents
that entry from asserting its requests. This bit s initially set for each floating-point store
instruction that enters the IQ, unless it was the target of a replay trap. The instruction’s
FQ clone is issued when its Ra register is about to become clean, resulting in its IQ
clone’s fpWait bit being cleared and allowing the IQ clone to issue and be executed by
the Mbox. This mechanism ensures that floating-point store instructions are always
issued to the Mbox, along with the associated data, without requiring the floating-point
register dirty bits to be available within the 1Q.
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2.7.3 CMOV Instruction

For the 21264A, the Alpha CMOYV instruction has three operands, and so presents a
special case. The required operation is to move either the value in register Rb or the
value from the old physical destination register into the new destination register, based
upon the value in Ra. Since neither the mapper nor the Ebox and Fbox data paths are
otherwise required to handle three operand instructions, the CMOV instruction is
decomposed by the Ibox pipeline into two 2-operand instructions:

The Alpha architecture instruction  CMOYV Ra, Rb= Rc¢
Becomes the 21264 A instructions CMOV1 Ra, oldRc = newRcl
CMOV2 newRcl1, Rb = newRc2

The first instruction, CMOV 1, tests the value of Ra and records the result of this test in
a 65th bit of its destination register, newRc1. It also copies the value of the old physical
destination register, oldRc, to newRc1.

The second instruction, CMOV?2, then copies either the value in newRc1 or the value in
Rb into a second physical destination register, newRc2, based on the CMOV predicate
bit stored in newRcl.

In summary, the original CMOV instruction is decomposed into two dependent instruc-
tions that each use a physical register from the free list.

To further simplify this operation, the two component instructions of a CMOYV instruc-
tion are driven through the mappers in successive cycles. Hence, if a fetch line contains
n CMOV instructions, it takes n+1 cycles to run that fetch line through the mappers.

For example, the following fetch line:
ADD CMOVx SUB CMOVy

Resuits in the following three map cycles:
ADD CMOVx1
CMOVx2 SUB CMOVyl
CMOVy2

The Ebox executes integer CMOYV instructions as two distinct 1-cycle latency opera-
tions. The Fbox add pipeline executes floating-point CMOYV instructions as two distinct
4-cycle latency operations.

2.8 Memory and I/O Address Space Instructions

This section provides an overview of the way the 21264A processes memory and /O
address space instructions.

The 21264A supports, and internally recognizes, a 44-bit physical address space that is
divided equally between memory address space and I/O address space. Memory
address space resides in the lower half of the physical address space (PA[43]=0)

and /O address space resides in the upper half of the physical address space
(PA[43]=1).
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The IQ can issue any combination of load and store instructions to the Mbox at the rate
of two per cycle. The two lower Ebox subclusters, LO and L1, generate the
48-bit effective virtual address for these instructions.

An instruction is defined to be newer than another instruction if it follows that instruc-
tion in program order and is older if it precedes that instruction in program order.

2.8.1 Memory Address Space Load Instructions

The Mbox begins execution of a load instruction by translating its virtual address to a
physical address using the DTB and by accessing the Dcache. The Dcache is virtually
indexed, allowing these two operations to be done in parallel. The Mbox puts informa-
tion about the load instruction, including its physical address, destination register, and
data format, into the LQ.

If the requested physical location is found in the Dcache (a hit), the data is formatted
and written into the appropriate integer or floating-point register. If the location is not in
the Dcache (a miss), the physical address is placed in the miss address file (MAF) for
processing by the Cbox. The MAF performs a merging function in which a new miss
address is compared to miss addresses already held in the MAF. If the new miss address
points to the same Dcache block as a miss address in the MAF, then the new miss
address is discarded.

When Dcache fill data is returned to the Dcache by the Cbox, the Mbox satisfies the
requesting load instructions in the LQ.

2.8.2 1/O Address Space Load Instructions

Because /O space load instructions may have side effects, they cannot be performed
speculatively. When the Mbox receives an I/O space load instruction, the Mbox places
the load instruction in the LQ, where it is held until it retires. The Mbox replays retired
I/O space load instructions from the LQ to the MAF in program order, at a rate of one
per GCLK cycle.

The Mbox allocates a new MAF entry to an /O load instruction and increases I/O band-
width by attempting to merge /O load instructions in a merge register. Table 2-7 shows
the rules for merging data. The columns represent the load instructions replayed to the
MAF while the rows represent the size of the load in the merge register.

Table 2~-7 Rules for VO Address Space Load Instruction Data Merging

Merge Register/

Replayed Instruction  Load Byte/Word Load Longword Load Quadword
Byte/Word No merge No merge No merge

Longword No merge Merge up to 32 bytes  No merge

Quadword No merge No merge Merge up to 64 bytes

In summary, Table 2—7 shows some of the following rules:

* Byte/word load instructions and different size load instructions are not allowed to
merge.

®* A stream of ascending non-overlapping, but not necessarily consecutive, longword
load instructions are allowed to merge into naturally aligned 32-byte blocks.
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® A stream of ascending non-overlapping, but not necessarily consecutive, quadword
load instructions are allowed to merge into naturally aligned 64-byte blocks.

® Merging of quadwords can be limited to naturally-aligned 32-byte blocks based on
the Cbox WRITE_ONCE chain 32_BYTE_IO field.

¢ To minimize latency the I/O register merge window is closed when a timer detects
no I/O load instruction activity for 14 cycles, or zero cycles if the last QW/LW of
the block is addressed.

After the Mbox I/O register has closed its merge window, the Cbox sends I/0O read
requests offchip in the order that they were received from the Mbox.

2.8.3 Memory Address Space Store Instructions

The Mbox begins execution of a store instruction by translating its virtual address to a
physical address using the DTB and by probing the Dcache. The Mbox puts informa-
tion about the store instruction, including its physical address, its data and the results of
the Dcache probe, into the store queue (SQ).

If the Mbox does not find the addressed location in the Dcache, it places the address
into the MAF for processing by the Cbox. If the Mbox finds the addressed location in a
Dcache block that is not dirty, then it places a ChangeToDirty request into the MAF.

A store instruction can write its data into the Dcache when it is retired, and when the
Dcache block containing its address is dirty and not shared. SQ entries that meet these
two conditions can be placed into the writeable state. These SQ entries are placed into
the writeable state in program order at a maximum rate of two entries per cycle. The
Mbox transfers writeable store queue entry data from the SQ to the Dcache in program
order at a maximum rate of two entries per cycle. Dcache lines associated with write-
able store queue entries are locked by the Mbox. System port probe commands cannot
evict these blocks until their associated writeable SQ entries have been transferred into
the Dcache. This restriction assists in STx_C instruction and Dcache ECC processing.

SQ entry data that has not been transferred to the Dcache may source data to newer load
instructions. The Mbox compares the virtual Dcache index bits of incoming load
instructions to queued SQ entries, and sources the data from the SQ, bypassing the
Dcache, when necessary.

2.8.4 1/0 Address Space Store Instructions

The Mbox begins processing /O space store instructions, like memory space store
instructions, by translating the virtual address and placing the state associated with the
store instruction into the SQ.

The Mbox replays retired /O space store entries from the SQ to the IOWB in prograrf]
order at a rate of one per GCLK cycle. The Mbox never allows queued I/O space store
instructions to source data to subsequent load instructions.
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The Cbox maximizes I/O bandwidth when it allocates a new IOWB entry to an /O
store instruction by attempting to merge /O load instructions in a merge register. Table
2-8 shows the rules for I/O space store instruction data merging. The columns represent
the load instructions replayed to the IOWB while the rows represent the size of the store
in the merge register.

Table 2-8 Rules for /O Address Space Store Instruction Data Merging

Merge Register/ Store

Replayed Instruction  Byte/Word Store Longword Store Quadword
Byte/Word No merge No merge No merge

Longword No merge Merge up to 32 bytes  No merge

Quadword No merge No merge Merge up to 64 bytes

Table 2—-8 shows some of the following rules:

* Byte/word store instructions and different size store instructions are not allowed to
merge.

* A stream of ascending non-overlapping, but not necessarily consecutive, longword
store instructions are allowed to merge into naturally aligned 32-byte blocks.

® A stream of ascending non-overlapping, but not necessarily consecutive, quadword
store instructions are allowed to merge into naturally aligned 64-byte blocks.

® Merging of quadwords can be limited to naturally-aligned 32-byte blocks based on
the Cbox WRITE_ONCE chain 32_BYTE_IO field.

* To minimize latency, the I/O register merge window is closed when a timer detects
no I/O load instruction activity for 1024 cycles. Issued MB, WMB,
and /O load instructions also close the merge window.

After the IOWB merge register has closed its merge window, the Cbox sends IO space
store requests offchip in the order that they were received from the Mbox.

2.9 MAF Memory Address Space Merging Rules

Because all memory transactions are to 64-byte blocks, efficiency is improved by merg-
ing several small data transactions into a single larger data transaction. Table 2-9 lists
the rules the 21264A uses when merging memory transactions into 64-byte naturally
aligned data block transactions. Rows represent the merged instruction in the MAF and
columns represent the new issued transaction.

Table 2-9 MAF Merging Rules

MAF/New LDx STx STx_C WHé64 ECB Istream

LDx Merge — — — —_ —

STx Merge Merge — — — —

STx_C — — Merge — — —_—
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Table 2-9 MAF Merging Rules (Continued)

MAF/New LDx STx STx_C WHé4 ECB Istream
WH64 — . —_ — Merge — —

ECB — — — — Merge —
Istream — — — — — Merge

In summary, Table 2-9 shows that only like instruction types, with the exception of
load instructions merging with store instructions, are merged.

2.10 Instruction Ordering

In the absence of explicit instruction ordering, such as with MB or WMB instructions,
the 21264A maintains a default instruction ordering relationship between pairs of load

‘and store instructions.

The 21264A maintains the default memory data instruction ordering as shown in
Table 2-10 (assume address X and address Y are different).

Table 2-10 Memory Reference Ordering

First Instruction In Pair

Second-Instruction In Pair

Reference Order

Load memory to address X
Load memory to address X
Store memory to address X
Store memory to address X
Load memory to address X
Load memory to address X
Store memory to address X

Store memory to address X

Load memory to address X
Load memory to address Y
Store memory to address X
Store memory to address Y
Store memory to address X
Store memory to address Y
Load memory to address X

Load memory to address Y

Maintained (litmus test 1)
Not maintained
Maintained

Maintained

Maintained

Not maintained
Maintained

Not maintained

The 21264A maintains the default IO instruction ordering as shown in Table 2-11
(assume address X and address Y are different).

Table 2-11 1/O Reference Ordering

First Instruction In Pair

Second Instruction In Pair

Reference Order

Load I/O to address X
Load I/O to address X
Store I/O to address X
Store 1/O to address X
Load I/O to address X
Load IO to address X
Store I/O to address X
Store 1/O to address X

Load I/O to address X
Load I/O to address Y
Store 1/O to address X
Store I/O to address Y
Store IO to address X
Store I/O to address Y
Load I/O to address X
Load VO to address Y

Maintained
Maintained
Maintained
Maintained
Maintained
Not maintained
Maintained

Not maintained
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2.11 Replay Traps

There are some situations in which a load or store instruction cannot be executed due to
a condition that occurs after that instruction issues from the IQ or FQ. The instruction is
aborted (along with all newer instructions) and restarted from the fetch stage of the
pipeline. This mechanism is called a replay trap.

2.11.1 Mbox Order Traps

Load and store instructions may be issued from the IQ in a different order than they
were fetched from the Icache, while the architecture dictates that Dstream memory
transactions to the same physical bytes must be completed in order. Usually, the Mbox
manages the memory reference stream by itself to achieve architecturally correct
behavior, but the two cases in which the Mbox uses replay traps to manage the memory
stream are load-load and store-load order traps.

2.11.1.1 Load-Load Order Trap

The Mbox ensures that load instructions that read the same physical byte(s) ultimately
issue in correct order by using the load-load order trap. The Mbox compares the
address of each load instruction, as it is issued, to the address of all load instructions in
the load queue. If the Mbox finds a newer load instruction in the load queue, it invokes
a load-load order trap on the newer instruction. This is a replay trap that aborts the tar-
get of the trap and all newer instructions from the machine and refetches instructions
starting at the target of the trap.

2.11.1.2 Store-Load Order Trap

The Mbox ensures that a load instruction ultimately issues after an older store instruc-

tion that writes some portion of its memory operand by using the store-load order trap.
The Mbox compares the address of each store instruction, as it is issued, to the address
of all load instructions in the load queue. If the Mbox finds a newer load instruction in
the load queue, it invokes a store-load order trap on the load instruction. This is a replay
trap. It functions like the load-load order trap.

The Ibox contains extra hardware to reduce the frequency of the store-load trap. There
is a 1-bit by 1024-entry VPC-indexed table in the Ibox called the stWait table. When an
Icache instruction is fetched, the associated stWait table entry is fetched along with the
Icache instruction. The stWait table produces 1 bit for each instruction accessed from
the Icache. When a load instruction gets a store-load order replay trap, its associated bit
in the stWait table is set during the cycle that the load is refetched. Hence, the trapping
load instruction’s stWait bit will be set the next time it is fetched.

The IQ will not issue load instructions whose stWait bit is set while there are older unis-
sued store instructions in the queue. A load instruction whose stWait bit is set can be
issued the cycle immediately after the last older store instruction is issued from the
queue. All the bits in the stWait table are unconditionally cleared every 16384 cycles, or
every 65536 cycles if I_CTL[ST_WAIT_64K] is set.
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2.11.2 Other Mbox Replay Traps

The Mbox also uses replay traps to control the flow of the load queue and store queue,
and to ensure that there are never multiple outstanding misses to different physical

addresses that map to the same Dcache or Bcache line. Unlike the order traps, however,
these replay traps are invoked on the incoming instruction that triggered the condition.

2.12 1/0 Write Buffer and the WMB Instruction

The I/O write buffer IOWB) consists of four 64-byte entries with the associated
address and control logic used to buffer I/O write data between the store queue (SQ)
- and the system port.

2.12.1 Memory Barrier (MB/WMB/TB Fill Flow)

The Cbox CSR SYSBUS_MB_ENABLE bit determines if MB instructions produce
external system port transactions. When the SYSBUS_MB_ENABLE bit equals O, the
Cbox CSR MB_CNT([3:0] field contains the number of pending uncommitted transac-
tions. The counter will increment for each of the following commands:

* RdBIk, RdBlkMod, RdBIkI

® RdBIkSpec (valid), RdBIkModSpec (valid), RdBlkSpecI (valid)
* RdBIkVic, RdBlkModVic, RdBIkVicl

® (CleanToDirty, SharedToDirty, STChangeToDirty, InvalToDirty
* FetchBIk, FetchBlkSpec (valid), Evict

¢ RdByte, RdLw, RdQw, WrByte, WrLW, WrQW

The counter is decremented with the C (commit) bit in the Probe and SysDc commands
(see Section 4.7.7). Systems can assert the C bit in the SysDc fill response to the com-
mands that originally incremented the counter, or attached to the last probe seen by that
command when it reached the system serialization point. If the number of uncommitted
transactions reaches 15 (saturating the counter), the Cbox will stall MAF and IOWB
processing until at least one of the pending transactions has been committed. Probe pro-
cessing is not interrupted by the state of this counter.

2.12.1.1 MB Instruction Processing

When an MB instruction is fetched in the predicted instruction execution path, it stalls
in the map stage of the pipeline. This also stalls all instructions after the MB, and con-
trol of instruction flow is based upon the value in Cbox CSR SYSBUS_MB_ENABLE

as follows:

* If Cbox CSR SYSBUS_MB_ENABLE is clear, the Cbox waits until the IQ is
empty and then performs the following actions:

Sends all pending MAF and IOWB entries to the system port.

b. Monitors Cbox CSR MB_CNT[3£O], a 4-bit counter of outstanding committed
events. When the counter decrements from one to zero, the Cbox marks the
youngest probe queue entry.

c.  Waits until the MAF contains no more Dstream references and the SQ, L.Q, and
IOWB are empty.
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When all of the above have occurred and a probe response has been sent to the sys-
tem for the marked probe queue entry, instruction execution continues with the
instruction after the MB.

If Cbox CSR SYSBUS_MB_ENABLE is set, the Cbox waits until the IQ is empty
and then performs the following actions:

a. Sends all pending MAF and IOWB entries to the system port
b. Sends the MB command to the system port

c. Waits until the MB command is acknowledged, then marks the youngest entry
in the probe queue

d. Waits until the MAF contains no more Dstream references and the SQ, LQ, and
IOWB are empty

When all of the above have occurred and a probe response has been sent to the sys-
tem for the marked probe queue entry, instruction execution continues with the
instruction after the MB.

Because the MB instruction is executed speculatively, MB processing can begin
and the original MB can be killed. In the internal acknowledge case, the MB may
have already been sent to the system interface, and the system is still expected to
respond to the MB.

2.12.1.2 WMB Instruction Processing

Write memory barrier (WMB) instructions are issued into the Mbox store-queue, where
they wait until they are retired and all prior store instructions become writeable. The
Mbox then stalls the writeable pointer and informs the Cbox. The Cbox closes the
IOWB merge register and responds in one of the following two ways:

If Cbox CSR SYSBUS_MB_ENABLE is clear, the Cbox performs the following
actions: :

Stalls further MAF and IOWB processing.

Monitors Cbox CSR MB_CNT[3:0], a 4-bit counter of outstanding committed
events. When the counter decrements from one to zero, the Cbox marks the
youngest probe queue entry.

c. When a probe response has been sent to the system for the marked probe queue
entry, the Cbox considers the WMB to be satisfied.

If Cbox CSR SYSBUS_MB_ENABLE is set, the Cbox performs the following
actions:

a. Stalls further MAF and IOWB processing.
Sends the MB command to the system port.

c. Waits until the MB command is acknowledged by the system with a SysDc
MBDone command, then sends acknowledge and marks the youngest entry in
the probe queue.

d. When a probe response has been sent to the system for the marked probe queue
entry, the Cbox considers the WMB to be satisfied.
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and the WMB Instruction

2.12.1.3 TB Fill Flow

Load instructions (HW_LDs) to a virtual page table entry (VPTE) are processed by the
21264A to avoid litmus test problems associated with the ordering of memory transac-
tions from another processor against loading of a page table entry and the subsequent
virtual-mode load from this processor.

Con

sider the sequence shown in Table 2-12. The data could be in the Bcache. Pj should

fetch datai if it is using PTEi.

Table 2-12 TB Fill Flow Example Sequence 1
Pi Pj
Write Datai Load/Store datai
MB <TB miss>
Write PTEi Load-PTE
<write TB>

Load/Store (restart)

Also consider the related sequence shown in Table 2—-13. In this case, the data could be
cached in the Bcache; Pj should fetch datai if it is using PTEi.

Table 2-13 TB Fill Flow Example Sequence 2
Pi Pj
Write Datai Istream read datai
MB <TB miss>
Write PTEi Load-PTE
<write TB>
Istream read (restart) - will miss the Icache
The 21264A processes Dstream loads to the PTE by injecting, in hardware, some mem-

ory barrier processing between the PTE transaction and any subsequent load or store
instruction. This is accomplished by the following mechanism:

1.
2.

2-34 Internal Archi

The integer queue issues a HW_LD instruction with VPTE.

The integer queue issues a HW_MTPR instruction with a DTB_PTEQO, that is data-
dependent on the HW_LD instruction with a VPTE, and is required in order to fill
the DTBs. The HW_MTPR instruction, when queued, sets IPR scoreboard bits [4]
and [0].

When a HW_MTPR instruction with a DTB_PTEQ is issued, the Ibox signals the
Cbox indicating that a HW_LD instruction with a VPTE has been processed. This
causes the Cbox to begin processing the MB instruction. The Ibox prevents any
subsequent memory operations being issued by not clearing the IPR scoreboard bit
[0]. IPR scoreboard bit [0] is one of the scoreboard bits associated with the
HW_MTPR instruction with DTB_PTEO.

When the Cbox completes processing the MB instruction (using one of the above
sequences, depending upon the state of SYSBUS_MB_ENABLE), the Cbox sig-
nals the Ibox to clear IPR scoreboard bit [0].

: Compaq Confidential
tecture 21264A Revision 1.1 — Subject To Change



Performance Measurement Support—Performance Counters

The 21264A uses a similar mechanism to processes Istream TB misses and fills to the
PTE for the Istream.

1. The integer queue issues a HW_LD instruction with VPTE.

2. ThelQ issues a HW_MTPR instruction with an ITB_PTE that is data-dependent
upon the HW_LD instruction with VPTE. This is required in order to fill the ITB.
The HW_MTPR instruction, when queued, sets IPR scoreboard bits [4] and [0].

3. The Cbox issues a HW_MTPR instruction for the ITB_PTE and signals the Ibox
that a HW_LD/VPTE instruction has been processed, causing the Cbox to start pro-
cessing the MB instruction. The Mbox stalls Ibox fetching from when the HW_LD/
VPTE instruction finishes until the probe queue is drained.

4. When the 21264A is finished (SYS_MB selects one of the above sequences), the
Cbox directs the Ibox to clear IPR scoreboard bit [0]. Also, the Mbox directs the
Ibox to start prefetching.

Inserting MB instruction processing within the TB fill flow is only required for multi-
processor systems. Uniprocessor systems can disable MB instruction processing by
deasserting Ibox CSR I_CTL[TB_MB_EN].

2.13 Performance Measurement Support—Performance Counters

The 21264 A provides hardware support for two methods of obtaining program perfor-
mance feedback information. The two methods do not require program modification.
The first method offers similar capabilities to earlier microprocessor performance
counters. The second method supports the new ProfileMe way of statistically sampling
individual instructions during program execution to develop a model of program execu-
tion. Both methods use the same hardware registers.

See Section 6.10 for information about counter control.

2.14 Floating-Point Control Register

The floating-point control register (FPCR) is shown in Figure 2-11.
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Figure 2-11 Floating-Point Control Register
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The floating-point control register ﬁelds are described in Table 2-14.

Table 2-14 Floating-Point Control Register Fields

Name Extent Type Description
SUM [63] RW Summary bit. Records bit-wise OR of FPCR exception bits.
INED [62] RW Inexact Disable. If this bit is set and a floating-point instruction which enables

trapping on inexact results generates an inexact value, the result is placed in the
destination register and the trap is suppressed.

UNFD [61] RW Underflow Disable. The 21264A hardware cannot generate IEEE compliant
denormal results. UNFD is used in conjunction with UNDZ as follows:

UNFD UNDZ  Result

0 X Underflow trap.
1 0 Trap to supply a possible denormal result.
1 1 Underflow trap suppressed. Destination is written with a

true zero (+0.0).

UNDZ [601] RW Underflow to zero. When UNDZ is set together with UNFD, underflow traps
are disabled and the 21264 A places a true zero in the destination register. See
UNFD, above. :
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Table 2-14 Floating-Point Control Register Fields (Continued)

Name

Extent Type

Description

DYN

IOV

INE

OVF
DZE
INV

OVFD
DZED

INVD

DNZ

Reserved

[59:58] RW

(571

(561

[55]

[54]

(53]

[52]

1]

[50]

[49]

(48]

RW

RW

RW

RW

RW

RW

RW

RW

RW

RW

@0t —

Dynamic rounding mode. Indicates the rounding mode to be used by an IEEE
floating-point instruction when the instruction specifies dynamic rounding
mode:

Bits Meaning

00 Chopped

01 Minus infinity
10 Normal

11 Plus infinity

Integer overflow. An integer arithmetic operation or a conversion from float-
ing-point to integer overflowed the destination precision.

Inexact result. A floating-point arithmetic or conversion operation gave a result
that differed from the mathematically exact result.

Underflow. A floating-point arithmetic or conversion operation gave a result
that underflowed the destination exponent.

Overflow. A floating-point arithmetic or conversion operation gave a result that
overflowed the destination exponent.

Divide by zero. An attempt was made to perform a floating-point divide with a
divisor of zero.

Invalid operation. An attempt was made to perform a floating-point arithmetic
operation and one or more of its operand values were illegal..

Overflow disable. If this bit is set and a floating-point arithmetic operation gen-
erates an overflow condition, then the appropriate IEEE nontrapping result is
placed in the destination register and the trap is suppressed.

Division by zero disable. If this bit is set and a floating-point divide by zero is
detected, the appropriate IEEE nontrapping result is placed in the destination
register and the trap is suppressed.

Invalid operation disable. If this bit is set and a floating-point operate generates
an invalid operation condition and 21264 A is capable of producing the correct
IEEE nontrapping result, that result is placed in the destination register and the
trap is suppressed.

Denormal operands to zero. If this bit is set, treat all Denormal
operands as a signed zero value with the same sign as the Denormal operand.

! Alpha architecture FPCR bit 47 (DNOD) is not irﬁplemented by the 21264A.

2.15 AMASK and IMPLVER Instruction Values

The AMASK and IMPLVER instructions return processor type and supported architec-
ture extensions, respectively.

21264A Revision 1.1 - Subject To Change
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Design Examples

2.15.1 AMASK

The 21264 A returns the AMASK instruction values provided in Table 2-15. The
I_CTL register reports the 21264 A pass level (see I_CTL[CHIP_ID], Section 5.2.15).

Table 2-15 21264A AMASK Values
21264A Pass Level AMASK Value Returned
See I_CTL[CHIP_ID], Table 5-11 307,46

The AMASK bit definitions provided in Table 215 are defined in Table 2-16.

Table 2-16 AMASK Bit Assignments
Bit Meaning

0 Support for the byte/word extension (BWX)
The instructions that comprise the BWX extension are LDBU, LDWU, SEXTB,
SEXTW, STB, and STW.

1 Support for the square-root and floating-point convert extension (FIX)
The instructions that comprise the FIX extension are FTOIS, FTOIT, ITOFF, ITOFS,
ITOFT, SQRTF, SQRTG, SQRTS, and SQRTT.

2 Support for the count extension (CIX)
The instructions that comprise the CIX extension are CTLZ, CTPOP, and CTTZ.

8 Support for the multimedia extension (MVI)
The instructions that comprise the MVI extension are MAXSB8, MAXSW4,
MAXUBS, MAXUW4, MINSB8, MINSW4, MINUBS§, MINUW4, PERR, PKLB,
PKWB, UNPKBL, and UNPKBW.

9 Support for precise arithmetic trap reporting in hardware. The trap PC is the same as
the instruction PC after the trapping instruction is executed. :

2.15.2 IMPLVER
For the 21264A, the IMPLVER instruction returns the value 2.

2.16 Design Examples

The 21264 A can be designed into many different uniprocessor and multiprocessor sys-
tem configurations. Figures 2-12 and 2-13 illustrate two possible configurations.
These configurations employ additional system/memory controller chipsets.

Figure 2-12 shows a typical uniprocessor system with a second-level cache. This sys-
tem configuration could be used in standalone or networked workstations.
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Figure 2-12 Typical Uniprocessor Configuration
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Figure 2—13 shows a typical multiprocessor system, each processor with a second-level
cache. Each interface controller must employ a duplicate tag store to maintain cache
coherency. This system configuration could be used in a networked database server
application.

Figure 2-13 Typical Muitiprocessor Configuration
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3

Hardware Interface

This chapter contains the 21264 A microprocessor logic symbol and provides informa-
tion about signal names, their function, and their location. This chapter also describes
the mechanical specifications of the 21264A. It is organized as follows:

The 21264A logic symbol

The 21264A signal names and functions

Lists of the signal pins, sorted by name and PGA location
The specifications for the 21264A mechanical package
The top and bottom views of the 21264A pinouts

3.1 21264A Microprocessor Logic Symbol

Figure 3-1 show the logic symbol for the 21264 A chip.
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21264A Microprocessor Logic Symbol

Figure 3-1 21264A Microprocessor Logic Symbol
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21264A Signal Names and Functions

3.2 21264A Signal Names and Functions

Table 3-1 defines the 21264A signal types referred to in this section.

Table 3—1 Signal Pin Types Definitions

Signal Type Definition

Inputs

I_ DC_REF Input DC reference pin

I_DA Input differential amplifier receiver
I_DA_CLK Input clock pin

Outputs

0_0OD Open drain output driver
0O_OD_TP Open drain driver for test pins
O_PP Push/pull output driver
O_PP_CLK Push/pull output clock driver

Bidirectional

B_DA_OD Bidirectional differential amplifier receiver with open drain output
B_DA_PP Bidirectional differential amplifier receiver with push/pull output
Other

Spare Reserved to COMPAQ!

NoConnect No connection — Do not connect to these pins for any revision of the

21264 A. These pins must float.

1

All Spare connections are Reserved to COMPAQ to maintain compatibility between

passes of the chip. Designers should not use these pins.

Table 3-2 lists all signal pins in alphabetic order and provides a full functional descrip-
tion of the pins. Table 3—4 lists the signal pins and their corresponding pin grid array
(PGA) locations in alphabetic order for the signal type. Table 3-5 lists the pin grid array
locations in alphabetical order.

Table 3-2 21264A Signal Descriptions

Signal Type Count Description

BcAdd_H[23:4] O_PP 20 These signals provide the index to the Bcache.

BcCheck_H[15:0] B_DA_PP 16 ECC check bits for BcData_H[127:0].

BceData_H[127:0] B_DA_PP 128 Bcache data signals.

BcDataInClk_H[7:0] 1_DA 8 Bcache data input clocks. These clocks are used with high
speed SDRAMs, such as DDRs, that provide a clock-out with
data-output pins to optimize Bcache read bandwidths. The
21264A internally synchronizes the data to its logic with clock
forward receive circuits similar to the system interface.

BcDataOE_L O_PP 1 Bcache data output enable. The 21264A asserts this signal dur-

21264A Revision 1.1 — Subject To Change

ing Bcache read operations.
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21264A Signal Names and Functions

Table 3-2 21264A Signal Descriptions (Continued)

Signal Type Count Description
BcDataOutClk_H[3:0] O_PP 8 Bcache data output clocks. These free-running clocks are dif-
BcDataOutClk_L[3:0] ferential copies of the Bcache clock and are derived from the

21264A GCLK. Their period is a muitiple of the GCLK and is
fixed for all operations. They can be configured so that their
rising edge lags BcAdd_H{23:4] by 0 to 2 GCLK cycles. The
21264 A synchronizes tag output information with these clocks.

BcDataWr_L O_PP 1 Bcache data write enable. The 21264A asserts this signal when
writing data to the Bcache data arrays.

BcLoad_L ' O_PP 1 Bcache burst enable.

BcTag _H[42:20] B_DA_PP 23 Bcache tag bits.

BcTagDirty_H B_DA_PP 1 Tag dirty state bit. During cache write operations, the 21264A
will assert this signal if the Bcache data has been modified.

BcTagInClk_H I_DA 1 Bcache tag input clock. The 21264A uses this input clock to

latch the tag information on Bcache read operations. This clock
is used with high-speed SDRAMs, such as DDRs, that provide
a clock-out with data-output pins to optimize Bcache read
bandwidths. The 21264 A internally synchronizes the data to its
logic with clock forward receive circuits similar to the system

interface.

BcTagOE_L O_PP 1 Bcache tag output enable. This signal is asserted by the
21264 A for Bcache read operations.

BcTagOutClk_H O_PP 2 Bcache tag output clock. These clocks “‘echo” the clock-for-

BcTagOutClk_L warded BeDataOutClk_x{3:0] clocks.

BcTagParity_H B_DA_PP 1 Tag parity state bit.

BcTagShared_H B_DA_PP 1 Tag shared state bit. The 21264A will write a | on this signal
line if another agent has a copy of the cache line.

BcTagValid_H B_DA_PP 1 Tag valid state bit. If set, this line indicates that the cache line
is valid.

BcTagWr_L O_PP 1 Tag RAM write enable. The 21264A asserts this signal when
writing a tag to the Bcache tag arrays.

BcVref 1. DC_REF 1 Bcache tag reference voltage.

ClkFwdRst_H 1_DA 1 Systems assert this synchronous signal to wake up a powered-

down 21264A. The CIkFwdRst_H signal is clocked into a
21264A register by the captured FrameClk_x signals. Sys-
tems must ensure that the timing of this signal meets 21264A
requirements (see Section 4.7.2).

ClkIn_H I_.DA_CLK 2 Differential input signals provided by the system.
ClkIn_L )
DCOK_H I_DA 1 dc voltage OK. Must be deasserted until dc voltage reaches
proper operating level. After that, DCOK_H is asserted.
EV6CIk_H O_PP_CLK 2 Provides an external test point to measure phase alignment of
EV6CIk_L the PLL.
Compaq Confidential
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21264A Signal Names and Functions

Table 3-2 21264A Signal Descriptions (Continued)

Signal Type Count Description

FrameClk_H I.DA_CLK 2 A skew-controlled differential 50% duty cycle copy of the sys-

FrameClk_L tem clock. It is used by the 21264 A as a reference, or framing,
clock.

IRQ_HJ5:0] I_DA 6 These six interrupt signal lines may be asserted by the system.
The response of the 21264A is determined by the system soft-
ware.

MiscVref I.DC_REF 1 Voltage reference for the miscellaneous pins

(see Table 3-3).

PliBypass_H I_DA 1 When asserted, this signal will cause the two input clocks
(ClkIn_x) to be applied to the 21264A internal circuits, instead
of the 21264A global clock (GCLK).

PLL_VDD 33V 1 3.3-V dedicated power supply for the 21264A PLL.

Reset_L I_DA 1 System reset. This signal protects the 21264A from damage
during initial power-up. It must be asserted until DCOK_H is
asserted. After that, it is deasserted and the 21264 A begins its
reset sequence.

SromClk_H O OD_TP 1 Serial ROM clock. Supplies the clock that causes the SROM to
advance to the next bit. The cycle time for this clock is 256
times the cycle time of the GCLK (internal 21264A clock).

SromData_H I_DA 1 Serial ROM data. Input data line from the SROM.

SromOE_L O_OD_TP 1 Serial ROM enable. Supplies the output enable to the SROM.

SysAddIn_L[14:0] I_DA 15 Time-multiplexed command/address/ID/Ack from system to

. the 21264A.

SysAddInClk_L I_DA 1 Single-ended forwarded clock from system for -
SysAddIn_L[14:0] and SysFill Valid_L.

SysAddOut_L[14:0] 0_0D 15 Time-multiplexed command/address/ID/mask from the
21264A to the system bus.

SysAddOutClk_L 0_OD 1 Single-ended forwarded clock output for
SysAddOut_L[14:0].

SysCheck_L[7:0] B_DA_OD 8 Quadword ECC check bits for SysData_L.{63:0].

SysData_L[63:0] B_DA_OD 64 Data bus for memory and /O data.

SysDatalnClk_H[7:0] I_DA 8 Single-ended systemn-generated clocks for clock forwarded
input system data.

SysDatalnValid_L 1.DA 1 When asserted, marks a valid data cycle for data transfers to
the 21264A.

SysDataOutCik_L[7:0) O_OD 8 Single-ended 21264 A-generated clocks for clock forwarded
output system data.

SysDataOutValid_L I_DA 1 When asserted, marks a valid data cycle for data transfers from
the 21264A.

SysFillValid_L I_.DA 1 When asserted, this bit indicates validation for the cache fill

delivered in the previous system SysDc command.

SysVref I DC_REF 1 System interface reference voltage.
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Table 3-2 21264A Signal Descriptions (Continued)

Signal Type Count Description

Tck_H 1_DA 1 IEEE 1149.1 test clock.

Tdi_H 1_DA 1 IEEE 1149.1 test data-in signal.

Tdo_H O OD_TP 1 IEEE 1149.1 test data-out signal.

TestStat_H O_0OD_TP 1 Test status pin. System reset drives the test status pin low.
The TestStat_H pin is forced high at the start of the Icache
BiST. If the Icache BiST passes, the pin is deasserted at the end
of the BiST operation; otherwise, it remains high.
The 21264A generates a timeout reset signal if an instruction is
not retired within one billion cycles.
The 21264A signals the timeout reset event by outputting a 256
GCLK cycle wide pulse on TestStat_H.

Tms_H I_DA 1 IEEE 1149.1 test mode select signal.

Trst_L I_DA 1 IEEE 1149.1 test access port (TAP) reset signal.

Table 3-3 lists signals by function and provides an abbreviated description.

Table 3-3 21264A Signal Descriptions by Function

Signal Type Count Description
BcVref Domain
BcAdd_H[23:4] O_PP 20 Bcache index.
BcCheck_H[15:0] B_DA_PP 16 ECC check bits for BcData_H[127:0].
BcData__H[127:0] B_DA_PP 128 Bcache data.
BcDataInClk_H[7:0] [_DA 8 Bcache data input clocks.
BcDataOE_L O_PP 1 Bcache data output enable.
BeDataOutClk_H[3:0] O_PP 8 Bcache data output clocks.
BcDataOutClk_L[3:0] ‘
BcDataWr_L O_PP 1 Bcache data write enable.
BcLoad_L O_PP 1 Bcache burst enable.
BcTag_H([42:20] B_DA_PP 23 Bcache tag bits.
BcTagDirty_H B_DA_PP 1 Tag dirty state bit.
BcTagInClk_H I_DA 1 Bcache tag input clock.
BcTagOE_L O_PP 1 Bcache tag output enable.
BcTagOutClk_H O_PP 2 Bcache tag output clocks.
BcTagOutCIk_L
BcTagParity_H B_DA_PP 1 Tag parity state bit.
BcTagShared_H B_DA_PP 1 Tag shared state bit.
BcTagValid_H B_DA_PP 1 Tag valid state bit.
BcTagWr_L O_PP 1 Tag RAM write enable.
BcVref I_.DC_REF 1 Tag data input reference voltage.
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21264A Signal Names and Functions

Table 3-3 21264A Signal Descriptions by Function (Continued)

Signal Type Count Description

SysVref Domain

SysAddIn_L[14:0] I_DA 15 Time-multiplexed SysAddlIn, system-to-21264A.

SysAddInClk_L I_DA 1 Single-ended forwarded clock from system for
SysAddIn_L[14:0] and SysFillValid_L.

SysAddOut_L[14:0] 0_0D 15 Time-multinlexed SvsAddOut, 21264A-to-system.

SysAddOutClk_L 0O_OD 1 Single-ended forwarded-clock.

SysCheck_L[7:0] B_DA_OD 8 Quadword ECC check bits for SysData_L[63:0].

SysData_1.[63:0] B_DA_OD 64 Data bus for memory and /O data.

SysDataInClk_H[7:0] I_DA 8 Single-ended system-generated clocks for clock forwarded
input system data.

SysDatalnValid_L I_DA 1 When asserted, marks a valid data cycle for data transfers to
the 21264A.

SysDataOutClk_L[7:0] O_OD 8 Single-ended 21264 A-generated clocks for clock forwarded .
output system data. .

SysDataOutValid_L I_DA 1 When asserted, marks a valid data cycle for data transfers
from the 21264A.

SysFillValid_L I_DA 1 Validation for fill given in previous SysDC command.

SysVref I_.DC_REF 1 System interface reference voltage.

Clocks and PLL

CikIn_H I_.DA_CLK 2 Differential input signals provided by the system.

ClkIn_L

EV6Clk_H O_PP_CLK 2 Provides an external test point to measure phase alignment of

EV6CIk_L the PLL.

FrameClk_H I DA_CLK 2 A skew-controlled differential 50% duty cycle copy of the

FrameClk_L system clock. It is used by the 21264 A as areference, or fram-
ing, clock.

PLL_VDD 33V 1 3.3-V dedicated power supply for the 21264A PLL.

MiscVref Domain

ClkFwdRst_H I_DA 1 Systems assert this synchronous signal to wake up a powered-
down 21264 A. The ClkFwdRst_H signal is clocked into a
21264A register by the captured FrameClk_x signals.

DCOK_H I_DA 1 dc voltage OK. Must be deasserted until dc voltage reaches
proper operating level. After that, DCOK_H is asserted.

IRQ_H(5:0] 1_DA 6 These six interrupt signal lines may be asserted by the system.

Misc Vref I_.DC_REF 1 Reference voltage for miscellaneous pins.

PliBypass_H I_DA 1 When asserted, this signal will cause the input clocks
(ClkIn_x) to be applied to the 21264A internal circuits,
instead of the 21264A’s global clock (GCLK).
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Pin Assignments

Table 3-3 21264A Signal Descriptions by Function (Continued)

Signal Type Count Description

Reset_L I_DA 1 System reset. This signal protects the 21264A from damage
during initial power-up. It must be asserted until DCOK_H is
asserted. After that, it is deasserteq and the 21264 A begins its
reset sequence.

SromClk_H O_OD_TP 1 Serial ROM clock.

SromData_H I_DA 1 Serial ROM data.

SromOE_L O_OD_TP 1 Serial ROM enable.

Tck_H 1_DA 1 IEEE 1149.1 test clock.

Tdi_H I_DA 1 IEEE 1149.1 test data-in signal.

Tdo_H O_OD_TP 1 IEEE 1149.1 test data-out signal.

TestStat_H O_OD_TP 1 Test status pin.

Tms_H I_DA‘ 1 ‘ IEEE 1149.1 test mode select signal.

Trst_L I_DA 1 IEEE 1149.1 test access port (TAP) reset signal.

3.3 Pin Assignments

The 21264 A package has 587 pins aligned in a pin grid array (PGA) design. There are
380 functional signal pins, 1 dedicated 3.3-V pin for the PLL, 112 ground VSS pins,
and 94 VDD pins. Table 34 lists the signal pins and their corresponding pin grid array
(PGA) locations in alphabetical order for the signal type. Table 3-5 lists the pin grid
array locations in alphabetical order

Table 3—4 Pin List Sorted by Signal Name

Signal Name PGA Location Signal Name PGA Location Signal Name PGA Location
BcAdd_H_10 B30 BcAdd_H_11 D30 BcAdd_H_12 C31
BcAdd_H_13 H28 BcAdd_H_14 G29 | BcAdd_H_15 A33
BcAdd_H_16 E31 BcAdd_H_17 D32 BcAdd_H_18 B34
BcAdd_H_19 A35 " BcAdd_H_20 B36 BcAdd_H_21 _H30
BcAdd_H_22 C35 BcAdd_H_23 E33 BcAdd_H_4 B28
BcAdd_H_S E27 BcAdd_H_é6 A29 BcAdd_H_7 G27
BcAdd_H_8 C29 BcAdd_H_9 F28 BcCheck_H_0 F2
BcCheck_H_1 AB4 BcCheck_H_10 AWI1 BcCheck_H_11 BD10
BcCheck_H_12 E45 BcCheck_H_13 AC45 BcCheck_H_14 AT44
BcCheck_H_15 BB36 BcCheck_H_2 AT2 BcCheck_H_3 BC11
BcCheck_H_4 M38 BcCheck_H_S AB42 BcCheck_H_6 AU43
BcCheck_H_7 BC37 BcCheck_H_8 M8 BcCheck_H 9 AA3
BcData_H_0 B10 BcData_ H 1 D10 BcData_H_10 L3
BcData_H_100 D42 BceData_H_101 D44 BcData_H_102 H40
BcData_H_103 H42 BcData_H_104 G45 BcData_H_105 L43
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Table 3—4 Pin List Sorted by Signal Name (Continued)

Pin Assignments

Signal Name PGA Location Signal Name PGA Location Signal Name PGALocation
BcData_H_106 L45 BcData_H_107 N45 BcData_H_108 T44
BcData_H_109 u4s BcData_H_11 M2 BcData_H_110 w45
BcData_H_111 AA43 BcData_H_112 AC43 BcData_H_113 AD44
BcData_H_114 AEA41 BcData_H_115 AG45 BcData_H_116 AK44
BcData_H_117 ALA43 BcData_H_118 AM42 BcData_H_119 AR45
BcData_H_12 T2 BcData_H_120 AP40 BcData_H_121 BA45
BcData_H_122 AV42 BcData_H_123 BB44 BcData_H_124 BB42
BcData_H_125 BC41 BcData_H_126 BA37 BcData_H_127 BD40
BcData_H_13 Ul BcData_H_14 V2 BcData_H_15 Y4
BcData_H_16 ACl1 BcData_H_17 AD2 BcData_H_18 AE3
BcData_H_19 AGl1 BcData_H_2 AS BcData_H_20 AK2
BcData_H_21 AL3 BcData_H_22 AR1 BcData_H_23 AP2
BcData_H_24 AY2 BcData_H_25 BB2 BcData_H_26 AWS
BcData_H_27 BB4 BcData_H_28 BBS8 BcData_H_29 BES
BcData_H_3 Cs5 BcData_H_30 BB10 " BcData_H_31 BE7
BcData_H_32 G33 BcData_H_33 C37 BcData_H_34 B40
BcData_H_35 C4a1 BcData_H_36 C43 BeData_H_37 E43
BcData_H_38 G41 BcData_H_39 Fa4 BcData_H_4 C3
BcData_H_40 K44 BcData_H_41 N41 BcData_H_42 M44
BcData_H_43 P42 BcData_H_44 U43 BcData_H_45 Va4
BcData_H_46 Y42 BcData_H_47 AB44 BcData_H_48 AD42
BcData_H_49 AEA43 BcData_H_S E3 BcData_H_50 AF42
BcData_H_S1 AJ4s BcData_H_52 AK42 BcData_H_53 AN45
BcData_H_54 AP44 BcData_H_55 AN4] BcData_H_56 AW45
BceData_H_S7 AU41 BcData_H_58 AY44 BcData_H_59 BA43
BceData_H_6 H6 BcData_H_60 BC43 BcData_H_61 BD42
BcData_H_62 BB38 BcData_H_63 BEA41 BcData_H_64 C11
BcData_H_65 A7 BcData_H_66 C9 BcData_H_67 B6
BcData_H_68 B4 BcData_H_69 D4 BcData_H_7 El
BcData_H_70 G5 BcData_H_71 D2 BcData_H_72 H4
BcData_H_73 Gl BcData_H_74 NS BcData_H_75 L1
BcData_H_76 N1 BcData_H_77 u3 BcData_H_78 W5
BcData_H_79 w1 BcData_H_8 13 BcData_H_80 AB2
BcData_H_81 AC3 BcData_H_82 AD4 BcData_H_83 AF4
Bcﬁata_H_S4 Al3 BcData_H_85 AK4 BcData_H_86 AN1
BcData_H_87 AM4 BcData_H_88 AUS BcData_H_89 BAl
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Pin Assignments

Table 3—-4 Pin List Sorted by Signal Name (Continued)

Signal Name PGA Location Signal Name PGA Location Signal Name PGA Location
BcData_H_9 K2 BcData_H_90 BA3 BceData_H_91 BC3
BcData_H_92 BD6 BcData_H_93 BA9 BcData_H_94 BC9
BcData_H_95 AY12 BcData_H_96 A39 BcData_H_97 D36
BcData_H_98 A4l BcData_H_99 B42 BcDataInClk_H_0 E7

BcDataInClk_H_1  R3
BcDataInClk_H_4  F38
BcDataInClk_H_7  AY40
BcDataOutClk_H_1 AU3
BcDataOutClk_L_0 K4

BceDatalnClk_H_2 AH2
BcDataInClk_H_S U39
BcDataOE_L A27
BcDataOutClk_H_2 J43

BcDataOutClk_L_1 AV4

BcDatalnClk_H_3  BCS
BcDataInClk_H_6 AH44
BcDataOutClk_H_0 15
BcDataOutClk_H_3 AR43
BcDataOutClk_L_2 K42

BcDataOutClk_L_3 AT42 BcDataWr_L D26 BcLoad_L F26
BcTag H_20 El3 BcTag_H_21 H16 BcTag H_22 All
BcTag H_23 B12 BcTag H_24 D14 BcTag H_25 E15
BcTag _H_26 Al3 BcTag_H_27 G17 BcTag_H_28 Cis
BcTag _H_29 HI8 BcTag H_30 D16 BcTag H_31 B16
BcTag _H_32 C17 BcTag_H_33 Al7 BcTag H_34 E19
BcTag H_35 B18 BcTag _H_36 A19 BcTag H_37 F20
BcTag H_38 D20 BcTag_H_39 E21 BcTag_H_40 C21
BcTag H_41 D22 BcTag H_42 H22 BcTagDirty H Cc23
BcTagInClk_H G19 BcTagOE_L H24 BcTagOutClk_H C25
BcTagOutClk_L D24 BcTagParity_H B22 BcTagShared_H G23
BcTagValid_H B24 BcTagWr_L E25 BcVref F18
ClkFwdRst_H BElIl ClkIn_H AMS ClkIn_L AN7
DCOK_H AY18 EV6CIk_H AM6 EV6Clk_L AL7
FrameClk_H ‘ AV16 FrameClk_L AWI1S IRQ_H_0 BA1S
IRQ_H_1 BE13 IRQ_H_2 AW17 IRQ_H_3 AV18
IRQ_H_4 BC15 IRQ_H_5 BB16 MiscVref AV22
NoConnect BB14 NoConnect BD2 PLL_VDD AVS
PliBypass_H BD12 Reset_L BD16 Spare AlJl
Spare V38 Spare AT4 Spare BE9
Spare F8 Spare BD4 Spare AJ43
Spare " AR3 Spare T4 * Spare E39
Spare BA39 Spare BC21 SromClk_H AW19
SromData_H BC17 SromOE_L BE17 SysAddin_L_0 BD30
SysAddIn_L_1 BC29 SysAddIn_L_10 BB24 SysAddIn_L_11 AV24
SysAddIn_L_12 BD24 SysAddIn_L_13 BE23 SysAddIn_L_14 AW23
SysAddIn_L_2 AY28 SysAddIn_L_3 BE29 SysAddIn_L_4 AW27
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Pin Assignments

-

Table 3—4 Pin List Sorted by Signal Name (Continued)

Signal Name PGA Location Signal Name PGA Location Signal Name PGA Location
BcData_H_106 L45 BcData_H_107 N45 BcData_H_108 T44
BcData_H_109 U45 BcData_H_11 M2 BcData_H_110 w45
BcData_H_111 AA43 BcData_H_112 AC43 BcData_H_113 AD44
BcData_H_114 AEAL BcData_H_115 AG45 BcData_H_116 AK44
BcData_H_117 AL43 BcData_H_118 AM42 BcData_H_119 AR45
BcData_H_12 T2 BcData_H_120 AP40 BcData_H_121 BA45
BcData_H_122 AV42 BcData_H_123 BB44 BcData_H_124 BB42
BcData_H_125 BC41 BcData_H_126 BA37 BceData_H_127 BD40
BcData_H_13 Ul BcData_H_14 V2 BceData_H_15 Y4
BcData_H_16 ACl1 BcData_H_17 AD2 BcData_H_18 AE3
BcData_H_19 AGl BceData_H_2 AS BcData_H_20 AK2
BcData_H_21 AL3 BcData_H_22 ARl BcData_H_23 AP2
BcData_H_24 AY2 BcData_H_25 BB2 BcData_H_26 AWS
BcData_H_27 BB4 BcData_H_28 BB8 BcData_H_29 BES
BcData_H_3 Cs BcData_H_30 BBI10 " BcData_H_31 BE7
BcData_H_32 G33 BcData_H_33 C37 BcData_H_34 B40
BcData_H_35 C41 BcData_H_36 C43 BeData_H_37 E43
BcData_H_38 G4l BcData_H_39 Fa4 BcData H 4 C3
BcData_H_40 K44 BcData_H_41 N41 BcData_H_42 M44
BcData_H_43 P42 BcData_H_44 U43 BcData_H_45 Va4
BcData_H_46 Y42 BcData_H_47 AB#4 BcData_H_48 AD42
BcData_H_49 AEA3 BcData_H_S E3 BcData_H_50 AF42
BcData_H_51 Al4s BcData_H_52 AK42 BcData_H_53 AN45
BcData_H_54 AP44 BcData_H_55 AN41 BcData_H_5S6 AW45
BcData_H_S7 AU41 BcData_H_58 AY44 BcData_H_S9 BA43
BcData_H_6 H6 BcData_H_60 BC43 BcData_H_61 BD42
BcData_H_62 BB38 BcData_H_63 BE41 BcData_H_64 Cit
BcData_H_65 A7 BcData_H_66 c9 BcData_H_67 B6
BcData_H_68 B4 BcData_H_69 D4 BcData_H_7 El
BcData_H_70 V G5 BcData_H_71 ) BcData_H_72 H4
BcData_H_73 Gl BcData_H_74 NS5 BcData_H_75 L1
BcData_H_76 N1 BcData_H_77 U3 BcData_H_78 w5
BcData_H_79 Wi BcData_H_8 13 BcData_H_80 AB2
BcData_H_81 AC3 BcData_H_82 AD4 BcData_H_83 AF4
Bcliata_H_S‘t Al3 BcData_H_85 AK4 BcData_H_86 ANl
BcData H 87 AM4 BcData_H_88 AUS BcData_H_89 BAl
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Pin Assignments

Table 3—4 Pin List Sorted by Signal Name (Continued)

3-10 Hardware Interface

Signal Name PGA Location Signal Name PGA Location Signal Name PGALocation
BcData_H_9 K2 BcData_H_90 BA3 BcData_H_91 BC3
BcData_H_92 BD6 BcData_H_93 BA9Y BcData_H_94 BC9
BceData_H_95 AY12 BcData_H_96 A39 BcData_H_97 D36
BcData_H_98 A4l BcData_H_99 B42 BcDataInClk_ H 0 E7
BcDataInClk_H_1 R3 BcDataInClk_H_2  AH2 BeDataInClk_H_3  BCS
BceDataInClk_H_ 4  F38 BcDataInClk_H_5 U39 BcDataInClk_H_6 AH44
BceDataInClk_H ;7 AY40 BcDataOE_L A27 BcDataOutClk_H_0  J5

. BeDataOutClk_H_1 AU3 BeDataOutClk_H_2 143 BcDataOutClk_H_3 AR43
BcDataOutClk_L_ 0 K4 BcDataOutClk_L_1 AV4 BcDataOutClk_L_2 K42
BcDataOutClk_L_3 AT42 BcDataWr_L D26 BcLoad_L F26
BcTag H_20 El3 BcTag H_21 H16 BcTag_H_22 All
BcTag H_23 B12 BcTag_H_24 D14 BcTag H_25 El5
BcTag_H_26 Al3 BcTag H_27 G17 BcTag H_28 C15
BcTag H_29 Hi18 BcTag_H_30 D16 BcTag _H_31 B16
BcTag_H_32 C17 BcTag_H_33 Al7 BcTag_H_34 E19
BcTag_H_35 B18 BcTag H_36 Al9 BcTag H_37 F20
BcTag H_38 D20 BcTag H_39- EZ] BcTag_H_40 C21
BcTag H_41 D22 BcTag H_42 H22 BcTagDirty_H C23
BcTagInCik_H G19 BcTagOE_L H24 BcTagOutClk_H C25
BcTagOutClk_L D24 BcTagParity_H B22 BcTagShared_H G23
BcTagValid_H B24 BcTagWr_L E25 BcVref F18
ClkFwdRst_H BE!l Clkin_H AMS ClkIn_L AN7
DCOK_H AY18 EV6Clk_H AM6 EV6CIk_L AL7
FrameClk_H AV16 FrameCIk_L AW15 IRQ_H_0 BAl5
IRQ_H_1 . BEI3 IRQ_H_2 AW17 IRQ_H_3 AVig8
IRQ_H_4 BCIS5 IRQ_H_S BB16 MiscVref AV22
NoConnect BB14 NoConnect BD2 PLL_VDD AVS
PlIBypass_H BDI12 Reset_L BD16 Spare AJl
Spare V38 Spare AT4 Spare BE9
Spare F8 Spare BD4 Spare AJ43
Spare " AR3 Spare T4 Spare E39
Spare BA39 Spare BC21 SromClk_H AW19
SromData_H BC17 SromOE_L BE17 SysAddIn_L_0 BD30
SysAddIn_L_1 BC29 SysAddIn_L_10 BB24 SysAddIn_L_11 AV24
SysAddIn_L_12 BD24 SysAddIn_L_13 BE23 SysAddIn_L_14 AW23
SysAddIn_L_2 AY28 SysAddIn_L_3 BE29 SysAddIn_L_4 AW27
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Pin Assignments

Table 3—4 Pin List Sorted by Signal Name (Continued)

Signal Name PGA Location Signal Name PGA Location Signal Name PGA Location
SysAddIn_L_5 BA27 SysAddIn_L_6 BD28 SysAddIn_L_7 BE27
SysAddIn_L_8 AY26 SysAddIn_L_9 BC25 SysAddInClk_L BB26
SysAddOut_L_0 AW33 SysAddOut_L_1 BE39 SysAddOut_L_10 BE33
SysAddOut_L_11 AW29 SysAddOut_L_12 BC31 SysAddOut_L_13 AV28
SysAddOut_L_14 BB30 SysAddOut_L_2 BD36 SysAddOut_L_3 BC3S
SysAddOut_L_4 BA33 SysAddOut_L_5 AY32 SysAddOut_L_6 BE35
SysAddOut_L_7 AV30 SysAddQOut_L_8 BB32 SysAddOut_L_9 BA31
SysAddOutClk_L BD34 SysCheck_L_0 L7 SysCheck_L_1 AAS
SysCheck_L_2 AKS8 SysCheck_L_3 BA13 SysCheck_L_4 139
SysCheck_L_5 AA41 SysCheck_L_6 AM40 SysCheck_L_7 AY34
SysData_L_0 Fl14 SysData_L_1 G13 SysData_L_10 P6
SysData_L_11 T8 SysData_L_12 V8 SysData_L_13 Vb6
SysData_L_14 w7 SysData_L_15 Y6 SysData_L_16 ABB
SysData_L _17 ACT SysData_L_18 ADS SysData_L._19 AE3
SysData_1._2 F12 SysData_L_20 AH6 SysData_L_21 AHS
SysData_L_22 A7 SysData_L_23 ALS SysData_L_24 AP8
SysData_L_25 AR7 SysData_L_26 AT8 SysData_L_27 AV
SysData_L_28 AV10 SysData_L_29 AWI11 SysData_L_3 Hi12
SysData_L_30 AV12 SysData_L_31 AW13 SysData_L_32 F32
SysData_L_33 F34 SysData_L_34 H34 SysData_L_35 G35
SysData_L_36 F40 SysData_L_37 G39 SysData_L_38 K38
SysData_L_39 J41 SysData_L_4 H10 SysData_L_40 M40
SysData_L_41 N39 ) SysData_L_42 P40 SysData_L_43 T38
SysData_L_44 V40 SysData_L_45 W41 SysData_L_46 W35
SysData_L_47 Y40 SysData_L_48 AB38 SysData_L._49 AC39
SysData_L_5 G7 SysData_L_50 AD38 SysData_L_S1 AF40
SysData_L_52 AH38 SysData_L_53 AJ39 SysData_L_54 Al4l
SysData_L_55 AK38 SysData_L_56 AN39 SysData_L_57 AP38
SysData_L_58 AR39 SysData_L_59 AT38 SysData_L_6 Fb
SysData_L_60 AY38 SysData_L_61 AV36 SysData_L_62 AW35
SysData_L_63 AV34 SysData_L_7 K8 SysData_L_8 M6
SysData_L_9 N7 SysDataInClk_H_0 D8 SysDataInClk_H_1 P4
SysDataInClk_H_2 AF6 SysDataInClk_H_3 AY6 SysDataInClk_H_4 E37
SysDataInClk_H_S R43 SysDataInClk_H_6 AG4l SysDataInClk_H_7 AV40
SysDatalInValid_L BD22 SysDataOutClk_L_0 Gll SysDataOutClk_L_1 U7
SysDataOutClk_L_2 AG7 SysDataOutClk_L_3 AY8 SysDataOutClk_L_4 H36
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Pin Assignments

Table 3—4 Pin List Sorted by Signal Name (Continued)

Signal Name PGA Location Signal Name PGA Location Signal Name PGA Location
SysDataOutClk_L_S R4i SysDataOutClk_L_6 AH40 SysDataOutClk_L_7 AW39
SysDataOutValid_I. BB22 SysFillvalid_L BC23 SysVref BA25
Tck_H BE19 Tdi_H BA21 Tdo_H BB20
TestStat_H BAI19 Tms_H BD18 Trst_L AY20
Table 3-5 Pin List Sorted by PGA Location

PGA Location Signal Name PGA Location Signal Name PGA Location Signal Name
All BcTag_H_22 Al3 BcTag_H_26 Al7 BcTag_H_33
Al9 BcTag_H_36 A27 BcDataOE_L A29 BcAdd_H_6
A33 BcAdd_H_15 A35 BcAdd_H_19 A39 BcData_H_96
A4l BcData_H_98 AS BcData_H_2 A7 BcData_H_65
AA3 BcCheck_H_9 AA41 SysCheck_L_S AA43 BceData_H_111
AAS SysCheck_L_1 AB2 BcData_H_80 AB38 SysData_L_48
AB4 BcCheck_H_1 AB42 BcCheck_H_S AB44 BcData_H_47
AB8 SysData_L_16 ACl BcData_H_16 AC3 BcData_H_81
AC39 SysData_L_49 AC43 BcData_H_112 AC45 BcCheck_H_13
AC7 SysData_L_17 AD2 BcData_H_17 AD38 SysData_I._50
AD4 BcData_H_82 AD42 BcData_H_48 AD44 BcData_H_113
ADS8 SysData_L_18 AE3 BcData_H_18 AEA4l BcData_H_114
AEA43 BcData_H_49 AES SysData_L_19 AF4 BcData_H_83
AF40 SysData_L_51 AF42 BcData_H_50 AF6 SysDataInClk_H_2
AGI BcData_H_19 AG41 SysDataInClk_H_6 AG45 BcData_H_115
AG7 SysDataOutClk_L_2 AH2 BcDataInClk_H_2  AH38 SysData_L_52
AH40 SysDataOutClk_L_6 AH44 BcDataInClk_H_6  AH6 SysData_L_20
AHS SysData_L_21 AJl Spare A)3 BcData_H_84
AJ39 SysData_L_53 AlJ43 Spare Al4s BcData_H_51
AJ7 SysData_L_22 AK2 BcData_H_20 AK38 SysData_L._55
AK4 BcData_H_85 AK42 BcData_H_52 AK44 BcData_H_116
AKS8 SysCheck_L_2 AL3 BcData_H_21 AL41 SysData_L_54
ALA3 BeData_H_117 ALS SysData_L_23 AL7 EV6CIk_L
AM4 BcData_H_87 | AMA40 SysCheck_L_6 AM42 BcData_H_118
AM6 EV6Clk_H AMS ClkIn_H ANI BcData_H_86
AN39 SysData_L_56 AN41 BcData_H_S5 AN45 BcData_H_53
AN7 ClkIn_L AP2 BcData_H_23 AP38 SysDatafL_57
AP40 BcData_H_120 AP44 BcData_H_54 AP8 SysData_L_24
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Table 3-5 Pin List Sorted by PGA Location . (Continued)

Pin Assignments

PGA Location Signal Name

PGA Location Signal Name

PGA Location Signal Name

ARl
AR43
AT2
AT42
AU3
AUS
AV16
AV24
AV34
AV40
AV
AW13
AW19
AW29
AW39
AY12
AY20
AY32
AY40
AY8
B16
B24
B34
B40
BA1
BAI19
BA27
BA33
BA43
BB10
BB2
BB24
BB32
BB4
BBS8
BC17

21264A Revision 1.1 - Subject To Change

BcData_H_22

BcDataOutClk_H_3

BcCheck_H_2

BcDataOutClk_L_3
BcDataOutClk_H_1

BcData_H_88
FrameClk_H
SysAddIn_L_11
SysData_L_63

SysDataInClk_H_7

PLL_VDD
SysData_L_31
SromClk_H
SysAddOut_L_11

SysDataOutClk_L_7

BcData_H_95
Trst_L
SysAddOut_L_5

BcDataInClk_H_7
SysDataOutClk_L_3

BcTag H_31
BcTagValid_H
BcAdd_H_18
BcData_H_34
BcData_H_89
TestStat_H
SysAddIn_L_5
SysAddOut_L_4
BcData_H_59
BceData_H_30
BcData_H_25
SysAddIn_L_10
SysAddOut_L_8
BcData_H_27
BcData_H_28
SromData_H

AR3
AR45
AT38
AT44
AU41
AV10
AV18
AV28
AV36
AV42
AWl
AW15
AW23
AW33
AW45
AY18
AY26
AY34
AY44
B10
B18
B28
B36
B42
BA13
BA21
BA3
BA37
BA45
BB14
BB20
BB26
BB36
BB42
BC11
BC21

Spare
BceData_H_119
SysData_L_59
BcCheck_H_14
BcData_H_S7
SysData_L_28
IRQ_H_3
SysAddOut_L_13
SysData_L_61
BcData_H_122
BcCheck_H_10
FrameClk_L
SysAddIn_L_14
SysAddQOut_L_0
BcData_H_56
DCOK_H
SysAddIn_L_8
SysCheck_L_7
BcData_H_58
BeData_H_0
BcTag H_35
BcAdd_H_4
BcAdd_H_20
BcData_H_99
SysCheck_L_3
Tdi_H
BcData_H_90
BcData_H_126
BcData_H_121
NoConnect
Tdo_H
SysAddInCik_L
BcCheck_H_15
BcData_H_124
BcCheck_H_3
Spare
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AR39
AR7
AT4
AT8
AU43
AV12
AV22
AV30
AV4
AV6
AWI11
AW17
AW27
AW35
AWS5
AY2
AY28
AY38
AY6
B12
B22
B30
B4
B6
BAIS
BA25
BA31
BA39
BA9
BB16
BB22
BB30
BB38
BB44
BC15
BC23

Hardware Interface

SysData_L_58
SysData_L_25
Spare
SysData_L_26
BcCheck_H_6
SysData_L_30
MiscVref
SysAddOut_L_7
BcDataOutClk_L_1
SysData_L_27
SysData_L_29
IRQ_H_2
SysAddln_L__4
SysData_L_62
BcData_H_26
BcData_H_24
SysAddIn_L_2
SysData_L_60
SysDataInClk_H_3
BcTag H_23
BcTagParity_H
BcAdd_H_10
BcData_H_68
BcData_H_67
IRQ_H_0
SysVref
SysAddOut_L_9
Spare
BcData_H_93
IRQ_H_S

SysDataQutValid_L

SysAddOut_L_14
BcData_H_62
BcData_H_123
IRQ_H_4
SysFillValid_L
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Pin Assignments

Table 3-5 Pin List Sorted by PGA Location (Continued)

PGA Location Signal Name PGA Location Signal Name PGA Location Signal Name

BC25 SysAddIn_L_9 BC29 SysAddIn_L_1 BC3 BcData_H_91

BC31 SysAddOut_L_12 BC35 SysAddOut_L_3 BC37 BcCheck_H_7

BC41 BcData_H_125 BC43 BcData_H_60 BC5 - BeDataInClk_H_3

BC9 BcData_H_94 BDI10 BcCheck_H_11 BD12 PliBypass_H

BDl16 Reset_L BD18 Tms__H BD2 NoConnect

BD22 SysDatalInValid_L BD24 SysAddIn_L_12 BD28 SysAddIn_L_6

BD30 SysAddIn_L_0 BD34 SysAddOutClk_L BD36 SysAddOut_L_2

BD4 Spare BD40 BcData_H_127 BD42 BcData_H_61

BD6 BcData_H_92 BE1Il CIkFwdRst_H BE13 IRQ_H_1

BE17 SromOE_L BE19 Tck_H BE23 SysAddIn_L_13

BE27 SysAddIn_L_7 BE29° SysAddIn_L_3 BE33 SysAddOut_L_10

BE35 SysAddOut_L_6 BE39 SysAddOut_L_1 BE4! BcData_H_63

BES BcData_H_29 BE7 BeData_H_31 BE9 Spare

Cit BcData_H_64 Ci15 BcTag H_28 C17 BcTag H_32

C21 BcTag H_40 C23 BcTagDirty_H C25 BcTagOutClk_H

Cc29 BcAdd_H_8 C3 BcData_H_4 C31 BcAdd_H_12

C35 BcAdd_H_22 C37 BcData_H_33 C4a1 BcData_H_35

C43 BcData_H_36 C5 BcData_H_3 (o) BcData_H_66

D10 BceData_H_1 D14 BcTag _H_24 Di6 BcTag_H_30

D2 BcData_H_71 D20 BcTag H_38 D22 BcTag_H_41

D24 BcTagOutClk_L D26 BcDataWr_L D30 BcAdd_H_11

D32 ‘BcAdd_H_17 D36 BcData_H_97 D4 BcData_H_69

D42 BceData_H_100 D44 BcData_H_101 D8 SysDataInClk_H_0

El BcData_H_7 E13 BcTag_H_20 ElS BcTag _H_25

E19 BcTag H34  E21 BcTag H_39 E25 BcTagWr_L

E27 BcAdd_H_S E3 BcData_H_S E31 BcAdd_H_16

E33 BcAdd_H_23 E37 SysDataInClk_H_ 4 E39 Spare

E43 BcData_H_37 E45 BcCheck_H_12 E7 BcDatalnClk_H_0

F12 SysData_L_2 F14 SysData_L_0 Fi8 BcVref

F2 BcCheck_H_0 F20 BcTag H 37 F26 BcLoad_L

F28 BcAdd_H_9 F32 SysData;L_32 F34 SysData_L_33

F38 BcDataInClk_H_4 F40 SysData_L_36 F44 BcData_H_39

F6 SysData_L_6 F8 Spare Gl BceData_H_73

Gll SysDataOutClk_L_0 G13 SysData_L_1 G17 BcTag H_27

G19 BcTagInClk_H G23 BcTagShared_H G27 BcAdd_H_7

G29 BcAdd_H_14 G33 BcData_H_32 G35 SysData_L_35
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Table 3-5 Pin List Sorted by PGA Location (Continued)

Pin Assignments

PGA Location Signal Name

PGA Location Signal Name

" PGA Location Signal Name

G39
GS
H12
H22
H30
H4
H6
ja3
K38
K44
L3
L4s
M38
M6
N39
N5
P40
R3
T2

" Ta4
U3.
u4s
V38
V6
W39
w5
Y40

SysData_L_37
BcData_H_70
SysData_L_3
BcTag_H_42
BcAdd_H_21
BcData_H_72
BcData_H_6
BcDataOutClk_H_2
SysData_L._38
BcData_H_40
BcData_H_10
BcData_H_106
BcCheck_H_4
SysData_L_8
SysData_L_41
BcData_H_74
SysData_L_42
BcDataIlnClk_H_1
BcData_H_12
BcData_H_108
BcData_H_77
BcData_H_109
Spare
SysData_L_13
SysData_L_46
BcData_H_78
SysData_L _47

G4l
G7

H16
H24
H34
H40

5
K4
K8
L39
L7
M40
M8
N41
N7
P42
R41
T38
T8
U39
u7
V40
A%
w4l
w7
Y42

BcData_H_38
SysData_L_5
BcTag_H_21
BcTagOE_L
SysData_L _34
BcData_H_102
BcData_H_8
BcDataOutClk_H_0
BcDataOutCik_L_0
SysData_L_7
SysCheck_L_4
SysCheck_L_0
SysData_L_40
BcCheck_H_8
BcData_H_41
SysData_L_9
BcData_H_43
SysDataOutCIlk_L_S
SysData_L._43
SysData_L_11
BeDataInClk_H_S
SysDataOutClk_L_1
SysData_L_44
SysData_L_12
SysData_L_45
SysData_L_14
BcData_H_46

G4s
H10
H18
H28
H36
H42
Ja1

K2

K42

143
M2
M44
N1

' N45

P4
P6
R43
T4
Ul
u43
V2
v44
Wi
w45
Y4
Y6

BcData_H_104
SysData_L_4
BcTag H_29
BcAdd_H_13
SysDataOutClk_L_4
BcData_H_103
SysData_L_39
BcData_H_9
BcDataOutClk_L_2
BcData_H_75
BcData_H_105
BcData_H_11
BcData_H_42
BcData -H_76
BcData_H_107
SysDataInCik_H_1
SysData_L _10
SysDataInClk_H_5
Spare
BcData_H_13
BcData_H_44
BcData_H_14
BcData_H_45
BcData_H_79
BcData_H_110
BcData_H_15
SysData_L_15
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Mechanical Specifications

Table 3-6 lists the 21264A ground and power (VSS and VDD, respectively) pin list.

Table 3-6 Ground and Power (VSS and VDD) Pin List

Signal PGA Location

VSS AlS A2l A25 A3 A3l A37 A43 AS AAl AA39
AA45 AAT  AC4l AC5 AEl  AE39 AE45 AE7 AG3 AG39
AG43 AG5 AJ41  AJS ALl  AL39 AL45 AN3 AN43 ANS
AR41 AR5 AUl AU39 AU45 AU7 AW21 AW25 AW3  AW3l
AW37 AW41 AW43 AW7  AW9  AYi4 BAIl BA17 BA23 BA29
BA35 BA4l BA5 BA7 BCI  BCi3 BCI19 BC27 BC33 BC39
BC45 BC7 BEI5S BE21 BE25 BE3 BE3l BE37 BE43 ClI
Cl3 C19 (C27 (C33 C39 C45 (7 DS8  Ell El17
E23 E29 E35 E41 E5 E9 G5 G2l G25 G3
G3l G371 G43  G9 J1 139 Jas 17 L41 L5
N3 N43 R1 R39 R45 RS R7 T42 U41 us
w3 w43 — — — — — —_ — —

VDD A23  AB40 AB6 AD40 AD6 AF2  AF38 AF4 AF8 AH4
AH42 AK40 AK6 AM2 AM38 AM44 AP4  AP42 AP6  AT40
AT6 AVI4 AV2 AV20 AV26 AV32 AV38 AV44 AYI0 AYI6
AY22 AY24 AY30 AY36 AY4 AY42 Bl4 B2 B20  B26
B32 B33 B4 B8 BBI12 BBI8 BB28 BB34 BB40 BB6
BD14 BD20 BD26 BD32 BD38 BD44 BDS8 D12 D18 D28
D34 D40 D6 F10 F16 F22 F24 F30 F36 F4
F42 Hi4  H2 H20 H26 H32 H38 H44 K40 K6
M4 M42 P2 P38 P44 P8 T40 Té v4 V42
Y2 Y38 Y44 Y8 — — — — — —

3.4 Mechanical Specifications

This section shows the 21264A mechanical package dimensions without a heat sink.
For heat sink information and dimensions, refer to Chapter 10.
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Mechanical Specifications

Figure 3-2 shows the package physical dimensions without a heat sink.

Figure 3-2 Package Dimensions

2.54 mm (.100in) Typ

1.27 mm (.050 in) Typ
4.32 mm (.170in) Typ

1.377 mm (.055 in) Typ

- XYY Y YoXoXe —
>
T 5| 587x 1.40 mm (.055 in) Typ
o xc%ex2 et et - <:- 1.27 mm (.050in) Typ
R gl ¥
I - Sxescy 3 f
s oS : Lia
WEE oo + i \
" 3 ; >
v =3 3 | >
T > ) 27.94 mm
¢ ::% 2 (1.100 in)
"T_'.éﬁ“:‘ O-0.0.0-0-0-010-0.0.0.0.0.0 > —
(3 0000 OO0 )< -O-C D —
5% RO e RO X SR XS X SXe 0% —
c 2— J‘-ﬁ.‘ = (®) 9 OO O CC C. ax l)[)‘ y —
T |Q?BTQT quﬁ omm A
A (oos'm) J
Ot 03 0S O7 OF Y1 13 18 17 19 21 0 2527 20 31 33 35 3T M 41 43 48
27.94 mm :
“—(.100in) :
fe——— 59.94 mm (2.360 in) Typ =———in-
29.62 mm
(1.180 in) Typ
[=T=1=] === A
o o Y s | [=ww | e e |
=20 =20
= e |
29.62 mm
(1.1801in) Typ
m + KA\ Yy
& jw
g5 é I ! =S8
=== =] e R W]
[—R—=1==] [=1=1—Kk—1P,
25.40 mm
(1.000 in) Typ
53.85 mm
(2.120 in) Typ

Compaq Confidential

21264A Revision 1.1 - Subject To Change

1/4-20 Stud (2x)

L— 7.62 mm (.300 in) Typ

le— 1.905 mm (.075 in) Typ

FM-05862. A

Hardware Interface 3-17



21264A Packaging

3.5 21264A Packaging

Figure 3-3 shows the 21264A pinout from the top view with pins facing down.

Figure 3-3 21264A Top View (Pin Down)
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21264A Packaging

Figure 3—4 shows the 21264 A pinout from the bottom view with pins facing up.

Figure 3—4 21264A Bottom View (Pin Up)
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Introduction to the External Interfaces

a4

Cache and External Interfaces

This chapter describes the 21264A cache and external interface, which includes the sec-
ond-level cache (Bcache) interface and the system interface. It also describes locks,
interrupt signals, and ECC/parity generation. It is organized as follows:

Introduction to the external interfaces
Physical address considerations
Bcache structure

Victim data buffer

Cache coherency

Lock mechanism

System port

Bcache port

Interrupts

Chapter 3 lists and defines all 21264A hardware interface signal pins. Chapter 9
describes the 21264A hardware interface electrical requirements.

4.1 Introduction to the External Interfaces

A 21264A-based system can be divided into three major sections:

[ ]

21264 A microprocessor
Second-level Bcache
System interface logic

— Optional duplicate tag store
— Optional lock register
—~ Optional victim buffers

The 21264A external interface is flexible and mandates few design rules, allowing a
wide range of prospective systems. The external interface is composed of the Bcache
interface and the system interface.

Input clocks must have the same frequency as their corresponding output clock. For

example, the frequency of SysAddInClk_L must be the same as
SysAddOutClk_L.
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Introduction to the External Interfaces

¢ The Bcache interface includes a 128-bit bidirectional data bus, a 20-bit unidirec-
tional address bus, and several control signals.

— The BecDataOutClk_x[3:0] clocks are free-running and are derived from the
internal GCLK. The period of BcDataOutClk_x[3:0] is a programmable multi-
ple of GCLK.

— The Bcache turns the BeDataOutClk_x[3:0] clocks around and returns them to
the 21264A as BeDataInClk_H[7:0]. Likewise, BcTagOutClk_x retumns as
BcTagInClk_H.

— The Bceache interface supports a 64-byte block size.

¢ The system interface includes a 64-bit bidirectional data bus, two 15-bit
unidirectional address buses, and several control signals.

— The SysAddOutClk_L clock is free-running and is derived from the internal
GCLK. The period of SysAddOutClk_L is a programmable multiple of GCLK.

— The SysAddInClk_L clock is a turned-around copy of SysAddQutClk_L.

Figure 4-1 shows a simplified view of the external interface. The function and purpose
of each signal is described in Chapter 3.
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Introduction to the External Interfaces

Figure 4-1 21264A System and Bcache Interfaces
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4.1.1 System Interface

This section introduces the system (external) bus interface. The system interface is
made up of two unidirectional 15-bit address buses, 64 bidirectional data lines, eight
bidirectional check bits, two single-ended unidirectional clocks, and a few control pins.
The 15-bit address buses provide time-shared address/command/ID in two or four
GCLK cycles. The Cbox controls the system interface.
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Physical Address Considerations

4.1.1.1 Commands and Addresses

The system sends probe and data movement commands to the 21264A. The 21264A
can hold up to eight probe commands from the system. The system controls the number
of outstanding probe commands and must ensure that the 21264A 8-entry probe queue
does not overflow.

The Cbox contains an 8-entry miss buffer (MAF) and an 8-entry victim buffer (VAF).

A miss occurs when the 21264A probes the Beache but does not find the addressed
block. The 21264A can queue eight cache misses to the system in its MAF.

4.1.2 Second-Level Cache (Bcache) Interface

The 21264 A Cbox provides control signals and an interface for a second-level cache,
the Beache. The 21264A supports a Bcache from 1MB to 16MB, with 64-byte blocks.
A 128-bit data bus is used for transfers between the 21264A and the Bcache. The
Bcache must be comprised of synchronous static RAMs (SSRAMs) and must contain
either one, two, or three internal registers. All Bcache control and address pins are
clocked synchronously on Bcache cycle boundaries. The Bcache clock rate varies as a

-multiple of the CPU clock cycle in half-cycle increments from 1.5 to 4.0, and in full-
cycle increments of 5, 6, 7, and 8 times the CPU clock cycle. The 1.5 multiple is only
available in dual-data mode. :

4.2 Physical Address Considerations

The 21264 A supports a 44-bit physical address space that is divided equally between
memory space and /O space. Memory space resides in the lower half of the physical
address space (PA[43] = 0) and /O space resides in the upper half of the physical
address space (PA{43] = 1). The 21264A recognizes these spaces internally.

The 21264 A-generated external references to memory space are always of a fixed
64-byte size, though the internal access granularity is byte, word, longword, or quad-
word. All 21264A-generated external references to memory or I/O space are physical
addresses that are either successfully translated from a virtual address or produced by
PALcode. Speculative execution may cause a reference to nonexistent memory. Sys-
tems must check the range of all addresses and report nonexistent addresses to the
21264A.

Table 4-1 describes the translation of internal references to external interface refer-
ences. The first column lists the instructions used by the programmer, including load
(LDx) and store (STx) instructions of several sizes. The column headings are described
here:

*  DcHit (block was found in the Dcache)
*  DcW (block was found in a writable state in the Dcache)
*  BcHit (block was found in the Bcache)
®  BcW (block was found in a writable state in the Bcache)

* Status and Action (status at end of instruction and action performed by the 21264A)
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Physical Address Considerations

Prefetches (LDL, LDF, LDG, LDT, LDBU, LDWU) to R31 use the LDx flow, and
prefetch with modify intent (LDS) uses the STx flow. If the prefetch target is addressed

to I/O space, the upper address bit is cleared, converting the address to memory space
(PA[42:6] ). Notes follow the table.

Table 4-1 Translation of Internal References to External Interface Reference

Instruction DcHit DcW BcHit BcW  Status and Action
LDx Memory 1 X X X Dcache hit, done.
LDx Memory 0 X 1 X Bcache hit, done.
LDx Memory 0 X 0 X Miss, generate RdBlk command.
LDx I/O X X X X RdBytes, RALWs, or RAQWs based on size.
Istream Memory 1 X X X Dcache hit, Istream serviced from Dcache.
Istream Memory O X 1 X Bcache hit, Istream serviced from Bcache.
Istream Memory 0O X 0 X Miss, generate RdBIkI command.
STx Memory 1 1 X X Store Dcache hit and writable, done.
STx Memory 1 0 X X Store hit and not writable, set dirty flow (note 1).
STx Memory 0 X 1 1 Store Beache hit and writable, done.
STx Memory 0 X 1 0 Store hit and not writable, set-dirty flow (note 1).
STx Memory 0 X 0 X Miss, generate RdBlkMod command.
STx /O X X X X WrBytes, WrLWs, or WrQWs based on size.
STx_C Memory 0 X X X Fail STx_C.
STx_C Memory 1 0 X X STx_C hit and not writable, set dirty flow (note 1).
STx_C /O X X X X Always succeed and WrQws or WrLws are generated,
based on the size.
WH64 Memory 1 1 X X Hit, done.
WH64 Memory 1 0 X X WH64 hit not writable, set dirty flow (note 1).
WH64 Memory 0 X 1 1 WH64 hit dirty, done.
WH64 Memory 0 X 1 0 WH64 hit not writable, set dirty flow (note 1).
WH64 Memory 0 X 0 X Miss, generate InvalToDirty command (hote 2).
WH64 VO X X X X NOP the instruction.. WH64 is UNDEFINED for I/O
space.
ECB Memory X X X X Generate evict command (note 3).
ECB VO X X X X NOP the instruction. ECB instruction is UNDEFINED
. for /O space.
MB/WMB X X X X Generate MB command (note 4). Also see Section 3.2.5.
TBFill Flows :
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Bcache Structure

Table 4-1 notes:

1. Set Dirty Flow: Based on the Cbox CSR SET_DIRTY_ENABLE[2:0], SetDirty
requests can be either internally acknowledged (called a SetModify) or sent to the
system environment for processing. When externally acknowledged, the shared sta-
tus information for the cache block is also broadcast. The commands sent exter-
nally are SharedToDirty or CleanToDirty. Based on the Cbox CSR
ENABLE_STC_COMMANDIO0], the external system can be informed of a STx_C
generating a SetDirty using the STCChangeToDirty command. See Table 4-16 for
more information.

2. InvalToDirty: Based on the Cbox CSR INVAL_TO_DIRTY_ENABLE[1:0], Inval-
ToDirty requests can be either internally acknowledged or sent to the system envi-
ronment as InvalToDirty commands. This Cbox CSR provides the ability to convert
WH64 instructions to RdModx operations. See Table 4—15 for more information.

3. Evict: There are two aspects to the commands that are generated by an ECB
instruction: first, those commands that are generated to notify the system of an evict
being performed; second, those commands that are generated by any victim that is
created by servicing the ECB.

If Cbox CSR ENABLE_EVICTIO0] is clear, no command is issued by the 21264A
on the external interface to notify the system of an evict being performed. If Cbox
CSR ENABLE_EVICT[O0] is set, the 21264A issues an Evict command on the sys-
tem interface only if a Bcache index match to the ECB address is found in the
21264A cache system. ’

The 21264 A can issue the commands CleanVictimBlk and WrVictimBIk for a vic-
tim that is created by an ECB. CleanVictimBIlk is issued only if Cbox CSR
BC_CLEAN_VICTIM is set and there is a Bcache index match valid but not dirty
in the 21264 A cache system. WrVictimBIk is issued for any Bcache match of the
ECB address that is dirty in the 21264A cache system.

4. MB: Based on the Cbox CSR SYSBUS_MB_ENABLE, the MB command can be
sent to the pins.

Each of these CSRs is programmed appropriately, based on the cache coherence proto-
col used by the system environment. For example, uniprocessor systems would prefer
to internally acknowledge most of these transactions. In contrast, multiprocessor sys-
tems may require notification ard control of any change in cache state. The 21264A and
the external system must cooperate to maintain cache coherence. Section 4.5 explains
the 21264A part of the cache coherency protocol.

4.3 Bcache Structure

The 21264 A Cbox provides control signals and an interface for a second-level cache
(Bcache).

The 21264 A supports a Bcache from 1MB to 16MB, with 64-byte blocks. A 128-bit
bidirectional data bus is used for transfers between the 21264 A and the Bcache. The
Bcache is fully synchronous and the synchronous static RAMs (SSRAMs) must contain
either one, two, or three internal registers. All Bcache control and address pins are
clocked synchronously on Bcache cycle boundaries. The Bcache clock rate varies as a
multiple of the CPU clock cycle in half-cycle increments from 1.5 to 4.0, and in full-
cycle increments of 5, 6, 7, and 8 times the CPU clock cycle. The 1.5 multiple is only
available in dual-data mode.
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Victim Data Buffer

4.3.1 Bcache Interface Signals

Figure 4-2 shows the 21264A system interface signals.

Figure 4-2 21264A Bcache Interface Signals
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4.3.2 System Duplicate Tag Stores

The 21264A provides Bcache state support for systems with and without duplicate tag
stores, and will take different actions on this basis. The system sets the Cbox CSR
DUP_TAG_ENA([O], indicating that it has a duplicate tag store for the Bcache. Systems
using the DUP_TAG_ENA[O] bit must also use the Cbox CSR
BC_CLEAN_VICTIMI0] bit to avoid deadlock situations.

Systems using a Bcache duplicate tag store can accelerate system performance by:

¢ Issuing probes and SysDc fill commands to the 21264 A out-of-order with respect to
their order at the system serialization point

® Filtering out all probe misses from the 21264A cache system

If a probe misses in the 21264A cache system (Bcache miss and VAF miss), the
21264A stalls probe processing with the expectation that a SysDc fill will allocate this
block. Because of this, in duplicate tag mode, the 21264A can never generate a probe
miss response.

When Cbox CSR DUP_TAG_ENA[0] equals O; the 21264A delivers a miss response
for probes that do not hit in its cache system.

4.4 Victim Data Buffer
The 21264A has eight victim data buffers (VDBs). They have the following properties:
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Cache Coherency

® The VDBs are used for both victims (fills that are replacing dirty cache blocks) and
for system probes that require data movement. The CleanVictimBlk command
(optional) assigns and uses a VDB.

® Each VDB has two valid bits that indicate the buffer is valid for a victim or valid
for a probe or valid for both a victim and a probe. Probe commands that match the
address of a victim address file (VAF) entry with an asserted probe-valid bit (P)
will stall the 21264 A probe queue. No ProbeResponses will be returned until the P
bit is clear.

* The release victim buffer (RVB) bit, when asserted, causes the victim valid bit, on
the victim data buffer (VDB) specified in the ID field, to be cleared. The RVB bit
will also clear the IOWB when systems move data on I/O write transactions. In this
case, ID[3] equals one.

* The release probe buffer (RPB) bit, when asserted (with a WriteData or Release-
Buffer SysDc command), clears the P bit in the victim buffer entry specified in the
ID field.

® Read data commands and victim write commands use IDs 0-7, while IDs 8-11 are
used to address the four I/O write buffers.

4.5 Cache Coherency

This section describes the basics and protocols of the 21264A cache coherency scheme.

4.5.1 Cache Coherency Basics

4-8

The 21264 A systems maintain the cache hierarchy shown in Figure 4-3.

Figure 4-3 Cache Subset Hierarchy

System
[Main Memory

Bcache

.H Dcache

The following tasks must be performed to maintain cache coherency:

FM-05824.A14

* Istream data from memory spaces may be cached in the Icache and Bcache. Icache
coherence is not maintained by hardware—it must be maintained by software using
the CALL_PAL IMB instruction.
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Cache Coherency

® The 21264 A maintains the Dcache as a subset of the Bcache. The Dcache is set-
associative but is kept a subset of the larger externally implemented direct-mapped
Bcache.

* System logic must help the 21264A to keep the Bcache coherent with main mem-
ory and other caches in the system.

® The 21264A requires the system to allow only one change to a block at a time. This
means that if the 21264A gains the bus to read or write a block, no other node on
the bus should be allowed to access that block until the data has been moved.

® The 21264 A provides hardware mechanisms to support several cache coherency
protocols. The protocols can be separated into two classes: write invalidate cache
coherency protocol and flush cache coherency protocol.

4.5.2 Cache Block States

Table 4-2 lists the cache block states supported by the 21264A.

Table 4-2 21264A-Supported Cache Block States

Dirty/Shared

State Name Description
~ Invalid The 21264A does not have a copy of the block.
Clean This 21264A holds a read-only copy of the block, and no other agent in the system holds a
: copy. Upon eviction, the block is not written to memory.

Clean/Shared This 21264A holds a read-only copy of the block, and at least one other agent in the system
may hold a copy of the block. Upon eviction, the block is not written to memory.

Dirty This 21264 A holds a read-write copy of the block, and must write it to memory after it is
evicted from the cache. No other agent in the system holds a copy of the block.
This 21264A holds a read-only copy of the dirty block, which may be shared with another

agent. The block must be written back to memory when it is evicted.

4.5.3 Cache Block State Transitions

Cache block state transitions are reflected by 21264 A-generated commands to the sys-
tem. Cache block state transitions can also be caused by system-generated commands to
the 21264A (probes). Probes control the next state for the cache block. The next state
can be based on the previous state of the cache block. Table 4-3 lists the next state for
the cache block.

Table 4-3 Cache Block State Transitions

Next State Action Based on Probe Hit

No change Do not update cache state. Useful for DMA transactions that sample data but
do not want to update tag state.

Clean Independent of previous state, update next state to Clean.
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Table 4-3 Cache Block State Transitions (Continued)

Next State Action Based on Probe Hit

Clean/Shared Independent of previous state, update next state to Clean/Shared. This transac-
tion is useful for systems that update memory on probe hits.

TI: Based on the dirty bit, make the block clean or dirty shared. This transaction

Clean = Clean/Shared
Dirty = Dirty/Shared

T3:

Clean = Clean/Shared

Dirty = Invalid

Dirty/Shared = Clean/Shared

is useful for systems that do not update memory on probe hits.

If the block is Clean or Dirty/Shared, change to Clean/Shared. If the block is
Dirty, change to Invalid. This transaction is useful for systems that use the
Dirty/Shared state as an exclusive state.

The cache state transitions caused by 21264A-generated commands are under the full
control of the system environment using the SysDc (system data control) commands.
Table 44 lists these commands.

Table 4—4 System Responses to 21264A Commands

Response Type 21264A Action

SysDc ReadData Fill block with the associated data and update tag with clean cache status.
SysDc ReadDataDirty Fill block with the associated data and update tag with dirty cacixe status.
SysDc ReadDataShared Fill block with the associated data and update tag with shared cache status.
SysDc ReadDataShared/Dirty  Fill block with the associated data and update tag with dirty/shared status.
SysDc ReadDataError Fill block with all-ones reference pattern and update tag with invalid status.

SysDc ChangeToDirtySuccess
SysDc ChangeToDirtyFail

Unconditionally update biock with dirty cache status.

Do not update cache status and fail any associated STx_C instructions.

4.5.4 Using SysDc Commands

Note the following:

* The conventional response for RdBlk commands is SysDc ReadData or ReadD-

ataShared.

* The conventional response for a RdBlkMod command is SysDc ReadDataDirty.

* The conventional response for ChangeToDirty commands is
ChangeTaDirtySuccess or ChangeToDirtyFail.

However, the system environment is not limited to these responses. Table 4-5 shows all
21264A commands, system responses, and the 21264 A reaction. The 21264A com-
mands are described in the following list:

® Rdx commands are generated by load or Istream references.

e RdBlkModx commands are generated by store references.

® The ChxToDirty command group includes CleanToDirty, SharedToDirty, and STC-
ChangeToDirty commands, which are generated by store references that hit in the
21264A cache system.
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* InvalToDirty commands are generated by WH64 instructions that miss in the
21264A cache system.

® FetchBlk and FetchBlkSpec are noncached references to memory space that have
missed in the 21264A cache system.

® Rdiox commands are noncached references to I/O address space.

¢ Evict and STCChangeToDirty commands are generated by ECB and STx_C
instructions, respectively.

Table 4-5 shows the system responses to 21264A commands and 21264 A reactions.

Table 4-5 System Responses to 21264A Commands and 21264A Reactions

21264A CMD SysDc 21264A Action
Rdx ReadData This is a normal fill. The cache block is filled and marked clean or
ReadDataShared shared based on SysDc.

Rdx ReadDataShared/Dirty  The cache block is filled and marked dirty/shared. Succeeding store
commands cannot update the block without external reference.

Rdx ReadDataDirty The cache block is filled and marked dirty.

Rdx ReadDataError The cache block access was to NXM address space. The 21264A
delivers an all-ones pattern to any load command and evicts the block
from the cache (with associated victim processing). The cache block
is marked invalid.

Rdx ChangeToDirtySuccess Both SysDc responses are illegal for read commands.

ChangeToDirtyFail
RdBIkModx ReadData The cache block is filled and marked with a nonwritable status. If the
ReadDataShared store instruction that generated the RdBlkModx command is still
ReadDataShared/Dirty  active (not killed), the 21264 A will retry the instruction, generating
the appropriate ChangeToDirty command. Succeeding store com-
mands cannot update the block without external reference.

RdBIkModx ReadDataDirty The 21264A performs a normal fill response, and the cache block
becomes writable.

RdBlkModx ChangeToDirtySuccess Both SysDc responses are illegal for read/modify commands.

ChangeToDirtyFail

RdB1kModx ReadDataError - The cache block command was to NXM address space. The 21264A
delivers an all-ones pattern to any dependent load command, forces a
fail action on any pending store commands to this block, and any
store to this block is not retried. The Cbox evicts the cache block from
the cache system (with associated victim processing). The cache
block is marked invalid.

ChxToDirty ReadData The original data in the Dcache is replaced with the filled data. The

ReadDataShared block is not writable, so the 21264 A will retry the store instruction
ReadDataShared/Dirty and generate another ChxToDirty class command. To avoid a poten-

21264A Revision 1.1 — Subject To Change

tial livelock situation, the STC_ENABLE CSR bit must be set. Any
STx_C instruction to this block is forced to fail. In addition, a Shared/
Dirty response causes the 21264 A to generate a victim for this block
upon eviction.
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Table 4-5 System Responses to 21264A Commands and 21264A Reactions (Continued)

21264A CMD  SysDc 21264A Action

ChxToDirty ReadDataDirty The data in the Dcache is replacéd with the filled data. The block is
writable, so the store instruction that generated the original command
can update this block. Any STx_C instruction to this block is forced
to fail. In addition, the 21264A generates a victim for this block upon
eviction.

ChxToDirty ReadDataError Impossible situation. The block must be cached to generate a ChxTo-
Dirty command. Caching the block is not possible because all NXM
fills are filled noncached.

ChToDirty ChangeToDirtySuccess Normal response. ChangeToDirtySuccess makes the block writable.
The 21264A retries the store instruction and updates the Dcache. Any
STx_C instruction associated with this block is allowed to succeed.

ChxToDirty ChangeToDirtyFail The MAF entry is retired. Any STx_C instruction associated with the
block is forced to fail. If a STx instruction generated this block, the
21264A retries and generates either a RdBlkModx (because the refer-
ence that failed the ChangeToDirty also invalidated the cache by way
of an invalidating probe) or another ChxToDirty command.

InvalToDirty = ReadData The block is not writable, so the 21264A will retry the WH64 instruc-

: ReadDataShared tion and generate a ChxToDirty command.

ReadDataShared/Dirty

InvalToDirty = ReadDataError The 21264A doesn’t send InvalToDirty commands offchip specula-
tively. This NXM condition is a hard error. Systems should perform a
machine check. ‘

InvalToDirty  ReadDataDirty The block is writable. Done.

ChangeToDirtySuccess
InvalToDirty  ChangeToDirtyFail Illegal. InvalToDirty instructions must provide a cache block.
Fetchx ReadData The 21264A delivers the data block, independent of its
" Rdiox ReadDataShared status, to waiting load instructions and does not cache the block in the
ReadDataShared/Dirty 21264A cache system.
ReadDataDirty

Fetchx ReadDataError The cache block address was to an NXM address space. The 21264A
delivers the all-ones patterns to any dependent load instructions and
does not cache the block in the 21264A cache system.

Rdiox ReadDataFError The cache block access was to NXM address space. The 21264A
delivers an all-ones pattern to any load command and does not cache
the block in the 21264A cache system.

Evict ChangeToDirtyFail Retiring the MAF entry is the only legal response.

STCChangeTo ReadDataX All fill and ChangeToDirtyFail responses will fail the STx_C require-

Dirty ChangeToDirtyFail ments.

STCChangeTo ChangeToDirtySuccess The STx_C instruction succeeds.

Dirty

MB MBDone Acknowledgment for MB.

The 21264A sends a WrVictimBlk command to the system when it evicts a Dirty or
Dirty/Shared cache block. The 21264A may be configured to send a CleanVictimBIk to
the system (by way of the Cbox CSR BC_CLEAN_VICTIM[0]) when evicting a clean

4-12 Cache and External Interfaces
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or shared block. Both commands allocate buffers in the VAF (victim address file). This
buffer is a coherent part of the 21264A cache system. Write data control and dealloca-
tion of the VAF can be directly controlled by using the SysDc WriteData and Release-
Buffer commands.

4.5.5 Dcache States and Duplicate Tags

Each Dcache block contains an extra state bit (modified bit), beyond those required to
support the cache protocol. If set, this bit indicates that the associated block should be
written to the Bcache when it is evicted from the Dcache. The modified bit is set in two
cases:

1. When a block is filled into the Dcache from memory its modified bit is set, ensur-
ing that it also gets written back into the Bcache at some future time.

2. When the processor writes to a dirty Dcache block the modified bit is set, indicating
it should be written to the Bcache when evicted.

The contents of the modified bit are functionally invisible to the external cache environ-
ment, but knowledge of the bits function is useful to programmers optimizing the
scheduling of the Bcache data bus.

The Cbox contains a duplicate copy of the Dcache tag array. In contrast to the Dcache
tag array (DTAG), which is virtually indexed, the Cbox copy of the Dcache tag array
(CTAG) is physically-indexed. The Cbox uses the CTAG array entries in the following
situations.

1. When the Mbox requests a Dcache fill, the Cbox uses the CTAG array entry to find
if the Dcache already contains the requested physical address in another virtually-
indexed Dcache line. If it does, the Cbox invalidates that cache line after first writ-
ing the data back to the Bcache if it was in the modified state. The Cbox also checks
to see if the Dcache contains an address different from the requested address, but
maps to the same Bcache line. If it does, the Dcache line is evicted in order to keep
the Dcache a subset of the Bcache.

1o

When the Ibox requests an Icache fill, the Cbox uses the CTAG array entries to find
if the Dcache contains the requested physical address in the modified state. If it
does, the Cbox forces the line to be written back to the Bcache before servicing the
Icache fill request. The Cbox also checks to see if the Dcache contains an address
different from the requested address but which maps to the same Bcache line. In
this case the Istream request will miss the Bcache, and the Cbox will

service the request by launching a noncached Fetch command to the system port
and will not put the Istream block into the Bcache. This mechanism allows the
21264A to use a cache resident lock flag for LDx_L/STx_C instructions.

3. The Cbox uses the CTAG array entries to find whether probe addresses are held in
the Dcache without interrupting load/store instruction processing in the processor
core.

4.6 Lock Méchanism

The 21264A does not contain a dedicated lock register, nor are system components
required to do so.
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When a load-lock (LDx_L) instruction executes, data is accessed from the Dcache or
Bcache. If there is a cache miss, data is accessed from memory with a RdBlk command.
Its associated cache line is filled into the Dcache in the clean state, if it is not already
there.

When the store-conditional (STx_C) instruction executes, it is allowed to succeed if its
associated cache line is still present in the Dcache and can be made writable; otherwise,
it fails.

This algorithm is successful because another agent in the system writing to the cache
line between the load-lock and the store-conditional cache line would make the cache
line invalid. This mechanism’s coherence is based on the following four items:

1. LDx_L instructions are processed in-order in relation to the associated STx_C.

2. Once a block is locked by way of an LDx_L instruction, no internal agent can evict
the block from the Dcache as a side-effect of its processing.

3. Any external agent that intends to update the contents of the stored block must use
an invalidating probe command to inform the 21264A.

4. The system is the only agent with sufficient information to manage the tasks of fair-
ness and liveness. However, to enable these tasks, the 21264A only generates exter-
nal commands for nonspeculative STx_C instructions, and once given a success
indication from the system, must faithfully update the Dcache with the STx_C
value.

The system is entirely responsible for item number three. The 21264A plays an active
role in items one, two, and four.

4.6.1 In-Order Processing of LDx_L/STx_C Instructions

The 21264A uses the stWait logic in the IQ to ensure that LDx_L/STx_C pairs are
issued in order. The stWait logic treats an Ldx_L instruction like Stx instructions.
STx_C instructions are always loaded into the IQ with their associate stWait bit set.
Thus, a STx_C instruction is not issued until the older LDx_L is out of the IQ.

4.6.2 Internal Eviction of LDx_L Blocks

The 21264 A prevents the eviction of cache blocks in the Dcache due to either of the fol-
lowing references:

e Istream references with a Bcache index that matches the Dcache block and a
Bcache tag that mismatches the Dcache block.

To avoid evictions of LDx_L blocks, Istream references that match the index of a
block in the Dcache are converted to noncached references.

e I dx or Stx references with a Dcache index that matches the block.

In the Alpha Architecture, Dstream references between a LDx_L/STx_C pair force
the value of the STx_C success flag to be UNPREDICTABLE. The 21264A forces
all STx_C instructions that interrupt an LDx_L/STx_C pair to fail in program order.

There should be no Dstream references between LDx_L/STx_C pairs; however, the
out-of-order nature of the 21264A can introduce Dstream references between
LDx_L/STx_C pairs. To prevent load or store instructions older than the LDx_L
from evicting the LDx_L cache block, the Mbox invokes a replay trap on the
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incoming load or store instruction, which also aborts the LDx_L. These instructions
are issued in program order in the next iteration of the trap retry down the pipeline.
To prevent newer load or store instructions from evicting the locked cache line, the
Ibox ensures that a STx_C is issued before any newer load or store instruction by
placing the STx_C into the IQ and stalling all subsequent instructions in the map
stage of the pipe until the IQ is empty.

Branch instructions between the LDx_L/STx_C pair may be mispredicted, intro-
ducing load and store instructions that evict the locked cache block. To prevent that
from happening, there is a bit in the instruction fetcher that is set for a LDx_L refer-
ence and cleared on any other memory reference. When this bit is set, the branch
predictor predicts all branches to fall through.

4.6.3 Liveness and Fairness

To prevent a livelock condition, the 21264A processes the STx_C as follows:

1. If a STx_C misses the Dcache, then no system port transaction is started and the
STx_C fails.

2. If aSTA_C hits a block that is not dirty, then a ChangeToDirty (Shared or Clean) is
launched after the STx_C retires and all older store queue entries are in the writable
state. This ensures that once the ChangeToDirty command is launched on behalf of
the STx_C, the STx_C will be executed to completion if the ChangeToDirty com-
mand succeeds.

If the ChangeToDirty command succeeds, the STx_C enters the writable state, and the
Mbox locks the Dcache line. The Mbox does not release the Dcache line until the
STx_C data is transferred to the Dcache. This ensures that no other agent, by way of a
probe, can take the block before the STx_C can update the locked block.

4.6.4 Managing Speculative Store Issues with Multiprocessor Systems

The 21264 A provides two mechanisms to manage an inherent potential side effect of
speculative execution with multiprocessor systems — a livelock condition caused by a
speculative store that misses in one processor affecting the execution of a LDx_L/
STx_C pair in another processor. The potential livelock condition in multiprocessor
systems can be effectively controlled by placing processors in a conservative mode,
where speculative store MAFs are blocked. The 21264A manages conservative mode
with the Mbox IPR, M_CTL[SMC], described in Table 5-19.

¢ M_CTL[SMC] can be set to place the 21264 A in full-time conservative mode.

¢ M_CTL[SMC] can be set to place the 21264 A in periodic conservative mode,
timed by two counters: an 8-bit primary counter that tracks branch mispredicts and
conditional branch retires, and a backup counter that places the 21264A in conser-
vative mode for a period of 16K cycles every 2 million cycles.

The 8-bit counter is enabled by placing M_CTL[SMC] in periodic conservative
mode. The backup counter takes effect whenever the 8-bit counter is enabled. Fur-
ther, the backup counter can be reset to 0 by clearing a previously set
M_CTL[SMC(], allowing synchronization between processors.
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4.7 System Port

The system port is the 21264A s connection to either a memory or /O controller or to a
shared multiprocessor system controller. System port interface signals are shown in
Figure 4-4.

The system port supports transactions between the 21264A and the system. Systems
must receive and drive signals that are asserted low. Transaction commands are com-
municated on signal lines SysAddOut_L[14:0] (21264A-to-system) and
SysAddIn_L[14:0] (system-to-21264A). Transaction data is transferred on a bidirec-
tional data bus over pins SysData_L[63:0] with ECC on pins SysCheck_L[7:0].

Figure 4-4 System Interface Signals

< SysAddin_L[14:0]
21264A | SysAddinClk_L
SysAddOut_L[14:0]
SysAddOutClk_L
SysVref
(SysData_L[G:i:O]

< SysCheck_L[7:0]

< SysDatainClk_H(7:0]
SysDataOutClk_L[7:0]
SysDatalnValid_L
SysDataOutValid_L
SysFillValid_L
IRQ_H[5:0]

AAAA

FM-05652-EV67

4.7.1 System Port Pins

Table 3-1 defines the 21264A signal types referred to in this section. Table 4-6 lists the
system port pin groups along with their type, number, and functional description.

Table 4-6 System Port Pins

Pin Name Type Count Description

IRQ_H[5:0] 1_.DA 6 These six interrupt signal lines may be asserted by the sys-
tem.

SysAddIn_L[14:0] I_DA 15 Time-multiplexed SysAddlIn, system-to-21264A.

SysAddInClk_L I_DA 1 Single-ended forwarded clock from system for
SysAddIn_L[14:0] and SysFillValid_L.

SysAddOut_L[14:0] 0O_0ODb 15 Time-multiplexed SysAddOut, 21264A-to-system.

SysAddOutClk_L 0_OD 1 Single-ended forwarded clock.

SysVref I_DC_REF 1 System interface reference voltage.

SysCheck_L[7:0] B_DA_OD 8 Quadword ECC check bits for SysData_L[63:0].

SysData_L[63:0] B_DA_OD 64 Data bus for memory and I/O data.
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Table 4-6 System Port Pins (Continued)

Pin Name Type Count Description

SysDatalnClik_H[7:0] I_DA 8 Single-ended system-generated clocks for clock forwarded
input system data.

SysDatalnValid_L I_DA 1 When asserted, marks a valid data cycle for data transfers to
the 21264 A.

SysDataOutClk_L{7:0] 0O_OD 8 Single-ended 21264A-generated clocks for clock forwarded
output system data.

SysDataOutValid_L 1_DA 1 When asserted, marks a valid data cycle for data transfers
from the 21264A.

SysFillValid_L I_DA 1 Validation for fill given in previous SysDc command.

4.7.2 Programming the System Interface Clocks

The system forwarded clocks are free running and derived from the 21264A GCLK.
The period of the system forwarded clocks is controlled by three Cbox CSRs, based on
the bit-rate ratio (similar to the Bcache bit-rate ratio) except that all transfers are dual-
data. ‘

e SYS_CLK_LD_VECTOR[15:0]
e SYS_BPHASE_LD_VECTOR[3:0]
* SYS_FDBK_ENI[7:0]

Table 4-7 lists the programming values used to program the system interface clocks.

Table 4-7 Programming Values for System Interface Clocks

System Transfer SYS_CLK_LD_VECTOR! SYS_BPHASE_LD_VECTOR' SYS_FDBK_EN!

1.5X-DD
2.0X-DD
2.5X-DD
3.0X-DD
3.5X-DD
4.0X-DD
5.0X-DD
6.0X-DD
7.0X-DD
8.0X-DD

9249 5 02
3333 0 01
8C63 5 02
71C7 0 10
C387 A 04
OFOF 0] 01
7CI1F 0 40
FO3F 0 10
CO7F 0 04
OOFF 0 01

1

These are hexadecimal values.
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In addition to programming of the clock CSRs, the data-sample/drive Cbox CSRs at the
pads have to be set appropriately. Table 4-8 shows the programmed values for these
system CSRs. In Table 4-8, each system forwarded clock is the inversion of the low-
assertion signal at the corresponding pin.

Table 4-8 Program Values for Data-Sample/Drive CSRs

CBOX CSR Description

SYS_DDM_FALL_ENI0] Enables the update of 21264A system outputs based on the falling edge of the
system forwarded clock. (Always asserted)

SYS_DDM_RISE_EN([0] Enables the update of 21264A system outputs based on the rising edge of the

system forwarded clock. (Always asserted)

SYS_DDM_RD_FALL_EN[0]  Enables the sampling of incoming data on the falling edge of the incoming
forwarded clock. (Always asserted)

SYS_DDM_RD_RISE_ENJ[0] Enables the sampling of incoming data on the rising edge of the incoming
forwarded clock. (Always asserted)

SYS_DDMF_ENABLE Enables the falling edge of the system forwarded clock. (Always asserted)
SYS_DDMR_ENABLE Enables the rising edge of the system forwarded clock. (Always asserted)

Table 4-9 lists the program values for CSR SYS_FRAME_LD_VECTOR(4:0] that set
the ratio between the forwarded clocks and the frame clock.

Table 4-9 Forwarded Clocks and Frame Clock Ratio

Clock Ratio Transfer Mode . Value'
1:1 All - 00
2:1 3.0X, 3.5X%, 8.0X 1E
2:1 1.5X, 2.0X, 2.5X 4.0X, 5.0X, 6.0X 7.0X IF
4:1 8X 15
4:] 1.5X, 4.0X, 5.0X, 6.0X, 7.0X 0B
4:1 3.0X, 3.5X 14
4:1 2.0X, 25X 0A

1" These are hexadecimal values.

4.7.3 21264A-to-System Commands

This section describes the 21264A-to-system commands format and operation. The
command, address, ID, and mask bits are transmitted in four consecutive cycles on
SysAddOut_L[14:0]. The 21264A sends the command information in one of the two
following modes as selected by the Cbox CSR bit.

* Bank interleave on cache block boundary mode—SYSBUS_FORMAT[0] =0
* Page hit mode—SYSBUS_FORMAT[0] =1

The physical address (PA) bits arrangements for the two modes is shown in Tables 4-10
and 4-11. The purpose of the two modes is to give the system the PA bits that allow it to
select the memory bank and drive the RAS address as soon as possible.
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4.7.3.1 Bank Interleave on Cache Block Boundary Mode

Table 4-10 shows the command format for the bank interleave on cache block bound-
ary mode of operation (21264A-to-system).

Table 4-10 Bank Interleave on Cache Block Boundary Mode of Operation

SysAddOut_L[14:2] SysAddOut_L[1] | SysAddOut_L[0]
Cyclel |Ml Command[4:0] PA[34:28] PA[36] PA(38]
Cycle 2 PA[27:22], PA[12:6] PA[35] PA[37]
Cycle3 M2 Mask[7:0] CH |ID[2:0] PA[40] PA[42]
Cycle4 |RV PA[21:13], PA[5:3] PA[39] PA[41]

4.7.3.2 Page Mode Hit

Table 4-11 shows the command format for page hit mode (21264 A-to-system).

Table 4-11 Page Hit Mode of Operation

SysAddOut_L[14:2)] SysAddOut_L[1] | SysAddOut_L[0]
Cyclel (Ml Command([4:0] PA[31:25] PA[32] PA[33]
Cycle 2 PA[24:12] PA[11] PA[34]
Cycle3 |M2 Mask{7:0] CH |ID[2:0] PA[35] PA[37]
Cycle4 |RV PA[34:32], PA[11:3] PA[36] PA[38]

Table 4-12 describes the field definitions for Tables 4-10 and 4-11.

Table 4-12 21264A-to-System Command Fields Definitions (Sheet 1 of 2)
SysAddOut Field Definition

Mi When set, reports a miss to the system for the oldest probe.
When clear, has no meaning.

Command[4:0] The 5-bit command field is defined in Table 4-14.

SysAddOut{1:0] This field is needed for systems with greater than 32GB of memory, up to a maximum of 8
Terabyte (8TB). Cost-focused systems can tie these bits high and use a 13-bit command/
address field.

M2 When set, reports that the oldest probe has missed in cache. Also, this bit is set for system-

10-21264A probe commands that hit but have no data movement (see the CH bit, below).
When clear, has no meaning.

M1 and M2 are not asserted simultaneously. Reporting probe results as soon as possible is
critical to high-speed operation, so when a result is known the 21264A uses the earliest
opportunity to send an M signal to the system. M bit assertion can occur either in a valid
command or a NZNOP.

ID[2:0] " The ID number for the MAF, VDB, or WIOB associated with the command.

RV If set, validates this command.
In speculative read mode (optional), RV = 1 validates the command and RV = 0 indicates
a NOP.
For all nonspeculative commands RV = 1.

Mask[7:0] The byte, LW, or QW mask field for the corresponding VO commands.

Compaq Confidential
21264A Revision 1.1 - Subject To Change Cache and External Interfaces 4-19



System Port

Table 4-12 21264A-to-System Command Fields Definitions (Continued)(Sheet 2 of 2)

SysAddOut Field Definition

CH

The cache hit bit is asserted, along with M2, when probes with no data movement hit in
the Dcache or Bcache. This response can be generated by a probe that explicitly indicates
no data movement or a ReadIfDirty command that hits on a valid but clean or shared

block.

System designers can minimize pin count for systems with a small memory by config-
uring both the bank interleave on cache block boundary mode and the page hit mode
formats into a short bus format. The pin SysAddOut_L[1] and/or SysAddOut_L[0]
are not used (selected by Cbox CSR SYS_BUS_SIZE[1.0]). Table 4-13 lists the values
for SYSBUS_FORMAT and SYS_BUS_SIZE[1:0] and shows the maximum physical

memory size.

Table 4-13 Maximum Physical Address for Short Bus Format

SYSBUS_  SYSBUS_

FORMAT SIZE[1:0] Maximum PA Comment

0 00 42 Bank interleave + full address

0 01 36 Bank interlgave + SysAddOut_L[0] unused

0 10 Illegal Illegal combination

0 11 34 Bank interleave + both SysAddOut_L[1:0] are ﬁsed for I/O
1 00 38 Page mode hit + full address

1 01 36 Page mode hit + SysAddOut_L[0] unused

1 10 Illegal Illegal combination

1 11 34 Page mode hit + both SysAddOut_L[1:0] are unused

Because addresses above the maximum PA are not visible to the external system, any
memory transaction generated to addresses above the maximum PA are detected and
converted to transactions to NXM (nonexistent memory) and processed internally by

the 21264A.

4.7.4 21264A-to-System Commands Descriptions

Table 4—14 describes the 21264A-to-system commands.

Table 4-14 21264A-to-System Commands Descriptions

Command

Command [4:0] Function

NOP 00000 The 21264 A drives this command on idle cycles during reset. After the
clock forward reset period, the first NZNOP is generated and this
command is no longer generated.

ProbeResponse 00001 Returns probe status and ID number of the VDB entry holding the
requested cache block.

NZNOP 00010 This nonzero NOP helps to parse the command packet.
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System Port

Table 4-14 21264A-to-System Commands Descriptions (Continued)

Command

Command [4:0] Function

VDBFlushRequest 00011 VDB flush request. The 21264 A sends this command to the system when
an internally generated transaction Bcache index matches a Beache victim
or probe in the VDB. The system should flush VDB entries associated
with all probe and WrVictimBIk transactions that occurred before this
command.

MB! 00111 Indicates an MB was issued, optional when Cbox CSR
SYSBUS_MB_ENA|0] is set.

ReadBlk 10000 Memory read.

ReadB1kMod 10001 Memory read with modify intent.

ReadBIkl 10010 Memory read for Istream.

FetchBlk 10011 Noncached memory read.

ReadBlkSpec2 10100 Speculative memory read (optional).

ReadBlkModSpec? 101