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User’s Guide—How to Get the Most
from Your Subscription

This report will help you to:

e Reap added value from Datapro Network Management by using it to

its fullest.

* Know the contents of each component of your subscription.
» Take best advantage of the loose-leaf design features, structure, and

organization.

We know that you are eager to explore Datapro Net-
work Management. But before plunging in, take a few
minutes now to familiarize yourself with your new in-
formation service through this handy User’s Guide. It
will quickly take you through the various components
included in your subscription; point out the design fea-
tures, structure, and organization of the loose-leaf
binder; and show numerous ways that your subscrip-
tion can serve you and your associates.

WHY DATAPRO NETWORK MANAGEMENT?

Simply put, network management is an activity too
complex and crucial to be operated in a vacuum. Why
not profit from the opportunities or problems that
other network management professionals have already
addressed or solved? Datapro’s network management
editors continuously review hundreds of challenging
issues, technologies, and techniques and share the
most successful solutions and ideas with our subscrib-
ers by presenting them in this service. Datapro Net-
work Management can help you to manage existing
operations successfully and also to spot emerging is-
sues and trends, thus supporting your ability to antici-
pate opportunities, avoid pitfalls, and plan and control
change.

Datapro Network Management carries the freshest in-
sights and most viable approaches to the network man-
agement environment, both today and tomorrow.
Having these reports at your fingertips is comparable
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to having dozens of experienced network management
specialists on call, with the added value of Datapro’s
direction to assure their focus on the pertinent issues
facing network managers. Reports are presented in an
easy-to-read, standardized format that makes it easy to
find the specific information you need.

WHAT DOES YOUR SUBSCRIPTION
INCLUDE?

Loose-Leaf Information Book

Like other Datapro services, the most visible compo-
nent of your new Datapro Network Management sub-
scription is its ever-changing compilation of loose-leaf
reports. Designed for network management system
planners and users, the reports are organized in logical
progression—starting with a briefing on the basic is-
sues, continuing with an in-depth study of network
management functions, investigating integrated man-
agement concepts, focusing in on specific network
management applications, and—finally—examining
vendors’ strategies.

Bimonthly Loose-Leaf Issues

Throughout your subscription term, Datapro Network
Management’s contents will steadily change and grow
to help you with whatever problems or opportunities
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from Your Subscription

you encounter. We’ll send you fresh new management
reports bimonthly plus a monthly newsletter.

The Table of Contents and Index are continually up-
dated to keep you current with the reports contained in
your binder. You’ll find more information on how to
use these handy locator aids in the “How to Find
Things Fast!” section below.

Monthly News Analysis

Maximize your investment in Datapro Network Man-
agement by circulating the monthly newsletter to those
in your organization who need to know about commu-
nications issues. As you review each month’s newslet-
ter, you will likely find specific articles worth pointing
out to others. By keeping your associates up to date on
the ongoing value of the information contained in
Datapro Network Management, you can multiply your
subscription’s value many times over.

HOW TO FIND THINGS FAST!

Datapro Network Management makes it easy for you
to find information, whether you need a briefing on
general concepts, an answer to a specific question,
management tips to help you solve an impending
problem, or “how to” guidelines on taking action. Be-
come familiar with the major locator aids listed below:

The Table of Contents. The Table of Contents is lo-
cated at the front of your service.

Updated with each bimonthly issue, the Table of Con-
tents lists every report in page number order. Section
headers, subheads, and report numbers help you to see
the logical structure by which the reports are orga-
nized. The Table of Contents is useful for identifying
clusters of reports that address a specific subject and
provides a handy tool for quickly locating reports with
which you are already familiar.

The Index. The Index is located in the Index section
(Tab NMOL1). Every keyword associated with individ-
ual reports is listed in the Index, followed by an alpha-
betical listing by title of each report having that
keyword. Report numbers are also provided for easy
lookup.

Our industry frequently has several synonyms for the
same concept, for example: Network Control Centers
'(NCCs) and Network Operations Centers (NOCs). To
avoid presenting an unnecessarily complex index,
we’ve selected one preferred or most frequently used
keyword for each concept and listed thereunder all re-
lated report titles. All synonyms for that keyword are
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claiepre Contents
NETWORK June 1989
For a complete listing of the topics covered in this service, see Index
Report No. of  Pub'n. Report No.of Pub'n.
Report Number Pages Date’ Report Number Pages  Date
INDEX (Tab NMO1) INTEGRATED NETWORK MANAGEMENT ('I‘ab NMW)
Index NMO1-100-101 20 8/89 | Catching Up to the Future of NM40- 01 6/89
Integrated Network
USER'S GUIDE {Tab NMO5) Management
User's Guide NMOS-100-101 7 6/89 | OSl-Based Network Management  NM40-200-101 16 6/89
Toward & Unified Theory for NM40-200-401 5 6/89
MANAGING NETWORKS (Tab NM10) Managing Large Networks
Management by Preparedness NM10-100-101 3 6/89 Sundardmng Network ‘NM40-300-101 a 6/89
Network Management: A NM10-100-301 8 6/89 Management for TCP/IP
Manager’s Perspective Environments
Network Management: End-User  NM10-100-401 3 6/89 | Managing TCP/IP-based NM40-300-201 8 6/89
Perspectives. Networks: The HEMS Model
Disciplines for Effective Network ~ NM10-200-301 9 6/89 | AT&T Unified Network NM40-313-101 14 6/89
Management Management Architecture
Evolving Market Opportunities i~ NM10-300-101 6 6/89 | Digital Equipment Corporation NMA40-325-101 9 6/89
Network Management Enterprise Management
Architecture (EMA)
OpenView's Architectural NM40-452-101 6  6/89
NETWORK MANAGEMENT FUNCTIONS (Tab NMZD] Models
Network Management Functions ~ NM20-100-10 6/89 | IBM SNA and NetView NM40-491-101 8 6/89
Network Management and NM40-674-101 9 6/89
Fault Management Contro! Systems.
Network Monitoring and Control ~ NM20-200-101 8 6/89
An Interactive Display System NM20-200-201 10 6/89 | NETWORK APPLICATIONS (Tab NM50)
for Netwark Management
Systems SNA Networks
1BM’s Approach to Network NM50-100-101 13 6/89
Configuration Management Management
Inventory and Configuration NM20-300-101 4 6/89 | Network Management in APPN NM50-100-301 12 6/89
Management Networks
Change Control NM20-300-201 8 6/89
T-Carrier and Digital-Based Networks
Performance Management T1 Network Management: A NM50-200-101 4 6/89
Performance Modeling: Analysis ~ NM20-400-101 12 6/89 Strategic Perspective
of Digital Communication Choosing a T1 Network NM50-200-201 2 6/89
Systems Monitoring System
Transport Management NM20-400-201 4 6/89 | T1 Multiplexers in the ISDN NM50-200-301 8 6/89
i
Security Management
Evolving Security Management NM20-500-101 7 6/89 | Local Area Networks (LANS)
Standards Local Area Network NMS50-300-101 8 6/89
Disaster Recovery NM20-500-201 13 6/89 Management Issues
Token Bus/Ring LAN NMS0-300-201 7 6/89
Problem Management Management: Concepts &
Problem Management: Using the  NM20-700-101 4 6/89 | Architectures
Help Desk Avrchitectural Support of 'NM50-300-301 5 6/89
Dwgmng a Practical Network NM20-700-201 7 6/88 | Network Management: An
Maintenance Strategy Alternate View
Managing Local Area Networks:  NM50-300-501 7 6/89
Accounting, Performance, and
PLANNING & DESIGN (Tab NM30) Security Management
Future Scenarios for Network NM30-100-101 a 6/89
Management Circuit Switched Networks
Using Network Management NM30-100-201 6 6/89 | Telecommunications NM50-500-101 8 6/89
Systems to Gain a Strategic Management Software
ompetitive Advantage The Telemanagement Symphony ~ NM50-500-201 7 6/89
Eight Critical Steps in Evaluating  NM30-200-101 14 6/89 | Centrex-Based Network NMS0-500-401 4 6/89
and Implementing Network Management
Management Systems The Evolution of Automated NM50-500-501 5 6/89
Designing Network Control NM30-200-201 6  6/83 | Management Systems in Voice
Centers for Greater Productivity Networks
Homegrown Network NM30-200-401 4 6/89 | The Missing Link—Network NM50-500-601 7 6/89
Management Management
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Figure 1. The Table of Contents is updated with each issue and
lists every report in the order in which it appears in the volume.
Section headers, subheads, and report numbers help you to see the
logical structure within which the reports are organized. The Ta-
ble of Contents is useful for identifying clusters of reports that fit a
specific management need and is also a handy tool for quickly
locating reports with which you are already familiar.

cross-referenced to lead you to the list of relevant titles,
no matter what term you start with. Acronyms are also
cross-referenced, and related subjects are grouped un-
der one specific keyword. Authors’ names, for reports
written by industry authors, are also listed alphabeti-
cally in the Index.

The Index is updated two times per year. Between up-
dates, a Supplementary Index references new key-
words and titles introduced in the intervening issues.

The Index is your most powerful locator aid. By refer-
ring to it frequently, you will greatly increase your abil-
ity to find specific subjects of interest.

While you may enjoy occasional browsing, Datapro
Network Management is not intended for leisurely
reading. It is a workhorse designed to produce results.
If you exercise this information service frequently, us-
ing the locator aids we’ve described, you can expect to
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reap hundreds of practical suggestions, cost-saving
tips, and sound advice worth many times the cost of
your subscription.

VENDOR STRATEGIES PROVIDED BY NBI/
DATAPRO

The reports behind Tab NM60, “Network Manage-
ment Vendor Strategies,” are provided by Northern
Business Information/Datapro (NBI/Datapro). NBI is
Datapro’s telecommunications market research arm,
providing research and industry analysis on key mar-
kets, aftermarkets, services, and companies.

NBI/Datapro also offers a complete family of products
for strategic planners in the telecommunications in-
dustry, both vendors and end users. Key industry seg-
ments are analyzed and delivered in a combination of
reports, diskettes, newsletters, seminars, and limited
access to NBI’s database.

OTHER DATAPRO SOURCES OF
INFORMATION ABOUT
TELECOMMUNICATIONS

Related Loose-Leaf Services

Today’s communications professionals are no longer
confined to the narrow role of liaison between user or-
ganizations and the local telco representatives. They
are now becoming accountable for forming long-range
telecommunications strategies, recommending and
procuring equipment and transmission facilities from
numerous vendors in a highly volatile marketplace,
and coordinating or integrating voice systems and net-
works with their organizations’ data communications
facilities.

No single information service can address all these
topics, but Datapro has an answer! To complement
Datapro Network Management, we offer nine other
loose-leaf information services in our Communica-
tions Series. Together they form a complete library of
information on both voice and data communications.

The other members of the set are:

* Datapro Management of Telecommunications. This
management-oriented information service provides
a comprehensive set of guidelines for researching,
planning, designing, and managing voice communi-
cations networks.

¢ Datapro Reports on Telecommunications. This
product-oriented companion to Datapro Manage-
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ment of Telecommunications contains hundreds of
authoritative reports, comparisons, and evaluations
of telephone systems hardware and software, related
voice equipment, and both basic and value-added
transmission facilities. It is designed for use during
the equipment selection stage of the telecommunica-
tions management process.

Datapro Management of Data Communications.
This management-oriented information service, for-
merly titled Datapro Communications Solutions,
provides a comprehensive set of guidelines for plan-
ning, designing, and managing data communications
networks. This service is similar in charter and in
format to Management of Telecommunications but
is targeted towards data communications managers.

« Datapro Reports on Data Communications. This in-
formation service addresses the data communica-
tions marketplace and provides in-depth
descriptions; detailed comparison columns; and in-
sightful commentary on commercially available data
communications devices, systems, and services.

NM30-100-201
Planning & Design

Using Network Management Systems
to Gain a Strategic Competitive
Advantage

This report will help you to:
« Learn how major corporations use network management systems to
increase and sustain their competitive advantage.

* Use the capabilities of your existing network management
equipment to maximize your network’s strategic value.

Traditionally, users viewed corporate networks s Many aceept this 1ision of the corporate network s
mere utilities |h.n supported the organizational infra- umwklmu weapon as selfevident. Without turther
structure by among far- however. one might be fed 10 befieve
Nun jons. The control inherent in private that the particald ent of ines or the type off
facilities translated into substantial cost savings over uullmln nt deplosed among un Aarious nodes deter-
the Tong term—thus justifying the expense of running mines the network's strategic value,

one’s own network,
Although certainhy essential, network architecture

In the carly 1980s. industry experts promoted private and components ke o backseat 10 the network man-

networks as the means of maki Iy d agement system (NMS) The right NMS unifics di-

persed companies more many \erse computer and communications resources and

hesis eness among diverse operating tnsforms them into stratey e i

top-heavy organizations trim the burge company’s competitive position ar

middie management. tdeally. a pri vivability. Not surprisingly. them, m any orgniztions

Would promote hetter and more timely decision make— place @ premium value on network downtime:

ing. transfating into a more pmlluhl\ husiness. The

4 o

* A Wall Street brokerage house can lose as much as

of private m’l\\ork\ run ained lmu\ul on Jmlup.ll\d $60.000 per minute when buy/sell instructions from
cost savings and on increasing the fevibility in allo- customers are disrupted.
cating communications resources.
o A state ottery can Tose millions of dollars per hour
Today. 1 ground swell of opinion says that the quality it cannot process ticket sales when hefly jackpots
of & company’s network holds the k are at stake.
customers better, increasing market share. and pursu.
ortunities suceessfully. n the © An insurance company can lose its Fortune $00
PFSC CN SeCure strtegic competiti ¢ accounts i i cannot live up o specitied levels of
ages over marketplace vivaly that have not yet netvork uptime 1o process its clients” claims.,

ch possibilitics.

As mare and more companies are discovering. the
capability 1o maintain o steiegic competitive adyan-
age rests upon the quality of their networks. The
“network™ includes the high-capacity bachbone.
feeder links., and drops 1y pically associated with wide
arca networks (WANsE as well as the host. servers,
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Figure 2. The first page of each report lists bulleted objectives that
capsulize the report’s contents. These results-oriented statements
focus on what you should expect to obtain from reading the re-
port.
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¢ Datapro Reports on Communications Alternatives.
This service covers transmission techniques, net-
working systems, and products associated with T-
carrier, fiber optic, microwave, satellite, and infrared
systems.

* Datapro Reports on PC Communications. This prod-
uct is a comprehensive, three-volume information
service providing detailed analysis of PC-to-host
links, asynchronous communications packages, mo-
dems, and local area networks based on hands-on
tests. In addition, Technology Reports address inno-
vative advances, and Survey Reports are provided to
detail the entire microcomputer communications
marketplace.

Datapro Reports on Communications Software.
Combines general industry and system overviews
with product-specific reports in a fully indexed,
loose-leaf format. This service also includes product
reports on network management packages, such as
IBM’s NetView and Cincom’s Net/Master.

Datapro Networking Services. Analyzes telecommu-
nications common carrier rate changes and offerings.

Datapro Directory of On-line Services—features pro-
files of more than 2,000 publicly accessible databases
and full feature reports on the major information re-
trieval and remote computing services.

In addition, we publish a set of services addressed
specifically to international audiences. These include
Datapro Reports on International Telecommunica-
tions, Datapro Reports on Data Communications In-
ternational, and Datapro Reports on International
Communications Equipment.

To make any of these information services a part of
your reference library, you can first get a trial review
copy by calling Datapro Customer Service or your
Datapro account representative toll free at (800)
DATAPRO (800/328-2776). Examine the review
copy in your office for 30 days and agree to return the
books and pay a small review fee if you decide not to
subscribe.

COPYRIGHT © 1989 McGRAW-HILL, INCORPORATED. REPRODUCTION PROHIBITED

The table below clearly shows the relationships be-
tween these services:

Orientation Technology

Datapro Management  Management  Voice
of Telecommunications
Datapro Reports on Products Voice

Telecommunications

Datapro Management  Management Data

of Data
Communications

Datapro Reports on Products Data
Data Communications

Datapro Reports on Product/ Trar}s-
Communications Manage- mission
Alternatives ment

Datapro Network Management Network
Management Management

Datapro Reports on Products Data
PC Communications

Datapro Reports on Products Data
Communications
Software

Datapro Networking Tariffs Services
Services

Datapro Directory of Products  Services

On-line Services

Other Loose-Leaf Services

Datapro Information Services include comprehensive
loose-leaf subscription services, covering microcom-
puters, information processing systems, data and tele-
communications, office automation, information se-
curity, and manufacturing automation. A list of
Datapro products appears on the following page:
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INFORMATION SYSTEMS

Datapro 70

Datapro 70 International

Reports on Minicomputers

Reports on Minicomputers International
Reports on Information Security
Reports on Software

Reports on Software International
Reports on UNIX Systems & Software
Directory of Software

Management of Applications Software
Management of EDP Systems

MICROCOMPUTERS

Reports on Microcomputers

Reports on Microcomputers International
Management of Microcomputer Systems
Directory of Microcomputer Software
Directory of Microcomputer Hardware

OFFICE AUTOMATION

Reports on Office Automation

Reports on Office Automation International
Management of Office Automation

Reports on Word Processing

Reports on Word Processing International
Office Products Evaluation Service

Reports on Electronic Publishing Systems

INDUSTRY AUTOMATION

Reports on Banking Automation

Reports on Retail Automation

Manufacturing Automation Series
Management and Planning
Manufacturing Information Systems
CAD/CAM/CAE Systems
Factory Automation
News and Perspectives

Reports on Marketing Information Systems

Professional Development Seminars

Through Datapro, your personal development can ex-
tend well beyond the use of loose-leaf information ser-
vices. We currently offer 19 different seminars in voice
and data communications, networking, and connectiv-
ity. Datapro subscribers are treated as preferred cus-
tomers who receive priority enrollment. Please call
Datapro Customer Service for the latest course offer-
ings.

JUNE 1989

We also offer a broad range of on-site courses that can
save your company time and money. Courses cover
topics such as communications, information systems,
personal computing, software, and management. Call
for free detailed outlines today.

Computer-Based Training (CBT)

Datapro offers state-of-the-art courseware packages
providing interactive, animated, and graphical lessons
that you learn at home or work on an IBM or compat-
ible PC. Ten CBT disks feature training in various
communications disciplines, including data commu-
nications, telecommunications, LANs, PC network-
ing, X.25, and T1 transmission. A demonstration disk,
available for each course, provides an overview with
actual course excerpts.

Special Publications

Datapro publishes dozens of feature reports, soft-
bound books, and loose-leaf books (not updated under
subscription) on many topics, including telecommuni-
cations. Our Customer Service staff will gladly send
you a copy of the latest catalog.

We also provide third-party, objective research data
that can be tailored to suit an organization’s needs.
This highly customized information-—available from
the entire contents of the Datapro and Future Comput-
ing databases—includes the following products and
services: Electronic Database Services; Custom Pub-
lishing and Market Research; Competitive Hand-
books; Future Computing Incorporated—micro/PC
hardware and software testing, and market/
distribution channel analysis; On-Site Educational
Services; and Reprints and Feature Reports.

CUSTOMER SERVICE—
DON’T OVERLOOK IT!

While we are considered most frequently a publisher,
Datapro Research is, first and foremost, a manager of
information for our subscribers. Accordingly, we dedi-
cate ourselves to customer service. Many of the ways
in which our Customer Service staff can serve you
have already been outlined. Additional services in-
clude:

» Refurbishing. Missing pages, lost issues, broken
binders, and damaged books are readily replaced.

e Reprints. Our subscribers frequently request reprints
of selected reports to share with their associates and
customers. Datapro can quickly fill reprint orders for
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several copies or several thousand at reasonable
prices. Note that Datapro’s copyrights prohibit any
reproduction, duplication, or storage (on any me-
dium, including electronic) of any portion of our in-
formation services without our written permission.

Subscription-related services. Our Customer Service
staff will gladly assist you in initiating trial reviews,
reinstating expired subscriptions, making subscriber
name and/or address changes, consolidating multi-
ple subscriptions into a single billing, and other sub-
scription fulfillment services.

Archival reports and back issues. Datapro maintains
an archive of reports published since 1970. Subscrib-
ers interested in tracking product histories, market
evolutions, and other issues can use this storehouse
of information. Copies of old reports and/or assis-
tance in searching Datapro’s archives can be ob-
tained through Customer Service. Costs and
availability of such reports vary depending on the
specific nature of your request.

To make room for new material, we instruct you
from time to time in the Filing Instructions to replace
or delete older reports from your binders. You may
wish to set up your own informal system for ar-
chiving reports that have been removed. Datapro can
provide you with additional binders for a nominal
charge.

Special handling. Customer Service has a variety of
mechanisms to expedite delivery of Datapro infor-
mation to meet special requirements, including cou-
rier services, facsimile, and special packaging.
Inquire for details.
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NOW IT'S UP TO YOU

The basic goal of this—or any other—conscientious
information service is to synthesize all the data about a
selected topic into a comprehensive, orderly structure
that is timely, accurate, and easy to use. Datapro Net-
work Management, far more than a simple reference
book, is an information service constantly refreshed to
provide ongoing value to communications profession-
als.

Our value to you evolves from two unique Datapro
capabilities. First, as the undisputed leader in the busi-
ness of supplying loose-leaf information services to the
data processing, office automation, and communica-
tions industries, we are able to monitor these indus-
tries as an insider. We are equipped to track literally
hundreds of new technologies and industry trends, an-
alyze them with the insight gained through experience,
and present them to our readers on an exceptionally
timely basis. Second, since no environment, especially
the communications arena, remains static, we have
created Datapro Network Management as a loose-leaf
service that is updated continually with fresh new
ideas and analysis. Each component and feature of the
service is designed to maximize the benefits you re-
ceive from your subscription.

Now it is up to you. Put the service to work and give

yourself the opportunity to find out how valuable it
can be! O
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This report will help you to:

» Anticipate increases in trouble calls as your network grows in size

and complexity.

» Assess the impact that a one-terminal-per-employee operation will
have on your network management strategy.

 Prepare a realistic plan for managing future network expansion and

change.

Network managers cannot escape the existence of fail-
ures in their networks. Although an aggressive pre-
ventive maintenance program can minimize failure,
it cannot prevent it. Unmanaged failure can turn into
disaster; therefore, network managers have to antici-
pate failure.

How many trouble calls should you be receiving? For
a small data processing network under 1,000 devices,
5 percent of the end users will call in complaints on
any given day. In larger networks, that percentage
goes up quite a bit and may reach almost 40 percent
on absolutely huge networks. Clearly, complaints
need to be reduced if networks are to grow.

It is important to realize that hardware failures are
not the primary cause of most trouble calls, particu-
larly in large networks. The potential sources of trou-
ble are numerous. They may include problems with
applications and systems software as well as problems
caused by uncontrolled network changes (terminal
moves, report revisions, source program modifica-
tions, etc.). Table 1 lists some potential sources for

This report was written exclusively for Datapro by Chris Cole. Mr.
Cole has over 12 years’ experience in the data communications
industry, and particularly in the management of large networks.
Mr. Cole is currently the president and cofounder of Peregrine
Systems, Inc. and an advisor to Datapro Network Management.
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trouble. Note the different job descriptions of staff
members who typically wind up answering these trou-
ble calls.

Furthermore, as the networks increase in size, they
increase in complexity. While the potential for trou-
ble calls increases quadratically as the network grows,
network managers can avoid disaster by preparing to
handle complexity and growth. The following section
portrays a realistic picture of the amount of invest-
ment and attention demanded by a well-run network.

A WELL-RUN NETWORK

As an example of a well-run network, consider the
public phone network. An average-size central office
(CO) has about 50,000 incoming lines. That means it
serves about 50,000 customers or at least 50,000
phones. Typically, central offices receive a trouble
call from about 1/10 of one percent of those phones
each day or approximately 50 calls a day. Contrast
that failure rate (1/10 of a percent) to 5 percent in a
small data network. Of course, the phone network is
much simpler than the data network; the phone net-
work has a simple handset in it and uses technology
that has been around for a long, long time. It is
extremely simple compared to data processing termi-
nals and programs, and all the associated devices and
processes.
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How much is spent on preventive maintenance and
error correction at a telephone CO? The typical staff
of a CO is four people, two of whom are occupied
full-time performing preventive maintenance. A third
person is dedicated to correcting problems, and the
fourth person is responsible for installations and
changes to the system.

The telephone system’s engineering has a built-in two
for one redundancy. In other words, in the event of a
component failure, there is a backup component that
will activate. Despite that level of redundancy, a typ-
ical CO experiences at least one major alarm all the
time. That means that there is at least one failed
component with only one level of redundancy left—
failure of the backup component would, in fact, cause
a disruption of service. One maintenance worker is
fixing failed components—day and night.

Phone equipment is very heavily overengineered. The
electronic components are not run at anywhere near
their tolerance. This is deliberate because the phone
companies actively seek to minimize the failure rate
in a switch. The planned failure rate in a switch is one
hour of failure in every 25 years of operation. Even
though the phone companies have massively over-
engineered the switch, there is still one major alarm
at any time.

How much does that overengineering cost? At least
40 percent of the switch’s cost comes from redun-
dancy and reliability features. These features, such as

Person Receiving
Problem the Problem Call
On-line ABENDS
Batch ABENDS
Lost reports
VTAM vary ACTIVE
TSO cancel user ID
Bugs (system)
Bugs (application)
B37 ABENDS

Operators

Applications Programming
1/0 or Production Contro/
Network Control
Operators

Systems Programming
Applications Programming
DASD Management

Data set lockouts Operators

Terminal/line problems Network Control

Forgotten password Security

Tape problems Tape Librarian

Scheduling problems Operators or
Production Control

PC problems Infocenter

End-user help Customer Support

Source: Peregrine Systems.

Table 1. Some typical categories of trouble calls. MIS managers
in medium-to-large networks are rarely aware of the actual
number of trouble calls they receive. This lack of awareness is
because the calls are not logged and are not received by a central
Help Desk.
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Log-Log Plot of End-User Devices vs. Problems
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Source: Peregrine Systems.

Figure 1. Network complexity increases the potential for trouble
calls. Measuring complexity is difficult. One reasonable mea-
sure of complexity is the number of connections between compo-
nents in the network. These connections may be physical
(circuits), logical (call/dataflow), or procedural (approval
groups/escalation paths). The number of connections increases
as devices are added to the network. This figure depicts a log-log
plot of problems per day vs the number of end-user devices.

self-checking and automatic and on-demand diagnos-
tics, are all designed into the switch specifically to
deal with failure.

In general, it is realistic to say that 70 percent of a
phone bill is going towards the management of that
network. This includes preparing for, preventing, and
dealing with failure of that network. Most phone us-
ers think they are paying for electricity or copper
wiring or the lease for the right-of-way phone lines
when, in fact, that is a small fraction of the actual
cost.

In the world of phone networks, which are very sta-
ble, network management accounts for about 70 per-
cent of the network’s cost. Network managers in the
world of data processing do not recognize the cost of
effective network management. To maintain a large,
stable network with 50,000 terminals, a company
must spend substantial amounts of money to keep the
network running. Based on research, a 100,000-
terminal network will generate 40,000 problems a
day. (See Figure 1.) There are not many networks of
that size, and those that are probably are not getting
40,000 trouble calls per day. The reason they receive
fewer calls is not because there are fewer problems—
it is because users have given up calling.
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The consequences of network instability are devastat-
ing. The following two cases are real. While these
cases may seem extreme, they are all too similar to
the experiences of many users in large networks.

Case 1. An analyst for a large brokerage can remotely
log on to the corporate mainframe to obtain informa-
tion necessary to conduct business. After trying re-
peatedly, the analyst discovered he could not rely on
the network. The analyst now uses a PC connected to
a LAN; he would rather have a reliable PC than an
unreliable mainframe terminal. Of course, the analyst
has to live without the valuable corporate database.
This user’s experience is not unusual. It is safe to
conclude that corporate America has spent a signifi-
cant amount of money on PCs to avoid network
management problems.

Case 2. A national corporation has a large network
supporting hundreds of users. Every day at approxi-
mately 10:30 a.m., the network goes down until the
technical support staff can restore service—a process
which usually takes two or three hours. The root of
the problem has yet to be solved. Over 300 program-
mers use the system for applications development,
and they are literally out of work for two hours each
day for lack of effective network management.

A LOOK AT THE FUTURE

There are about 10,000 networks in the world with
500 or more devices. The average size of these net-
works is about 1,000 devices. About 5,000 of those
networks are in the United States. Those 5,000 net-
works are owned by the 5,000 largest companies in
the country which, together, employ 50,000,000 peo-
ple (or an average of 10,000 people per company).

JUNE 1989

U.S. corporations are moving towards a single
terminal-per-employee operation. Over the next 5 to
10 years, the average network will grow from 1,000
devices to 10,000 devices. For example, Federal Ex-
press and UPS have installed terminals in each truck.
Examples in other industries are not uncommon:
there are now terminals on the shop floor of many
manufacturing firms. Soon, there will be a terminal
wherever your employee is—whether your business is
a retail outlet or a manufacturing facility or a clerical
group—every firm is evolving to a one-terminal-per-
employee operation. This will drive the average net-
work size from 1,000 terminals to 10,000 terminals.
That will drive the average complaints per day from
50 calls to about 880 calls. Consequently, the cost of
those calls will jump from under $1 million to over
$10 million. Thus, while network managers today
may be able to control their networks in a rather ad
hoc fashion, that type of network management will
not work in the future.

This is the lesson the phone company learned years
ago, and that’s when it discovered that it must spend
over half of its money just on network
management—and the technology that they are trying
to manage is much simpler than data processing tech-
nology.

The point of these examples is that managers cannot
just throw the network in and expect it to work.
Companies must spend a substantial fraction of their
budget—even the majority of it—on network man-
agement. This is the meaning of “management by
preparedness,” and the industry is not ready for it.
Managers must realize that for every $10 million
spent on a network, in the future $7 million may be
spent on what appears at first to be unproductive
uses—network management, i.e., maintenance and
prevention. Large networks simply will not run with-
out that kind of expenditure. Management must get
serious about preparing for failures. [J
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Network Management: A
Manager’'s Perspective

This report will help you to:

management.

implementation.

Understand the basic elements and functions of network
See how these functions might be used in a network management

Examine the current status and future outlook for network

management standards and products.

[ ]

Identify issues that managers should consider when planning to
implement network management.

INTRODUCTION

The purpose of this report is to give an overview of
network management from a technical manager’s per-
spective. That is, we consider issues pertinent to a
manager who is considering how to implement net-
work management. These issues include such topics
as how network management fits into an organiza-
tional environment, what products are available now,
and where network management is going in the fu-
ture. Where possible, we explain pertinent concepts in
nontechnical terms.

As used in this report, network management refers to
the management of data communications resources
that use standard interfaces; i.e., open systems. Ven-
dor proprietary network management schemes are
outside our consideration. Although network man-
agement functions apply to all networks, some func-
tions should be tailored to take the special needs of
the applications running on the network into account.
Throughout this report, our discussion is oriented to

This Datapro report is based on “Network Management: A Man-
ager’s Perspective,” by Celia Joseph and Kurudi H. Muralidhar,
Industrial Technology Institute, from ENTERPRISE Conference
Proceedings. © 1988, Society of Manufacturing Engineers. Re-
printed by permission.
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the needs of local area networks (LANSs), and we use
the Manufacturing Automation Protocol (MAP) and
Technical and Office Protocol (TOP) version 3.0
specifications®” of network management as a basis.

What is network management and why is it impor-
tant? Network management can be defined as coordi-
nating, monitoring, and controlling the distributed
resources throughout a network. Network manage-
ment is important because it can provide a wide
range of information on a network, as well as a pow-
erful set of tools for managing the network. For exam-
ple, the types of information that network
management can provide include network configura-
tion and status, performance and trends, and current
and pictorial operations data. Using network manage-
ment tools, a network administrator can modify the
network configuration, change its status, adjust pa-
rameters to tune performance, and analyze the loca-
tion of and best solution for faults. As organizations
rely more heavily on networks and networks become
increasingly complex, management information and
tools become critical to the organization’s operation.

The report begins with background information on
network management, including the elements needed
to put it into place, and the basic functions it pro-
vides. Next, we give an example of network manager
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application; that is, given the set of basic functions,
this is one example of how they could be used. We
then examine the status of network management to-
day: what products can do and what capabilities
should be forthcoming. This is followed by our per-
ception of where network management is heading in
the long-range. We conclude with a short list of issues
that a manager should consider before implementing
a network management system.

BACKGROUND

Network Management Definition

A basic definition of network management is the con-
trolling and supervising of the resources which allow
communications to take place over the LAN.* The
term “resources” typically refers to network compo-
nents (workstations, file servers, etc.), although it may
also refer to the resources within a component, such
as protocol layers or any configurable parameters that
the device may have.

More specifically, network management includes en-
suring the correct operation of the LAN, monitoring
the use of network resources, maintaining network
components in good working order, planning for
changes to the network, and producing a variety of
information on network operations—such as periodic
or ad hoc reports.®

Network Management Environment

Network management is frequently viewed as only a
technical problem. However, the ultimate responsi-
bility for management resides with people, not ma-
chines. For example, a number of people within an
organization will be involved with network manage-
ment, including the users of the network, who may
need access to current LAN status information; the
managers throughout the organization, who may be
concerned about how the LAN’s performance will
impact the performance of their portions of the orga-
nization; and the actual network administrator, who
is in charge of the day-to-day operation of the LAN.
Thus, the integrated management environment
within which network management resides is a com-
bination of human, social, and organizational re-
sources, in addition to technology.

Figure 1 shows the main components of this inte-
grated management environment. These include the
users of the network, the network and systems re-
sources, the manufacturing enterprise or company
management, and network management.
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e Users of the network are those interested in the
operation and utilization of the network.

» Network and system resources consist of end sys-
tems (workstations, controllers, file servers, etc.),
relay systems (bridges, routers, and gateways), and
network components—in other words, the collec-
tion of objects that require managing.

o Manufacturing enterprise management directly im-
pacts the network management functions by setting
policies for the organization, such as whether Open
Systems Interconnection (OSI) concepts will be
used for communications, and what type of man-
agement structure (centralized, distributed) will be
used.

» Network management consists of a combination of
human, software, and hardware elements. The hu-
man element consists of the network administrators
who make decisions on network management. The
software and hardware represent the automated net-
work manager tool that provides capabilities for the
manufacturing enterprise network.

Network Management Elements

Given the overall environment for network manage-
ment, we now take a closer look at how network
management could be added to a company’s commu-
nications environment. Figure 2 shows an example of
a LAN with network management elements added.
Each device has a LAN component that permits it to
attach to the LAN. In this example, all of the LAN

Manufacturing
Enterprise
Management

Networks and
System Resources
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N
AT TR R R R R R R AR

Hardware =
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\\\\.\\\
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\\\\\\\\\\\\\\\\\\\\\\\
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Network Manager
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Figure 1. Integrated management environment.
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components use the standard, layered protocols spec-
ified by MAP/TOP in their interfaces. Some devices
may share a LAN component. As defined by the
standards groups, network management “fits” into
and around the layered protocols in the LAN inter-
faces. However, more is needed to put network man-
agement into place than an element in a LAN
component’s interface. The full set of elements
needed to put network management into place is as
follows:

* Network Administrator: The person or persons who
use the Network Manager to perform network man-
agement functions.

Network Manager Application: This is an auto-
mated tool with a special man-machine interface
(MMI) that the network administrator (the person)
uses to monitor and control LAN activities. The
LAN may have more than one network manager
application.

¢ Agent-SMAPs and Manager-SMAPs: The agent-
system management application process (Agent-
SMAP) is a program that resides in each LAN
component and manages the resources within the
LAN component, as well as communicates with the
Manager-SMAP. The Manager-SMAP is an analo-
gous program that resides in the network manager
application’s LAN component.

NM Network
Functions Administrator
NM
LAN
IIF
\_._ Protocol
---------------- ., Manufacturing LAN
I [ K
LAN LAN LAN LAN
I/F WF IIF IIF
NM NM NM NM
Manuf. Manuf.
Devices Robot Controller Devices
...Devices...

Figure 2. Manufacturing LAN with network management ele-
ments added.
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e Network Management Protocol: The network man-
agement protocol is a set of rules that define how a
Manager-SMAP communicates with Agent-SMAPs.
This protocol is sometimes called the Manager-
Agent protocol.

» Management Information Base: The management
information base (MIB) consists of the information
on resources that is maintained in each network
device; that is, each device maintains information
on its own resources. In the figure, the MIB is
included in the “NM” element for each device. In
addition, the network manager will maintain an
information base for the domain for which it is
responsible; this is included in the box marked
“NM functions.”

e Management Domain: A management domain is
the set of all Agent-SMAPs which report to the
same Manager-SMAP, or in other words, the set of
devices that a network manager application will
manage. If the LAN has a single network manager
application, then all devices will be in that manag-
er’s domain. However, a LAN may have multiple
manager applications. In this case, a domain must
be defined for each manager and an agent may be in
more than one manager’s domain.

Network Management Functions

The exact functions that network management should
provide are still being defined by the standards
groups. So far, the standards groups have agreed upon
a set of basic functions that include configuration and
name management, fault management, performance
management, accounting management, and security
management.

« Configuration and Name Management are mecha-
nisms to determine and control the characteristics
and state of a LAN, and to associate names with
managed resources. Some of the services that con-
figuration management provides include sctting
LAN parameters, initializing and terminating LAN
resources, collecting data on LAN status for reports,
and changing the LAN configuration. Some of the
services that name management provides include
naming the resources to be managed and managing
name assignments.

« Fault Management includes mechanisms to detect,
isolate, and recover from (or bypass) faults in the
LAN. The way fault management is performed will
depend on the LAN’s application. For example, in
some manufacturing applications, LAN down time
is intolerable. In these cases, fault management
should be proactive; that is, fault management
should forecast probable faults and emphasize pre-
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ventive maintenance. In LANs where down time is
not so catastrophic, fault management could be re-
active, i.e., acting only in response to faults as they
occur and emphasizing accurate diagnosis and rapid
repair. :

» Performance Management includes mechanisms to
monitor and tune the LAN’s performance, where
performance is defined by user-set criteria. Some
environments may need special performance met-
rics. The factory environment, for example, is typi-
cally hostile to communications equipment: noisy,
dirty, and with wide temperature variants. Thus,
instead of classic performance metrics that assume
error-free operations, these LANs should use met-
rics more on the line of performability!38—a means
of measuring performance and reliability in a uni-
fied manner.

¢ Accounting Management includes mechanisms for
controlling and monitoring charges for the use of
communications resources.

» Security Management includes mechanisms for en-
suring network management operates properly and
for protecting LAN resources.

Although accounting management and security man-
agement mechanisms have been defined, they have
not yet been included in the MAP/TOP specifica-
tions, so we will not discuss them further in this
report.

AN EXAMPLE NETWORK MANAGER

The standards efforts have defined the basic functions
that network management should provide, but they
have not defined how these functions should be ap-
plied to the management of a particular type of net-
work or network application. That is, the standards
provide a set of basic services, but they do not specify
how to implement or use the services.

To provide a better idea of how these functions could
be used, we give an example of a network manager
application. This network manager is “ideal” in the
sense that not all of these services may be readily
implementable at this time.

Our example system supports the three network man-
agement functions specified in MAP/TOP 3.0: config-
uration management, fault management, and
performance management. The services it can pro-
vide for each of these functions are summarized be-
low.
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Configuration Management

» Defining the LAN topology: the system provides
tools to assist in setting up the network’s design and
initially configuring the LAN components. For each
type of component, the system suggests how the
component’s configurable parameters should be set.

 Displaying the LAN topology: given the initial LAN
design, the system generates a display that shows
the location of and the operational status of each
device in the LAN (active/inactive).

» Reading current values: the system enables the net-
work administrator to request the current value of
any of communications resources within the LAN
components, for example, the number of messages
that have been sent or received by a specific net-
work device.

« Setting values: the system enables the network ad-
ministrator to modify the value of the configurable
parameters in the LAN components, such as the
device’s status (active/inactive), or certain protocol
layer parameters (number of retransmissions at the
transport layer).

« Adding or deleting devices: the system supports dy-
namic changes to the LAN’s topology, such as add-
ing or deleting components to/from the LAN.

Fault Management

» Detecting and giving notices of faults: the system
gives the network administrator fast notice that a
fault has occurred somewhere in the LAN. The sys-
tem has an option to change modes from reactive
fault management to proactive. In proactive mode,
the system gives notices when it predicts that faults
will occur.

« Isolating faults: the system assists the network ad-
ministrator in determining where in the LAN topol-
ogy the fault occurred, which device failed, and
which portion of the device failed. This can be done
in one of two modes: an automated mode where the
system isolates the fault without intervention from
the network administrator, or in assistant mode
where the system provides suggestions to guide the
network administrator in locating the fault.

« Correcting or bypassing faults: the system again has
automatic and assistant modes. In automatic mode,
the system corrects the fault or implements a bypass
without intervention from the network administra-
tor. In assistant mode, the system gives advice on
how to correct or bypass the fault, but the network
administrator must make the changes.
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Performance Management

+ Collecting statistics: the system maintains a set of
current and historical statistics on each network
device in its domain.

» Evaluating performance: the system uses the statis-
tics to calculate performance metrics, and evaluates
these metrics against predefined user criteria for
performance.

» Reporting: the system generates textual reports and
graphic displays of the statistics and performance
evaluation results. These reports can be periodic or
ad hoc.

* Tuning performance: the system can do this in ei-
ther of two modes: automatic or assistant. In auto-
matic mode, the system dynamically monitors
performance levels and adjusts parameters when
they move out of range. In assistant mode; the
system provides advice to the network administra-
tor on how to tune performance, but the network
administrator must enter the changes manually.

CURRENT STATUS

The example network management system provides
many useful functions. The MAP/TOP User’s Group
has led the OSI community in defining the mecha-
nisms needed to provide these functions. The MAP/
TOP 3.0 specification includes an application layer
network manager, a set of basic network management
services, and a network management protocol. The
other standards efforts, most notably the Interna-
tional Standards Organization (ISO), are progressing
slowly in fully defining all of network management’s
functions. For further information on standards ef-
forts, see Reference 2.

The ENTERPRISE Network Manager used at the
ENTERPRISE Networking Event 1988 International
is a prototype that provides a subset of the network
management services defined in the MAP/TOP 3.0
specification.'* More specifically, the ENTERPRISE
Network Manager provides configuration manage-
ment functions which include monitoring, control,
and support functions and performance management
functions for generating graphical displays of network
statistics and printing a textual summary of network
devices.

The current products that are available for network
management can be categorized as cable monitors,
modem monitors, protocol monitors and analyzers,
and configuration support tools. The product capabil-
ities listed below are summarized from the most re-
cent MAP/TOP Product Directory.>
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» Cable monitors: These products monitor the status

of low-level devices on the cable plant, e.g., the
amplifiers, and power supplies. They may also
monitor the RF levels on the cable.

» Modem monitors: These products monitor the sta-
tus of the modems used in the LAN.

* Protocol monitors and analyzers: These products

passively collect information on the protocol trans-
actions at one or more layers. They may calculate
statistics, such as average number of specific types
of network traffic, and generate reports. Analyzers
may provide additional functions, such as identify-
ing patterns in network traffic or capturing a spe-
cific type of traffic for closer examination.

« Configuration support tools: Some products are be-
ginning to be available that provide off-line assis-
tance in configuring the operating characteristics of
LAN devices. Some products can also download
software into LAN devices.

While not yet commercially available, it is expected
that products implementing the basic capabilities of
the ENTERPRISE Network Manager will soon be
released. In addition, several other companies are
developing network management systems for open
system networks. The main emphasis of these efforts
has been towards managing telecommunications net-
works. The major efforts include AT&Ts Unified
Network Management Architecture (UNMA), IBM’s
NetView, and Codex’s 9800 Network Management
System.'?

AT&T’s UNMA is a virtual network management
system. This system provides network management
information at a customer site by linking the local site
to a remote network control center via a protocol
based on an Open Systems Interconnection (OSI)
profile. Only a few vendors supply products conform-
ing to this architecture. IBM’s NetView is an inte-
grated network management product.’ NetView’s
main component is its command facility which in-
cludes data collection, monitoring, and control func-
tions. A number of vendors supply NetView-based
products. The Codex 9800 Network Management
System is based on the evolving OSI standards for
network management and is currently limited to
managing only Codex products.

Upcoming Capabilities

Some of the capabilities that are currently being
planned include expanded network management
functions, full ISO protocol support, nonstandard in-
terface support, and multiple network manager sup-
port.
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+ Expanded network management functions: The cur-
rent LAN network management products focus on
managing the lower protocol layers. To expand net-
work management functions to cover all protocol
layers, network management must be implemented
in two areas: the network devices being managed
and in the network manager application. The net-
work devices that implement MAP/TOP 3.0 in-
clude network management functions. For network
management applications, upcoming systems will
provide tools that interact dynamically with the
LAN to manage its components. These tools will
provide flexible network management functions
that can take the special needs of a LAN application
into account. The MAP Configuration system
(MAPCon)!0!1 js an example of what will be forth-
coming in this area. MAPCon is an expert system
for configuration management that currently can
statically configure LANs in an off-line mode.
MAPCon’s next versions will provide dynamic in-
teraction with the LAN.

» Protocol suites: Network management products
must support a full complement of the ISO proto-
cols. These may be tailored to a specific platform,
e.g., MAP or TOP.

+ Nonstandard interfaces: In the real world, not all
LAN interfaces use standard protocols. Still, the
devices using these interfaces must be managed.
MAP/TOP has acknowledged this problem, al-
though they have not yet determined a solution.
This is one area where creative vendor solutions
may drive the standards efforts.

¢ Multiple managers: Organizations with a distrib-
uted management structure or geographically sepa-
rated LANs may wish to use more than one
network manager. This is another area that the
standards efforts will be addressing in the future.

FUTURE OUTLOOK

What is the long-range outlook for network manage-
ment? The standards efforts are progressing slowly.
Most estimates are that the ISO work will not be
completed until the mid-1990s. The MAP/TOP Users
Group has taken the lead in defining some facilities
sooner and may spur the standards organizations to
progress faster in some areas.

Once the standards have been defined, building via-
ble network management systems will still be a diffi-
cult job. The network management functions are
interrelated and complex. The key to developing use-
ful network management systems will be the use of
technologies that include several from the domain of
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artificial intelligence (AI). Some of the applicable
technologies that may be used to develop systems for
network management include the following:

« Discrete event modeling: permits detailed dynamic
experiments with complex systems that can help
answer “what-if”’ questions. For example, stochastic
activity networks are particularly useful for model-
ing networks. 13-

« Statistical pattern recognition: permits the monitor-
ing of the quality of processes and products and
makes corrections before the system drifts out of
acceptable bounds.

» Sensor fusion: synthesizes the outputs of several
sensors to derive parameters of interest that are not
available from a single sensor.

Control theory: includes a variety of techniques for
distributed control.

» Distributed artificial intelligence (Al): includes
techniques for distributed problem solving.

» Diagnostic reasoning: includes techniques for deter-
mining problem causes and solutions.

» Game theory: includes techniques for reaching opti-
mal solutions for games with multiple players,
which may be particularly useful for multiple man-
ager systems.

How can these technologies be used to build network
management systems? Some examples of network
management applications using these technologies are
as follows.

» Configuration management: Configuration manage-
ment applications include giving advice on how to
configure a wide range of LAN devices, dynami-
cally adding and deleting devices to/from the LAN,
and dynamically setting or modifying LAN device
characteristics. As mentioned previously, one ex-
ample of an existing expert system for configuration
management is the MAP Configuration system
(MAPCon). Applicable technologies include dis-
crete event modeling, control theory, and distrib-
uted AL

* Performance management: Performance manage-
ment applications include dynamically evaluating
the LAN’s performance and identifying problem ar-
eas, suggesting key parameters to watch for while
evaluating performance, suggesting parameter
ranges when changes are needed, and dynamically
tuning the LAN’s performance. Applicable technol-
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ogies include discrete event modeling, statistical
pattern recognition, sensor fusion, control theory,
and game theory.

¢ Fault management: Fault management applications
include detecting and isolating a specific type of
fault, suggesting corrections or bypasses for a spe-
cific type of fault, and then adding more complex
faults as experience is gained. Applicable technolo-
gies include diagnostic reasoning, distributed Al,
discrete event modeling, statistical pattern recogni-
tion, and sensor fusion.

PLANNING ISSUES

Network management can provide a wide range of
services. Determining which services are best for a
particular organization and LAN application requires
the careful consideration of a number of organiza-
tional and technical issues.

Organizational Issues

Below is a short list of issues that an organization
should consider in planning its network management
services. For more detail on organizational issues,
refer to Reference 1.

* Training: Who in the organization needs training in
network management? What types of training
should these people receive? What types of training
should net administrators receive?

¢ Organizational commitment to OSI: How commit-
ted is the organization to the concept of open sys-
tems? How many devices with nonstandard
interfaces will have to be managed? What is the
schedule, if any, for phasing out these devices?

e Budget priorities: What are the organization’s in-
vestment goals? Is the emphasis on the long-range
or the short-term? Network management and open
systems are relatively high short-term expenses with
long-term payoffs.

* Management information needs: Who will be per-
mitted access to network management information?
What types of information are needed? In what
form? How often?

 Security: What level of security should be used to
protect network management information and facil-
ities?

+ Management architecture: How should the network
management structure relate to the organization’s
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management structure? Is a centralized or distrib-
uted structure more appropriate?

» Management mode: Should the network manager
work in a proactive or reactive mode?

Technical Issues

Below is a short list of technical issues that should be
considered before implementing network manage-
ment.

o Network management architecture: Will the net-
work management architecture be centralized or
distributed? If multiple managers are needed, is the
organization willing to do research on how to define
the functions that have not yet been addressed by
the standards groups? (See missing pieces, below.)

» Missing pieces: Two key areas have not yet been
addressed by the standards groups: multiple manag-
ers and managing devices with nonstandard inter-
faces.

« Multiple network managers: The issues that must
be answered include whether an additional protocol
will be needed between managers, how responsibil-
ity will be divided between managers, and how in-
formation from multiple managers will be fused
into a single, meaningful picture of LAN opera-
tions.

» Nonstandard interfaces: Until a wide range of prod-
ucts are available that support the standard layered
protocols, many organizations will be faced with the
issue of how to manage devices with nonstandard
interfaces.

« Application dependencies: What characteristics of
the organization’s LAN application have special
network management requirements? For example,
LANs with real-time traffic need performance
maintained within strict limits.

« Expert systems: Which expert system tools are ap-
plicable to meeting the organization’s network man-
agement requirements? How critical are these
requirements? Should the organization consider
pushing technology development in these areas by
funding research or conducting its own research?
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This report will help you to:

+ Identify the key end-user issues in network management

implementation.

» Establish the importance of planning for the network management

system.

The role of network management has grown in strate-
gic importance for today’s end-user organizations,
particularly those which are heavy users of informa-
tion systems and telecommunications resources and
which generally rely on information exchange as a
key competitive weapon. Besides the competitive
value of information exchange, there are several tech-
nical factors which are contributing to the strategic
importance of network management:

» Growing network complexity and sophistication:
High aggregate bandwidth channels create opportu-
nities for consolidation, but also carry the risk of
operational vulnerability. In addition, increasingly
heterogeneous mixes of public and private network
facilities (e.g., hybrid networks) are found in the
corporate environment.

 Escalating percentage of information and communi-
cation costs as they relate to total operating ex-
penses: There is an increasing need to identify cost/
performance improvement opportunities. However,
the complexity of today’s networks makes such op-
portunities difficult to identify by intuition and ex-
perience alone.

The functions generally required by users in a net-
work management system are shown in Figure 1. As
shown, all functions are related in some way to both

This Datapro report is based on “Network Management: End-User
Perspectives,” by Martin Pyykkonen, Arthur D. Little, from Tele-
communications, February 1989. © 1989 Horizon House-
Microwave Inc. Reprinted by permission.
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physical and logical network management. In prac-
tice, many of these functions are viewed as physical
or logical, but not both. This is principally due to the
different views of the world from telecommunica-
tions and MIS perspectives.

Since network management is still an evolving disci-
pline in many user organizations, there are several
dimensions of planning and implementation analysis
to consider, including some fundamental issues as
described below:

» centralized versus distributed network manage-
ment;

* OSI-based network management;
» vendor packages versus homegrown systems;
« physical versus logical network management; and

» simple versus sophisticated network management.

CENTRALIZED VERSUS DISTRIBUTED

For a network size of any consequence, there must be
some element of central control. This could be in the
form of a central manager/operator with distributed
network intelligence, or in the extreme, in the form of
IBM’s NetView master/slave configuration. Regard-
less, there are limits on the degree of distribution
which can be effectively handled in network manage-
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Figure 1. Most network management functions are related to a combination of physical and logical network operations.

ment, even more so than in the traditional debate
over distributed versus centralized data processing in
the MIS environment.

The industry has thus far been slanted toward
“centralized” network management, based on critical
reliability requirements in user networks and the
marketing strength of IBM (NetView) in existing
large and mainframe-based environments. DEC’s re-
cently announced statement of direction (EMA—
Enterprise Management Architecture) will reopen the
centralized-versus-distributed debate in some organi-
zations. EMA will be an umbrella consolidation and
an extension of DEC’s network management strategy,
namely, a DECnet-based integration of discrete pack-
ages.

OsSl

An Open Systems Interconnection/Network Manage-
ment (OSI/NM) group was recently established by
eight founding members (Table 1). The goal of the
OSI/NM group is to specify interface standards which
are OSI-compatible and on which vendors can de-
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velop their own network management products. The
intended focus of OSI/NM is the future development
of network management systems which conform to
OSI. However, there is still the user need to deal with
“today’s” network management needs, regardless of
OSI compatibility. Therefore, systems such as
NetView have gained an early strong position with
large end users. The debate centers on to what extent
network management investments should be made in
pre-OSI systems. Furthermore, the investment in-
volves not only capital equipment, but also the less
tangible costs of staff training and operations method-
ologies development.

Amdahl
AT&T
British Telecom
Hewlett-Packard
Northern Telecom
STC PLC
Telecom Canada
Unisys

Table 1. OSI network management OSI/NM founding mem-
bers.
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VENDOR PACKAGES VERSUS
HOMEGROWN SYSTEMS

Vendor-packaged solutions have been demonstrated
to perform well operationally in many user environ-
ments, particularly when the functions are isolated to
hardware diagnostics (e.g., line monitoring, response-
time measurement, etc.). In order to meet the large
number of user-specific needs in a comprehensive
system, it is almost a standard requirement for the
system to be at least partially customized. This is due
to the uniqueness of user networks. There are proba-
bly no two networks which are sufficiently alike to be
managed on an end-to-end basis by a standard off-
the-shelf product.

PHYSICAL VERSUS LOGICAL NETWORK
MANAGEMENT

Purely from a telecommunications perspective, a net-
work does not experience a problem until there is
clearly a physical failure—such as a line or circuit
outage. At maximum sensitivity, there may be perfor-
mance monitoring detection of soft error conditions
which could later degenerate into an outage or failure.
An individual user of the network, however, views
the world from an “applications” perspective. A ses-
sion failure will lead to an application outage even
though the physical network continues to operate
without incident. Herein lies the need to provide log-
ical network session management if a claim of “end-
to-end” network management is to be made.

SIMPLE VERSUS SOPHISTICATED
NETWORK MANAGEMENT

Generally speaking, network management becomes
more complicated as it becomes more logical (as op-
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posed to physical) in nature, particularly due to appli-
cations software complexity versus rudimentary
equipment monitoring in purely physical network
management. The strongest factor involving
sophistication/complexity is the extent that network
management systems of multiple facilities or applica-
tions are integrated. Integration increases complexity
and requires the user organization to be more sophis-
ticated as well.

The implementation tools of a network management
system can also be sophisticated, as in the case in
which expert systems are utilized. Expert systems
thus far have had mixed results—the most successful
cases being where the project was kept simple and the
goal was to eliminate the tediousness of mundane
tasks, thereby reducing management labor costs. The
most promising (and also most ambitious) longer-
term potential for expert systems is analyzing the
interrelationship of network events, particularly in the
role of cause-and-effect diagnostic analysis.

It is difficult for most user organizations consistently
to define their model of an ideal network manage-
ment system. Individuals, of course, have a clearer
view of the need and its resolution. For example, an
MIS person will want complete management of a
Systems Network Architecture (SNA) network (in-
cluding session control, configure, activate, termi-
nate, reactivate, etc.), whereas a telecommunications
person will want circuit/line outage detection and
fault isolation as primary objectives. For an organiza-
tion to meld this range of needs requires accurate
planning of the system objectives and implementa-
tion. And if multiple networks are to be managed in
an integrated manner, the success of the network
management system becomes even more dependent
on accurate planning. [
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This report will help you to:

 Design effective network management systems based on knowledge

from multiple disciplines.

* Analyze one approach to network analysis, user interfaces, network
management protocols, and distributed architectures supporting an
automated network management system.

Internetworks are managed with distributed adminis-
tration and ownership and frequently contain many
different types of equipment. Consequently, network
management has become more important and more
difficult. Effective network management requires
knowledge from many disciplines including Commu-
nications, Network Analysis, Databases, Distributed
Systems, Artificial Intelligence, and Human Factors.
This report describes our research into these areas in
support of the Automated Network Management
(ANM) system which will be used by network opera-
tors, network analysts, and administrative personnel.
This system is currently in development at BBN Lab-
oratories Incorporated under contract to DARPA and
CECOM and draws upon earlier work at BBN.

INTRODUCTION

This report describes our research in support of the
Automated Network Management (ANM) system
which will be used by network operators, network
analysts, and administrative personnel. This system
is currently in development at BBN Laboratories In-
corporated under contract to DARPA and CECOM
and draws upon earlier work at BBN.!”7

This Datapro report is based on “Disciplines for Effective Network
Management” by R.W. Callon, K. Corker, M. Nodine, J. Ong, M.
Stillman, and J. Westcott, BBN Laboratories, Inc. © 1987 by IEEE.
Reprinted with permission from the Military Communications
Conference 1987 Proceedings, Washington, DC, October 12-22,
1987, pp. 19-26.
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Distributed System Architecture

Figure 1 illustrates the distributed ANM system. In-
ternetworks may contain many types of network
components. Each Distributed Management Module
(DMM) collects network management information
and sends control commands to the components un-
der its control. Client Processes communicate with
the DMMs to provide the analyst with a user inter-
face to ANM’s data retrieval, data analysis, and con-
trol capabilities.

User Interfaces

We are designing a user interface that will intelli-
gently assist a network operator or analyst by provid-
ing detailed and high-level information automatically
or on demand. This user interface will present this
information effectively and concisely via interactive
text/graphics displays.

Data Analysis

Many analytical tools can be applied to assist the
human user in determining network performance lev-
els or detecting network problems. These tools in-
clude simple arithmetic calculations on raw data,
statistical analyses, network analysis-specific algo-
rithms, and Al-based reasoning.
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Network Management Protocol

The network components, DMMSs, and Client Pro-
cesses will exchange network management informa-
tion and control commands across the managed
network using the Network Management Protocol
(NMP) developed for ANM.

This report discusses several important aspects of the
ANM system design. The second section, “Data and
Situation Analysis,” describes the forms of analysis
that may be used by the ANM system. The third
section, “User Interface,” describes issues in effective
user interface design and the approach that we have
taken. The fourth section, “Network Management
Protocol,” describes the Network Management Proto-
col. The fifth section, “Network Management System
Architecture,” describes ANM’s distributed architec-
ture.

Client
Process

Client
Process

DMM

DMM

<> Packet

Internet Radios
Gateways

UNIX Hosts PSNs

Key:

Component-specific protocols
= NMP

3 Computer

DMM Distributed Management Module
PSNs Packet Switched Networks

NMP Network Management Protocol

Figure 1. Automated Network Management (ANM) system ar-
chitecture.
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DATA AND SITUATION ANALYSIS

The ANM system will provide many analytic tools
that convert the raw data received from the network
components into meaningful and presentable assess-
ments of the network’s behavior. These tools may be
classified by:

« The types of analysis.
« When the analyses are initiated.

e The users of each tool.

Types of Analyses

The network management system will answer many
kinds of questions posed by the network analyst and
will pose questions to itself when automatically de-
tecting and diagnosing network problems. To answer
these questions, the system will support many types
of analysis ranging from simple arithmetic calcula-
tions to Artificial Intelligence-based reasoning.

The simplest analyses calculate a meaningful datum
from two or more data values as received from the
network components. For example, a packet switch
may report the number of packets received and pack-
ets dropped, and the system may calculate the per-
centage of packets dropped. The system will also be
able to answer database and statistics questions such
as “Which packet switches have transmitted more
than X packets?” or “What is the mean and variance
for the queue lengths of all packet switches?” Many
questions may require the application of network
analysis algorithms that detect routing inconsisten-
cies, traffic bottlenecks, or other abnormal states by
using graph search, queueing theory, or other tech-
niques. Other questions such as “Are there symptoms
of congestion near packet switch Y?”” may require the
system to reason about concepts such as “congestion”
at a high level using Al representation and program-
ming techniques.

When Analyses Are Initiated

Collecting all network management data available
from the components without purging will diminish
CPU time, user excessive storage, and congest the
monitored network. Frequent application of all avail-
able analyses will also cause the system to collect
excessive data as well as consume inordinate process-
ing resources. The network management system must
therefore minimize routine data collection and analy-
sis while ensuring that network problems are detected
and diagnosed quickly and accurately.
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Most automated analyses in our network manage-
ment system will be triggered by easily detected
events. Our system will collect regular updates sent
by each network component and apply superficial
analyses to detect small and simple patterns of data.
If a detected pattern suggests a possible network prob-
lem, the system will then apply more computationally
intensive analyses. If necessary, the system will send a
query to a DMM or trace or echo packets through the
network to obtain information not routinely col-
lected.

It is sometimes difficult to design computationally-
inexpensive triggers on small patterns of data that can
reliably detect a possible network problem on an
event-driven basis. In these situations, the system will
execute diagnostic tests at regular time intervals.

The Users of Each Analytic Tool

Different network management personnel require
their own analytic tools and apply these tools to var-
ious subsets of the available network management
data.

Network operators are responsible for maintaining
continuous operation of the network and must be
informed of network failures as quickly as possible.
They require access to the current status and recent
history of the network to diagnose and correct the
problems quickly.

Network analysts possess additional expertise which
enables them to diagnose more subtle problems or
improve algorithms applied by the network compo-
nents. These people frequently require more compre-
hensive information and analysis about the network’s
current and recent status as well as historical informa-
tion and cumulative statistics that may indicate
chronic problems or suboptimal conditions.

Administrative personnel may require cumulative
statistics related to network utilization and perfor-
mance to insure that the network is optimally config-
ured for the users’ traffic loads and performance
requirements.

USER INTERFACE

The user interface provides network operators, ana-
lysts, and administrative personnel with convenient
access to the data collection, filtering, analysis, and
presentation capabilities offered by the ANM system.
In doing so, the user interface must support the func-
tional requirements of network management and

JUNE 1989

complement the goals, expectations, and cognitive
abilities of the user. This subsystem must:

o Determine which information is important,
« Display information effectively, and

» Support a dialogue with the user.

User Interface Objectives

Determining What Information Is Important. Net-
work management databases are very volatile. In our
system, for example, most of the database may be
updated with new values approximately every fifteen
minutes. Any single piece of data is potentially signif-
icant, but naively displaying every new value will
overwhelm the user. The interface should distinguish
important information from background information
and abstract significant patterns of data that is dis-
tributed in time and in location.® Information is im-
portant if it identifies the status of network
components; suggests possibly incorrect network per-
formance; helps confirm or reject a previously-
generated hypotheses; or contributes to the user’s
development of an accurate model of the network.
The user can request information from the system
believed to be useful, and the network management
system itself may receive or infer information which
should be brought to the user’s attention.

Effective Display of Information. The system must
display answers to queries or data analysis requests so
that the user can interpret and apply the information
effectively to solve the problem at hand. The same
information can be visually encoded in different
ways. Each may support different network manage-
ment goals and require different cognitive processing
strategies by the user. For example, the operator may
request the buffer utilization for all packet switches.
This information might be displayed as a table con-
taining the buffer utilization value next to each switch
name for precise numerical analysis. Buffer utiliza-
tion values could also be displayed in a histogram
that quickly presents the distribution of values for
comparative assessment. Finally, a graphics display
could color-code an icon for each switch based on its
buffer utilization to provide a quick “gestalt” status
check and make important patterns of data more
easily detectable.

Supporting a Dialogue. Answering isolated questions
is, in itself, insufficient for effective communication
between the user and the system. Detecting, diagnos-
ing, and correcting network problems or inefficiencies
requires the user and system to engage in an effective
dialogue. This interaction can be improved by care-
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fully designing the system’s displays and commands
to complement the user’s mental model of network
analysis.

Some dialogues are initiated by the user interface
when the system automatically infers important
events. Immediate display of this information is un-
acceptable: if the user is attending other tasks, he or
she may miss the message. Instead, the system should
indicate the presence of incoming messages and
present summarized and detailed versions of each
message on demand. Messages vary in type and ur-
gency, so effective system management and presenta-
tion of these messages can help users prioritize the
order of their display.

Other dialogues are directed by the operator. For ex-
ample, to diagnose a network problem, the operator
may ask a series of questions to support, reject, or
suggest hypotheses about the problem’s cause. An
effective user interface provides an environment
where the operator can easily relate an answer to
previously presented information and use that answer
to generate appropriate next questions.

Guided by the recent research in large-scale process
monitoring and simulation,®!! we have assumed two
basic models with which the user approaches network
management. The first model is the symptomatic ap-
proach where the user makes a set of observations
and checks them against known failure conditions or
patterns of network behavior. Symptomatic manage-
ment is valuable when an overall model or under-
standing of network behavior is available. The second
model is the topographic approach where the user
engages in a logical stepwise search to determine the
network state, guided by functional, causal, and tem-
poral relations among the network management data.
The user interface must support information ex-
change in several ways to support these different
mental models of the network management process.

Our Approach

We are structuring our user interface as a coordinated
set of interactive text/graphics displays, called views;
each provides the user with access to a subset of the
system’s capabilities. Dividing the user interface
among a set of views has several advantages. First,
each view’s display can be optimized to display a
specific type of information. Second, each view con-
tains a particular set of displays and commands con-
sistent with the way experts normally visualize the
problem, so views can serve as an instructional aid to
guide less-expert users.
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Designing an effective view requires matching the
cognitive aspects of the particular task with the abili-
ties, knowledge, and a priori mental models and ex-
pectations of the user. This section overviews our
view design guidelines, based upon human factors
principles and research from other applications such
as large process control systems.

Intuitive Encoding of Information via Visual Cues.
Many visual cues such as text, tables, and graphs can
encode information. Using icons to represent physical
and logical network entities enables the view designer
to encode information using visual cues such as color,
texture, shape, size, position, orientation, and blink
frequency. People have expectations about the mean-
ings of many visual cues (such as red for “alarm”),
and views that conform to these expectations are eas-
ier to learn and interpret.

Consistent Encoding of Information via Visual Cues.
Confusion results when the user of a graphics-
oriented system draws false associations between a
visual cue and a meaning. We minimize this confu-
sion by displaying legends that explain each cue’s
meaning and by adopting common conventions for
visually encoding information. Consistently using the
same coding conventions across views also avoids
confusion and reduces the memory load required of
the user.

Amount of Information per View. If too little informa-
tion is displayed per view, the user may be forced to
ask many questions to obtain the information actu-
ally desired. If too much is displayed, the user may be
forced to perform excessive visual search and pattern
matching to extract the desired information. We have
created guidelines for the desired number of distinct
visual cues presented at one time.

View Navigation. The View Manager portion of the
user interface can organize the views and anticipate
user needs by suggesting appropriate next views.
Views can be organized in several ways. Some views
can exploit natural hierarchy of the network. For ex-
ample, a view may allow the user to mouse-select the
icon representing the ARPANET to request a new
view describing the network’s switches and links.
Views can also be organized by the type of user so
that views which are inappropriate for a particular
user are “hidden” to reduce confusion. Views can
also be structured by the role each view takes in a
larger task. For example, when the system notifies the
user of a situation that exists in the network, the user
may need additional information to understand the
situation.
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Figure 2. Example view of the Internet.
An Example

One of the views we have developed displays a dia-
mond shaped icon for each gateway, a rectangular
icon for each network, and a line-shaped icon for each
gateway/network interface in an internet. This view
displays the internetwork’s topology by connecting
the icon for each interface to the icons for its associ-
ated gateway and network. Figure 2 shows a simpli-
fied version of this view.

This view responds to two common and complemen-
tary types of queries. First, the user can supply an
arithmetic expression or a function name to calculate
a value for each network entity of interest and color-
code the icons accordingly. Second, the view can
print detailed information about a particular network
entity when the mouse is clicked over the entity’s
icon.

This view facilitates dialogue by helping the user
identify network entities requiring further investiga-
tion. By color-coding each entity’s icon, the user can
quickly identify significant patterns of data and net-
work entities requiring further investigation. The user
can then mouse-click on those icons for more detailed
information. For example, in Figure 2, one can easily
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detect that many of the gateways between the AR-
PANET and MILNET have a high memory utiliza-
tion which may warrant closer investigation.

NETWORK MANAGEMENT PROTOCOL

DMMs and Client Processes exchange monitoring
and information using the Network Management
Protocol (NMP) developed for ANM. NMP consists
of three subprotocols—the Query/Response Protocol
(QRP), Network Component Control Protocol
(NCCP), and the Management Session Protocol
(MSP). This section discuses each of the subprotocols
and additional protocol considerations.

Query Response Protocol

The Query/Response Protocol (QRP) is based on a
simple query and response two-way handshake where
a requestor such as a Client Process queries a re-
sponder such as a DMM for network management
information about network components. Queries
specify:

» The range of the network components queried,
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e When the data is desired, and
o Which data is desired.

Ranges of Network Components. The range of a QRP
query is the set of items for which data is desired. In
most cases, the item is an actual physical component
such as a gateway, packet switch, or host. It may also
be a subcomponent, a device associated with a physi-
cal component such as a front-end processor, or even
a logical structure such as an entire network. We have
defined a simple but flexible format for defining
ranges of queries and commands.

When the Data Is Desired. A query for information
may request the information to be sent:

* When the query is received,
» At a specified time in the future,

« On a periodic basis at specified times in the future,
or

» On an event driven basis, whenever the informa-
tion changes during a specified time interval.

At times, it may be desirable for network components
or DMMs to send information that has not been
requested explicitly. For example, most network
management centers receive fault reports and status
information automatically. QRP supports this feature
by allowing systems such as DMMSs to send unsolic-
ited responses.

Which Data Is Desired. A clump is a related set of
data values about a network component. For exam-
ple, one clump may contain throughput statistics for
a packet switch. Many clumps may be specified for
each network component type. A requestor can re-
trieve network management information by specify-
ing the desired clump and set of components.

Requesting information by specifying a predefined
clump is amenable to efficient implementation and is
sufficient when the kinds of information desired by
each query can be anticipated. If the network analyst
or Client Process creates queries on the fly, a more
flexible query language may be needed. We are con-
sidering extending QRP to encode queries expressed
in a relational database query language.

Network Component Control Protocol

The Network Component Control Protocol (NCCP)
supports control of network components. The NCCP
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also uses a two-way handshake consisting of a com-
mand and an acknowledgment.

A control command specifies the control action de-
sired, the network components to which the com-
mand applies, and the time at which the command
should take place. Command actions currently sup-
ported by NCCP may set the value of parameters and
may start, stop, or reset network activities within a
device. Control actions may be performed at the time
that they are received or at a specified time in the
future.

Management Session Protocol

The QRP and NCCP use the services of the session-
level'? Management Session Protocol (MSP) which,
in turn, uses a reliable transport protocol. Because
access to the DMM database will be long-term, it will
use a simple session-oriented protocol. Access to in-
formation within individual network components
will be on an ‘“occasionally get some information”
basis and will use a transaction-based transport pro-
tocol and an essentially null session protocol. The
transport protocol is not part of the NMP.

Protocol Considerations

Addressing. NMP addresses must be able to identify
each DMM, Client Process, and network component
in the internet. TCP/IP addresses are sufficient for
most of the devices managed by our system. How-
ever, they cannot be used in environments such as
OSI which use other addressing schemes or with net-
work components such as packet switching nodes
which are too “low down” in a network to own TCP/
IP addresses. For these reasons, NMP addresses are
specified by two fields: “address context” plus “ad-
dress used within that context”. Specific address con-
texts will be assigned for each addressing scheme such
as “TCP/IP address”, “OSI Transport plus Network
Layer Address”, “C30 packet switch address™, and
“DMM Identifier”. Identifiers will be assigned to
each DMM and Client Process.

Data Identify, Format, and Meaning. Different types
of devices may report network management data us-
ing diverse representations. We make a distinction
between a datum’s identity, format, and meaning. For
example, a particular table of packet counts could be
identified as “‘standard gateway packet counts”. The
format of this table would allow a system to parse the
table and determine the identity and data type for
each field. The meaning would specify different as-
pects of the data to guide its interpretation and may
be quite complex. The meaning of a field in a table of
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packet counts may specify the type of packet counted,
whether the field is zeroed each time it is read, how
accurately the field is measured, etc.

The X.409 Presentation Transfer Syntax and
Notation'3 encodes the format and identity of fields,
but it does not encode the meaning in the sense de-
fined above. Nonetheless, we have found the flexibil-
ity and generality of X.409 to be useful, particularly
where there is implied structure in the data being
encoded.

Additional Protocol Mechanisms. Additional protocol
mechanisms are needed for monitoring and control.
For example, error reporting functions allow NMP
entities to report on any errors detected in the opera-
tion of the NMP protocol itself. This is particularly
useful for initial debugging of the network manage-
ment system. Authentication and access control pre-
vents unauthorized access to network management
data and unauthorized control of network compo-
nents.

NETWORK MANAGEMENT SYSTEM
ARCHITECTURE

Architecture Overview

The network management system contains a set of
cooperating Distributed Management Modules
(DMMs) which collect and store information from
the network components as well as provide an inter-
face for controlling them. The network management
information may be retrieved from the DMMs by
Client Processes using the NMP protocol. Client Pro-
cesses analyze and present the network management
data to the user.

The Distributed Management Modules have four ba-
sic functions. First, they store monitoring data col-
lected from network components in a database that
can be queried by Client Processes and other DMMs.
Second, they archive historical network management
data for later retrieval and analysis. Third, they effect
network control by translating and forwarding control
commands from Client Processes to the network
components. Finally, DMMs forward queries and
control commands to Client Processes and other
DMMs to support transparent, distributed network
management.

Distributing the functionality of the network manage-
ment system across multiple DMMs and their Client
Processes has several advantages. First, it supports
flexible allocation of DMMs and Client Processes to
different logical or geographical subsets of the inter-
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network. Second, careful deployment of DMMs and
Client Processes can reduce traffic bottlenecks that
may exist around a single centralized network control
center. Third, additional DMMs and Client Processes
may be added as needed to support the growing inter-
network. Finally, distributed architectures reduce sin-
gle points of failure and vulnerability to network
partitions, making the system more survivable.

DMM System Architecture

The architecture of the Distributed Management
Modules is shown in Figure 3. The submodules
within each DMM can be grouped into those respon-
sible for collecting and storing of information from
network components and those responsible for re-
trieving this information for client processes.

Collection and Storage of Network Management
Information

Data Gatherers/Controllers collect monitoring data
from a set of network components and send them
control commands. Currently, each type of network
component may use a different monitoring protocol,
so the DMM contains one Data Gatherer/Controller
for each component type monitored. For example,
the DMM maintains one Data Gatherer/Controller
each for LSI-11 gateways, BBN C/30 packet switching
nodes, and SUN workstations because they all use
different monitoring protocols.

Monitoring data can be collected from the network
components either automatically or in response to
specific requests. In both cases, the Data Gatherer
forwards the data to the Packet Recorder for storage
in the Database and Data Archiver. If a query cannot
be answered locally, the Data Gatherer forwards it to
the appropriate remote DMM. This cooperation
among DMMs supports distributed network manage-
ment within the ANM architecture.

The Derived Data Builder performs simple computa-
tions on raw data to derive additional, meaningful
data values. These derived values are stored in the
Database and may be retrieved via QRP queries.

The Data Gatherer Manager forwards queries and
control commands to the appropriate Data Gatherer/
Controller or Derived Data Builder. If no such pro-
cess exists, the Data Gatherer Manager initializes a
new one.

The Packet Recorder records each message as it is
received. Incoming messages to the Packet Recorder
include monitoring packets, error responses, and con-
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Figure 3. Distributed Management Module (DMM) system architecture.

trol responses which have been collected by the Data
Gatherers. The Packet Recorder sends a copy of each
message to the Data Archiver to be archived. It also
forwards messages which are in sequence to the
Packet Parser so that the information in it can be
inserted into the Database.

The Data Archiver archives the incoming monitoring
data. It also maintains indices into the archived mes-
sages so that they can be retrieved easily.
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The Packet Parser parses incoming messages re-
ceived from the packet recorder and places the infor-
mation extracted from those messages into the
Database. To do this, the packet parser must know
the format of each type of monitoring message it can
receive. This information is obtained from the Data
Gatherers.

The Database provides quick access to the most re-

cent network monitoring data received from each net-
work entity. This information is updated by the
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Packet Parser when new data is received. Data can be
retrieved from the Database via the Database Parser.

Retrieval of Network Management Information

The 1/O Handler manages transport layer connec-
tions between the DMM and the Client Processes.

The MSP Parser parses the session-level MSP proto-
col, a subset of the NMP protocol described in the
fourth section, “Network Management Protocol.”
This module provides bookkeeping for multiple ses-
sions and their correspondences with transport con-
nections. If a Client Process terminates a transport
connection while leaving the associated session ac-
tive, the system will continue to collect monitoring
information associated with the session so that the
user can examine the collected data when the session
is later reconnected.

The Query/Control/Lattice Parser supports the
Query Response Protocol (QRP) and the Network
Component Control Protocol (NCCP) functions. The
QCL Parser forwards valid commands to the Net-
work Component Controller and forwards commands
requiring 1mmediate effect on remote network com-
ponents to the Data Gatherer Manager. The QCL
Parser forwards all valid queries to the Data Deliv-
erer, and if the information is not in the database, the
QCL Parser invokes the Data Gatherer Manager to
obtain the requested information. The QCL Parser
rejects invalid queries and control commands and
returns an error response to the originator of the
query or command.

The Lattice Manager maintains information needed
by the DMM to determine if a command or query
can be satisfied by this DMM or if it must be for-
warded to other DMMs. Specifically, it keeps track of
the status of the DMMs and the network components
managed by each DMM.

The Network Component Controller parses control
commands and performs access control and control
arbitration. It prevents two different users from exe-
cuting conflicting control commands and allows Cli-
ent Processes to request commands to be performed
at some time in the future.

The Data Deliverer receives queries from the Query
Protocol Handler and keeps track of each query’s
status. It forwards the query to the Database Parser at
the appropriate time(s). When it receives a response
from the Database Parser, it forwards it to the Query
Handler. Redundant queries are filtered by the Data
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Deliverer, and multiple copies of the response are
sent to all users requesting the information.

The Database Parser retrieves information from the
Database at the request of the Data Deliverer. It
knows the structure of the Database, so it can access
the requested data efficiently. Currently, the Database
Parser retrieves and returns predefined data sets cor-
responding to the NMP clumps described in the
fourth section. In the future, the Database Parser also
may be able to interpret queries expressed in a rela-
tional query language such as SQL.

CONCLUSION

Building an effective network management system
requires the application of many disciplines. This re-
port has described our approach to network analysis,
user interfaces, network management protocols, and
distributed architectures in support of the ANM sys-
tem.

REFERENCES

'D. Davis, “Managing Computer Communications,” High Tech-
nology, March 1987.

2J. Westcott, J. Burruss, and V. Begg, “Automated Network
Management,” Proceedings of IEEE Infocom 85, March 1985.

3C. Topolcic and J. Kaiser, “The SATNET Monitoring System,”
IEEE Military Communications Conference, October 1985.

4S. Blumenthal, “Experiences in Building a Wideband Packet Sat-
ellite Network,” Networks, 1985.

3S. Bernstein and J. Herman, “NU: A Network Monitoring, Con-
trol, and Management System,” IEEE International Conference on
Communications, June 1983.

SP.W. Cudhea, D.A. McNeil, and D.L. Mills, “SATNET
Operations,” AIAA 9th Communications Satellite Systems Confer-
ence, March 1982.

7P. Santos, B. Chalstrom, J. Linn, and J. Herman, Architecture of a
Network Monitoring, Control, and Management System, Bolt Be-
ranek and Newman Incorporated, 1980.

8D. Woods, “Human Factors Challenges in Process Control,” pp.
1720-1770, in G. Salvenoy (Ed.), Handbook of Human Factors, J.
Wiley and Sons, 1987.

°J. Rasmussen, “Models of Mental Strategies in Process Plant
Diagnosis,” in J. Rasmussen and W.B. Rouse (Eds.), Human De-
tection and Diagnosis of System Failures, 1981.

10J, Rasmussen, “Strategies for State Identification and Diagnosis
in Supervisory Control Tasks and Design of Computer Based Sup-
port Systems,” in W.B. (Ed.), Man-Machine Research, 1984.

UK. Corker, L. Davis, B. Papazian, and R. Pew, Development of an
Advanced Task Analysis Methodology for the Army-NASA Aircrew/
Aircraft Integration Program, BBN Labs report number 6431, De-
cember 1986.

?International Standards Organization, Information Processing
Systems—Open Systems Interconnection—Basic Reference Model,
ISO 7498.

13Message Handling Systems: Presentation Transfer Syntax and
Notation, CCITT Draft Recommendation X.409, 1983. O

COPYRIGHT © 1989 McGRAW-HILL, INCORPORATED. REPRODUCTION PROHIBITED

DATAPRO RESEARCH, DELRAN NJ 08075 USA






NM10-300-101
Managing Networks

Evolving Market Opportunities In
Network Management

This report will help you to:

« Confront the trends of increasing complexity and escalating costs in
monitoring and controlling network operations.

» Sort out the plethora of products that claim “network management”
capabilities and understand what each product can and cannot do

for your network.

« Exploit emerging network management market opportunities to your

best advantage.

Network Management is one of the least known areas
in telecommunications and promises to be the fastest
growing. This rapidly evolving market opportunity
was borne from:

« the explosive technological developments in com-
munications,

+ the proliferation of vendors in the postdivestiture
environment,

« the increasing demand for private networks, and

« the necessity for 100 percent communications avail-
ability to avoid revenue loss.

Effective network management is critical in the pri-
vate network world, because without controls, corpo-
rations will waste hundreds of millions of dollars
annually. The market for independent product and
service offerings in network management and control
diagnostics (NMCD) is conservatively estimated at
$650 million in 1988, with an anticipated growth rate
of over 25 percent in the next 5 years. This report will

This Datapro report is based on Evolving Market Opportunities in
Network Management by Clifford H. Higgerson, Roland A. Van
der Meer, and Laurie A. Kappe, Communications Ventures, Inc. ©
1986, 1989, Hambrecht & Quist Venture Partners. Reprinted with
permission.
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outline the reasons for the development of this mar-
ket, describe the technology, and highlight key players
in the areas of product and service offerings and net-
work integration.

WHAT HAS LED TO THE EVOLUTION OF
THIS MARKET?

Prior to the explosive technological growth in com-
munications, a handful of vendors were responsible
for installing and maintaining all voice, data and
other services in a user’s communication system. The
user had every reason to remain confident that any
piece of equipment or service he/she wanted, whether
voice or data, could be integrated into the network by
these vendors. However, the situation is now dramat-
ically different and the need to manage complex net-
works is creating new opportunities of particular
interest for investors in communications.

In the last few years, there has been a proliferation of
data processing, computer, and modem terminal
equipment companies as well as voice carriers, data
carriers, and special service networks with all of these
vendors fighting for account control. Since 1983,
more than 300 new vendors have entered the tele-
communications industry and more are on the way as
new opportunities emerge. The situation is further
exacerbated by the fact that each will give only mini-
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mal support to interface their gear with other ven-
dors’ equipment or with the network carriers. In
addition, many network managers report a general
lack of service attitude on the part of most vendors
and difficulties in pinpointing responsibility. As a
result, users are no longer guaranteed compatibility
and interoperability.

At the same time as the networks grow more com-
plex, voice and data communication usage is growing
at an average rate of 20 percent per year, while the
associated management costs are climbing at a rate of
35 percent per year. The user is compelled, both eco-
nomically and technologically, to take control of the
network. According to the Yankee Group, network
costs are second only to salaries as an organizational
expense with an average monthly bill exceeding $5
million for each of the world’s largest corporations
with private networks. Both large corporate networks
and small networks are affected by this problem.
Large networks need systems, software tools, and
techniques to be able to manage the increasing com-
plexity of their ever growing network. Small business
communications networks, which may consist of a
dozen tielines and leased circuits along with associ-
ated switching and multiplexing gear, require 99.9
percent uptime and need the ability to ensure this
service.

The burden of management and control is falling
heavily on in-house network managers. They have
the impossible task of reducing costs and improving
performance as their world doubles in complexity.
Effective network management has become the “hot
button” in the private network world today. Those
companies which offer products or service to ease
that burden will be increasingly in demand with an
estimated market growth rate of 30 to 35 percent.
Communications equipment vendors who must sell
into the networks will not be able to market their
products without integrating network management
capabilities. We estimate that these vendors will be
able to attribute 5 percent to 40 percent of their reve-
nues to this function over the next few years.

WHAT IS THE NETWORK?

In the simplest terms, a communications network is
that entity that exists beyond the phone, PC terminal,
or computer. For the vast majority of users, their only
concern with this network is that the connection is
made properly and problem free. The telecommuni-
cations manager, data communications manager, or
network operator views the network somewhat differ-
ently. He/she must understand the functional con-
cepts of the network as well as its technical detail. It is
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his/her responsibility to make sure the end user never
has to think about the network.

From the manager’s viewpoint, the network is di-
vided into “on-premise” and ‘“off-premise” equip-
ment. The “on-premise” equipment consists of both
switching and transmission gear. Switching gear in-
cludes PABXs, key systems, data switches, and local
area networks. The transmission gear consists of mo-
dems, multiplexers, digital cross connects, front end
processors, and channel banks. The “off-premise
facilities” consist of transmission facilities which may
be owned by the user, leased from facilities carriers
(such as MCI or the RBHCs), or virtual, which is the
leasing of a logical point to point route from a facili-
ties carrier or finally, used on demand, such as nor-
mal dial-up service. These transmission facilities can
utilize one or more of the following media: micro-
wave, satellite, fiber and wire cable. The off-premise
facilities also include the associated tandem switching
and multiplexing equipment. Figure 1 shows a con-
ceptual view of the various subnetworks within the
network. This figure illustrates the interrelationships
between network management functions and the sub-
networks.

The NMCD Layer of the Network

This report focuses on one aspect of the network, i.e.,
the Network Management Control and Diagnostic
(NMCD) layer of the network. This layer includes the
network and control functions, performance monitor-
ing, troubleshooting and administration. The NMCD
layer of the network is that aspect of the process that
even an informed end user never worries about or
even knows exists. However, the fact is that this layer
is probably the most critical to the operation of the
network as well as the most difficult to install and
operate. Until recently, few people have appreciated
the key role this layer plays in the effective perfor-
mance of a network.

The primary trend affecting the operation of a net-
work is the increased need for integration of systems
and services. In the current environment, costs of
equipment have leveled or declined, while the costs
associated with monitoring and controlling these vast
new utilities are escalating—and without proper mon-
itoring, service levels will decline. In addition, with-
out proper management controls, costs increase while
system utilization may suffer from too much or too
little equipment. The integration of voice and data
networks, with required controls and data, is a rela-
tively new demand. In some of the larger networks
there could be as many as five to ten separate net-
works within a network to accomplish all of these
functions. The multiplicity of these control networks
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Conceptual View of a Network
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Figure 1. Conceptual view of a network.

has been the result of adding them as the need
evolved. There is a strong push to integrate the sepa-
rate subnetworks in order to reduce the cost of the
redundant facilities, functions and operations.

The emphasis of a network management system will
change as the size of the network changes. For the
small networks uptime is critical; uptime is basically
a measurement of availability of the circuits in the
network. For the medium size networks efficiency
becomes important; efficiency is a measure of utiliza-
tion as well as response time of the network. In the
larger networks capacity monitoring becomes impor-
tant; capacity monitoring is essentially the maintain-
ing of data bases of usage statistics, and running
simulations to enable the network manager to plan
for growth.

For the purpose of this report, network management
is broken into four components: network control, ad-
ministration, performance monitoring and network
troubleshooting. Table 1 summarizes each of the
functions.

JUNE 1989

Source: Communications Ventures.

Network management tools today must be designed
with effective human interfaces, color graphics, and
windowing techniques, as well as high-level com-
mand languages. These tools allow the network man-
ager to examine the network from a very broad
overview, to rapidly focus on trouble spots, and to
examine the network in a detailed piece by piece
perspective. A new generation of proactive systems
will slowly be incorporated into network management
systems. This equipment will monitor, alarm, and
restore trouble spots before any loss of service occurs.
These functions will relieve the network managers of
their hour-to-hour laborious tasks and allow them to
focus on new and improved services. The network
management education process is slowly evolving;
there are currently no effective conforming standards.
This means, in essence, that experience will be the
only guide for many network managers.

THE EVOLVING MARKET OPPORTUNITY

The market opportunity for network management
systems is being driven by the changing communica-
tions environment and the increasingly more com-
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Network Control Function

—Service type, service priority, mode of connection,
bandwidth establishment of connection

—Access security

—Addressing

—Routing strategy

—Flow control

—Signaling

Network Management and Administration

—Data base maintenance

—Network equipment/inventory

—Problem management

—Installation management

—Change management

—Traffic and performance data base and reports
—Traffic reports

—Directory

—Billing

—Financial management

Performance Monitoring

—Uptime efficiency performance analyses

—Access availability

—Call setup time

—Network delay

—Blocking probability

—Switch performance

—BIT error rate

—Signal/noise ratio

—Traffic monitoring (hold time, peak call time, traffic type)

Troubleshooting

—Alarm monitoring
—Transmission testing
~—Fault isolation
—Diagnostics

—Diagnosis

—Fault rectification/restoral

Table 1. Network Management Control and Diagnostic (NMCD) breakdown.

plex technology. The absence of “hand holding” by
the old AT&T has created the need both for self-
reliance and for in-house managers to ensure effective
control and cost containment. Five primary reasons
for the development and growth of this market are
summarized below:

« The rapid increase in both the numbers and costs of
private networks; according to International Re-
source Development, Inc., over $14 billion was
spent in 1988 on U.S. private telecommunication
networks and it is estimated that over $40 billion
will be spent in 1995.

» The increasing number of vendors in the market
has made it imperative that equipment be made
compatible with operations systems to facilitate net-
work efficiency.

» The network operators, with increased performance
demands and severe budget pressures, are continu-
ally looking for ways to improve efficiencies.

» The severe lack of qualified technical personnel,
which has forced network operators to centralize
and potentially automate network control.

e Increased reliance on data communications man-
dates accurate and secure transmission.

In order to identify the opportunities in this evolving
market that telecommunication companies can and
are exploring, we have divided the market into three
categories: product offering, service offering, and inte-
gration into existing products.
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Product Offering

As a standalone product offering, network manage-
ment products can encompass one or all of the net-
work management functions. From a technical point
of view, the upper level network manager tools are
the most interesting, i.e., a system that enables an
operator to ensure the network is up and running and
performing well. These tools attempt to integrate an
entire system so the network can be monitored and
operated in a centralized manner. We estimate the
market for these systems to be over $50 million today
and growing at over 30 percent.

The key to network management product offerings is
the ability to integrate many network tools into one
control system. Integration is a necessity in today’s
environment; without this feature a network could
conceivably have twenty different control centers. As
integrated control systems evolve and network man-
agement becomes more understood, we will see ex-
pert systems taking over some of the decision making
process in network flow control and restoral. Over the
next few years we anticipate more robust system con-
trol from these types of packages.

A related category of product offerings is the admin-
istration and management of a network. This can
include installation management, problem resolution,
restoral management, change and financial manage-
ment as well as some other areas. There is an increas-
ingly critical need for such systems; network
managers can spend 80 percent of their time keeping
track of these aspects of the network, and a dedicated
automated system could conceivably reduce opera-
tions costs by as much as 30 percent. In our review of
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current offerings we found four such systems, includ-
ing one from IBM; however, the most advanced was
the offering from Peregrine Systems.

The final category of NMCD product offerings are
test, diagnostic, patching and switching equipment.
These systems are primarily used by the technical
counterparts to the end network. In larger networks,
they operate “underneath” those systems. The com-
panies in this area tend to be “hardware oriented”
and focus on selling test sets, switchable patch panels,
and remote diagnostics systems as well as some form
of information management systems for the network.
There is an overlap in the functionality of these type
of systems and the performance monitoring and con-
trol systems previously discussed; however, in the
larger networks they operate in unison.

The overall market size for NMCD product offerings
is very difficult to derive primarily because there are
no distinct boundaries on how much communica-
tions test gear should be included in these estimates.
Our survey of industry experts has led us to conclude
that the minimum market size for the NMCD prod-
ucts is $650 million and it’s growing at a rate of over
20 percent.

Service Offering

Network management as a service offering is most
definitely not a new area—it is as old as the telephone
network itself. The difference now is that the servicer
is no longer taken for granted. Communications is a
business where economies of scale dominate; very
few medium- to small-size businesses can afford the
time, cost, and expertise necessary to run a network.
Since divestiture, the difficulties have compounded
and we now see network management service centers
turned into high-margin profit centers. The technical
assistance centers (TAC), i.e., switching or multiplex-
ing vendors that have been in business for decades
servicing the telephone companies and long-distance
carriers, have now entered the private network mar-
ket.

The need for network management in the private area
has now grown to the level that significant profits can
be derived, thereby leading to a variety of indepen-
dent service offerings. One unique business in this
area is a nationwide offering from PacTel Spectrum
Services, a company acquired by IBM in 1988. This
service includes remote diagnostics, degradation
monitoring, and coordination of rapid restoral. IBM
PacTel Spectrum Service’s offering is geared to clients
with geographically dispersed networks comprised of
multivendor networks that are critical to the success

JUNE 1989

5-Year
MARKET SECTOR 1988 Growth Rate
Product Offering
Performance Monitoring $ 50M 30%
and Network Control
Network Management $220M 35%
and Administration
(NetView, ACCUMASTER,
Net/Master, etc.)
Test, Diagnostics, Patching $380M 5%
and Switching
Service Offering $ 95M 30%

Source: Communications Ventures.

Table 2. Market estimates for network management and con-
trol.

of their business. Communications equipment com-
panies are also moving to exploit the need for servic-
ing private networks.

RBHCs are taking advantage of the confusion result-
ing from the private network proliferation and have
begun to offer services through divisions or subsidiar-
ies. For example, NYNEX is currently looking for
trail sites for its Intellihub virtual private network
service, and Ameritech is also offering limited net-
work management services. In addition, AT&T, MCI,
and US Sprint offer software defined network ser-
vices to allow a customer to directly define and con-
trol services as an inducement to use the carrier’s
network as opposed to a private system. These virtual
private networking offerings allow customers to use
as much or as little network capacity as they need on
a demand basis. If these services are successful, the
growth rate of the independent network management
industry could be somewhat less than our projections.

Despite the involvement by the carriers and RBHCs,
we still expect to see a few communications compa-
nies offering integrated network management services
over the next five years. The total industry market
size for network management services could reach
$200 million by 1990. The opportunity is tremendous
for those who can find the right formula of service
and marketing.

Integration into Existing Product Offerings

This area of the network management industry is not
just an opportunity for communications companies,
but a necessity for ongoing success in the market-
place. It does not matter whether the product is a
multiplexer, modem, switch, channel bank, or digital
cross connect—it will become almost impossible to
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successfully sell without some level of network man-
agement capability built into the system. Clearly, the
more sophisticated and capable the controls, the bet-
ter are the chances to sell the system. In addition,
those vendors who include flexible interfaces for
compatibility and effective human interfaces will
have a distinct advantage in the increasingly compet-
itive market-place.

Spare ports on communications equipment, which
are crucial to tying into a network management sys-
tem, are becoming fundamental features for new
products. Network managers are demanding that
communications devices be able to relay back their
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own status and the traffic being handled. Many mo-
dem and switching vendors are now offering varying
degrees of network management systems. This can
create a significant problem for network operators,
however, as there is often a different controller, PC
AT, or other type of equipment for each vendor’s set
of equipment. Interoperability and compatibility is
thus becoming a critical issue—creating the need to
form standards committees, although it will be some
time before the effect of this effort will be felt. It is
our contention that successful communications com-
panies will find that anywhere from 5 percent to 40
percent of their sales will be network management
related. [J
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This report will help you to:

+ Identify key network management functions of network hardware
from the front-end processor on out.

» Gain familiarity with the nomenclature of emerging OSI

management standards.

» Evaluate the limitations of the five functional areas within the OSI

Management model.

Network management functions are those which sup-
port the framework of network management systems
(NMSs). Network management functions must be
performed by the NMS and/or the network manage-
ment staff to ensure efficient and effective operations
of the network.

All network management functions are related in
some way to both physical and logical network man-
agement.

Logical network management focuses upon the logical
connection between the user and the ultimate net-
work destination, which is generally a software appli-
cation. The two principal components of logical
network management are session awareness and traf-
fic flow visibility. (See Figure 1.)

Physical network management involves failure notifi-
cation, problem detection and identification, problem
isolation, and problem resolution of physical entities.
These entities include the circuits, lines, modems,
multiplexers, switches, front-end processors, and
other hardware components. (See Figure 2.)

Portions of this report were contributed by Daniel Minoli. Mr.
Minoli is an adjunct assistant professor at New York University’s
Information Technology Institute, as well as a full-time data com-
munications researcher and strategic planner.
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Generally speaking, network management becomes
more complicated as it becomes more logical in na-
ture. This is particularly true when one compares
applications software complexity with the basic
equipment monitoring achieved with purely physical
network monitoring and control.

The traditional separation of logical and physical net-
work management has developed for three reasons:

o There has been a constant migration from simple
configurations to complex ones.

* Most vendors provide only physical management
products.

« The physical network management perspective is
reinforced by common carriers selling transport ser-
vices only.

There is a growing need for powerful relational net-
work management databases for integrating informa-
tion from both logical and physical aspects,
particularly with regard to inventory, configuration,
status, and performance history.
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Figure 1. The typical architecture of a logical network manage-
ment system.

NETWORK MANAGEMENT
REQUIREMENTS

In general, network management requirements may
be summarized in terms of these goals: enhancing the
quality of service, increasing productivity, reducing
complexity, and providing control.

To ensure efficient network management, the follow-
ing key factors must be considered:

* Network management functions—the specific func-
tions that must be performed by either the network
management system or the network management
organization. For telecommunications hardware,
these requirements include, but are not limited to
fault, configuration, performance, security, and ac-
counting management,

¢ Network management architecture—the framework
of network management functions and their place-
ment within the network hierarchy.
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e Network management instrumentation—the set of
tools for collecting, compressing, and processing in-
formation and instruments for predicting future ser-
vice levels and resource usage of
telecommunications hardware.

» Network management software—the controlling
software and the inventory/configuration database
which stores information on all related network de-
vices and components.

o Organizational components—the organizational
structure put in place to carry out network manage-
ment functions.

 Organizational approach—factors such as person-
nel skills and education that are critical to the suc-
cessful long-term operation of human resources in
management.

This report examines the first factor, network man-
agement (NM) functions of telecommunications
hardware. There are at least as many definitions of
NM functions as there are vendors that provide NM
products. Therefore, Datapro has chosen the five
functional categories defined by OSI as a starting
point for structuring its coverage of NM functions.
Datapro also recognizes certain critical network man-
agement functions not included in the OSI classifica-
tion; these categories are discussed in the following
section.

0S|I MANAGEMENT FUNCTIONS

OSI Management standards define five functional ar-
eas pertinent to management activities. Both vendors
and users are now beginning to apply the OSI nomen-
clature to describe both OSI and non-OSI network
management environments. The five OSI Manage-
ment functional areas are: Fault Management, Perfor-
mance Management, Configuration Management,
Security Management, and Accounting Management.
(See Table 1.) These areas focus on management of
telecommunications hardware, from the front-end
processor on out through the network.

Fault Management—encompasses fault detection,
isolation, and the correction of abnormal operation.
Faults cause communications systems to fall short of
their operational objectives. Faults may be persistent
or transient and manifest themselves as events to the
network management system (NMS). NMSs with er-
ror detection capabilities can recognize faults. Fault
Management functions include:

» Maintaining and examining error logs.
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Figure 2. The typical architecture of a physical network management system.

» Accepting and acting upon error detection notifica-
tions.

* Tracing and identifying faults.

» Carrying out sequences of diagnostic tests.

¢ Correcting faults.

In summary, Fault Management is the discipline of
detecting, diagnosing, bypassing, repairing, and re-
porting on network equipment and service failures.
Accounting Management—enables network managers
to identify costs and establish charges for the use of
communications resources. Accounting Management

functions include:

» Informing users of costs incurred or resources con-
sumed.

JUNE 1989

» Enabling network managers to set accounting limits
and to associate tariff schedules with the use of
resources.

» Enabling network managers to combine costs where
multiple resources are used, to achieve a specified
communications objective.

Configuration Management identifies, exercises con-
trol over, collects data from, and provides data to
communications systems for the purpose of initiating
and providing continuous reliable connectivity. Con-
figuration Management functions include:

« Setting the parameters that control the routine op-
eration of the communications system.

 Associating names with managed objects and sets of
managed objects.
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» Initializing and terminating managed objects.

» Collecting information (on demand) about the cur-
rent condition of the communications system.

» Obtaining announcements of significant changes in
the condition of the communications system.

» Changing the network’s configuration.

Configuration/name management is concerned with
maintaining an accurate inventory of hardware, soft-
ware, and circuits. One goal of configuration manage-
ment is the ability to change that inventory in a
smooth and reliable manner in response to changing
service requirements. This aspect of network manage-

FAULT MANAGEMENT

Network status supervision
Event notification

Alarm correlation

Problem detection

Problem determination
Diagnosis and repair

Network recovery

Trouble tracking

Network tests

Activation, deactivation, restart
Online/offline technical maintenance

CONFIGURATION MANAGEMENT

Inventory control
Configuration control
Directory management
Change management
Provisioning

Software maintenance
Service-level agreements

PERFORMANCE MANAGEMENT

Monitoring

Defining performance indicators
Reporting and statistics

Maintaining the performance database
Analysis and tuning

Procedures for fault management

SECURITY MANAGEMENT

Establishing security
Maintaining security
Partitioning

ACCOUNTING MANAGEMENT

Costing
Charging
Budgeting
Verification

Table 1. Principal network management subsystems and
Sfunctions.
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ment is concerned with Network Directory and re-
lated to CCITT’s X.500 standard. Configuration/
name management ensures consistency and validity
of operating parameters, naming and addressing ta-
bles, software images, and hardware configurations of
managed systems.

Performance Management enables the network man-
ager to evaluate the behavior and effectiveness of
resources and related communications activities.
Functions include:

» Gathering network system statistics.
» Maintaining and examining network history logs.

e Determining system performance under normal
and degraded conditions (artificially or self-
induced).

* Altering network operation modes for the purpose
of conducting performance management activities.

In summary, performance management is concerned
with the use of network resources and their capability
to meet user service level objectives.

Security Management supports the application of se-
curity policies. Security is an important issue: unau-
thorized or accidental access to network control
functions must be eliminated or minimized. Security
Management functions include:

 Creating, deleting, and controlling security services
and mechanisms.

« Distributing security-relevant information.
» Reporting security-relevant events.

Security management controls access to both the net-
work and the network management systems. In some
cases, it may also protect information transported by
the network from disclosure or modification. For more
information on security management, see “Evolving
Security Management Standards,” Report NM20-500-
101. ISO’s document 7498-2, an addendum to the
basic OSI Reference Model, also covers security issues
in more detail.

LIMITATIONS OF THE OSI MANAGEMENT
MODEL

These OSI definitions provide a starting point for
consensus on a common nomenclature. Ideally, such
a consensus may help eliminate any confusion cre-
ated by the proliferation of views on what constitutes
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network management and its functions. OSI catego-
ries are somewhat limited, however, and exhibit bias
toward managing the hardware aspect of the network
(physical devices, etc.) over software and systems
management.

Datapro believes that the OSI functional categories
do not adequately address the following areas.

Systems management encompasses management of
not just communications links, but the applications
and other software traffic that passes over those links.

Asset management assists corporations in modeling
networks and determining the least expensive way to
operate them.

Problem Management encompasses preparing for and
handling all trouble calls received at the network’s
help desk. Problem management is broader than fault
management, which focuses on handling alerts gener-
ated by and received from telecommunications in-
struments and systems. Problem management
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encompasses fault management as well as network
problems that are discovered by means other than
alerts or events. Effective problem management in-
cludes establishing help desk procedures, audit trails,
assignment groups, and other mechanisms that assist
in the comprehensive handling of problems in large-
scale networks.

Both vendors and users recognized the limitations of
the OSI functions. For example, AT&T has claimed
that an ideal network management system should
provide, function in an integrated fashion, end-to-end
network management including the user-allocated
portion of the public network as well as private lines
and customer premise equipment. In addition to the
five OSI functions defined in this report, AT&T adds
Planning Management, Operations Support, Pro-
grammability, and Integrated Control. (For defini-
tions of these four added functions, see “AT&T
Unified Network Management Architecture,” Report
NM40-313-101.) O
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This report will help you to:

« Implement monitoring and control measures in environments which
include T1 multiplexers, T1 test equipment, CSUSs, ESF facilities, and

intelligent networks.

« Prepare for the advent of ISDN in regards to monitoring and control.

According to Network Strategies, a Practice of Ernst &
Whinney, 67 percent of the largest 1,750 companies
now have T1/DS1 networks; by 1992 that number
should grow to 80 percent. In 1989, there was a near
equal split between backbone networks and simple
point-to-point networks (for which network control
and monitoring is relatively straightforward). By 1992,
over 45 percent of the companies will have backbone
multilocation T1/DS1 networks, compared with 33
percent with point-to-point networks. T3/DS3 facili-
ties are also increasing in number.

Network management becomes much more compli-
cated in a backbone environment; in addition to the
increased port and routing considerations, multiple in-
consistent network clocks create problems.

Today’s networks typically include equipment from a
variety of vendors, each with its own version of net-
work control and monitoring. Neither an industry
standard nor a comprehensive single-vendor solution
now exists, much less a broad multivendor solution.
Yet, the increasing strategic importance of informa-
tion networks to corporate America has prompted
managers to place more emphasis on network reliabil-
ity, availability, and flexibility. This, in turn, has am-
plified the need for effective network control and
monitoring tools and methods.!

This report was developed exclusively for Datapro by Daniel Min-
oli, an adjunct professor at New York University’s Information
Technology Institute, Mr. Minoli is a also a full-time data commu-
nications researcher and strategic planner.
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T1 TESTING, MONITORING, AND
CONTROL

The potential liability from either catastrophic failure
of termination equipment or lines, or from a deteriora-
tion of the service due to a partial impairment, in-
creases as more and more of the corporation’s
communications traffic is put through a small set of
discrete facilities. The network manager must identify
degraded circuits and equipment before service is to-
tally affected. This predicament highlights the impor-
tance of monitoring and testing procedures, as well as
the equipment which DS1/T1 users must implement
to prevent, monitor, or resolve potential problems.

Network monitoring and control systems are typically
composed of both hardware and software. The soft-
ware may run on a mainframe, workstation, or dedi-
cated personal computer and work in conjunction with
network-based hardware that collects data from all net-
work devices (such as modems, multiplexes, switches,
and lines). The data is critical to the network manage-
ment system in order to analyze and resolve problems
and tabulate the desired performance measures into
usable reports.

Many NMS workstations or consoles include a color
display and offer graphical tools that present a pictorial
map of the network configuration and potential prob-
lems in the time domain. Fault detection is the pri-
mary function of most network management systems;
however, the ideal product provides capabilities for
network configuration, performance measurement,
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troubleshooting, equipment control, database query-
ing, report generation, and inventory management.
Existing network management tools do not yet address
all of these areas. To be most effective, a network man-
agement system must incorporate data from different
vendors’ components. Unfortunately, no vendor has
yet developed a system that performs this entire func-
tion satisfactorily.?

T1 Test Equipment

By using test equipment to perform appropriate tests
and measurements, the user can minimize the impact
of degradation and failure. Test equipment isolates
Channel Service Unit (CSU) problems from span line
problems, analyzes end-to-end link performance, and
performs preventive maintenance. Test equipment is
relatively inexpensive ($2,000 to $7,000), except for
the top-of-the-line protocol analyzers. Typically, the
equipment will pay for itself (in terms of better service)
in a matter of months.

Preventive maintenance of DS1 facilities can easily be
accomplished with small overhead and without affect-
ing service, given the right equipment. Test equipment
can also be used from a remote location if the equip-
ment is suitably configured.

Two types of high-capacity integrated networks exist:
point-to-point networks and backbone networks.

Point-to-Point Networks: The objective of point-
to-point multiplexers is to provide common route con-
centration. By definition, these networks involve
simple topologies, even when using drop and insert.
Network management systems for point-to-point net-
works are often manually configured and provide only
basic administrator interface functionality. Network
management is relatively simple and is achieved by
DIP switches or rotary switches. Point-to-point net-
works are monitored with device-provided LEDs.

Backbone Networks: Backbone network multiplexers
support user provisioning of bandwidth. The network
topology of a backbone network can be fairly complex.
Typically, some level of intelligence is distributed at
each node to facilitate operations such as monitoring
and control. High-end backbone multiplexers use PCs
or workstations to collect data and/or display perfor-
mance graphics.

T1 TESTING, MONITORING, AND
CONTROL

Basic T1 multiplexer network management functions
include circuit provisioning, fault diagnosis, alarm re-
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Figure 1. Control areas in T1 multiplexers.

porting, and production of management reports. Man-
agement can be done at the port, node, network, or
end-to-end level, as shown in Figure 1.

Port Level. The port-level management function pro-
vides control and monitoring of the multiplexer inter-
face to the DTE. This interface should be flexible and
support test capabilities. Typical requirements in-
clude:

o Collecting performance measurements (for example,
BERT, levels, lead status)

 Providing accounting reports that highlight port us-
age statistics

« Software control, which avoids the necessity of re-
moving the line card and dealing with DIP switches

» Loopback testing capabilities

Node Level. The node-level management function pro-
vides control and monitoring of the node itself (the
multiplexer) and of the telecommunications link.
Hence, it provides the connection between the physi-
cal access port (typically an EIA-based facility) and the
DS1 bandwidth. High bandwidth availability is criti-
cal; therefore, the network management system should
provide a mechanism for handling dynamic band-
width allocation. Other NMS requirements at the node
include a user-friendly interface, self-test capabilities,
and redundancy of key components. The node should
support a local network control console and provide
alarm and usage reports.

Network Level. The network-level management func-
tion provides control and monitoring at the applica-
tion layer. It is responsible for application availability
and quality of service.

Network-level management functions must support
multiple carriers. In addition, users require easy circuit
provisioning and rapid circuit restoral in case of fail-
ure. A number of high-end multiplexers provide auto-
matic route generation; restoral time can range from 2
seconds for packet-driven multiplexers to 40 seconds
or more for circuit-based multiplexers. Parameter
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routing, which involves sending parameters to remote
locations, is also very important.

Network Control Level. The network control-level
management function tracks all network components,
typically provided through a relational database and a
full-fledged report generator. The database must be ca-
pable of supporting complex topologies involving
thousands of network components. Additionally, the
database must track multiple component types (hard-
ware, software, etc.) as well as the relationships be-
tween network components, including physical,
logical, procedural, and organizational relationships.

CSU LINK MONITORING AND CONTROL

A major component in point-to-point and backbone
network monitoring and control, the CSU is a protec-
tive interface designed to connect customer premises
data equipment to a carrier’s digital transmission line,
either a Digital Data Service (DDS) facility or a DS1/
T1 facility. To facilitate network monitoring, control,
and fault isolation, additional built-in CSU features
provide for test and monitoring access of the signals
sent and received by the DTE.

CSUs provide extensive on-site diagnostics in the form
of jacks, LED displays, and loopback switches. CSUs
facilitate testing both the span lines and customer-
premise (CPE) equipment. The latest CSU hardware
allows test and monitoring functions which can be in-
tegrated with centralized Network Control Center di-
agnostic systems.

Service-Affecting Tests

The CSU may employ inband and out-of-band signals
at the network interface to allow maintenance person-
nel to conduct span diagnostics locally or from a re-
mote location. The front panel also generally provides
diagnostic LEDs to display minor alarm conditions
such as excessive jitter, excessive Alternate Mark In-
version (AMI) or Bipolar 8th Zero Substitution (B8ZS-
coding) violations, all-ones signal detection at the
network interface or CPE, and loopback status. The
front panel may also provide test jacks to access, mon-
itor, and test the CPE and the span line. These jacks are
useful in facilitating test operations for quick diagnosis
of communications problems. Typical signal access
points on the CSU include:

» Line in, breaking facing network interface receiver

» Line out, breaking facing network interface transmit-
ter
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» Equipment in, breaking facing CPE receiver
» Equipment out, breaking facing CPE transmitter

These tests are service affecting; thus, they disrupt nor-
mal communications.

Realtime Monitoring

Other signal taps can be done while the facility is in
normal operation. Jacks corresponding to these tests
are:

» Line monitor, nonbreaking facing network interface
receiver

» Equipment monitor, nonbreaking facing CPE equip-
ment

Loopback tests are set locally using switch activation.
Digital-code (DC) activated signals facilitate loop-
backs at remote CSUSs.

The ability to perform local and remote loopbacks is
important, as is the ability to test and monitor the sig-
nal in both transmission directions.

Many CSUs and some T1 multiplexers can monitor
T1 link performance on a realtime basis while the line
carries normal traffic. Realtime tests are facilitated by
implementing bipolar coding. The DSI1 pulse train at
output of the T1 multiplexer is encoded with a bipolar
scheme before it reaches the T1 line for transmission.
In bipolar coding, alternating positive and negative
pulses represent one state (a binary “1”); absence of
pulses represents the other state (a binary “0”). This
permits the multiplexer to detect single-bit errors. If an
error occurs in a 1 bit position, thereby converting it to
0, adjacent 1s will be of identical polarity, which is eas-
ily detectable, since this violates the polarity rule. If an
€ITOT OCCurs in a zero, converting it to a 1, there will be
two successive 1s of identical polarity, which also vio-
lates the polarity rule. These events are called bipolar
violations. The monitoring is continuous over time
and thus is very effective.

Many CSUs can also generate alarms based on select-
able thresholds (for example, loss of line signal for
more than 100 milliseconds). This saves time and
money, as it avoids the need to connect external test
equipment. Some typical parameters used include:>

» Signal level

« All-ones conditions

 Loss of synchronism
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¢ Framing error rate

» Bipolar violation rate
* Jitter

» Bit error rate

« Errored-seconds rate

Many CSUs offer signal monitoring using LED indica-
tors, built-in loopback controls, and test signals, as well
as remote control over some of these functions. Only a
few CSUs, however, provide integrated centralized
network control or sophisticated performance moni-
toring.

A new generation of intelligent CSUs may reach the
market soon. These CSUs incorporate sophisticated
performance monitoring capabilities, with increased
diagnostic functions, and supervisory ports for com-
municating with the user’s network control center
(NCC).? In this regard, CSUs have followed an evolu-
tion path similar to that of analog modems. Intelligent
modems now incorporate monitoring and diagnostic
capabilities by using a secondary auxiliary channel.
The nondisruptive centralized control features in
second-generation CSU equipment are similarly based
on the maintenance channels provided by the ESF line
format.

Some diagnostics require service-disruptive tests that
insert pseudorandom bit patterns. In this context, the
advantage of an advanced CSU is to provide the capa-
bility to automatically initiate loopbacks and to trans-
mit test signals on command from the NCC. CSUs
which support interfaces to the NCC may employ a
dial-up approach, a polled multipoint data circuit ap-
proach, or a supervisory subchannel within the T1
link. The dial-up approach may be cost effective, but it
should include security features to prevent unautho-
rized access. Clearly, the CSU also needs auto dial ca-
pabilities so that it can send alarms to the NCC, and
auto answer capabilities to respond to NCC-initiated
queries (in addition to queries, the NCC may wish to
download configuration parameters).

As an example, AT&T’s DATAPHONE II System
Controller is a network management system that al-
lows user to manage AT&T modems, multiplexers,
and digital data sets through a single integrated system.
With this system, the user can display network maps,
produce trend reports, and schedule testing of network
components.

The DATAPHONE II System Controller supports an-
alog, digital, and switched network applications and
two-point, multipoint, and multiplexed networks, in-
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cluding T1.5 facilities. AT&T’s ACCULINK Network
Manager is an application software enhancement for
the DATAPHONE II Level IV System Controller. It
allows customers to monitor, control, test, and recon-
figure backbone T1 multiplexers, an addition to the
network management capabilities provided by the
DATAPHONE II System Controller.’

Recent FCC Changes on CSU Functionality

For many years, ambiguities existed concerning the
type of functionality that the CSU must provide, par-
ticularly in the monitoring and control area of loop-
back.

On October 19, 1987, the FCC issued a News Bulletin
stating it had “eliminated the requirement that carriers
provide line power on 1.544 Mbps service, as well as
an associated requirement that terminal equipment
connected to 1.544 Mbps service contain a continuity
of output capability as a registration condition under
Part 68 of the rules.” The deleted paragraph, 68-318(b)
of the FCC Rules and Regulations, required that sig-
nals that come into the DS1/T1 network from regis-
tered Network Channel Termination Equipment
(NCTE) 1) provide one of three types of keep alive sig-
nals, 2) provide pulse density maintenance, and 3) be
powered by 60 milliamps from the network.*

The purpose of FCC Part 68 is to ensure that individ-
uals connecting to the public network do not harm the
network. Issues of concern include impact on other us-
ers, permanent damage to the network, billing protec-
tion, and access for the hearing impaired. Circuit-
derived power is sometimes used to energize the
critical circuitry in the NCTE; specifically, the conti-
nuity signal circuit, the pulse density, and the keep
alive functions. However, circuit performance issues
(e.g., bit error rate levels) are not covered in Part 68.
Prior to the rule defining network connection specifi-
cations (Docket 81-216), the FCC used an interim reg-
istration specification based on AT&T’s Specification
62411. This specification required such features as
loopback, line powering, pulse density, and keep alive
signals. Docket 81-216 adopted most of these, with the
exception of the loopback requirement. (The issue was
that the loopback has nothing to do with the harm-
to-the-network question.?)

Loopback was not required by law after 81-216 was
incorporated into Part 68. The Commission’s original
reasoning was that the market should dictate whether
loopback would be required or not. Most CSUs pro-
vide loopback capabilities, since loopback is an essen-
tial network management function.
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In November 1985, a T1 Committee of the Exchange
Carriers Standards Association (ECSA) requested that
fiber optic circuits and circuits derived from pair gain
systems should be exempt from the line powering re-
quirement, because of the difficulties of providing
power over fiber cables. In January 1986, the commit-
tee recommended the drafting of a standard for dry
circuits (i.e., non-central office-provided power). In
March 1986, five BOCs petitioned the FCC to modify
the section on line powering. These changes were gen-
erally supported by the industry. On October 29, 1986,
the FCC issued a news release (Notice of Proposed
Rule Making [NPRM]) stating that a change, identi-
fied as Docket 86-423, was proposed, deleting all of
Section 68.318(b). In October 1987, the FCC issued a
report and order on the docket. In November 1987, the
FCC issued an erratum identifying the specific imple-
mentation dates for Docket 86-423.* With the new
docket, the user must provide the power source if the
service provider states that it will no longer supply the
60 milliamps after 1989. The carriers must provide
power until December 1989. Any new installation oc-
curring after February 18, 1988 may not be line pow-
ered; users may consider providing local power
immediately for these circuits.

Although the BOCs only asked for the deletion of line
power, in some arguments they stated that the keep
alive signals were not necessary. The pulse density re-
quirements were poorly defined in 68-318(b), and re-
quests for clarifications had been filed. The FCC also
proposed to eliminate the pulse density requirements,
since some felt that this may no longer be a harm-to-
the-network issue. The newer repeaters being deployed
since 1987 do not have synchronization problems, al-
though systems already in the field may indeed con-
tinue to experience the problem. In announcing its
decision, the FCC said “there should be a two-year
transition period for carriers to adjust to the possibility
of connection of equipment without continuity of out-
put (pulse density maintenance).” Some manufactur-
ers could interpret this to mean that they have no
requirement to maintain pulse density; however, in the
existing plant, low pulse density will lead to jitter,
which in turn increases the BER. Specific carriers can
still tariff a transmission offering which requires that
the density be maintained (as, for example, specified in
PUB 62411). To achieve a viable BER, the customer
equipment must continue to provide pulse density
management.

Many newer NCTE models (including CSUs) already
have dual-powering capabilities; thus, the power sup-
ply issue is not critical to the user. The circuit will have
to be taken down for a few minutes to implement the
change. Users should analyze their particular needs
when selecting NCTE, from the basic Part 68 mini-
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mum requirement to features such as pulse density
maintenance, loopback and keep alive signals, and di-
agnostic capabilities.

MONITORING AND CONTROL WITH ESF
FACILITIES

In the early 1980s, AT&T announced the Extended Su-
perframe Format (ESF), a new framing format for
DS1/T1 lines. ESF enhances the network manager’s
ability to monitor and control the backbone network.
AT&T has indicated that, as Central Office equipment
is replaced at the end of its useful life, new equipment
supporting the ESF will be installed, and the users will
be offered the new format. AT&T will continue to sup-
port the present D4 format to protect the embedded
base of CPE (T1 mux) equipment.

The ESF defines 24 frames in its superframe (rather
than 12 as in the traditional superframe) but only six
bits in its framing pattern. This definition frees up
6,000 bps of channel without giving up any previous
functionality or any additional bits. The 8,000 bps now
used to manage the DS1 facility are reallocated in the
ESF format as follows:

1. 2,000 bps for framing (6 bits distributed over 24
framing bits; there are 333 such 24-bit words per sec-
ond).

2. 2,000 bps for error and performance determination
(6 bits distributed over 24 framing bits). A six-bit Cy-
clical Redundancy Check (CRC) code is provided. The
check character is used for monitoring transmission
quality of the DS1 facility. Additional functions in-
clude false-framing protection and other performance
functions implemented in the termination equipment.
The CRC-6 is generated from the bits of the preceding
frame (for the calculation, the framing bits of that
frame are considered to be equal to “1”’). This will al-
low the repeaters to inform the appropriate agency in
the network that some component appears to be de-
grading. The problem may thus be fixed before total
failure occurs. The CRC-6 will detect 98.4 percent of
single-bit or multiple-bit errors. The CRC-6 will also
provide false-frame protection, since if the CPE/CSU
hardware selects the wrong synchronization boundary,
the CRC will not calculate correctly. Assuming the
channel was not experiencing intrinsic problems, the
hardware can assume that the hardware selected the
wrong boundary.

3. 4,000 bps for telemetry and facility management/
reconfiguration (12 bits distributed over 24 framing
bits). The data link (also called Embedded Operations
Channel) becomes available for maintenance informa-
tion, supervisory control, and other future needs.

COPYRIGHT © 1989 McGRAW-HILL, INCORPORATED. REPRODUCTION PROHIBITED

DATAPRO RESEARCH, DELRAN NJ 08075 USA



NM20-200-106
Network Management Functions

Network Monitoring and Control

Customer
Premise

End-Customer
Workstation

eExtract data from
existing OSS

®|ntegrated, single-
terminal access

eSecurity

BOC
Premise

_ Maintenance _

Terminal
Change
Terminal

Figure 2. Integration of carrier-provided diagnostics.

Performance monitoring of DS1 circuits using ESF is
emerging as a useful monitoring and control mecha-
nisns; it provides significant advantages compared to
obtaining information via existing channel banks and
CSUs. Actual digital errors can be counted, as com-
pared to only framing errors and estimated BER with
AMT’s bipolar violations counts. Two different docu-
ments for performance monitoring of DS1 circuits
have emerged to date: AT&T’s TR54016 and Bell-
core’s TA-000147. The Exchange Carriers Standards
Association also has issued a proposed standard (ANSI
T1. 403-1989).5

Customers have expressed a need for information and
capabilities not traditionally available to a user of
carrier-based facilities. They are demanding a way to
reach across the interface, and into the Central Office
to access customer-specific information and controls.
See Figure 2. As customers’ sophistication increases,
they demand these controls. The carriers are beginning
to meet these needs in order to position competitively
the Central Office-based services. The leading private
users of T1 facilities are now starting to demand “proof
of performance” from their carriers: the carriers now
must demonstrate and prove that the DS1 circuit
meets the performance criteria, including outage time
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and BER.’ The features that end customers require to
manage their telecommunications networks are simi-
lar to the functions that carriers have developed over
the years for internal Operations, Administration, and
Maintenance (OA&M).

There are several factors motivating the carriers to ex-
tend these capabilities to the users.® These network
management services:

« Create new revenue opportunities, while allowing re-
use of already embedded OA&M systems

» Provide end users with direct, but clearly defined,
control of their virtual network

* Speed up development of new services by directly
extending new support capabilities to end customers

* Meet customer requirements to support a telecom-
munications environment characterized by many
vendors, multiple equipment types, and diverse ser-
vices

» Imply minimal impact on carrier operations, since
service administration is centralized
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Figure 3. Deployment of Line Monitoring Units (LMUs) for T1 systems.

* Ensure consistency of OA&M information between
carrier operations and end customers

In order to quickly sectionalize a problem on a DS1
circuit running through several carrier’s facilities in
tandem, the carrier must be capable of reading the
CSU registers to check the facility between the points-
of-presence. Counters, accumulators, and registers are
built into the CSU to take the ESF CRC-6 and framing
information and provide the following 15-minute and
24-hour performance information:

» ES (Errored Seconds): Number of second-long time
intervals with one or more ESF errors

» SES (Severely Errored Seconds): Number of time in-
tervals with more than 320 ESF errors events or out
of frame (OOF) events in one second

+ FS (Failed Seconds): Number of time intervals with
greater than 10 consecutive SES.

AT&T has installed Line Monitoring Units (LMUSs) at
the point-of-presence where the T1 circuit joins its fa-
cilities. It also can add an LMU at any critical facility
transfer location, to monitor the performance through
its system. It can remotely loopback the CSUs and the
LMUs in either direction to sectionalize a trouble, as
shown in Figure 3.

While this approach is a step forward in monitoring
and control, it still has limitations. The LMUs have
only one set of registers, which record errored seconds
in ninety-six 15-minute registers (covering 24 hours).
These registers can only be reset by the carrier (not the
customer) via a dedicated or dial-up facility to each
LMU. The LMUs can send an alarm to the central
monitoring location when errors exceed a preset
threshold. The carrier and customer registers in the
two terminating CSUs can also be read by the carrier
via the ESF data link. The data link is queried by a

maintenance center to retrieve the information from
the CSUs and the LMUs. It is also used to reset the
counters, accumulators, and registers and to activate
or deactivate a built-in, out-of-service data loopback
testing system in the CSUs and LMUs. Messages are
sent over the data link using a simplified X.25 packet
proprietary (but publicly available) protocol called Te-
lemetry Asynchronous Block Serial (TABS).’

Some controversy exists as to what performance infor-
mation the customer should receive and whether the
customer should be allowed to read the intermediate
LMUs. At the moment, customers can read the regis-
ters in their own CSU and perhaps the far-end CSU if
the circuit is end to end transparent to the ESF signal
(it would not be transparent, for example, if the circuit
went through a Digital Crossconnect). Customers can-
not read the registers in the intermediate LMUs, nor
can they control the loopback to sectionalize a trouble.
Neither AT&T TR54016, ANSI 403-1989, nor TA-
000147 envision customer access to the intermediate
monitoring units.

AT&T’s provision of ESF performance monitoring
forced MCI to move rapidly to introduce ESF itself.
MCI is implementing ESF performance monitoring on
its DDS circuits, using a custom-designed TR54016-
compatible system. US Sprint is also introducing ESF
and ESF performance monitoring compatible with
TR54016.

T1 MONITORING AND CONTROL USING
DISCRETE TEST EQUIPMENT

Advanced PBXs and T1 multiplexers incorporate net-
work management systems to varying degrees. Less
functional multiplexers or channel banks require aux-
iliary systems and equipment. Test equipment can be
categorized in the following groups: analog testing
equipment, interface/access equipment, data monitors
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and recorders, error-rate measurements, performance
measurement equipment, protocol analyzers and sim-
ulators, and centralized network management and di-
agnostic systems.

T1 testing can be categorized as follows:

Analog Digital
Data-oriented X X
Voice-oriented X X

Voice-oriented analog testing generally relates to lev-
els, bipolar violations, and so on. Voice-oriented digi-
tal testing generally involves clocking/synchronism,
signaling bits, VF drop/insert, errored-seconds, and so
on. The basic need of most voice testing personnel is
the ability to access one or more channels without in-
terrupting service; other needs include monitoring for
loss of frame or loss of loop and the ability to signal or
simulate signaling functions.

For years, telcos have performed this type of testing to
manage the plant. Data-oriented testing follows the
same principles, except that the drop/insert of 64K bps
subchannels is not a major concern; the aggregate na-
ture of the DS1 signal and the ones-density issues are
more prevalent.

In-service monitoring can be used to test facilities pe-
riodically so that degraded conditions can be identified
before they affect service. When traffic-carrying cir-
cuits cannot be disturbed, in-service monitoring is de-
sirable. In some cases, the traffic could be rerouted to
perform out-of-service testing, but the cost involved in
this action (either in transmission or labor charges)
may be prohibitive. In-service monitoring can also
precede out-of-service testing, since localizing poten-
tial problems with passive monitoring may reduce the
out-of-service repair interval.

In-service testing can be divided in two classes: 1)
those measurements that apply to the DSI1 signal
proper; 2) measurements applying to the content of the
information carried on the DSI facility. The former
includes coding violation analysis, excess zeros detec-
tion, signal frequency determination, signal level, all-
ones condition, and time jitter analysis. The latter
includes framing error analysis, cyclic redundancy
check analysis, and yellow alarm detection.’

Table 1 depicts typical functions of a T1 tester.
Line errors are introduced by externally generated

noise (motors, electrostatic discharges, and so on),
mechanical failures of the cables or repeater equipment,
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improper engineering (loss plan, etc.), faulty user
equipment such as CSUs and multiplexers, and so on.
In general, there are nine different types of analog line
impairments that affect the performance of a link:®

Noise—inherent to the line design or induced by tran-
sient energy bursts. There are several types of noise: 1)
Gaussian noise (also called white, thermal, or shot
noise); 2) impulse noise hits; 3) cross talk noise; 4)
ground-loop or common-mode noise; and 5) quantiz-
ing noise. Some of these noises impact a given trans-
mission medium, and some impact other transmission
media.

Attenuation—the loss of signal level as it passes
through the transmission line.

Attenuation distortion—signal-level loss that affects
the relative magnitudes of various frequency compo-
nents of the transmitted signal.

Envelope delay distortion—phase nonlinearity where
the delay is greater at the edges of the passband, caused
by inductive and capacitative reactance in the copper
network. Such problems can occur in a copper line
with coils.

Frequency translation—the shifting of all frequency
components in the modulated signal.

Jitter—of three types: phase jitter, amplitude jitter,
and time jitter. Phase jitter results in a pure tone hav-
ing an associated FM spectrum. It is caused by cou-
pling from power line-associated equipment and
ringing generators. Amplitude jitter results in a pure
tone having amplitude modulation. Time jitter is
caused by digital repeaters and clock drifts.

Intermodulation distortion—sometimes called nonlin-
ear distortion, the difference between harmonic distor-
tion and IMD is the method of measurement.

T1 TEST EQUIPMENT FUNCTIONS
Analyze framed or unframed DS 1 data
Measure errors, BER, and error-free seconds
Measure bipolar violations, violation rate, and violation-free

seconds

Generate up- and down-loop codes for CSU control
Connect to the DS1 span line through a CSU or at a cross-
connect point
Use source timing or can derive timing from loop timing
Allow testing through a DCS

Table 1. T1 testers provide a variety of functions. By using test
equipment to perform appropriate tests and measurements, the
user can minimize the impact of network degradation and fail-
ure.
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Single frequency interference— the addition of one or
more discrete frequencies to the signal as it passes
through the line. For example, a copper line near AC
power lines would result in 60 Hz basic and harmonics
being added to the signal.

Transient—impairments that do not continuously af-
fect the line. They come and go. Dropouts are transient
impairments that result in sudden reductions in the
signal levels that last for more than several millisec-
onds; gain hits are sudden increases in signal level that
last for several milliseconds.

While these types of problems are more prevalent with
copper and microwave systems, all digital systems are
affected by time jitter, clocking problems, and attenu-
ation. (Analog tests are still necessary in systems with
digital modulation, as long as the underlying medium
is analog.)

In-Service Testing Equipment

Access Testers. These testers provide VF output with
voice signaling bit status for any 1 of the 24 channels of
the D4 DSI bit stream. The VF signal can then be fur-
ther tested with other analog equipment. This equip-
ment may also give a “missing carrier” indication and
“frame misalignment” indication. Access testers are
ideal for voice applications but can also be used for
data applications in those cases where the testers pro-
vide additional functions such as jitter measurements,
BERT, and so on. Add/drop-type tests are greatly sim-
plified with the use of access testers.

There is a growing need for channel access test equip-
ment for integrated voice and data. In addition to pro-
viding access to the DSO slots and to the A/B signaling
bits, this equipment may also provide monitoring for
error performance and integrity checking and bit pat-
tern synthesis. Some of the equipment will also operate
on DSIC signals (two DS1 streams). A number of
models also offer local and remote loopback capabili-
ties. Remote loopback allows a remote test unit to ac-
tivate the loopback via loop-up and loop-down digital
codes embedded in the DS1 stream. (Loopback can
also be achieved in other link components, such as the
CSU, so that a piece of test equipment is not manda-
tory to obtain this functionality.)

Only a few of the available access testers offer ESF test-
ing capabilities, but it is likely more vendors will pro-
vide this capability within the next two years. ESF
equipment provides VF output with A, B, C, and D
signaling bit status for any 1 of the 24 DS0 subchannels
in an ESF DS| facility.
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Some of the available access test equipment offers soft-
ware configurability, allowing control of the test equip-
ment from a test console (or from a terminal
incorporated directly in the tester). These testers are
generally menu driven, and test specifications and
measurements can be preprogrammed in software.
The base price of access testers is in the $2,500 to
$7,500 range; optional features can raise the price into
the $4,000 to $15,000 range. Increased complexity of
the equipment, and the software programmability
from a PC, will drive up the price of this equipment
over the next few years.

Bipolar Violation Testers. As indicated above, noise
and cross talk can affect the bipolar signal to the point
where a no-pulse condition is interpreted as a pulse
condition. Bipolar violation tests can count these inci-
dents. A high bipolar violation rate generally indicates
an intrinsic problem. An instrument that measures
this data can be useful in sectionalizing the potential
problem. Bipolar violation measurements are ideal for
interLATA and interLATA T1 facilities (and less use-
ful for nontelco facilities). (NOTE: The B8ZS method
employed to achieve clear-channel conditions uses de-
liberate violations. Users must appropriately configure
the equipment testing B8ZS lines, so that these inten-
tional violations are not counted as errors.)

Excess Zeros/Framing Errors Testers. Framing errors
occur when the receiving equipment (or a repeater) is
unable to recover the clock. This condition can be
caused by a number of system impairments. Many
older repeaters in DS1 lines require a specific density
of one-bits to maintain synchronism. While the CSU
should guarantee that the appropriate rate is main-
tained, not all CSUs explicitly provide this function.
Excess zeros can cause the repeaters to shut down and
put the facility out of service. Hence, excess zeros de-
tection instrumentation can help resolve or prevent
problems. Note that the new FCC rules no longer man-
date the ones-density requirement; however, the ones-
density ratio should still be maintained for
performance reasons. Loss of synchronism leads to
framing errors, where an incorrect bit appears in the
framing position (193rd bit); the incorrect framing
word of 12 bits precludes the subchannels to be cor-
rectly decoded. These testers accumulate and display
DSI1 frame loss and framing bit errors; they may also
have separate digital counters to allow the user to accu-
mulate frame loss and framing bit errors separately.
Frame loss rules are such that two out of four succes-
sive framing bits in error determine a frame loss. One
aspect of the framing error measurement is that is ap-
proximates the actual BER of the facility, even for high
error rates. Thus, it can serve as an in-service approxi-
mation of the end-to-end performance of the facility
without having to do the out-of-service testing. Tests
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that monitor errored seconds provide information of
the distribution of errors over the test period.

A reasonably clean T1 circuit should be 95 percent
error free overa 24-hour testing period (the total number
of testing seconds minus the errored seconds that
occurred). The typical price for DS1 frame analyzers
ranges from $3,000 to $6,000, depending on sophisti-
cation.

Signal Levels Testers. The DS1 signal must satisfy cer-
tain defined electrical levels at the repeater, CSU, and
DCS points. Signals exceeding the spec will generate
cross talk on other circuits; low signals will be masked
by noise. It is important to be able to measure analog
signal levels.

Jitter. Jitter is a displacement in time of the signal
transitions compared to the ideal signal. Whether pro-
vided by the network or by the user equipment, timing
must be within 50 parts per million (80 Hz at DS1
rates). Operation outside this range will result in jitter,
which in turn implies timing slips and data errors. It is
important to be able to measure jitter. The severity of
the distortion depends on both the amplitude and the
frequency of these displacements. The predominant
source of jitter is multiplexers and regenerative repeat-
ers.

Network and user equipment will have a certain toler-
ance to jitter; this will depend basically on the sophis-
tication, thus cost, of the timing recovery circuits. How
well the jitter is controlled (and how much the various
DS1 components can tolerate the jitter) is important to
achieve a robust and reliable backbone T1 network.
The spectrum analyzer equipment can provide a de-
tailed picture of the jitter problem. However, this type
of equipment is expensive: the combination of the jit-
ter demodulator and the spectrum analyzer can range
from $25,000 to $35,000. Additionally, the equipment
is not truly portable. Only the most sophisticated in-
stallations use this type of equipment.

Yellow Alarm. This indication is transmitted to a de-
vice when another piece of equipment detects a prob-
lem in the signal received from the first device. For
example, a Digital Crossconnect System (DCS) may
send a yellow alarm to a user’s T1 multiplexer, if the
DCS detects some anomaly. It is useful to detect yel-
low alarms, as these are directly indicative of a poten-
tial problem. Many testers will detect this condition.

All-Ones Condition. All-ones signal patterns are trans-
mitted to keep the repeaters synchronized, even when
no real data is being transmitted. Detection of this
alarm condition when it should not exist will indicate a
failure of some network component.

COPYRIGHT © 1989 McGRAW-HILL, INCORPORATED. REPRODUCTION PROHIBITED

Cyclic Redundancy Checking. The ESF format allows
users to conduct more sophisticated in-service tests.
Some of these newer tests are based on a CRC code
embedded in the bit stream formed by the accumula-
tion of the 193rd bit. The CRC provides a measure-
ment of line quality.

Service-Disruptive Testing

Sometimes out-of-service testing is the only recourse
available. These types of tests may involve two pieces
of test equipment, one at each end, or a single instru-
ment connected through a loop-around arrangement.

Bit/Block Error Rate Testers. These perform the func-
tions of a traditional BER/BLER tester but operate at
the DS1 rate. Pseudorandom bit patters are transmit-
ted down the line and recaptured by the tester on the
receive side of the looped-around line, for comparison
and error assessment. Direct BER tests must be done
while out of service, particularly when sectionalization
of a problem is required.

An approximate method involves accessing the CRC
data provided by ESF, if this service is available in lo-
cations where the user is based (actually available at
both ends). The second method involves rigorous out-
of-service BER testing. Performance rules of thumb
are as follows:’

« A BER of 10-° is acceptable for voice communica-
tion; a BER of 10-* is marginal, and 10-3 is unaccept-
able

« Video requires a BER of 10-° or better, depending on
the encoding technique employed

« Data transmission requires at least 10-6 at relatively
low data rates and 10-’ or better at higher data rates

In addition to bit errors, a full-featured BER tester can
also detect and generate bipolar violations, as well as
determine the error-free seconds (over some horizon,
typically a couple of hours).

ISDN MONITORING AND CONTROL

A number of Fortune 500 companies are already start-
ing to install ISDN lines, and ISDN test equipment
and other products are now reaching the market. A
number of such products were displayed at COMNET
’89 in Washington, DC.

Network management capabilities are critical for effec-

tive ISDN implementation. There are three levels of
management that users need and which ISDN must

JUNE 1989

DATAPRO RESEARCH, DELRAN NJ 08075 USA



AM//“R‘

NM20-200-111
Network Management Functions

Network Monitoring and Control

provide: receiving alarms; controlling, altering, and re-
configuring private network resources; and using pri-
vate network management systems to control the
configuration of publicly provided ISDN services.!?

International standards organizations did not start to
focus on ISDN network management until mid-1987.
The CCITT Red Book, published in 1984, barely men-
tioned network management. In contrast, network
management will be a focus of ISDN recommenda-
tions in the Blue Book, to be issued later in 1989.

Network management will be the single important
area of study for CCITT in the next four years. One of
the important questions now on the standards bodies’
agenda is whether the ISDN will adopt the OSI Com-
mon Management Information Protocol (CMIP) or
adopt something under the ISDN message set (Q.931)
umbrella.!? It is generally accepted that the D-channel
will be the mechanism for the management of narrow-
band ISDN lines.

The North American ISDN User Forum (NIU) is now
looking into the following areas: 1) ISDN Network
Management user requirements; 2) existing ISDN and
pre-ISDN network management systems; and 3)
emerging ISDN standards. Work is expected to con-
tinue for the foreseeable future. In the past, manage-
ment issues have not been addressed until the end of
the standards development process. These efforts at-
tempt to reverse the process.

ISDN network management is divided into two topo-
logical areas: managing CPE and managing the net-
work. Common Channel Signaling System 7 (SS7) is
regarded as the vehicle for managing the network: SS7
provided node-to-node control, and it will enable
ISDN switches to communicate with each other. The
network can also assist the CPE in its customer-
oriented network management task. The 2B1Q line
coding specification used in ISDN contains a Cyclical
Redundancy Check and a Far End Bit Error (FEBE)
check.!® This allows the network to offer testing and
diagnostic capabilities to the user, similar to those
available under ESF.

There are between 50 and 100 features a user might
want to control and monitor with analog Centrex.
With ISDN, that number could double. The ISDN
user will be dealing with channels that can be allocated
dynamically. Both AT&T and Northern Telecom are
in the process of deploying ISDN network manage-
ment capabilities into Centrex. AT&T named its prod-
uct NetPartner; Northern named its system Business
Network Management (BNM). These products are
now in development and are being tested at customer
sites. Commercial availability is expected by the sum-
mer of 1989.
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CARRIER-BASED CONTROL SYSTEMS
WITH INTELLIGENT NETWORKS

Carrier-based intelligent networks first appeared to en-
able carriers to introduce new services quickly without
having to modify the hardware and software of a large
number of switches. One example of an intelligent
function is the 800 Service, where a logical number is
translated into a physical address. The proliferation of
intelligent networks is continuing and will accelerate in
the early 1990s. By centralizing the service control, in-
telligent networks provide for the ability to reconfigure
the network in realtime.

Intelligent network capabilities can be applied to pro-
vide sophisticated network control and monitoring
functions. Typical performance requirements of a
carrier-based network management and control sys-
tem for end-user access are as follows:'!

Percent of undetected user faults—the faults detected
by the user rather than by the system. No more than 5
percent of the total faults should be detected first by
the user rather than by the system.

Response time to fault isolation—the time it takes to
isolate a fault once it is reported. The system should
have the capability to isolate faults to the source or
cause in typically five minutes or less.

Response time to resource reallocation—the time it
takes for the network to respond with backup resources
to allow for continued operation, which may vary from
user to user. Some users may be willing to pay for total
redundancy in the network, and its time may be a frac-
tion of a second. On the other hand, users may not
have direct redundancy in the network, and alternate
routing may be necessary.

Response time to user complaint—the system must be
capable of responding to a user query in less than sev-
eral seconds. This includes only the answering of the
phone for a typical request. In addition, the system
must provide the customer service representative with
the direct access to the end user and of all information
on his or her account.

In addition to the basic intelligent network technology,
emerging international standards will facilitate user ac-
cess to carrier-provided diagnostics. Of particular note
are the studies being conducted on the Telecommuni-
cations Management Network (TMN) architecture by
CCITT in Study Groups IV and XV.
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Telecommunications Management Network
(TMN) Architecture

According to TMN principles, network operations and
management strategies, in addition to end-user net-
work management, depend on three key elements of
network technology: 1) standard operations and man-
agement functions in network-deployed Network Ele-
ments (NEs); 2) discipline-independent network
support applications, which implement standard func-
tions and interfaces in an open architecture; and 3)
industry-standard interfaces between applications and
NEs.

The purpose of a TMN is to support a carrier in the
operations and management of its telecommunica-
tions network. The basic concept is to provide an orga-
nized structure to achieve the interconnection of
various types of Operations Support Systems to tele-
communications equipment (Network Elements) us-
ing an agreed-upon architecture with standardized
interface configurations and protocols. While princi-
pally for carriers, the NE data can prove useful for
monitoring and control and can be made available to
the user, employing a standardized interface. The
TMN is not part of the public telecommunications net-
work but is functionally a separate network that over-
lays it and interfaces with it at a number of points to
receive information from it and to control its manage-
ment operations.'? The TMN architecture will provide
carriers and equipment manufacturers a set of stan-
dards to use in designing a management network and
in developing equipment for a modern telecommuni-
cations network.

TMN principles were first expounded in CCITT Draft
Recommendation M.30 (M.2x). The TMN provides
the means to transport and process information re-
lated to the management of a telecommunications net-
work. The TMN comprises: 1) Operations System
Functions (OSFs), (2) Mediation Functions (MFs),
and (3) Data Communications Functions (DCFs),
which include both local access and backbone commu-
nications. The TMN is also connected to Network El-
ement Functions (NEFs) and Workstation Functions
(WSFs). These functional components are indepen-
dent of possible physical configurations. Standard in-
terfaces defined correspond to conceptual points of
information exchange and include:'?

“Q” Interfaces between OSs, MDs, and NEs. The Q
Interface has three levels, providing flexibility in de-
sign and implementation:

» “Q1” connects NEs without MFs to MDs

COPYRIGHT © 1989 McGRAW-HILL, INCORPORATED. REPRODUCTION PROHIBITED

» “Q2” connects devices (NEs or MDs) which contain
different levels of MFs via the Local Communica-
tions Network (LCN)

* “Q3” connects MDs, NEs with MFs, and OSs to OSs
via the Data Communications Network (DCN)

“F” Interfaces between TMN components and WSs.
“G” Interfaces between the WS and the user.

“X” Interfaces between the TMN and other networks/
TMN:s.

Standard interfaces for the connection of real open sys-
tems, such as applications and NEs, are being defined
in terms the Open Systems Interconnection (OSI) Ref-
erence Model. Application messages are also consid-
ered as application protocols. These application
messages/protocols provide the means for an applica-
tion process involved in a distributed information pro-
cessing task to communicate information to a peer
application process to complete the information pro-
cessing task. Currently, the “Q” series of interfaces are
a primary focus among the standards bodies. The
TMN is intended to support a wide variety of func-
tions that are used to perform the operations, adminis-
tration, maintenance, and provisioning (OAM&P)
activities of a telecommunications network. Some of
the most important functions are:

* Performance Management
 Fault Management

» Configuration Management
» Accounting Management

* Security Management

« User-System Interface

LOCAL AREA NETWORK MONITORING
AND CONTROL

Managers, operators, and diagnostic applications re-
quire timely and accurate information to optimize
LAN performance. While it is generally agreed the
LAN management involves monitoring, control, and
diagnosis, there is no universally accepted definition
for LAN management.'3

Historically, LAN system designers did not recognize
management as a major requirement, since the need to
share resources is the single major driving force behind
LAN connectivity. For commercial reasons, manufac-
turers have promoted connectivity, accelerating the
growth of complex systems without regard for their
manageability.

Management strategies are now constrained by the
limitations of the installed technology. The same
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forces that drive standalone users to connect with
LANSs also drive LAN users to connect with another
heterogeneous network; any LAN management strat-
egy must consider complex environments into which
all LANs are evolving. The historical approach to LAN
management is to identify a need, then develop a util-
ity on a case-by-case basis. It is likely that many com-
mercial utilities were originally conceived by test
engineers to help them in their duties and were then
marketed to end users.'® The problem is not in the util-
ities themselves, but in the approach. Management
support should be built into LAN architectures, rather
than derived from a collection of utilities.

The current arsenal of utilities for LAN management
includes line monitors, logic analyzers, management
applications, databases, and expert systems. Each of
these tools fills a need. For this reason, system design-
ers must build frameworks that allow customization.
In LAN management, information must be available
from the lowest layers of communication; hence the
use of line monitors and protocol analyzers. LAN
management facilities must track an array of data,
such as network topology, security levels, and account-
ing; this mandates the use of databases. LAN manage-
ment is an expert-intensive function; with a shortage of
experienced personnel, expert systems (discussed be-
low) may play an important future role in managing
complex LANS.

Several factors drive the monitor and control process:
Information must be gathered continuously.

Information must be gathered from all network compo-
nents, at all layers. The monitor and control facility
must be distributed throughout all OSI Layers of the
LAN, as already demonstrated by the OSI Network
Management framework. Through this set of Layer
Management Entities, the management system ac-
quires information concerning LAN status. It may also
exercise control over LAN components such as initiat-
ing diagnostic procedures. A diagnostic Application
Program Interface (API) from Layer 7 to the applica-
tion that will analyze the data must be provided by the
LAN communication resources. This diagnostic API
provides a window through which monitoring applica-
tions may extract information such as driver status,
routing tables, and file server connection status. Mak-
ing such information available is obviously the foun-
dation of any effective LAN management system.

The monitor and control facility must use network com-
munications resources, since it is not practical to have a
separate management network for the LAN. A separate
network would add to the cost of the LAN and would
also have to be managed. Since the monitor and con-
trol facility uses the network, it consumes network re-
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sources; the adverse impact of this traffic on LAN
performance must be minimized.!3

Monitoring the LAN is the most demanding function
of the management facility. Two methods are available
for monitoring a LAN: polled and spontaneous. (For
more information on polled vs spontaneous monitor-
ing, see “Managing Local Area Networks: Accounting,
Performance, and Security Management,” Report
NM50-300-501.)

In a LAN environment, data can be classified as either
static or dynamic. Static data pertain to LAN configu-
ration (for instance, the type of file server or worksta-
tion). Dynamic data pertain to LAN operation (for
instance, dynamic routing tables and congestion statis-
tics). A sophisticated monitoring and control facility
can provide operators with all needed static and dy-
namic data. The function of the database facility is to
store this data. Several constraints affect the database
facility; in particular, management databases must
deal with congestion, data reduction, and aging. The
stream of information destined for storage in the data-
base facility consumes communication bandwidth.
The database facility may be distributed to disperse
management traffic throughout the LAN. The data can
also saturate LAN storage capacity. This requires a
strategy for reducing the amount of information stored
in the database. For instance, storing minima, max-
ima, averages, and current values.'?

MONITORING AND CONTROL WITH
EXPERT SYSTEMS

Knowledge-based expert systems are finding applica-
tions in network management and control. Some of the
areas where knowledge-based expert systems apply are
diagnosis (fault management), fault isolation (fault
management), preventive maintenance (fault manage-
ment), network design (configuration management),
network operations (combination of all five functional
areas), routing, user-friendly interfaces, communica-
tions software development, and long-range planning.

Despite the availability of advanced Al tools, the tech-
nology is by no means off the shelf. Developing useful
and cost-effective applications remains a challenging
and time-consuming task. Thus far, expert systems
have had mixed results in actual field trials. In the
most successful cases, the project was kept simple and
the goal was to eliminate the tediousness of mundane
tasks, thereby reducing management labor costs. The
most promising (and also most ambitious) long-term
potential for expert systems is in analyzing the interre-
lationship of network events, particularly in the role of
cause-and-effect diagnostic analysis.'*
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Fault Diagnosis and Maintenance. Fault diagnosis and
maintenance were the first two areas in computer net-
works where Al techniques found applications. Expert
systems can handle large volumes of complicated data.
If successful, these systems can increase network reli-
ability (uptime, path quality, and so on) and provide
the ability to diagnose and resolve problems more ex-
peditiously.

Some of the challenges encountered in this area in-
clude the lack of international standards and the high
sensitivity of the system to message formats. Expert
diagnosticians analyze network failures and impair-
ments to determine the probable causes and then spec-
ify the required repair and maintenance to resolve the
problem.

Network management diagnostic systems monitor ir-
regular behavior in an effort to arrive at its cause. Such
a system analyzes network outage data to determine
the cause and then initiates appropriate dispatch and
repair (human, or even automated). Preventive main-
tenance expert systems (sometimes called control ex-
pert systems) interpret the current state of the elements
under their jurisdiction and attempt to predict future
states. This type of system is an example of proactive
network surveillance. The expert systems review net-
work events as they occur. They also clarify these
events to a human operator by assigning a specific
meaning that 1s understood more easily by the human
than some cryptic message.

The idea of “expert operators” might be a valuable tool
in data communications networks. A number of proto-
type Al diagnostic systems for switch maintenance
have appeared in the past few years. An example of a
diagnostic system in the telecommunications switch
environment is Real-time Expert Analysis and Control
(REACT)/Switching Maintenance and Analysis Re-
pair Tool (SMART) system. Other diagnostics systems
have been developed for LANs and DDS. !>

Network Control. Large networks require substantial
resources to run effectively, including instrumentation
and human operators. The goal of expert systems in
this arena is to assist the operators, not to replace
them. The benefits/goals of a network control expert
system encompass the following: increasing the accu-
racy and efficacy of the operator intervention; reduc-
ing the amount of ancillary information required by
the operator; facilitating the operator’s decision-
making process; and reducing the amount of time re-
quired to restore or alter the network. !’

Network Interpretation. The challenge of event inter-
pretation in the existing environment is that operator
support programs only provide status messages with-
out any internal interpretation. Even the priority cod-
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ing associated with some of these reporting systems
fails to convey the true state of affairs—operators in-
terpret a group of messages rather than interpreting in-
dividual messages. Individual messages arriving at a
console have priority orderings. The expert system
must take the ordering into account to arrive at the
correct conclusion. Another area where expert systems
can help the network operator is in providing graphical
displays of the network resources.

Network Design. Engineers have advocated Al sys-
tems for computer-aided modeling and performance
evaluation of communications networks for a number
of years. Data communications networks require fre-
quent reconfiguration. Network reconfiguration tools
associated with some of the more advanced network
management systems have alleviated this problem to
an extent; however, the promise of expert systems is to
make this design effort even more expeditious. A num-
ber of prototype expert systems for network configura-
tion are available. These systems are found in two
forms: 1) a consulting service or 2) an end-user
application. !>
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Network Management Functions

An Interactive Network Display
System for Network Management

This report will help you to:

» Define the objectives of an interactive network display system.

« Represent network structures graphically in software.
« Employ the ideal network operations architecture that supports

network display systems.

» Review examples of graphically oriented network display systems.

The display of network operational data in graphical
form has been a major challenge for network manage-
ment systems. As networks are becoming more com-
plex and as the amount of operational information
increases, there is a growing need for network man-
agement systems to provide functional network dis-
play capabilities which have the ability to filter and
present to network operators, in near real time, data
gathered from a number of different network ele-
ments.

This report examines the objectives of an operation-
ally functional network display system, describes the
approach taken to represent a variety of network
types—the basis for a specific network display system
(NDS); discusses the network architecture required to
support network wide data collection and display and
gives examples of NDS capabilities. The report con-
cludes by comparing the network display system ob-
jectives with the NDS implementation.

NETWORK DISPLAY SYSTEM—
OBJECTIVES

« Display of Many Networks

This Datapro report is based on “An Interactive Network Display
System for Network Management” by J.M. Meunier, Bell-Northern
Research, Canada. © IEEE 1988. Reprinted by permission from
IEEE 1988 Network Operations and Management Symposium,
New Orleans, LA, February 28-March 2, 1988, pp. 1.18-18.18.

JUNE 1989

» Display of Large Networks

» Near Real Time Updates of Network Status
« Interactive Query of Network Information
« Interactive Control of Network Elements

Since telecommunications networks are, in reality,
collections of varying numbers of cooperating net-
works, a basic objective of a network display system
is to be able to depict, using a consistent methodol-
ogy, a number of different but related networks. For
example, corporate networks usually consist of voice
and data networks, leased and nonleased facilities,
etc. Therefore, a network display system must have
the ability to display different networks under a single
network manager’s control.

A network display system must also have the ability
to display effectively both small and large networks
(10 to 5,000 nodes).

Index to This Report Page
Network Representation Technology ....... 202
Network Display System Architecture ..... 205
CONCIUSION ouvvereeriereeneeeenrestcsneesseeenneennes 210
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New York

Arlington
Capitol

Main Ave

Phoenix
Key:

2\ tandem switch
®

Dallas

local switch

Washington 10th Ave

Figure 1. Unique network representation.

The network displays will be useful only if they can
depict up-to-date views of network status. Techniques
to clearly distinguish between different types of traffic
and equipment status conditions are required.

Although the above objectives of displaying the status
of a number of large networks meets the strict re-
quirements of network display, such a system would
not be operationally functional without providing the
network operators with the capabilities to query inter-
actively the network for more information—more de-
tail about a specific trouble spot or historical
information. Moreover, the network display systems
must provide a window into the control of network
functions such as routing, service orders and so on.

Since it is clearly impossible to show all network links
and nodes for large networks on one panel or screen
at the same time, the challenge of network display is
to logically partition network information in a way
which is appropriate for display purposes and which
is meaningful to network managers. Therefore, a key
technology is the representation, in software, of net-
work structures. Three distinct approaches are de-
scribed in succession.
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NETWORK REPRESENTATION
TECHNOLOGY

The first approach, which we call unique network
representation, is a common method adopted to dis-
play networks and consists in the logical relationship
between different classes of nodes—in other words,
the homing hierarchy.

The usefulness of this method is limited as it is a
simplified abstraction of the network being
managed—the nodes and links in the diagram have
ambiguous meaning (see Figure 1). For example, it is
not clear that the lines are representing trunk groups,
data circuits, transmission systems or physical routes.
A variation of this approach is to substitute the hom-
ing hierarchy by the physical connectivity which of-
ten reflects the homing pattern.

A second approach to represent networks uses the
spatial relationship which exists between different
networks at the node level (a network can be a node
in another network). This method satisfies one of our
objectives, namely managing the size of networks be-
ing displayed. By judicious partitioning, using geo-
graphical, political and administrative boundaries
very large networks can be represented by succes-
sively nesting networks within a higher level abstrac-
tion of a node.
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Washington

10th Ave

Arlington

trunk group, fiber, copper, conduit

Digital

Capitol Switch

Analog
Switch

RS

Figure 2. Node based network nesting.

In our example (see Figure 2) the nationwide Wash-
ington node consists of three switching centers; in
turn, one of the switching centers is made up of two
switches. Therefore, three different networks would
be displayable: country-wide, city-wide and the net-
work which exists within the switching center.

Typically, implementations of this scheme do not
include link nesting—i.e., all links between nodes are
shown. For example, there are four links between
switching centers 10th Ave. and Capitol, a trunk
group, a fiber transmission system, a copper trans-
mission system and a conduit; each link has its own
characteristic, individual status and associated opera-
tional procedure. Although this second approach
meets the objective of displaying large networks, it
would not be well suited to a large number of link
types in a highly connected network.

Conceptually, networks consist of nodes and links—
nodes are objects which are termination points and
links are objects which terminate on nodes and inter-
connect nodes to form a network.

A third approach to network representation is based
on the principle that nodes and links which share
common characteristics or functions can be logically
grouped to form a network layer. The association of
all network layers forms the overall network.

For example, a telephone set is connected to another

telephone set through a voice call link (see Figure 3).
In the call layer of the network, telephone sets are

JUNE 1989

nodes and calls are links. The call layer depends on
the trunk layer of the network for logical connectiv-
ity. The trunk layer consists of switches and trunk
groups. In turn, the trunk group layer relies on the
transmission system layer for physical connectivity.

While node based network nesting is based on the
concept of networks within nodes, connectivity based
network layering introduces the concept of networks
within networks.

For example, voice calls are carried on trunk groups
and trunk groups use transmission systems. The
transmission systems network layer, therefore, con-
tains two other network layers.

Call Layer
® ® /) A\ o
\/ JARY
Switch Switch Switch Switch Switch
Trunk Layer

1 — |- 1 — 1
radio fiber fiber radio copper
Transmission System Layer

Figure 3. Connectivity based network layering.
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network or the voice network (through dial access), in
which case multiple relationships exist between vari-
ous network layers.

Voice Network

|

llnnnmu”

Data Network

Terminals

Data Circuits

The network layer definitions are not unique and
depend largely on the network being represented and
the objectives of the network management system.

Al

‘l
|

I
Il

For example, the trunk group layer of a particular
network can be further decomposed into a direct
trunk group network layer, based on node type, and a
tandem network layer (see Figure 5). Another exam-
ple of network decomposition would be the partition-
ing of the network into layers based on customer
network nodes and links.

Transmission
Systems /

The refinement of network layer definitions is a mat-

Figure 4. Network Layer—relationships. ter of choice rather than the result of fundamental
In addition, part of a transmission system’s capacity network structure. Further refinement reduces the
may be assigned to other independent networks. For amount of information which needs to be presented
example, a particular transmission system may be at any one time, but increases the number of distinct
used for both voice and data networks (see Figure 4). networks which need to be independently displayed.

Note that data terminals could either use the data

/ Direct
Total Network
Network
Key:
O local switch

Tandem Network
A tandem switch

Figure 5. Network Representation—flexibility.
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Entire
Network

Network
Connectivity

Decomposition
Transmission Voice Data
Network Network Network
/' ~ /* ~ Network
Node

Decomposition

Country-wide City-wide Switching-center

Network Network Network

Figure 6. To meet network display objectives, a combination of
approaches is required.

If the network is very large, further refinement of the
network definition based on link type may create an
excessive number of layers and may not significantly
reduce the density of information in a given layer.

None of the approaches described can fully meet the
objectives discussed earlier. A combination of con-
nectivity based network layering and node based net-
work nesting approaches, shown in Figure 6, is
required (unique network representation is a subset of
these).

In a combined approach, the first step is to decom-
pose the network into appropriate layers, thus reduc-
ing the number of nodes and links being displayed at
any one time.

The second step is required only if any one particular
network layer contains an excessive number of nodes
and links, in which case the layer is itself decomposed
according to appropriate geographical or administra-
tive boundaries.

Once such an approach is adopted, the challenge in
constructing a functional network display system is in
providing the system operator with the ability to ac-
cess detailed information on nodes and links in any
network layer in a consistent manner and the ability
to explicitly examine the relationship between the
various networks (each being displayed separately).

NETWORK DISPLAY SYSTEM
ARCHITECTURE

An effective network management system and associ-
ated display capabilities can only be achieved through
a powerful network operations architecture (see Fig-
ure 7). At the center of the architecture is the network
controller, which is responsible for receiving, process-

Telco
Workstations
Customer Telco
Network Customer /Network
Workstations Network umumll LTI mumnl Layer
Layer i i
Network
g g Configuration
Database
Network Controller
Voice Data Transmission
Network Network Network

Figure 7. Network architecture.
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Dynamic
every few minutes)

Network
Configuration
Database

Static
(every day)

Figure 8. Incorporating dynamic and static configuration data.

ing, and storing network operational measurements
and alarm information. The management of network
information is through a network configuration data-
base, responsible for the identification of the various
networks and network elements being managed.

The network configuration database maintains work-
station security information—workstations may re-
ceive different information in the form of different
network layers. For example, customer network
workstations would only receive the network layers
pertaining to the network services and facilities to
which they have subscribed. Telco workstations,
which have access to all information, may select only
those network layers which are required at any partic-
ular time; for example, a workstation may be dedi-
cated to the surveillance of the transmission network
only.

Upon reception of the network information, the
workstation updates its own network database stored
in RAM. This enables fast processing of near real
time information on a per user basis. As part of this
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update the network display is refreshed to reflect, by
the use of colors, the latest status information.

To manage the vast amount of information being
generated by the networks, a distinction is made be-
tween “dynamic” and “static” data (see Figure 8).
Static data refers to network configuration informa-
tion such as the existence of a switch in a particular
location or the number of trunks in a trunk group.
This configuration information changes as the result
of activities such as service orders which are usually
activated on a daily basis. Configuration information
is always associated with one or more network layers.

X.25/X.400 RO X.25/X.400 RO
‘ ___—__> | —_——_—’
Workstation
IBM PC AT
C. Network Controller
Xenix DNC

Figure 9. Network Display System—implementation.
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text forms
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Display area
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Figure 10. Network Display System—user interface.

Dynamic data refers to unscheduled events which
require immediate attention, such as alarms, or
scheduled events which occur frequently, such as op-
erational measurements (every 5 to 15 minutes). Dy-
namic data is always associated with a network
configuration element (static data).

When data is received by the network controller, ei-
ther as a result of a change in the network or because
of a control action by the network controller itself, the
network configuration database, which contains both
dynamic and static data, is updated. At the same
time, data is sent to a data distributor which passes
the new information to the appropriate workstations.
Historical information can be retrieved from the net-
work configuration database by the workstations on a
per layer basis (provided the workstation is allowed
to retrieve data associated with that layer).

The network display system (NDS) has been imple-
mented on IBM PC AT workstations running the

JUNE 1989

XENIX operating system to allow user-oriented tasks
and communication to the network controller to oc-
cur concurrently (see Figure 9). The workstation com-
municates with the network controller via X.25/
X.400 Standard/Remote Operations, making the
workstation an integral part of the network. The
workstation is therefore treated as a processing ele-
ment rather than as a terminal. The workstation has
the ability to receive and graphically present status
and alarm information, issue commands to the net-
work controller to retrieve historical data associated
with any permitted network configuration element,
and issue network element control commands
through terminal emulation.

The workstation is equipped with extra memory in
which to store the network layers and associated
static and dynamic data for which it has access. The
amount of memory required depends on the number
of network layers, the network size and the extent of
relationship between layers. The workstation is
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Attribute List

A node: NYO5
Znode: NY10
Blocking: 8%

# Trunks: 32
Usage: 922

Blocking > 10 tsmsmemes Red
2« Blocking < 1 Q o Yellow

Blocking < 2 Green

Figure 11. Sample network display.

equipped with a color monitor having a minimum
resolution of 640 by 480 pixels. This resolution has
been found to be adequate for single window applica-
tions. In addition the workstation is equipped with a
mouse for graphically interacting with the network
and a keyboard for text entry.

The workstation depends on the Business Network
Management (BNM)' software resident in the Dy-
namic Network Controller (DNC) for network data
collection and network management functions. BNM
is responsible for interfacing to the network elements,
collecting and partitioning data, and maintaining the
network configuration database and associated histor-
ical information.

The Network Display System user interface has been
designed for efficient interaction with the network
display and uses standard screen based graphical
mechanisms (see Figure 10).

The major elements of the network display window
are:

1. The display area where the network and dialogs are
displayed.
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2. The context area which contains the title of what is
being displayed in the display area, e.g., voice net-
work.

3. The clock area which gives both the current time
and the time of the last network update.

4. The command bar which is used to interact with
the system.

5. Pull down menus which give the user choices
within a chosen command.

"~

Entire Projected
Network Network

Maintenance Usage (CCS) > 0

Figure 12. Network projections—example.
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Figure 13. Network layer traversing.

6. Pop-up forms which appear when the user requests
specific information or when the system needs input
from the user.

7. Graphical pop-up forms are used to graphically
present data.

The user interface adopts an object-oriented
metaphor—upon the selection of an object on the
screen (node or link) a number of command alterna-
tives are presented to the user. The command bar
usually refers to the whole network as the object.

The user initiates a session by logging in and selecting
a particular network layer. The network layer appears
in the display area, and the user has the ability to pick
a link or node with the mouse and review the entire
list of static and most recent dynamic attributes. For
an historical view of a particular attribute for a partic-
ular node or link, a database command is sent to the
DNC and a dataset is returned to the workstation
where it can either be listed or plotted graphically.

Nodes and links are shown using colors based on user
definable thresholds. The thresholds and associated
colors are based on the value of dynamic attributes.
For example, trunk group blocking percentage could
be the attribute chosen for setting the color of links
on the screen (see Figure 11). The user can define red
to mean blocking in excess of 10 percent, yellow to
indicate blocking greater than 2 percent but less than
10 percent and green to indicate blocking less than 2

JUNE 1989

percent. If the user selects absence of color to indicate
blocking under 2 percent then only those links having
blocking exceeding 2 percent would be displayed (ei-
ther yellow or red depending on the actual value).

To filter the amount of information being presented,
the network operator can project a subset of the net-
work by specifying which nodes and links are to be
displayed or by limiting the nodes and links to be
displayed based on the value of their respective static
or dynamic attributes.

For example, the user may specify the criterion that
only those links for which maintenance activity has
been observed be displayed (see Figure 12). The dia-
gram shows the resulting subnetwork. As network
updates are received the system will reevaluate the
values of the link attributes and the display will
change if maintenance activity has changed. Links
may appear or disappear as maintenance usage is
present or absent.

The user can also create more complex projection
criteria. For example, display only those links which
have more than 24 trunks and for which blocking is
greater than 10 percent.

Note that similar results can be achieved by specify-
ing colors or absence of color. However, assigning
colors to more than one attribute and to specify dif-
ferent colors for different network layers may be con-
fusing.
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* Display of many networks \ Powerful

Network

» Display of large networks } Representation

* Near realtime updates of network status

Network
Operations
Architecture

* Interactive query of network information

* Interactive control of network elements J

Figure 14. The objectives of an interactive network display sys-
tem.

Since only one network layer can be seen at one time,
a technique to graphically represent the relationship
between layers is required (see Figure 13). This is
accomplished by network layer traversing: the user
selects a link and requests the display of dependent
network layers. In the diagram, the Los Angeles Main
Avenue to Washington Capitol trunk group is se-
lected and the supporting network transmission route
is displayed. The route consists in a series of fiber and
radio transmission systems routed through the south-
ern part of the country.

The selection of a link may result in more than one
network layer choice. For example, the selection of a
particular DS-1 may result in the dependent layers:
trunk group, DS-3, and transmission system. A DS-1
may carry a number of trunk groups and be routed
via a series of DS-3s and in turn the DS-3s are routed
on specific transmission systems.

The ability to explicitly examine network layer rela-
tionship allows the network operator to understand
network behavior. For example, if a transmission sys-
tem fails, the network operator can request to see
those trunk groups which will be affected.
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CONCLUSION

Through the application of software and hardware
technologies, the objectives of an interactive network
display system have been met. (See Figure 14.)

Workstation technology, in terms of processing
power, storage and graphical capabilities enables the
display and user management of multiple and large
networks. Advanced user interface techniques allow
the network operator to browse efficiently through
the various layers of the network.

Of key importance is the representation of network
structures in software and in memory. This represen-
tation allows the efficient display of network status
and alarm conditions. A network operations architec-
ture, such as the one provided by the Dynamic Net-
work Controller (DNC), allows the collection,
processing, and storage of network wide information.

Most of the network display functions described in
this report have been implemented and are running
in the lab. The network display system is being inte-
grated to network management applications such as
BNM' and Dynamically Controlled Routing.®> Field
trials were to begin in the summer of 1988.
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This report will help you to:

» Grasp the fundamental concepts of inventory and configuration

management.

* Add value to your existing network inventory database by using its
information for performance modeling, internal order processing,

and financial applications.

» Select a network management system that provides effective
inventory and configuration management features.

INVENTORY AND CONFIGURATION
MANAGEMENT

Definitions

Inventory management involves keeping track of ev-
erything that comprises the network—hardware, soft-
ware, personnel, etc. Inventory management may also
include keeping track of the absence of something, as
opposed to the presence of something, such as spare
ports on controllers.

Configuration management involves keeping track of
how the network is connected. Typically, configura-
tion management encompasses physical connections
(circuits, devices, etc.) and logical connections (ses-
sions and applications). Configuration management
may also include keeping track of how the network is
connected organizationally, contracturally, spatially,
and temporally.

These definitions are, by design, quite general, but

generalities are necessary to support the real-world
complexity of large corporate networks.
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Many Networks in One

A large corporate network is actually comprised of
many separate networks, including the SNA network,
the electronic network, the logical network, and the
voice network.

The SNA network starts at the systems services con-
trol point (SSCP) and travels through a series of links
or devices at various levels (such as the front-end
processors, the line, the controller, etc.) and ends
down at a physical unit (PU) such as a terminal. All
these links and devices have SNA names and are
dependent on the parents in the SNA hierarchy.

The electronic network is the one through which elec-
trons actually flow. This network must be continuous,
or electrons cease to flow and the network has a
problem.

The logical or the software network represents the
flow of control. Typically, an application runs in a
region, usually under an access method such as CICS.
CICS runs under MVS, VM, or a similar operating
system. Thus, the flow of control follows an estab-
lished hierarchy. If any of the “parents” go down, the
“children” go down within that hierarchy.

The voice network translates sound waves into elec-
tronic signals, then digital signals which are transmit-
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ted through various components such as satellites,
ground stations, microwave links, PBXs, etc. When
the transmission reaches its destination, it is trans-
lated back into sound waves. All the devices that
transmit the sound waves or represent them in some
manner are part of the voice network.

NMS REQUIREMENTS FOR SUPPORTING
INVENTORY AND CONFIGURATION
MANAGEMENT

Each of the networks just described is subject to tech-
nological improvements. There is no way for a man-
ager to predict what future technology will be
incorporated into networks. Switches, minicomput-
ers, PCs, and other now common technologies
seemed like science fiction 5 or 10 years ago. Corpo-
rate networks must support all these devices and the
new relationships within the network that these de-
vices create. In addition, nondevice types such as
employee directories, calendars, organization charts,
etc., also require support. While these nondevice
types may not be relevant to the operation today,
they could be relevant tomorrow.

24 by 7 Operation

Defining and changing network components are es-
sential activities of inventory and configuration man-
agement. These activities must occur online without
taking the network management system (NMS)
down. Generally, the NMS must run 24 hours a day,
7 days a week and can only be brought down for
backup. Modifications must occur while the system is
running.

Linking

A network’s configuration needs to support linking in
an M to N association. For example, a switch has M
terminals connected to N computers. Suppose that
any one of the M terminals can talk to any one of the
N computers at any time. The NMS must be capable
of representing that relationship, as opposed to only
supporting a one to one association or a one to N or
an N to one association. The NMS must support the
fully general case of the M to N association.

Another example is representing the number of ways
in which one terminal is related to other network
components. One terminal can be associated with a
particular controller, location, vendor, owner, ser-
vicer, software, diagnostics, problem, change, finan-
cial data, and so on. Ideally, the NMS should
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represent these associations or links with the fewest
possible number of keystrokes.

For example, if an NMS operator is at a terminal
screen and wants to go to its controller, he/she should
have the capability to move the cursor to the control-
ler field and hit one key to obtain the management
data for that controller. If the operator wants to find
out what software runs on that particular terminal,
he/she should have the capability to move the cursor
to the software field and hit one key to display the
desired information.

Aggregate Data Types

An NMS must support aggregate data types. Aggre-
gate data is data grouped together logically. There are
two basic kinds of aggregate data—array fields and
structure fields. Array fields support lists of the same
type of data, for example, textual comments. Struc-
ture fields support lists of different types of data, for
example, a list of entries in an order.

Array field lists comprise multiple lines of the same
kinds of information. Since it is not known how
many lines there will be for any given array, the NMS
should not require that the array length be specified
up front. Trying to fill out a list of six items with only
five positions on the screen can be aggravating. The
NMS system needs to support arbitrary length arrays
so that the arrays can be expanded to provide any
needed length. This requirement should apply to
structure fields as well. Structure fields are similar to
arrays, but rather than listing identical kinds of infor-
mation, structure fields group together different
items. An address field is a practical example. The
fields of an address structure include a last name, a
first name, a middle initial, a street address, city,
state, zip, and country. If an operator needs to create
a purchase order, the NMS should provide the capa-
bility to pull up the entire structure as one entity and
put it on the purchase order, rather than requiring the
operator to move every field individually to the pur-
chase order.

Mass Operations

Quite often, updates and/or changes must be made to
an entire group of network components. Examples
include:

 All network components in an entire building are
moved to a new location.

o All prices in the inventory database require up-
dates.
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» The service contract changes on all inventoried de-
vices.

These events require mass changes or mass updates.
A mass add is one type of mass change. For instance,
a mass add is required if new terminals are added to
the system, all at the same location. Similarly, a mass
delete is required if all terminals in one location must
be pulled out of the system. And it may be necessary
to do a mass print or mass unload, which allows all
items to be archived together. In summary, mass op-
erations allow the user to perform the same operation
to all items on a list of records.

Reports

An NMS must support both single-file reporting and
multiple-file reporting. Single-file reporting provides
inventory listings. Complicated multiple-file report-
ing allows information to be pulled out of inventory
in network order to show CPUs, front ends, lines,
controllers, and drops. The multiple-file report must
display all components in logical order. This requires
searching multiple files and pulling out information.
For example, the system first searches the CPU file,
then the controller file, the terminal file, the line file,
and so on in order, to pull together all the necessary
information.

Reporting capabilities should support graphics, in-
cluding circuit diagrams, pie charts, and bar charts.
Graphics communicate information much better than
text or numbers and are particularly useful in describ-
ing network conditions to upper management.

NMS reporting features should include the ability to
search on any field, sort in any order, and subtotal in
any way. No manager can know in advance all the
reports that will be required from the NMS system.
Thus, the NMS should include a generic report writer
with which new reports can be built as time goes on.

Availability Tracking

An NMS must track the availability of the network
components in its inventory. There are three mea-
surements of availability—explicit, implicit, and per-
ceived. All three have different uses and, therefore,
must be tracked.

Explicit outage is the amount of time that the device
itself is down. An NMS tracks explicit outage by
recording mean-time-between-failure (MTBF). For
example, MTBF logging may indicate that a particu-
lar device is down 1 percent of the time or 1 hour per
100 hours of running time. Once the MTBF is known,
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the network manager can determine whether it is high
or low relative to other similar devices in the system.

Implicit outage means that the device itself may be
down or one of the device’s parents is down. Implicit
outage is found by tracing through the network hier-
archy and viewing all the outages of all the parents,
putting them together, and producing the outage of
the child. If the terminal is down, it could be down
because it blew a fuse—or because the terminal’s line
is down, or the front-end processor is down, or the
host is down.

Perceived outage is the same as implicit outage except
that time is logged only during the operating hours of
the device, even if it went down before operating
hours. If the device is only supposed to be available
between 8 a.m. and 5 p.m., it does not matter if it
broke down at 6 a.m. for perceived outage.

An NMS must track all three types of outage in real
time. The inventory system should provide a history
of outage immediately upon request on any device in
the network, including perceived, implicit, and ex-
plicit, outage amounts.

ADDING VALUE TO INVENTORY AND
CONFIGURATION MANAGEMENT
SYSTEMS

An inventory/configuration database stores a wealth
of information that can be used in numerous ways. In
addition to basic tracking functions, the NMS infor-
mation can be manipulated to assist in functions such
as internal order processing, financial and accounting
tasks, performance modeling, and call accounting.

The following sections describe ways to add value to
the existing inventory database that has already been
built for other reasons.

Tracking Financial and Contractural Data

As long as the NMS tracks inventory and configura-
tion of network components, it makes sense to record
financial data associated with those components. This
data may include purchase information such as the
date of purchase, its cost, and the tax paid. The in-
ventory and configuration database can also record
relevant depreciation information on each network
component—simple financial information such as
the current depreciation methods and the current
book value, etc., and, for cost accounting purposes,
what account or department should be charged for
the item.
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The NMS database can also be used to track simple
contracts—the purchase, lease, or maintenance
agreements—associated with each network device.
Efficient tracking can alert the network manager to
contracts that are nearing expiration.

The NMS database can assist with the necessary func-
tions of chargeback, contract renewal reporting, and
particularly invoice reconciliation. If the NMS tracks
all contracts associated with all network devices, it
can also display which invoices should be received.
Those invoices can then be reconciled against the
invoices actually received to see if any discrepancies
exist. The NMS can even assist in simple budgeting.
If there are contracts involving payment over time,
the NMS can track them to see how much billing will
be received in any given time period. With this data,
the network manager can create a simple budget.

Internal Order Processing

One common problem in large corporate networks is
controlling internal orders for equipment, such as
PCs, workstations, terminals, etc. If a user wants to
order a terminal, for example, the NMS should pro-
vide data on whether there are any terminals in stock
(inventory). If there are, the operator can then request
that terminal and receive a quote from the NMS as to
the estimated delivery, lead time, and cost.

The NMS can then promote the quote into an order
or hold it for a later decision. The NMS should auto-
matically update the inventory once the terminal ar-
rives, build a change request to install it, and also
check to see if any engineering rules prohibit its in-
stallation. For example, there may not be any more
spare ports on the controller, or there might be a
cabling limitation, etc.

Performance Modeling

As long as there is an online database inventory sys-
tem describing the network, it makes sense to run
queuing theory on it to calculate the expected re-
sponse times. A model of the network can be built
using inventory information. After running queuing
theory routines, calculated response times can be
checked against actual response times. Network man-
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agers can also perform a “what if” analysis—such as,
if the line speed is doubled, what sort of response
time will we get? If I add more terminals on this line,
what am I going to see? Or, if I change the message
length of this application, how is that going to change
my response time? By using the existing inventory
database, performance modeling can be accomplished
without retyping network configuration information
into another application.

Voice Call Accounting

Most phone systems provide Station Message Detail
Record (SMDR) processing—a record of every call
from every phone. An NMS can perform call ac-
counting functions if it inventories all the phones in
the network and keeps a record of who owns the
phone. The costs associated with phone calling can be
attributed to various departments, and the phone bill
can be checked against what should be paid.

In addition, the NMS can process service orders. To
the NMS, there is no real difference between a hand-
set or terminal installation order.

INTEGRATION

No network management package on the market to-
day can solve all of the problems in a large corporate
network. Thus, an NMS inventory and configuration
system must have the capability to interface with
other systems. At the very least, an NMS inventory
and configuration system must have the capability to
import data from and export data to other systems
and, in the future, communicate in real time with
those systems via LU6.2, IBM’s standard interappli-
cation communication bridge under Systems Applica-
tion Architecture (SAA).

For example, it might be necessary to communicate
with a company’s general ledger or fixed asset system.
While general ledger is not really part of the network
management system, it is still an important compo-
nent to the company’s data processing complex. As a
participant in an overall strategy, the NMS must have
the capability to communicate with other
packages. [J
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This report will help you to:

 Discover the difference between project management and change

management.

e Implement a change approval mechanism to manage network

changes effectively.

e Reduce network downtime by avoiding “fires” caused by improperly

implemented changes.

Systematic change control is one of the least under-
stood aspects of network management. Typically, net-
work managers carefully analyze and plan large
hardware installations and massive programming
jobs. But once a network grows to more than 500
devices, a systems manager must do more than worry
about project management. A manager must become
adept at anticipating the constant evolutionary
changes that a network undergoes.

The stage at which a company realizes that it needs to
organize a change control system varies greatly, de-
pending on the number of users and installed devices
and how physically and geographically widespread
the system is. When a network is small—usually un-
der 500 devices—each user knows what the others are
doing, making a change control system unnecessary.
As one change manager notes, if a system administra-
tor does not know he/she is having a problem, then
there is probably no problem. All that is needed in a
small network is one MIS manager who has change
control responsibilities built into his/her job descrip-
tion.

This report was prepared exclusively for Datapro by Stewart
Wolpin, a New York City-based free-lance writer who specializes in
computer technology and consumer electronics. Mr. Wolpin is a
former editor of Professional Computing and a contributor to the
Business Week Newsletter for Information Executives.
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When changes start getting out of control—when us-
ers start making independent changes that unknow-
ingly affect each other, when communication breaks
down between users and the MIS group, when one
human being simply cannot handle the daily load of
coordinating changes—then a new network manage-
ment mechanism is called for.

Change control should not be confused with problem
management or project management. Problem man-
agement is management by reaction—putting out
constant system fires that increase geometrically with
the number of devices in the network. Project man-
agement is the long range planning for large-scale
changes, such as wiring and installing terminals in a
new office complex, or replacing a database program.
Although change control often affects users through-
out a network, changes are still usually isolated inci-
dents; change management does not involve critical
path dependencies, the key features of project man-
agement. (See Table 1.)

The need for change control is difficult to explain to
network technicians who are more interested in high
technology than pedantic administration. Change
control is also a difficult concept to justify financially,
particularly since the payback is neither readily visi-
ble nor immediate. MIS managers must realize that
building a change control system is not exciting and
does not result in obvious short-term financial bene-
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PROJECT MANAGEMENT

Changes with critical-path dependencies
Large-scale changes
Predicted or planned changes

Complex, long-term changes
EXAMPLES:

Installing 50 terminals in a new building
Replacing a database program

CHANGE CONTROL

Changes oriented towards system/network upkeep

Isolated changes that impact the entire network

Changes that are anticipated but not always predicted or
planned in advance

Repetitive changes

EXAMPLES:

Moving a terminal
Adding one terminal for a new employee
Revising a report structure

Table 1. The change characteristics listed in this table provide generalized guidelines for determining whether changes fall under project
management or change control. Each organization must develop its own standards specific for classifying changes.

fits. There is no easily identifiable payback on person-
nel or equipment versus increased efficiency
measured in dollars.

The best reason to consider organizing change control
is to decrease the number of network fires that need
to be put out. Changes that are anticipated and imple-
mented in a timely fashion eliminate the possibility
of network-wide shutdowns. Changes themselves are
not predictable, and not all changes can be controlled.
But the inevitability of change is predictable; there-
fore, changes can be anticipated and controlled. Re-
sources will be better utilized; in the long run, this
will produce a dollar savings. If there is any lesson to
be gleaned from data processing history, it is that
each MIS dollar has a bigger impact if spent first on
management, and second on technology.

DEFINING ““CHANGE"’

Change is the continuing process of fine tunings in-
cluding implementing seemingly minor updates and
improvements in connections, wiring, terminals, and
other equipment, as well as applications software,
systems programming, communications, and configu-
ration. As any network manager knows, these charac-
teristics are synergistic, and the relationships become
more complex as the network grows. This synergism
makes each individual change more critical to the
overall efficiency of a network.

What is defined as a “change”—as opposed to a prob-
lem or project—will vary from company to company.
Every day, minute “changes” are made within a sys-
tem. A secretary adds a new record to a database file.
A salesperson inputs a new order. A production man-
ager updates inventory files. These are day-to-day
data changes that affect only specific programs and
users and are a normal part of everyday operations.

On the other hand, there are large-scale projects, such
as adding another processor on-line or translating
data into a new program. Such changes fall into the
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category of project management, complete with criti-
cal path dependencies and separate software all its
own.

Change control is oriented more towards system up-
keep. Examples include installing a new terminal, in-
stalling a new module or modifying an existing
software application, and revising a report structure.
Each of these are internal organization changes that
impact the overall system. In operations with thou-
sands of terminals and tens of thousands of employ-
ees, there can be hundreds of these types of changes a
week—nhence the need for strict controls.

These changes may be grouped into the following
three categories:

« Application Software Changes—changes made to
the software needed to support various business
functions, such as an on-line banking deposit sys-
tem in a bank or an order processing system for a
sales organization. The changes could be revisions
in the software itself—adding a new data field or
installing a new module—as well as changes in the
reports generated by the software.

« Data Center Changes—changes often made in the
computer room that can be either hardware or soft-
ware related. These are changes that affect overall
system operation, such as installing a direct access
storage device (DASD).

« Network Changes—these affect the communication
lines between the computer room and the individ-
ual end user. These changes can include hooking up
new users, new telephone lines, new network hard-
ware or software, such as a modem, anywhere be-
tween computer room and the remote location.

These changes are simply examples. Each network

manager must identify changes that are endemic to
an organization’s network operation.
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MANAGING CHANGE

Typical change management begins with the under-
standing that change control is a crucial piece of over-
all system management. In many networks, a
hierarchical management structure needs to be im-
posed on change control, complete with appropriate
administrative personnel.

Change is a word that can have a narrow or wide
definition—how extensive does a change have to be
to fall under the authority of this hierarchical struc-
ture? Is there a definable scope for a change before it
is made part of a change control system?

The likelihood of a change causing network-wide
problems determines the size of the change that needs
approval. One change manager likens the determi-
nant for change to building fire codes. The fire codes
are the corporate standards designed to catch the
most likely causes of fires. Any changes that are made
to the structure—a new room addition, central heat-
ing system, a wall knocked down—must adhere to the
fire codes and be approved by the fire inspector. Con-
versely, there are smaller changes in a building, such
as a new chair or painting a room—that really do not
need formal approval.

Building changes done in accordance with fire codes
are analogous to change control. Large changes that
could affect the network are the changes that need
managing. The small, user-specific changes that do
not have network-wide impact, need not be managed
as closely. Each company will have its own defini-
tions, or codes, defining the size of its own types of
changes.

To take the analogy a step further, even with fire
codes—change control—there will still be fires, i.e.,
problem management. But the likelihood of fires oc-
curring lessens with strict adherence to these fire
codes.

The Right Technological Solution

The best way to manage change control is to apply
the right technological management solution. Most
SNA network managers are familiar with and use
CICS and IMS transactional software. But these sys-
tems are not designed to handle continually changing
requirements. In addition, IMS and CICS are de-
signed to handle transaction volumes much higher
than required for implementing change control.
Transactional programs could actually hinder the
smooth operation of a change control system. A rela-
tional database is a more appropriate mechanism to
use for implementing change control.
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A relational database program allows the change
manager to connect dissimilar files and to cut through
data without extensive and time-consuming query
programming. By definition, a relational database is
“intuitive,” since the software can answer queries by
pulling specific pieces of data from more than one set
of records.

A change control system is best developed over time
and not immediately imposed. Just as a network
grows gradually, so does a change control system.
Allowing a change control system to grow slowly
makes changes easier for users and managers to un-
derstand and accept.

CHANGE APPROVAL MEETINGS

A change starts with a request—this is known as
opening a change. If a change management system is
run properly, the change requests come from users—
anyone from secretaries to executives. This openness
allows the system administrators to be in constant
touch with their users. But there is an attitude
amongst decision makers that opening up change re-
quests to individual users would clutter the change
control bureaucracy with trivial requests. So, most
companies restrict the ability to make requests.

A change is usually submitted to either an immediate
supervisor or directly to an individual or group with
the authority to approve a change. This request is
submitted on a form, either electronic or paper,
which is standardized according to the type of change
requested. For instance, a software change form is
different from a hardware change request form.

The change request form provides a distinct audit
trail. The forms allow an administrator to not only
track individual changes through their varying com-
pletion stages, but to track overall system perfor-
mance and to help justify future system-wide projects.
The change request form can be simple and straight-
forward. For instance, a hardware change request
form may include:

o The date of the request

o The name of the user requesting a change

o The Location of the equipment affected

« The type of equipment (terminal, hardware, printer,
etc.)

 The date the change needs to be completed
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REQUEST DATE:  (/20/39
REQUESTED COMPLETION DATE: 7//5/8¢
REQUESTED BY:  JERRY Smith
EQUIPMENT TYPE: 7zrmjnvnl
EQUIPMENT LOCATION: 3ui/</ilv3

REASON FOR REQUEST:  Naw mployes
TYPE OF CHANGE: A/
AFFECTED DEPARTMENTS:  S)/25 Onde £wiey

9@?&% 3?//'1/.7/

Requestor Signature

Pierias Blalich,

Requestor’s Supervisor Signature

CHANGE APROVED?: Y2S
CHANGE APPROVED/DENIED BY: John Huwter
REASONS FOR DENIAL:
(if applicable)

CHANGE COMPLETED BY: Joussph Davis
ACTUAL COMPLETION DATE: 7//4/89

Figure 1. An example change request form.

» The managers or MIS group which need to approve
the change

+ The names of others or departments that would be
affected by the change

» A narrative of the reasons for the change

The change request form would also have room for
the varying approvals needed before implementation.
If the change request form is part of a relational
database, it would be joined to approval forms and to
other records to be completed by those who actually
implement the change. (See Figure 1.)

In cases where only implementers request changes,
the form is less a request than a notification of a
change, but the form maintains its importance as part
of an audit trail and system historical record.

The request form goes into a queue of requested
changes and, based on the nature of the change, is
assigned to a list of reviewers who are responsible for
its approval. Reviewers examine only those changes
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that fall under their technical purview, consulting
managers whose areas are affected by the change.

These reviewers simply investigate requests—to look
for what one change manager calls “gotchas,” a
change that could bring down a network. The review-
ers ensure that the change makes sense within their
areas of expertise and it can be integrated into the
overall network.

In a large system, there are usually enough change
requests that members of review groups, also called
technical support groups, examine requests every day.
Generally, change requests are reviewed by one indi-
vidual to facilitate the process. This individual’s
comments—agreement or disagreement with the pro-
posed change—is added to the change request form.

Organizing Approval Groups

There is no paradigm for defining the technical scope
of approval or technical support groups. The amount
and scope of authority given to a reviewer or ap-
proval group depends on how the corporate entity
itself is organized. When designing a change control
system, design it within the existing corporate organi-
zation. Resist the temptation to design whole new
systems and hierarchies to meet the perceived need to
change control. A change control system is never big-
ger than the organization or network it is designed to
serve. A change control system designed against the
grain of the existing organizational or network struc-
ture simply will not work effectively.

For instance, many companies have a direct reporting
hierarchy between individual operating groups and
MIS. When a change request is made by a user out-
side MIS, it should be directed to the operating unit
managers, and then to MIS, rather than to MIS di-
rectly. A change request made within the MIS group
is also passed through management channels before
reaching the appropriate approval group. Going
through channels allows information to be shared and
enables managers to budget correctly.

The approval mechanism should be designed along
technical disciplinary lines. Listed below are five
technical support groups that could form the basis of
a change management approval mechanism. These
five groups are not universal, but almost every com-
pany will have individuals or groups with similar
responsibilities.

» System Programming is responsible for the system

software and maintains overall operating integrity
from the programming side.
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» Network Control runs the network from the front-
end processor on out, making sure all the relevant
hardware and software systems are installed cor-
rectly.

» Production Control is the network traffic manager;
this individual or group schedules and oversees the
job stream.

¢ Database Administration manages all data, making
sure data is available, sufficiently organized, and
that the database has sufficient space.

» Auditors maintain network security and also serve
as the network’s standards manager.

Each of these groups would review those changes
relevant to their purview. If there is a request to
install a disk pack, then Systems Programming and
Database Administration would approve the request.
If there is a request to build a new report or adjust an
older report, then Auditors, Production Control, and
Database Administration would approve the request.
If there is a request for a new remote terminal, Net-
work Control and Systems Programming approve the
request. (See Table 2.)

Change Control Meetings

The most common change approval methodology is
the change control meeting. Depending on the net-
work’s size, anywhere from 2 to 30 change approvers
gather on a regular basis and review the entire list of
change requests submitted since the previous meet-
ing.

In some smaller networks, a regular change control
meeting is the most efficient method of maintaining
communication between MIS groups and of effec-
tively coordinating the large number of requests and
changes that require multiple approvals and authori-
zations.

The effectiveness of these meetings is dependent on
organization. One company uses a calendarized
agenda; each change request is listed in a centralized
database file. MIS managers consult the list to see
how many, if any, changes need decisions. The final
calendar is either mailed or distributed electronically
to the varying MIS managers, and the meeting is then
attended by managers who need to input on specific
changes.

In a large network, though, the main problem with
any change control meeting is maintaining attentive-
ness. Most change requests have little or no relevance
to the majority of attendees. The hardware specialists
will not understand much of the software program-
ming changes requested, and vice versa.

In larger organizations, regular change control meet-
ings are a waste of resources. Change control meet-
ings require highly trained and highly paid technical
specialists to wait for the one or two items on the
agenda requiring their knowledge or input.

The shortcomings of weekly meetings often are not
recognized until the meetings become impossible to
organize. The managers involved need time to imple-
ment the changes from the previous meeting. In prac-
tice, organizations need to start looking for an
alternative to the change control meeting when meet-
ing attendance reaches 20 or more.

Change control for a computerized network should be
automated and distributed like the data that is being
managed. “Meetings” become electronic and distrib-
uted; a manager can take whatever time needed to
review the changes and make authorizations directly
on the original electronic change request form.
Change requests can be partitioned into categories,
and additional communications between MIS groups
can be conducted over the phone.

TYPE OF CHANGE

1) Install a disk pack

2) Revise an existing report

3) Add a remote terminal

APPROVERS/AREAS OF CONCERN

Systems Programming/define it on the system
Database Administration/interface to database

Production Control/effect on job stream
Auditors/ensure that revisions adhere to standards

Database Administration/assess effects on database
Systems Programming/are there adequate parts
Network Control/are terminals available

/room left on database

/effect on network security

Table 2. Approval groups review and approve changes relevant to their areas of expertise. This table lists three types of changes and the ap-

proval group members responsible for approving those changes.
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IMPLEMENTING CHANGES

Once the change request is approved, the change goes
to a coordinator who implements it. In many compa-
nies, “change coordinator” is a new position and,
since the job is less technical than administrative, it
does not have a typical MIS job description. As an
organism grows more complex, it develops organs it
did not need before.

The closest analogy to a change coordinator is that of
a traffic manager in an advertising firm. The traffic
manager does not have the skills to write copy, take
photographs, draw illustrations, or design a marketing
program; however, the traffic manager knows where
all the pieces are at any time during the production
process.

Each change is composed of tasks, or individual work
units. If a new terminal needs to be installed, there is
a wiring “task” handled by electricians and an instal-
lation “task” handled by the systems programmer.
Each of these tasks is performed by an implementer
and overseen by the change coordinator.

Keeping track of tasks is not complicated. The rela-
tional change control software that has tracked the
request through the varying approval stages now
tracks each task as it is completed. The change coor-
dinator keeps track of changes via reports generated
by the change control software.

Many changes become standard, and are imple-
mented over and over. Terminals are constantly be-
ing installed or moved, software is continually
updated, and report parameters are always being re-
vised. These regular changes are not universal, how-
ever; there is more than one way of installing a
terminal. Each organization will adhere to different
configurations and standards.

After a period of time, change coordinators will have
compiled a library of regular changes with attendant
task checklists. Once a task is completed, it is checked
off the list and the next task started. This ensures a
smooth implementation of most regular changes. The
change library will eventually incorporate all your
company standards into each change and task proto-
type.

A change control checklist, however, is more complex
than just a mere list of items to be checked when
completed. A checklist simply names a task; a change
control checklist defines, sets parameters, and estab-
lishes the sequence of a task. In the case of a new
terminal, for instance, the checklist would indicate
that the implementer needs to assign an address to

COPYRIGHT © 1989 McGRAW-HILL, INCORPORATED. REPRODUCTION PROHIBITED

the terminal and maps out the address assigning pro-
cedure, rather than list a simple “assign an address”
instruction.

Each time an individual task is completed, it becomes
a prototype—the usual way that a particular task is
performed, under a specific set of circumstances. A
cable needs to be pulled is one regular task for a
particular change, but there are differences in the way
that cable is pulled, depending on the building, floor,
or terminal location, for instance. Each method of
cable pulling becomes a task prototype. These task
prototypes are collected into a library so that each
prototype that can be applied, modified, or custom-
ized for future tasks.

The main by-product of a change library is the crys-
tallization of the corporation’s standards which gov-
ern change.

Change control keeps an audit trail of all changes and
tasks throughout the implementation process, from
the initial change request form to final approvals.

SOURCE CONTROL

The most common changes are those made to appli-
cations software. Large companies run hundreds of
different application programs, and each is constantly
upgraded and revised. There is a particular methodol-
ogy that programmers use to update software—the
most common type of change control—although
most programmers do not view it as such. Program-
mers have adopted three environments:

» User Environment. A programmer codes and bench
tests the changes on his/her own dataset.

e Test Environment. The production environment is
simulated to test the changes before full implemen-
tation.

« Production Environment. This is the environment
in which normal business operations run.

One project could involve the movement of hundreds
of discrete pieces. What looks to be the simple addi-
tion of an entry field of a screen actually involves
changing the basic structure of the database itself,
compiling and linking several programs, and shifting
the existing data to fit this new structure. If the de-
pendencies of these individual tasks are not recog-
nized, or a single finger check occurs, the entire
testing process is delayed.

A bigger problem for programmers is that small mis-
takes are inevitable in large reprogramming jobs. The
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farther along in the testing that a bug is located, the
longer it takes for a programmer to recover, since the
software must be reprogrammed and the testing be-
gun anew.

The inevitability of mistakes, as well as the predict-
able dependencies of individual tasks and the fre-
quency of changes, make software changes a prime
candidate for source control.

JUNE 1989

It is technically feasible to perform source control for
an organization’s application software using a tree-
driven source control capable of understanding soft-
ware change dependencies. This source control can
automate these dependent changes, compile the new
program, perform the link editing, and shepherd it
more quickly and efficiently through the testing
phase. O
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This report will help you to:

» Evaluate the negative effects multiplexers have on response time and

other network performance aspects.

¢ Grasp the functional relationships between response time and key

communication parameters.

» Understand the effects of different design criteria on response time

and line loading.

INTRODUCTION

Analyzing digital communication systems becomes
more complex as this field matures. It is made more
complex as network complexity increases by mixing of
protocols, equipment, topologies, and applications to
name just a few of the parameters.

Although each individual network element may be rel-
atively thoroughly understood, combining the ele-
ments into a complete network and understanding the
interrelationships and end-to-end network effects of
these combinations is a formidable task for which
there are no easy answers or quick references.

Many of the capabilities in the Quintessential set of
network design and analysis tools are based on the ca-
pability of developing a complete analysis of a network
or a portion of a network, where the term network re-
fers to such elements as terminals, multiplexers, host
computers, modems and their connection communi-
cation links.

Our approach to the development of this capability is
based on a comprehensive analysis of the problems,
review of technical literature of these subjects, and de-

This Datapro report is based on “Analysis of Digital Communica-
tion Systems,” by Gary D. Shilling and Philip C. Miller, PhD.,
Quintessential Solutions, Inc. © 1988, 1989, Quintessential Solu-
tions, Inc.
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velopment of programs and data bases which provide
quantitative analytical modeling, incorporating results
of queuing theory. This approach allows a wide range
of protocols and polling schemes to be selected, and
allows sufficient flexibility to support modeling multi-
ple levels of multiplexing.

This report discusses the network analysis technical
foundations upon which the Quintessential tools are
based. The presentation tries to identify from the most
general perspectives where the tools fit: what problems
are addressed and what solutions are chosen. The
reader is assumed to be conversant with this technical
field, but not necessarily intimately familiar with
queuing theory result. The bibliography at the end of
this report provides references to more detailed mate-
rial than can be presented in this short report.

A good starting point is to understand the relation be-
tween the performance of a communication system
and the load placed on it. Communications loads are
best understood from a statistical viewpoint. An exam-
ple might make this clearer. Recently, when a sudden
earthquake struck Newport Beach, Ca., the telephone
system was incapacitated. Everyone had picked up a
phone virtually at the same time.

“The system was not designed to function like that,”
the company representative was quoted as saying. The
capacity of the system was designed to handle only the
average, peak loads.
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Traffic in a communication system is often only
known in terms of average values and distributions.
Besides the mean values, there are other statistics that
can be very helpful. These relate to the overall distri-
bution of traffic variables. For example, the average
number of messages per unit time may be some con-
stant value, but the distribution of these messages may
be highly clumped. Most of the messages may come at
a particular time and for the remainder, the system is
unused.

Load (or utilization) is the term used to describe the
use made of system resources. To describe the load on
a line, the algebraic relation is:

Pp=n%s

where p= utilization
n= number of messages/sec
$= average time to service a message

Utilization factor is a term to describe the relative use
compared to the total capacity. Calculating the system
load is the first step in analysis. Information on mes-
sage types, and the pattern of their generation over
time and for many devices, may then be required.

Messages are often of a bursty nature. This is particu-
larly true of voice transmissions, but also may charac-
terize terminal input. Where it is reasonable to assume
a very large number of messages will be transmitted, a
Poisson distribution provides a good fit. By its use, an
estimate of the expected number of messages to arrive
for any given time can be made. Service times are often
a direct function of message lengths, therefore the dis-
tribution of the size of messages is also important. For
the terminal component, the analysis model uses mean
and distribution information.

The term variance refers to the spread or breadth of a
probability distribution. With high variance, the distri-
bution varies over a broad range. Combining this mea-
sure, with a model known as the normal distributions,
allows confidence intervals to be calculated. By speci-
fying mean and variance for the input messages, the
input parameters for the terminal-level model are
complete. The inputs for message length are the mean
and variance using a normal distribution. Inputs for
message arrivals are the mean of Poisson distribution.

The response of a system to the load placed on it can be
a complex function. For example, load factors may
vary temporally. The dependence of load on time may
be cyclic as in daily variation or may involve lagged
terms that depend on the history of the system. In most
models, however, an assumption of independence or
orthogonality of the input processes is often valid,
where many unrelated and geographically separated
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Response Time vs Utilization

©

Response
Time

(a)

Utilization

Figure 1. Three intuitive concepts of system response time. Curve
(a) depicts response time as a constant, not dependent upon sys-
tem capacity. In curve (b), response time is very long and changes
suddenly with increased load. This corresponds to conditions at
the limit—system bottlenecks, breakdowns, etc. The response
time depicted by curve (c) varies linearly with load. Response time
is twice as slow when the number of processes per second is dou-
bled.

operations are taking place. The load information is
the input or arguments for models that are used to pre-
dict a system’s performance.

Performance is often measured in terms of a value
called throughput. Throughput is a metric for the num-
ber of processes that can be carried out per unit time.
Its inverse is called the response time. Response time
is the measure that the system designer wants to know.
There are three intuitive concepts of system responses
(see Figure 1).

1. Response is a constant. It does not depend on sys-
tem capacity. This is consistent with the assumption of
essentially infinite capacity, or of very low loads.

2. Response time is very long and changes suddenly
with increased load. This corresponds to the condi-
tions at the limit—system bottlenecks, breakdowns,
what occurs when resources are very limited compared
to process requirements.

3. Response time varies linearly with load. This means
that with twice the number of processes per second, the
responses would be two times as slow and correspond-
ingly, throughput would be lowered by one-half.

Devices which are used in digital communications
complicate this picture beyond the range of these mod-
els. Hardware such as terminals with buffers, CPUs
with complex i/o components, multiplexers with ca-
pacities for holding and buffering messages are all in-
stances in which one feature is of particular
importance. This feature is the creation of waiting lines
or queues for services.
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Queuing Theory

Queues are familiar from everyday experience in
stores, restaurants and in traffic. Having been the sub-
ject of much study, they are classified by the nomencla-
ture:

a/b/n

where a= the arrival process by which messages are
generated,

b= the queue discipline, describing how mes-
sages are handled, and

n= the number of servers.

For the terminal nodes of communication systems, the
queue type that is most appropriate is the M/G/1. This
means that the process by which message arrivals are
modeled is Markovian. The service time for process-
ing message is treated in a general format, requiring the
specification of only the mean and variance. There is
one server. Markov processes are ones in which the
history of the system is unimportant. Message rates are
modeled as being a function only of the immediately
previous time period. The prediction of message rates
atany time t, depends only on the state of the system at
time t-1. This model is appropriate for large systems
consisting of independently operated terminals.

The M/G/1 solution for queuing delay is given by the
Pollaczek-Khinchin (PK) formula:

d = m + Fm**2/[2(1 - p)]

where d= the total delay
m= average time to transmit a message
1= number of arriving messages/second

p= utilization of the facility, expressed as a
ratio.

The total delay at the terminal is composed of two ele-
ments. The first is the time to transmit the message
and to handle the terminal polling overhead. The sec-
ond component of the formula is the diminishment of
throughput caused by the message waiting in the termi-
nal buffer. The qualitative nature of the expression is:

* at low loads i.e., m near zero, the queue delay is not
significant;

« at loads where utilization nears 100%, i.e., p near 1,
the second part of the expression goes to infinity;
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Response
Time

Messages / Sec.

Figure 2. This curve depicts the total delay at the terminal. At low
loads, the queue delay is not significant. At intermediate loads, a
curvilinear relation between response and load exists. At loads
where utilization nears 100 percent, the delay approaches infin-

ity.

« at intermediate loads a curvilinear relation between
response and load exists. (See Figure 2.)

Two important features of the queuing theory are real-
ism and flexibility. This is brought out in comparison
with related types of systems modeling. For example, a
simple compartment model captures some of the de-
lays due to queues. Consider a variable X whose quan-
tity changes as a function of its current state:

dX/dt = -a*X

By incorporating a process that redirects some of the
output to the input in the next time period an analog to
queuing can be realized:

dX/dt = -a*X + b

The interpretation of b is material retained by com-
partment X until the next time interval, analogous to a
queue. The great variation, however, in communica-
tion systems requires many unique equations.

Other approaches include building complex Markov
models, with difference equations. Both methods suf-
fer from a lack of generality. Although generic, queuing
models have high predictive accuracy for the perfor-
mance of buffered communication systems. In con-
trast to the solution of models through simulation,
queuing algorithms are also highly adaptable. The al-
gorithms may be readily applied to new problems.

Simulations may require reprogramming, and may de-
velop problems in obtaining accurate numeric solu-
tions. Finally, queuing theory is a mature field with an
extensive literature devoted to its application to the
changing requirements of digital communications.

While queuing theory relates to general systems behav-
ior, it must be augmented by the specific details of the
mechanics of interchange in communications. The set-
ting up of a link, assuring error-free transmission, and
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direction of messages are the function of precisely de-
fined protocols. In the next section, commonly used
protocols are described in the context of an integrated
approach.

Protocol

This section discusses general protocol concepts, pro-
tocols used in the analytic queuing model and applica-
tion of these models.

Protocol modeling for hierarchical networks involves
modeling the lowest two layers of the OSI model: the
data link layer and the physical layer. Note that re-
stricting the model to hierarchical networks allows
only primary to secondary station communication.
Peer-to-peer communication is not allowed. Conse-
quently, the topological configurations are constrained
to configurations where there is only one primary sta-
tion and one or more secondary stations. A point-to-
point link refers to a configuration when there is only
one secondary station sharing a port to the primary
station while a multipoint link refers to a configuration
when there is more than one secondary station.

Each station operates link communication in one of
three duplexes: simplex, half-duplex and full-duplex.
In simplex transmission, data flow is in one direction
only. This form is not generally used and is not mod-
eled explicitly. Do not confuse simplex duplexity with
receive-only or send-only traffic which is independent
of the link duplexity.

A half-duplex link can send and receive both direc-
tions, but not concurrently. Two-way alternate is an-
other name used to describe this mode. It is
* convenient in modeling a communication cycle to
consider the effect of primary station processing, or
host processing, to a half-duplex link. When the pri-
mary station receives data from the secondary station,
the half-duplex link can be held until the primary sta-
tion has completed processing the data and is ready to
turn the link around to send the result of the process-
ing. This is termed pure half-duplex.

Interleaved half-duplex refers to a scheme when the
half-duplex link is not held by the primary station
while the primary processes the input data. In this
case, the primary frees the link for another possible
communication until the response to the input is avail-
able.

A full-duplex link can support sending and receiving
concurrently in both directions. Two-way simulta-
neous is another name used to describe this mode. Sev-
eral combinations of topology, point-to-point or
multipoint, and duplexity are possible. (See Table 1.)
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Topology Primary Station Secondary Station
Point-to-point Full-duplex Full-duplex
Point-to-point Interleaved half-duplex Half-duplex
Point-to-point Half-duplex Half-duplex
Multipoint Full-duplex Full-duplex
Multipoint Full-duplex Half-duplex
Multipoint Interleaved half-duplex Half-duplex
Multipoint Half-duplex Half-duplex

Table 1. Possible combinations of topology and duplexity.

In order to further reduce the number of special cases
that need to be considered, point-to-point is consid-
ered as a special case of multipoint.

Most line disciplines can be described as some variant
of a poll and select protocol:

Poll Primary invites a designated secondary to
send data.

Select Primary informs a designated secondary that
data from the primary are coming,

The interaction between primary and secondary sta-
tions during a polling sequence and during a select se-
quence is described in Figure 3..

In general the communication protocol can be mod-
eled by application of the following parameters. Note
that it is a notational convenience to introduce the
concept of input and output: input refers to data sent
from the secondary station to the primary station and
output refers to data sent from the primary station to
the secondary station.

BPC Number of bits per character.
FRMSIZE Number of characters in a frame.

ACKFRM Number of frames per acknowledge-
ment.

POLL Number of characters in polling message.

NAK Number of characters in negative acknowl-
edgement message.

IF Number of characters for frame overhead for a
frame sent from the secondary station to the pri-
mary station.

OF Number of characters for frame overhead for a

frame sent from the primary station to the second-
ary station.
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Figure 3. The interaction between primary and secondary sta-
tions during a polling sequence, and during a select sequence.

AKI Number of characters in acknowledgement
message sent by the primary station to the second-
ary station acknowledging an input message from
the secondary station.

AKO Number of characters in acknowledgement
message sent by the secondary station to the pri-
mary station acknowledging an output message re-
ceived from the primary station.

EIT Number of characters in the end of text mes-
sage sent by the secondary station to the primary
station.

EOT Number of characters in the end of text mes-
sage sent by the primary station to the secondary
station.

SA Number of characters in the select address mes-
sage sent by the primary station.

AKSA Acknowledgement to the SA message sent by
the secondary station to the primary station.
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By applying the above most general protocol defini-
tion, any specific protocol can be modeled by defining
as zero those elements that do not exist in the protocol
being modeled. A zero value should cause no traffic
impacts or delays or resource loadings in the modeling
scheme.

While protocols are concerned with the details of sta-
tion to station communication, the next level of orga-
nization focuses on control and allocation
communication resources by the host. This is the pro-
cess of polling and, in the next section, the features of
polling mechanisms used in model building are de-
scribed.

Polling

Improvements in line usage that yield improved price
performance ratios can be achieved by various re-
source sharing techniques such as polling, multiplex-
ing, line switching, packet switching, and virtual
circuit allocation. Networks typically use combina-
tions of these techniques, with some networks using all
approaches to achieve high reliability and optimum
price performance.

Polling is a line discipline that enables a single line to
be shared among many stations, yielding a multipoint
configuration. One station, the primary station, con-
trols the line, inviting secondary stations to transmit to
the primary station and sending data to the secondary
station.

The standard polling configuration and technique is
for all secondary stations to be connected to the same
line such that all messages from the primary station are
received by each secondary station and such that each
secondary station sends data to the primary station
over the same input line. Typically in this scheme the
primary station controls use of the line by cyclically
addressing each secondary station, sending output to
that station and inviting that station to send input to
the primary station.

An alternative scheme is referred to as hub polling,
which is based on the use of full duplex lines and the
capability of each secondary station listening to the
transmission of data to the primary station by other
secondary stations. This enables a secondary station to
pass control of the input line to other secondary sta-
tions, without having to return polling control back to
the primary station. During this process, the primary
station can be sending data to secondary stations inde-
pendent of the secondary station input process. This
technique is effective in reducing polling overhead and
can be quite effective when satellite facilities are used,
as will be discussed later.
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A derivative of hub polling is the use of loop configu-
rations, in which each secondary station acts as a re-
peater for the traffic that circulates in the loop.
Secondary stations can insert data in the traffic and
pick data from the traffic when that secondary station
is the intended destination for the traffic. The success
of this technique depends on the traffic delays and on
the station reliability. Since each secondary station
must pass on the traffic, the delay at each secondary
station is cumulative to the overall message delay. Fur-
thermore, since each station must pass on the traffic,
failure of one station may cause failure of the loop and
failure of two stations certainly causes failure of the
loop. Experience has shown that it is difficult for loop
configurations to be cost effective in wide area network
designs.

Use of satellite facilities in a polling circuit introduces
major delays that render the standard polling scheme
unworkable because of the total delays of a full re-
sponse time cycle.

Communication equipment manufacturers have cir-
cumvented this by use of a technique called poll spoof-
ing. In poll spoofing, the primary station connects to
an intelligent switch which receives the polls for all sec-
ondary stations from the primary, immediately re-
sponding to the primary according to whether the
intelligent switch has or does not have data from the
addressed secondary station. The intelligent switch
collects data sent by the primary to addressed second-
aries, responding accordingly to the primary.

At the other end of the satellite link, a complementary
intelligent switch polls secondary stations as if it were a
primary. If it has received secondary station data over
the satellite link, that data will be sent accordingly.

The effect is that the imposition of the satellite link
severs the direct connection between primary and sec-
ondary stations, spoofing each into behaving as if the
direct connection was not severed.

It is obvious that techniques such as hub polling and
loop configurations which significantly reduce the im-
pact of a primary station directly polling each second-
ary station are effective techniques to be used with
satellite connections. In each of these schemes, the pri-
mary station needs to send only a poll to one secondary
station on the circuit, whereas with standard polling
the primary must send an explicit poll message to each
individual secondary station.

Other techniques of polling make use of such tech-
niques as a broadcast of a message inviting any station
with traffic to send that traffic, coupled with tech-
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niques for avoiding collisions and recovery from colli-
sions. These techniques are generally used only in
specialized situations. :

In spite of the advantages of hub polling and loop con-
figurations, the large majority of polled circuits are op-
erated with the standard polling scheme.
Consequently, the remainder of this discussion focuses
on this scheme.

The primary station is, generally, designed to poll sec-
ondary stations from a fixed polling list where each list
corresponds to a specified circuit and each entry in the
list corresponds to a specified secondary station. Some
secondary stations can have significantly more traffic
than others. Unless the polling scheme is modified to
account for this imbalance, the heavy-traffic secondary
stations can build up long queues and concomitant de-
lays. Network operators have found that an effective
technique that relieves the traffic imbalance is to enter
the more heavy-traffic secondary stations more than
once in the polling list.

An imbalance may also exist between circuits. Some
circuits may be heavily loaded at other times of the day
than others. In order to avoid needlessly wasting pri-
mary station resources polling low activity circuits, a
pause control is sometimes inserted in the primary sta-
tion polling logic. One popular implementation of the
pause control is based on starting a timer when the
primary station begins polling the stations in the list,
and determining how much time elapsed from the start
until the final station was polled. If the elapsed time is
less than the value of the pause factor, the primary sta-
tion delays any further activity on the circuit until the
elapsed time is equal to or greater than the pause fac-
tor. The effect is that the pause control establishes a
maximum rate at which secondary stations will be
polled during periods of low activity. During periods
of high activity, the pause control will have no effect.
Consequently, the pause control feature self adjusts to
the activity level.

In modeling a polled multidrop circuit which is polled
with the standard polling scheme, it is important to
properly account for delays caused by modems. These
delays are primarily a function of the modem charac-
teristics and the duplexity of the line. In turn, the mo-
dem characteristics are functions of the speed of
transmission and the electrical characteristics of the
line. Nominal modem delays range from around 10
ms. to over 50 ms. for the clear-to-send delay. Duplex-
ity can be either full-duplex or half-duplex.

For full-duplex operation, the primary station is the
only station that sends in the direction from the pri-
mary to secondary stations. Consequently, during nor-
mal operation there should be no clear-to-send modem
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delays in this direction. However, on the line from sec-
ondary stations to the primary station, different sec-
ondary stations alternate sending. Consequently, each
time a secondary stations sends, a clear-to-send mo-
dem delay must be expected and modeled.

For half-duplex operation, clear-to-send delays for pri-
mary to secondary and secondary to primary transmis-
sions must be modeled.

The analytic approach used for polled terminals is
drawn from the class of M/G/1 queuing models. What
is captured by this approach is the varying delay that is
built up at the buffers under any load conditions. In
addition, protocol variations are separately accounted
for and participate in the calculations as additions to
the average message length. The model uses two
classes of parameters—mean or average values and
variances (the zero and first moments, respectively). A
consequence of assuming an exponential inter-arrival
distribution and the corresponding Poisson message
arrival distribution, is being able to treat message
lengths in a general manner. This means that telling
the model about the message load only requires knowl-
edge of their mean values and their variance. The av-
erage queue delay is computed from the P-K formula,
noted above. The outputs are themselves Poisson dis-
tributed and are cascaded into downstream system
components. In particular, multiplexing units are fre-
quently in place as means for linking the low-speed
multidrop lines into high-speed trunk channels, offer-
ing economies of scale.

In the following section, multiplexers are described
along with the models used to predict their throughput.

Multiplexer Models

Many remote devices may feed into a trunk line by
means of a device called a multiplexer. Consolidating
lines brings several benefits. Most important is the
more economical use of high capacity trunk lines, of-
fering economies of scale. A single T1 line, for exam-
ple, has a capacity of 1.544 Mb/sec. Suppose that a
terminal is being used for order entry and operates at
9.6 kb/sec. By multiplexing, more than one hundred
and fifty terminals could eventually be accommodated
on a single trunk line. Even greater numbers can be
consolidated with an approach called statistical multi-
plexing. Multiplexers can also carry out performance
monitoring and keep a permanent record on the effec-
tiveness of the system.

Three basic components make up multiplexers: an in-
put buffer, a control unit and an output buffer. Many

different methods, however, are used for amalgamat-

ing digital communication lines. Analog voice chan-
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nels require modulating a carrier frequency to achieve
what is called frequency-division multiplexing (FDM).
A group of voice channels with a basic 4 khz band-
width can be combined into a next level line of 60 to
108 khz. Digital systems use binary pulses as the signal.
Their method of multiplexing is interleaving of groups
of pulses, each of which represents a separate channel.
This basic approach for combining digital lines is
called TDM or time division multiplexing.

The information carried from a terminal node is often
highly redundant. For example, when terminal input is
order entry from full menu screens, there is much rep-
etition in the data. This repetition of terminal spacing,
and control and alphanumeric coding, can be com-
press by statistical means. Text information is com-
monly compress by Huffman coding which takes
advantage of the known statistical frequency of alpha-
betic character use. For graphics, run length coding is
known to compress data as much as 10,000 times. Sta-
tistical methods used in combination with multiplex-
ing can create up to 300% compression or efficiency.
The hardware using this method is called STDM or
statistical time division multiplexers and can handle
up to three times the load of ordinary time division
machines.

Queuing theory is again drawn on to provide an effec-
tive analysis of multiplexers. Available literature in the
application of theory to multiplexers includes models
of finite buffer size, Poisson vs non-Poisson message
arrivals, and packet switching. Early work in the field
has been carried out by Smith and Smith,! using expo-
nential message lengths and further developed by Chu?
to consider constant message lengths and multiple
servers. R. Rudin® provided an analysis of the case of
limited drop lines, using binomial distributions. Many
recent works have continued progress in such applica-
tions as packet switching networks.*

Selecting the appropriate model is an important step in
applying queuing theory. The focus must be on the key
factors of message processing and the effects of up-
stream hardware in message arrival distribution. The
problem is simplified by regarding message handling
procedures as operating on a character basis. Since
each character takes a constant time to be transmitted
and processing times are negligible in comparison with
transmission times, the service time can be taken as
constant.

Service time is equal to the transmission time. The re-
lationship between the transmission time, line speed
and message size is given by:
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¢ = b*u
where c= transmission rate, bits/sec
b= bits/message
u= arrival rate, messages/sec

For character-based handling, message size reduces to
one character. The transmission time in bits per sec-
ond at 9600 bps and using 8 bit ASCII code, is .8 msec.
Multiplexer processing time is faster, by an order of
magnitude. The various protocols impose an overhead
for addressing, error correction and control functions.
The user specifies these in setup routines and they are
automatically added in by the system.

The terminal is modeled as an M/G/1 system. The out-
put of that model is Poisson distributed in terms of
message frequency probability.* The inputs to the mux
model are therefore—constant service time and Pois-
son distributed arrivals. A known result from queuing
theory is applied: the M/D/1 algorithm—referring to a
(M) markov process, a (D) constant service time and a
single server. To achieve a parsimonious model, queue
buffers were not considered to be a limiting factor, that
is, buffer overrides were not included as a possibility.

The average delay in an M/D/1 queue is given by:
m = ts*(2 - p)/2*(1 - p)
where m= waiting time in system
ts= average service time
p= utilization ratio

The parametric form of the solution is similar to the
previous example. The numerator is associated with
overhead factors-ts, the service time. The denominator
is associated more directly with the traffic-dependent
variable p, the ratio of load to capacity. The equations
are also alike in numeric behavior. As the value of p
approaches the maximum, delay goes to an asymptote
at infinity. For very low loads, p is small and the delay
is simply the service time, which in this case is the
transmission time. Thus, the multiplexer can act as a
significant processing delay to the system, but the de-
lay is induced in a nonlinear fashion, as wait time in
the queue mounts with increasing traffic. At low loads,
however, multiplexer delay due to queuing is minimal.
Total delay, which adds in service time, is also very
small because the processing done to allocate lines
takes much less time than does the character transmis-
sion time.
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The model performs well given the goals of realism,
generality, and computational ease. A more complex
model could be envisioned which would include the
possible correlation of messages. This means that the
messages may not be random but arrive in chunks.
Packet systems, in particular, have this feature. Feasi-
bility of solution and the constraints of computation
time also limits some of the applications. Poisson-
based models were relied upon and are most tractable
algorithmically. Other distributions, for example, the
binomial, may involve recursive techniques for solu-
tion. Similar restrictions apply to the consideration of
finite buffers where combinatorial complexity may re-
quire optimization techniques.

Thus, the multiplexer model makes a parsimonious
use of queuing theory. A high degree of realism is ob-
tained, generality superior to simulation and ease of
computation. In the future, new analytic techniques
and new technologies will be incorporated in the sys-
tem. Some of these are considered in the next section.

Numerical Examples

Everyone has probably had a credit card checked in a
store. What determines how long you will wait to get
the result? This can be calculated through queueing
theory. We will illustrate the principles of analysis of
polled and multiplexed systems using the characteris-
tics of this familiar transaction.

Many card readers are serviced by one host computer.
When your card is checked, the clerk reads your num-
ber as encoded on the magnetic strip. In a busy conve-
nience store, the card reader could be in almost
continuous use. For this scenario, we begin by quanti-
fying the message inputs as:

Avg. number of messages from one reader/hr. = 50
Avg. size of messages inputted from reader = 80 char.

Suppose that the host services six stores, by polling
them sequentially through dedicated lines. Then the
number of messages will be 6 x 50 = 300 messages/
hour. The other information needed to define the traf-
fic is the type of messages that are transmitted by the
host. Quite often, more information is sent from the
host than o it. For example, your credit card company
could send not only authorization, but your credit
limit and other account data. The information sent by
the host is termed output messages. One output mes-
sage will be sent for each query. The output message
parameter is:

Output message size = 160 characters
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> Terminals ' Input Queue

Output Queue < Host CPU

Figure 4. The traffic flow within a credit authorization system.
One host computer serves many card readers (terminals). In a
busy store, the card reader could be in almost continuous use.
Quite often, more information is sent from the host than to it
(such as credit limit, account data, etc.). In this diagram, all ter-
minals must wait in one input queue. An output queue develops in
the full-duplex scheme. In half duplex, the line is held until trans-
mission from both terminals and host is completed. In full duplex
and interleaved half duplex, an output queue may develop.

Schematically, the system is be shown in block dia-
gram form Figure 4.

The six terminals can all be considered to have to wait
in one input queue. The average waiting time for a ter-
minal in the queue is entered into the response time
calculation. An output queue develops in the full du-
plex scheme. In half duplex, the line is held until trans-
mission from both terminal and host is completed. In
full duplex and interleaved half duplex, an output
queue may develop.

The protocol selected is SDLC. This implies a specific
organization of communication between the terminals
and the host. Specifically, the host interrogates a termi-
nal with a polling character, having the address of a
specific terminal. The terminal may respond nega-
tively (NAK) or positively to the query. An end-of-
message may also be used.

Besides the protocol, full, half and interleaved half du-
plex lines can be specified. The variation in timing is
shown in Table 2.

The cycle time is given by the following formula:

TC = M*TP/(1 - RA*TS)

where TC= the cycle time
M= number of terminals
TP= time for polling one terminal
RA= the poll time ratio: (TP/TS)
TS= service time

The differences between the different duplex systems
are as follows: In the full duplex, the terminal is polled
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and the line is held for transmission. No additional
modem time is required for line turnaround. The poll-
ing in full duplex is followed by the message informa-
tion without a wait for acknowledgement. The
messages that are first transmitted are the output infor-
mation. This is the message from the host to the termi-
nal. The terminal transmissions are then sent or a
NAK is sent if there is no message. Because the full-
duplex scheme can hold output information in a
queue, an additional output queue time is calculated.

Queueing theory is applied as developed for the M/
G/1 queue. The model is formulated by visualizing the
queue as consisting of terminals requesting to send in-
formation. All six terminals can be considered to join a
waiting line as they have information to send. We are
interested in how long this line will be under various
load conditions. An estimate of this wait is given by
the formula in Figure 5.

The components of the response time have now been
calculated for a multidrop line using a standard polling
scheme. In this example, we have assumed that a cir-
cuit is made up of six terminals (card readers) which
are polled sequentially by the host. As the system is
enlarged, line charges can become a significant ex-
pense. Often, a multiplexer is used to economically
combine many slow lines into one higher speed, trunk
line. In the next section, the effects of a multiplexer on
response time will be calculated.

The introduction of a multiplexer changes the re-
sponse times. This is because of delays introduced by
the multiplexer. The delays are variable and increase
with the amount of traffic. The delays are not signifi-
cantly caused by the time required by processing. They
are again the waiting time for retransmission that is
caused by queueing in the multiplexer buffers. These
buffers are necessary because the line speeds for trans-
mission are limited and fixed. When capacities are
temporarily exceeded, waiting lines for the messages
are being created by placing messages in buffer storage.
As previously explained, the multiplexer operates on a
character basis and an M/D/1 queue model is used.

Interleaved Full
Half Duplex Half Duplex Duplex
Input cycle .64 .64 0
Output cycle 1.17 1.17 1.17
NAK 0 0 .05
CPU time .25 (0] (0]
Total 2.06 1.86 1.2

Table 2. Variations in polling time for different types of
duplexity.
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W = [N*(TP/TS) + U* (1+TP/TS)
(1+VS/TS**2)]/2[1-U (1+TP/TIS)P

where

N= number of terminals

TP= polling time
TS= service time
U= utilization ratio

The results of the calculations are:

QUEUING TIME

Half Interleaved
Duplex Half Duplex
Output 0 31
Input .590 sec. .590 sec.

VS= variance of the service time

Figure5. The formula at the top cal-
culates queuing delay when multi-
plexers are in use on a 4800 bps line
carrying traffic from 36 terminals.
The results are summarized in the
table, showing the average delay at
the mux for specific traffic condi-
tions. In this situation, mux queu-
ing delays are not a major factor in
the response time. Under heavier
traffic conditions, the delay will in-
crease rapidly.

Full

Duplex

.31 sec.
.59 sec.

A mux is positioned in the system so that it can receive
the input from six circuits. Each circuit is made up of
six sets of terminals. By time allocation, the mux com-
bines all inputs into a single, high-speed line. In other
words, thirty-six of the card readers will be combined
to transmit on only one higher speed line to the host
computer. The method of the previous calculations re-
main valid, but additional wait times must be calcu-
lated for the multiplexer.

The first step in the calculation requires an estimate of
the load on the lines into the mux. The transmission
speed of the line to the host is selected as 4800 bps. The
messages per circuit remain 300 per hour and the total
input from the system will be 1800 messages per hour.
The parameter of the average service time can now be
calculated. To estimate the service time, the mode of
operation of the mux has to be considered. A STDM
works on the basis of time division, that is, the alloca-
tion of a defined portion of time to each input line.
Actually the mux allocates only the amount of time
needed to transmit one character. The service time is
the interval needed to transmit one character multi-
plied by the average message rate. One further factor
needs to be considered—the statistical compression
that can be carried out. A compression factor of 200%
is used which means that the message rate is effectively
reduced by one-half. The formula for the queueing de-
lay in this context is:
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W = (TS/2)[(2 - P)/(1 - P)]
where TS= service time
P= utilization

The results give the average delay at the mux for the
specific traffic conditions. The system performance is
summarized in Table 3.

In this situation, the mux queueing delays are not a
major factor in the response time. Under heavier traf-
fic conditions, they can become more significant. In
summary, it can be seen that the traffic from thirty-six
terminals can be carried on a 4800 bps line without
significant mux delays. With increases in the traffic,
the delay will increase rapidly, until higher speed lines
may have to be considered.

Avg. Delay Util.
Polling queuing 2.1 sec. 43%
Output queuing .5 sec. 10%
Sending/Receiving 1.7 sec. 34%
CPU, I/O, modem .4 sec. 7%
MUX .2 sec. 5%

Table 3. The average delay at the mux for specific traffic condi-
tions. In this example, mux queuing delays were not a major
factor in the response time of 36 terminals using a 4800 bps line.
With increases in traffic, however, the delay will increase rapidly.
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Conclusions

The analysis is being continually improved to include
changes in communication systems and advances in
theory. As currently implemented, each component
has a corresponding queuing-based model. The out-
puts of the terminal model become inputs for the mul-
tiplexer. In practice, the independence of components
cannot not always be assumed. Retry procedures in
polling, for example, can increase the clustering of
messages. The impact is on the distribution of message
arrivals. Simulation results have been cited to give di-
verse assessments of the importance of this effect.

In some systems, sensitivity analysis highlights the im-
portance only of mean values,* while in others® distri-
butions are key factors. Theory called queuing
networks is being advanced for these cascaded sys-
tems. In particular, an approach known as Jackson net-
works offers promise for practical implementation.

Validation has been achieved by comparative tests
with alternative models. In addition, agreement with
data obtained from system monitoring has been ob-
tained. More extensive data gathering is being planned
to continue testing of the model predications under all
conditions of loading and configuration.

Animportant technological trend is towards integrated
voice-data telecommunications, known as ISDN (inte-
grated services digital network). Voice transmissions
have unique characteristics—for example, they are no-
tably bursty, and have silent periods of 40% during
which data transmission can be interspersed. In antic-
ipation of this technological change, a body of theoret-
ical literature has been growing rapidly.’

The application of theoretical advances is a key objec-
tive in product development.
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This report will help you to:

» Determine how your organization can gain greater control over its
communications resources by implementing transport management

capabilities.

 Evaluate routing concepts which can help your organization adapt to

changes more easily.

» Identify the product capabilities necessary for providing adequate

transport management.

Users have long recognized that the integration of
voice and data over private facilities offers substan-
tial economic benefits. There are several issues that
users must consider when designing and implement-
ing such a network. These issues include:

» The quality of transmission, instead of mere band-
width capacity.

e The integrity of the applications and information,
rather than the scheme for physical delivery.

» The extension of network management and control
through the public network at the channel level, not
just the aggregate level over the backbone.

Without control over communications resources,
companies would not be able to support internal op-
erations, let alone position themselves to take advan-
tage of changing tariffs, new technologies, and
emerging services like ISDN. Thus, lack of control

This report was developed exclusively for Datapro by Nathan J.
Muller. A former consultant, Mr. Muller has 18 years’ experience
in the computer and telecommunications industries. He has writ-
ten extensively on all aspects of computers and communications,
and is the author of “Minimum Risk Strategy for Acquiring Com-
munications Equipment and Services” (Artech House, 1989).
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inflates operating costs, and may render the organiza-
tional infrastructure inefficient and, in extreme cases,
obsolete.

The combined advances in technology and software
have produced products and capabilities which help
users manage today’s complex wide-area networks.
These advances contribute substantially to the organi-
zation’s ability to establish its strategic competitive
advantage, and then maintain it over the long haul.

CIRCUIT SETUP

Transport management begins with circuit setup. The
first step is to create a profile for each circuit. Users
can then employ the circuit profile to select various
options. These options include assigning bandwidth
priority, manual routing, and indicating whether
downspeeding will or will not be allowed during line
failure scenarios. The user may also establish a set of
qualifiers which are used to automatically route the
circuits over the correct aggregate types. These quali-
fiers include mandatory, desirable, undesirable, not
allowed, and not important. Users, for example, may
choose to create an ‘“‘encryption-mandatory” circuit
profile for an application requiring a high degree of
protection from unauthorized access.
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Routing is also accomplished according to user-
specified aggregate parameters. The network manage-
ment system (NMS) will automatically optimize
routing on specified aggregate delay, error rate, and
reliability parameters. The NMS will use the shortest
path between the two circuit end points that meets
the requirements specified in the circuit profiles.

The ability to establish circuit profiles insures that
applications are assigned to the most appropriate cir-
cuits. Beyond that, circuit profiles allow the network
management system to match applications with ap-
propriate circuits during automatic rerouting to in-
sure that no voice and data calls get lost when
bypassing failing lines.

ROUTING

The NMS determines routes by specifying the various
circuits through the entire network. The operator en-
ters route end points only. The circuits to be routed
are identified by the network manager on a per circuit
or user group basis. The NMS chooses the best path
based on the match between the circuit profile and on
the attributes and parameters of the aggregate.

The characteristics of each aggregate are determined
during configuration of the network. The quality-
based parameters of each aggregate include delay, er-
ror rate, availability, and user-defined attributes. The
data entered is used in conjunction with circuit pro-
files to insure optimum routing. In this way, a route
is performed based on quality considerations to in-
sure the integrity of the applications.

By employing the delay measurement capabilities of
the NMS, users can make intelligent decisions on
rerouting, equipment upgrades, or choice of conten-
tion schemes to achieve terminal-to-host response
time objectives. In a multidrop network, a delay mea-
surement capability can even be used to add precision
to polling, which may permit the addition of more
drop locations without detracting from the overall
response time of the network. Such capabilities allow
companies to get the most out of their sizeable invest-
ments in networking technology.

Automatic Rerouting

An automatic reroute capability insures that the con-
nectivity of critical applications in today’s
information-intensive business environment is done
quickly, efficiently, and without the need for human
intervention. In addition to the simple prioritized
rerouting and bumping schemes commonly used, the
capability to automatically downspeed circuits during
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automatic rerouting insures that all users continue to
communicate, rather than just a few.

Traditional bumping schemes resulted in service de-
nial. Today’s sophisticated NMSs automatically
downspeed voice and data applications during auto-
matic rerouting to insure uninterrupted network con-
nectivity for all applications. For example,
downspeeding voice circuits “on the fly” from 64K
bps to 32K bps, or 32K bps to 16K bps, increases the
number of available channels by a factor of 2:1 or 4:1,
depending on the level of ADPCM compression in-
voked. Thus all users are permitted to stay on-line
during intelligent automatic rerouting; none get
bumped off. As a result, the enterprise can continue
normal business operations, even though a few lines
or a whole segment of the network has failed—and
with little or no sacrifice in circuit quality.

This scenario offers many other advantages.
Downspeeding permits continued operation with effi-
cient T1 bandwidth fills. Efficient bandwidth fills
produce cost savings. By employing the capability to
downspeed during automatic rerouting, fewer Tl
lines are required—offering even greater savings than
priority bumping schemes.

When optimizing circuit routes, the NMS conforms
to the quality-based routing parameters established
during initial route determination. The system auto-
matically calculates rerouting based on each likely
failure. In the event of a failure, the system automat-
ically recalculates optimized routing based on current
network conditions. After restoration, the system will
again automatically calculate the best rerouting
should a second failure occur on the network. The
system will then be ready to handle the next emer-
gency until there is not enough of the network re-
maining through which to reroute traffic. Routes
assigned in failure scenarios are always available to
the network manager through retrieval from the sys-
tem controller.

Time-Oriented Reconfiguration

In today’s competitive business environment, high-
capacity digital networks must adapt to accommodate
changing application needs. Time-oriented reconfigu-
ration allows users to do this on a scheduled basis.
Circuit routing may be altered to accommodate appli-
cations that change from day to night. Since voice
traffic tends to diminish after normal business hours
and data traffic changes from transaction-based to
batch, leading-edge NMSs provide the means to
adapt automatically, without operator intervention.
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In other cases, organizations might want to alter their
networks to track the business day around the world.
For example, through time-oriented reconfiguration,
the circuit end points used for order entry applica-
tions are adjusted automatically to permit order entry
terminals on the West Coast to come on-line as those
on the East Coast shut down. This means that cus-
tomers on the East Coast can still be serviced after
normal business hours by terminal operators on the
West Coast. Instead of losing business from dissatis-
fied customers, the company enhances its service im-
age, thereby gaining a significant strategic competitive
advantage.

OFF-LINE NETWORK MODELING

Network planners are now able to simulate off-line
various disaster scenarios on an aggregate or node
level anywhere in the network. Thus planners can test
and monitor changing conditions and determine their
impact on network operations.

Network control center personnel can create models
that typify network failures and determine the viabil-
ity of recovery strategies—all without impacting cur-
rent network operations. The various models can be
stored within the NMS system controller and/or
printed out for hard copy reference. In this way, di-
saster contingency planning is based on tested, rather
than “best guess,” scenarios. Failure can be simulated
for aggregates, nodes, and circuits.

Through menu selections, the network planner can
“create” aggregate failure. The aggregate failure will
invoke the automatic rerouting mechanism, which
will determine optimum channel routing from the
quality-based parameters, but without downloading
the changes into the network. The simulation will not
affect the active configuration database.

The network planner is able to “create” a node failure
by forcing total aggregate failure to that node. The
automatic rerouting algorithm will reroute channels
based on the entire node failing.

The network planner can also display and/or print
out the circuit routing as a result of the test. Reroute
scenarios can be stored and retrieved to facilitate
disaster contingency planning.

PARTITIONING

The ability to segment the network for control pur-
poses is referred to as “partitioning.” The ability to
segment network management and control requires
multiple network management platforms on the same
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network. This makes it possible for far-flung networks
to pass network control capabilities between time
zones, implement management and control even if
nodes become separated from the rest of the network,
and continue receiving network status information
from any site on the network at all times.

The concept of partitioning emerged out of the need
to reconcile the twin corporate needs for both central
and local control. Users recognized early on that it is
impossible to share control of the various facilities
and equipment on the same network—at least not
without allocating network control to all interested
parties. Obviously, if every corporate entity had an
equal say in how the network is controlled, chaos
would reign, bringing business operations to a stand-
still. Yet without local control, the entire organiza-
tion’s ability to respond effectively to environmental
changes would be significantly diminished.

This inability to respond is potentially disastrous,
especially for acquisition-oriented companies, multi-
national corporations, and diversified conglomerates.

For example, the manager of an engineering division
network in California requires a LAN gateway to a
London subsidiary. To maximize efficiency, cost sav-
ings, and applications availability, the California user
should select a route which goes through the head-
quarters network in Boston. This is difficult to do,
however, when control is equally shared by all net-
work locations. Thus the California user gains rights
to implement any change he/she desires in the head-
quarters and London segments of the network—with
or without the consent or knowledge of those parties.
This can lead to anarchy.

To preempt this possibility, totally separate digital
networks have evolved. These networks serve the
needs of local users, but at the expense of the corpo-
rate need for efficient connectivity and cost control.
Consequently, the need for a more logical allocation
of resources for management purposes became neces-
sary.

The technology best suited for such operating envi-
ronments blends central and distributed control ar-
chitectures. This hybrid architecture is ‘“‘centrally
weighted,” supporting one master controller which
can configure the network and monitor performance.
The remaining subordinate controllers have the abil-
ity to display status information and perform diag-
nostics. In this way, a certain amount of control is
distributed among the partitioned business entities
within the organization, while overall control is re-
tained at the corporate level. Thus, local operations
personnel can move, add, and change terminals; issue
passwords; initiate diagnostics; and implement
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restoral of failing links and equipment. Through the
master controller, partitioning is enforced and net-
work resources allocated in ways that benefit the en-
tire organization. Since subordinate nodes are
partitioned, there is no chance that they can disrupt
the operations of other nodes, either inadvertently or
willfully.

Diagnostics, status monitoring, verification functions,
and off-line configuration testing are performed con-
currently at all controller sites on the network. Pass-
word protection is assigned by the master operator to
all locations. The ability to interrogate without chang-
ing status, and/or the ability to make temporary
changes, is supported as restricted access. Further seg-
regation of control functions by password is possible
on a function-by-function basis. For example, active
alarms may be sent to the primary controller only.
Operators at secondary controllers may view these
alarms on an inquiry basis.

Each subordinate controller is periodically updated to
reflect the current state of the master database. When
an aggregate trunk failure isolates a remote node,
communications with the master system controller
may be initiated automatically over a dial-up line via
an integral modem. This process insures the integrity
and continuity of network management. If the master
node fails, network control is delegated to a predeter-
mined subordinate controller, which hands back con-
trol when the master node comes back on line.

This partitioning feature insures that intelligent auto-
matic rerouting occurs on all sections of the network
that may become isolated by failures. The primary
operator can delete a controller from the network for
any reason by merely deleting it on the configuration
screen. All other controllers are automatically noti-
fied of the change.

A GLOBAL PERSPECTIVE

The management system for each type of network
component (e.g., modems, statistical multiplexers,
packet switches, time division multiplexers) requires
its own hardware and software, as well as specialized
technicians who can interpret the alarms and reports
before invoking the appropriate diagnostics and resto-
ral actions.

Modems, for example, may have their own manage-
ment system that includes the ability to monitor, test,
and control a network of modems from a central
location. Multiplexer and packet switch manufactur-
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ers go one step further in the network hierarchy, en-
abling the user to manage the bandwidth delivered
over high-speed lines. Computer vendors offer users
the ability to monitor the performance of host-based
systems through a single terminal, like IBM’s
NetView. Digital Equipment Corporation is encour-
aging third-party development of modules that will
plug into its emerging Enterprise Management Archi-
tecture (EMA).

AT&T recently introduced its own network manage-
ment system, ACCUMASTER Integrator. This is a
central component of AT&T’s OSI-based Unified
Network Management Architecture (UNMA), which
promises eventually to link a variety of communica-
tions devices into a single, consolidated network
management system.

Each of these approaches, however, reflects the tradi-
tional strengths of the vendors. By choice or by dic-
tum, network managers ultimately will be confronted
with the task of integrating these diverse NMSs. The
sheer diversity and complexity of today’s sprawling
networks requires something more—an integrated
network management system that can view the entire
network, including autonomously controlled subnet-
works and hybrid networks composed of public and
private elements.

Open Systems Interconnection (OSI) will eventually
enable the network components of different vendors
to tie into the same network management system.
With alarms, performance measurements, usage sta-
tistics, and diagnostic test results in a standard for-
mat, every piece of the network can be more
efficiently, monitored and controlled.

Some industry observers claim that OSI-compliant
products are still three to five years away. It will take
longer for users to cost-justify integrating such prod-
ucts into their existing networks. While users can plan
for future OSI implementation, OSI does nothing to
address the present requirements of users who ur-
gently need to manage their sprawling networks more
precisely, efficiently, and economically.

Rather than wait for standards, some vendors have
“opened” the architecture of their NMSs by provid-
ing hooks into IBM’s NetView, AT&T’s UNMA, and
Digital’s EMA. In this way, they hope to position
users to take advantage of the best mix of comple-
mentary management options: their own data com-
munications networking expertise, plus the host-
oriented management expertise of IBM and Digital,
and the public network management expertise of
AT&T. O
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Management Standards

This report will help you to:

 Discover how security management is an integral part of evolving

standards for network management.

» Review essential components of the X.500 Directory and how they

relate to security management.

* Prepare for implementing OSI security measures in future network

management implementations.

SECURITY MANAGEMENT

Evolving international standards for network manage-
ment include security management as one of the five
functional areas (along with fault management, config-
uration management, performance management, and
accounting management.)

Security management concerns both the network and
the network management system (NMS). Specifically,
the NMS must be secure; it should provide tools for
monitoring and controlling security (such as audit
trails and key management); and it should ensure net-
work security proper (including facilities for encipher-
ment, digital signatures, etc.)

Security management encompasses many administra-
tive procedures and operations needed to support and
control a secure communications network. Security
management functions include the creation, deletion,
and control of security services and mechanisms; the
distribution of security-relevant information; and the
reporting of security-relevant events. It also concerns
security of the network management mechanism itself.

This report was developed exclusively for Datapro by Daniel Min-
oli, an adjunct professor at New York University’s Information
Technology Institute. Mr. Minoli is also a full-time data communi-
cations researcher and strategic planner.
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Generally, security management includes operations
that are outside of the normal communications net-
work routine.

Entities that are subject to a single security policy and
administered by a single authority are sometimes col-
lected into a ““security domain.” By contrast, net-
worked systems may fall into many domains, thus
requiring different security policies. This is what
makes security management in a large communica-
tions network especially complicated.

Security management standards support the control
and distribution of information to various end systems
that provide security services and mechanisms and
that report on security services, mechanisms, and
security-related events. Therefore, security manage-
ment requires distribution of information to these ser-
vices and mechanisms, as well as the collection of
information concerning their operation. Examples are
the distribution of cryptographic keys, the distribution
of information on an entity’s access rights, the report-
ing of both normal and abnormal security events
(audit trails), and service activation and deactivation.
However, security management does not address the
passing of security-relevant information in products
that call up specific security services, e.g., parameters
in connection request.

The security-related information that open systems
need conceptually constitutes a database called the Se-
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curity Management Information Base (SMIB). Each
end system contains the necessary /ocal information to
enforce appropriate security; the SMIB holds informa-
tion for the entire system. Security management also
may require the exchange of pertinent security infor-
mation between cooperating system administration
processes to create or update the SMIB.

In most cases, the security-related information is ex-
changed over a data communications connection. Se-
curity management protocols and the communication
channels carrying the management information are es-
pecially vulnerable; hence, they require protection. In
other cases, the security-related information may be
transferred through non-OSI communications paths,
and the local open system’s administrators may update
the database through local, non-OSI standard meth-
ods. The SMIB concept does not presume any storage
implementation or format; this database can be imple-
mented as a centralized or distributed database.

FOUR CATEGORIES OF SECURITY
MANAGEMENT

The OSI standard distinguishes four categories of secu-
rity management activities: system security manage-
ment, security service management, security

mechanism management, and security of OSI Man-
agement.

System Security Management

System security management involves the entire open
system network. It encompasses the following activi-
ties:

¢ Overall security policy management, including up-
dates and maintenance consistency;

* Security-related event-handling management;
« Security audit management;
« Interaction with other OSI management functions;

* Interaction with security mechanism management;
and

« Security recovery management.

Security Service Management

Security service management involves particular secu-
rity services. It includes the following activities:
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» Determining and assigning target protection for the
service;

» Negotiating available local or remote security mech-
anisms;

» Invoking specific security mechanisms via the
proper security mechanism management function;

« Interacting with other security service management
functions and security mechanism management
functions; and

« Selecting a specific security mechanism to provide
the requested security service when alternatives ex-
ist.

Security Mechanism Management

Security mechanism management encompasses man-
agement of the following functions: cryptographic
keys, encipherment, access control, data integrity, au-
thentication, routing control, and notarization.

Cryptographic keys are vitally important to the organi-
zations that use them to encrypt and decrypt informa-
tion; thus, protecting their integrity is extremely
important. Key management within the OSI environ-
ment involves the following:

» Generating suitable keys at intervals to satisfy secu-
rity requirements.

» Determining which entities should receive a copy of
each key, in accordance with access control require-
ments.

» Distributing the keys to the proper entities.

Encipherment is defined by the OSI as (a) interaction
with cryptographic key management; (b) establish-
ment of cryptographic parameters; and (c) crypto-
graphic synchronization. The existence of an
encipherment mechanism implies the use of key man-
agement and of common ways to reference the crypto-
graphic algorithms. A common reference for
cryptographic algorithms can be obtained through a
notary (a trusted third party that assures the accuracy
of its characteristics; for example, content, origin, time
of creation, and delivery) or by prior agreement be-
tween the communicating entities.

Access control consists of the management and distri-
bution of security attributes, e.g., passwords, or up-
dates to access control or capability lists. Access
control management may also encompass the use of an
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access control protocol between communicating enti-
ties and other entities providing access control ser-
vices.

Access control password tables are often vulnerable.
The tables gather all the passwords in one data file;
anyone who obtains this information can impersonate
any of the system’s users. To guard against this possi-
bility, the access control manager must make sure that
the password file does not contain the passwords them-
selves, but only images of the passwords under a one-
way function that is easy to compute but difficult to
invert. Given only the image of the password, it is very
difficult to find the input string which produced it.
This reduces the value of the password table to a po-
tential intruder, since its entries are not actual pass-
words and, therefore, not acceptable to the password
verification routine.

Data integrity management includes interaction with
key management, establishment of cryptographic pa-
rameters and algorithms, and use of data integrity pro-
tocol between communicating entities.

Authentication is a security service that ensures a
claimed identity is correct. It requires the distribution
of descriptive information, passwords, or secret codes
to entities that perform authentication. It also includes
the use of a protocol between communicating entities
that provide the authentication services.

Traffic padding management involves maintaining
rules for communications, including such things as
prespecified data rates; specifying random data rates;
and specifying message characteristics such as length,
and so forth.

Notarization is the distribution of information about
notaries across networks, the use of a protocol between
anotary and the communications entities, and interac-
tion with notaries.

Security of 0S|I Management

Security of OSI management involves X.500, an
emerging OSI distributed directory standard. The OSI
standard assumes that a system is secure; therefore,
OSI is not concerned with the host as a discrete entity,
but with security of the interface between the host and
the outside world. OSI security functions concern as-
pects of a communications path that permit open sys-
tems to achieve a secure information transfer. They do
not cover measures that may be required to protect
equipment, installations, and other entities. It is im-
portant to note, therefore, that additional security
measures may be needed in end systems, during instal-
lations, and at the site itself.
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The X.500 standard, discussed below, defines those se-
curity measures needed to protect the interface be-
tween the host and the outside world.

THE X.500 DIRECTORY IN SECURITY
MANAGEMENT

OSI standards are primarily concerned with security at
the interface between the host and the outside world.
They specifically address aspects of a communications
path that permit a secure information transfer.

The X.500 Directory is a collection of open systems
that hold a logical database of information about a set
of objects. A draft joint CCITT and ISO set of docu-
ments for the Directory was published in December
1988; the standards are commonly known as X.500.

Although the X.500 series of Recommendations refers
to the Directory in the singular, it reflects the intention
to create, through a unified name space, one logical
directory composed of many systems and serving
many applications. Whether these systems interwork
depends on the needs of the applications they support.
Applications dealing with nonintersecting worlds of
objects may not relate. However, the single-name
space facilitates later interworking should the needs
change.

The X.500 Directory supports many capabilities re-
quired by applications, management processes, OSI
layer entities, and telecommunications services.
Among the capabilities the Directory provides are net-
work addressing functions and the identification of le-
gal network subscribers—important functions in
security management.

The Directory also supports “user-friendly naming,”
whereby objects can be referred to by names that users
find easy to remember, and ‘““name-to-address
mapping,” which allows dynamic binding between ob-
jects and their locations. The latter capability allows
“self-configuring,” i.e., removal and the changes of ob-
ject location do not affect OSI network operation.

Information held in the Directory is collectively
known as the Directory Information Base (DIB). The
DIB stores user credentials electronically. Recommen-
dation X.501 defines the DIB and its structure. The
DIB is made up of the information about objects. It is
composed of (directory) entries, each consisting of a
collection of information on one object. An entry is
made up of attributes, which have a type and one or
more values. The types of attributes present in a partic-
ular entry are dependent on the class of object that the
entry describes.
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The DIB’s entries are arranged in the form of a tree,
known as the Directory Information Tree (DIT) in
which the vertices represent the entries. Entries higher
in the tree (nearer the root) often represent objects,
such as countries or organizations, while entries lower
in the tree represent people or application processes.
The services defined in the X.500 recommendation
operate only on a tree-structured DIT. Every entry in
the DIB has a distinguished name that uniquely and
unambiguously identifies it. Properties of the distin-
guished name are derived from the tree structure.

The Directory enforces a set of rules to ensure that the
DIB remains well formed in the face of modifications
over time. These rules, known as the Directory
schema, prevent entries that have the wrong types of
attributes for their object class, attribute values of the
wrong form for the attribute type, and entries having
subordinate entries of the wrong class.

The Directory also provides users with a well-defined
set of access capabilities, known as the abstract service.
This service provides a simple modification and re-
trieval capability, which can be expanded with local
DUA functions to provide the capabilities required by
the end users.

It is likely that the Directory will be distributed along
both functional and organizational lines. Models of the
Directory have been developed to provide a frame-
work for the cooperation of various components to
provide an integrated whole. The provision and con-
sumption of the Directory services require that users
(actually the DUASs) and the various functional com-
ponents of the Directory cooperate with one another.
In many cases this requires cooperation between appli-
cation processes in different open systems, which in
turn requires standardized application protocols to
mediate the differences.

The Directory has been designed to support multiple
applications, drawn from a wide range of possibilities.
The nature of the applications supported will govern
which objects are listed in the Directory, which users
will access the information, and which kinds of access
they will carry out. Applications may be very specific,
such as the provision of distribution lists for electronic
mail, or generic, such as the “interpersonal communi-
cations directory” application. The Directory provides
the opportunity to exploit commonalities among the
applications:

* A single object may be relevant to more than one
application. Therefore, a number of object classes
and attribute types are defined across a range of ap-
plications. Recommendations X.520 and X.521 con-
tain these definitions.
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X.200 Open Systems Interconnection—Basic Reference Model

X.208 Open Systems Interconnction—Specification of Abstract
Syntax Notation One (ASN.1)

X.501 The Directory—Models

X.509 The Directory—Authentication Framework

X.511 The Directory—Abstract Service Definition

X.518 The Directory—Procedures for Distributed Operation

X.519 The Directory—Protocol Specifications

X.520 The Directory—Selected Attribute Types

X.521 The Directory—Selected Object Classes

X.219 Remote Operations: Model, Notation and
Service Definition

X.229 Remote Operations: Protocol Specification

Table 1. OSI standards on Directory.

« Certain patterns of Directory usage will be common
across the range of applications.

The December 1988 version of the X.500 incorporates
changes that were made as a result of the Draft Inter-
national Standard (DIS) ballot in ISO; the text that will
actually appear in the CCITT Blue Book in late sum-
mer or fall 1989 may incorporate some changes, how-
ever. The 1989 Blue Books will be the definitive
source. Table 1 depicts the family of newly defined
X.500 standards as they appeared in the December
1988 document.

Directory Services

The present X.500 standards do not completely define
all aspects of Directory service. Therefore, some capa-
bilities are provided as local functions until a standard-
ized solution is available. These capabilities include
addition and deletion of arbitrary entries, thus allow-
ing the creation of a distributed Directory; the manage-
ment of access control granting or withdrawing
permission for a user to access a particular piece of
information; the management of the Directory
schema; the management of knowledge information;
and the replication of parts of the DIT.

Directory users (people and computer programs) can
read or modify the information in the database, or
parts of it, if they have permission to do so. Each user
accesses the Directory through a Directory User Agent
(DUA), which is considered an application-process, as
shown in Figure 1. A DUA can reside on PCs, worksta-
tions, manufacturing devices, and other types of equip-
ment. It may be a standalone program or a component
of a larger program. The Directory provides services in
response to requests from DUAs, which allow interro-
gation and modification of the Directory. The Direc-
tory always reports the outcome of each request.

Directory Interrogation Services include the following:
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* Read, aimed at a particular entry, causes the return
of all or some of that entry’s attributes. Where only
some attributes are returned, the DUA supplies the
list of attribute types of interest.

e Compare, aimed at an entry’s particular attribute,
causes the Directory to check whether a supplied
value matches a value of that attribute. For example,
this can be used to carry out password checking,
where the password held in the Directory might be
inaccessible for read, but accessible for compare.

« List causes the Directory to return the list of imme-
diate subordinates of a particular named entry in the
DIT.

» Search causes the Directory to return information
from all of the entries within a certain portion of the
DIT that satisfies some filter. The information re-
turned from each entry consists of some or all of the
attributes of that entry, as with read.

¢ Abandon, applied to an outstanding interrogation re-
quest, informs the Directory that the originator is no
longer interested in completing the request. Direc-
tory may cease processing the request and discard
any results so far achieved.

Directory Modification Services include the following:

* Add Entry causes the addition of a new leaf entry
(either an object entry or an alias entry) to the DIT.

* Remove Entry causes removal of a leaf entry from
the DIT.

» Modify Entry causes the Directory to execute a se-
quence of changes to a particular entry. Either all or
none of the changes are made, and the DIB is always
left in a state consistent with the schema. Allowable
changes include the addition, removal, or replace-
ment of attributes or attribute values.

Request
——-———>

DUA
Referral

The
Directory

Directory

User User Agent

Directory

User User Agent

Figure 1. Access to the X.500 Directory.

JUNE 1989

Figure 2. X.500 function model of the Directory.

* Modify Relative Distinguished Name (RDN) causes
modification of the relative distinguished name of a
leaf entry (either an object entry or an alias entry) in
the DIT by the nomination of different distinguished
attributed values.

A Directory System Agent (DSA), an OSI application
process that is part of the Directory, provides access to
the DIB, DUASs, and/or other DSAs. DSAs use stan-
dard Directory Access Protocol (DAP) and, optionally,
Directory System Protocol (DSP). A DSA may use in-
formation stored in its local database or interact with
other DSAs to carry out requests. Alternatively, the
DSA may request another DSA to help carry oui the
request. The DUA interacts with the Directory
through one or more DSAs, although it is not bound to
any one in particular. (See Figure 2.)

Authentication via the Directory

Many applications require objects participating in a
session to offer some proof of their identity before they
are permitted to carry out specific actions. The Direc-
tory also supports this authentication process. In the
less complicated approach to authentication, called
“simple authentication,” the Directory holds a “User
Password” attribute for any user that wants to authen-
ticate itself. At the request of the service under consid-
eration, the Directory confirms or denies that a
particular value is actually the user’s password. Be-
cause the Directory authenticates the password, a user
needs only one, rather than a different password for
every service. When exchange of passwords in a local
environment using simple authentication is inappro-
priate, the Directory protects those passwords against
replay or misuse through a one-way function. (See Ta-
ble 2.)

The more complex approach, called ‘““strong
authentication,” is based upon public key cryptogra-
phy, where the Directory acts as a repository of users’
public encryption keys, suitably protected against tam-
pering. The steps that users can take to obtain each
others’ public keys from the Directory, and then to au-
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Authentication Classes Function

Employs the user’s unique name
and password to provide a
level of identification
assurance

Simple authentication

Employs symmetric encryption
to provide a level of assurance

Strong authentication with
secret key

Employs asymmetric encryption
to provide a level of assurance

Strong authentication with
public key

Table 2. X.500 Directory—three authentication classes.

thenticate with each other using them, are described in
detail in Recommendation X.509. The United States
government has at least three organizations that spon-
sor security standards: the U.S. Department of De-
fense (DOD); the Department of Commerce, Federal
Information Processing Standards (FIPS); and the
General Services Administration (GSA), which pro-
duces federal standards.

Department of Defense. The DOD sponsors both
DOD and military standards. The Department’s Na-
tional Computer Security Center (NCSC) has pro-
duced many recommendations, some of which have
become standards. Efforts such as the Secure Data Net-
work System (SDNS), a National Security Agency pro-
gram to develop standards for secure data networks,
and Government Open Systems Interconnection Pro-
file (GOSIP) should produce standards in the next few
years. [EDITOR‘S NOTE: the X.500 Directory is not
currently part of GOSIP.] The SNS program integrates
security features into OSI-based networks, using the
concepts of OSI security discussed above. The pro-
gram will issue standards that may then be used by
vendors involved in NSA’s Commercial COMSEC
(Communications Security) Endorsement Program.

National Computer Security Center. In 1978, the Na-
tional Bureau of Standards (now the National Institute
of Standards and Technology) started to discuss the
auditing and evaluation of computer security. In June
1981, the DOD Computer Security Center began oper-
ation. The success of the Center and the need to trans-
fer security information to the commercial sector
resulted in the expansion of the DOD Computer Secu-
rity Center to the National Computer Security Center
(NCSC). NCSC’s mission is “to develop and promul-
gate uniform computer security criteria and
standards.” The NCSC has issued the publications
listed below.

 Orange Book, a DOD standard for evaluating stand-
alone computers for security, defines several differ-
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ent levels for secure computers. In order of
increasing security, these levels are D, C1, C2 (tradi-
tional) and B1, B2, B3, A1 (multilevel).

* Yellow Book is a guideline to the environments (ex-
ternal circumstances, conditions, and objects that af-
fect the development, operation, and maintenance of
a system) in which each Orange class offers adequate
protection.

¢ Red Book is a standard for interpreting and applying
the Orange Book requirement to the evaluation of
networks.

e Green Book provides guidelines for the initializa-
tion, administration, and maintenance of password
systems.

Federal Information Processing Standards. FIPS stan-
dards are published by the National Institute of Stan-
dards and Technology, which obtains input from other
areas of the government and from the private sector.
An example of a FIPS security standard is the Data
Encryption Standard (DES).

Financial Industry Security Standards. Because a ma-
jor concern is secure electronic transfer of money and
securities, the financial community has devoted exten-
sive resources to information security. The industry
works through the American National Standards Insti-
tute (ANSI). The ANSI groups responsible for finan-
cial security are American Standard Committees X9
and X12. ASC X9 develops financial services stan-
dards; ASC X 12 develops standards for business trans-
actions. International responsibility for financial
security standards is distributed between ISO Techni-
cal Committee 68 and Technical Committee 154.

The financial community is concerned with the follow-
ing:

» Connection integrity (also called message integrity)
is provided through a digital signature—an encryp-
tion method that guarantees that data has not been
altered or destroyed. Financial standards use a mes-
sage authentication code to provide this service. The
ANSI X9.9-1986 and ISO 8730 standards define the
process.

¢ For connection confidentiality, the financial com-
munity uses the Data Encryption Algorithm (DEA
X3.92-1981), equivalent to the Data Encryption
Standard, to protect data. Financial institutions use
encryption to protect personal identification num-
bers (PINs) (ANSI X9.8-1982) and messages (ANSI
X9.23).
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» Access control management. An effort is under way
in ANSI to develop a standard (ANSI X9.26-Draft)
to protect computer sign-on information, such as
passwords.

e Encipherment (Key) management. The financial
community relies on a Key Management Center
(KMC) to distribute keys to subscribers that must
communicate. The center audits and assigns liability
based on a subscriber’s knowledge of the key. This is
a necessary feature for the financial community.
Communication among key management centers is
under study so that subscribers of different centers
can communicate in a secure manner.

Standards are fundamental to security and security
management. A number of standardization efforts are
near completion and should start to bear fruit within a
few years.
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This report will help you to:

« Employ the different elements of communications disaster recovery.
« Plan strategically and tactically for integrated network survival.
» Survey disaster recovery resources and service providers.

In developing a business plan and strategy, planners
must factor in the very considerable costs for disaster
recovery in terms of both tangible and intangible loss.
Planning for disaster recovery of facilities in an inte-
grated environment presents a different challenge
than what might have been the case just 10 years ago.
Prior to divestiture, telecommunications disaster re-
covery was very much the province of the serving
Bell Operating Company (BOC). In like manner,
backing up a computer facility implied identifying an
off-site storage facility for files and locating a simi-
larly configured computer system. For many firms
such solutions to disaster recovery are archaic and in
themselves represent disaster.

Disaster recovery in an integrated network environ-
ment presents many new problems as well as oppor-
tunities for disaster avoidance as well as disaster
recovery. In recognition of this fact, several vendors
have established very comprehensive disaster recov-
ery services. Some of these companies specialize in
disaster recovery for computer facilities, while others
specialize in recovering telecommunications facilities.

In today’s operating environment, where companies
operate multiple locations, each with computers, dig-
ital PBXs, remote access arrangements, and a variety
of functional elements, all of which depend upon
computer and telecommunications access, the need
for proper disaster recovery planning is extremely

This report was developed for Datapro by Andres Llana, Jr. Mr.
Llana attended Temple University, U.S. Army Signal School, and
the U.S. Army Command and Staff College. He is a telecommuni-
cations consultant with Vermont Studies Group, Inc.
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important. This report discusses the various elements
that are involved and should be considered in the
disaster recovery process. The model for this discus-
sion focuses on a typical business situation involving
multiple locations and an integrated network envi-
ronment.

THE THREAT

In defense analysis, Department of Defense planners
base their plans upon a perceived threat in order to
identify the resources required to counter that threat.
In today’s operating environment, telecommunica-
tions facilities are the major arteries through which
many corporations either deliver or conduct their
business. For many companies, the loss of telecom-
munications and computer facilities can be measured
in precise dollar amounts. For others, losing commu-
nications can only be measured in soft dollars, yet the
effect can be significant. Therefore, planning for di-
saster recovery begins first with identifying and then
estimating the impact that a particular disaster will
impose upon a user’s facilities.

A small formal wear clothing manufacturer operating
an online order entry call management center was
asked what a blackout of his telecommunications
lines would mean. His reply was simple: $70,000 per
day in lost orders. A paper distributor was posed the
same question and his reply was similar: about
$80,000 in lost orders. In both cases, those orders
would likely go to competitors if the loss of commu-
nications continued for any length of time.
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Since 1987 there have been several major communi-
cations disasters, the most recent being a fire in the
central switching facilities in Hinsdale, Illinois; prior
to that, several major floods and a major earthquake
in Mexico. The result of such events is always the
same: major losses in business opportunities. For ex-
ample, during the Mexico earthquake, the Bank of
America and its affiliates in Mexico City estimated it
lost 1 million dollars a day in float as well as penalty
interest on cross-border loan payments and trade and
foreign exchange losses. In May 1988, the fire that
engulfed the Bell switching center in Hinsdale, Illi-
nois destroyed fiber and digital circuits supporting
over 50,000 lines. This disaster totally disrupted busi-
ness for many large and small businesses operating
through that center.

Obviously, major disasters can cause serious business
interruptions. What are the levels of threat that can
imperil a business and how can a business recover
given such circumstances?

Line loss. In this scenario, line loss can result from
the following:

* Major equipment component failure; i.e., line cards
in a PBX, multiplexer, modem, or similar network
terminating equipment.

* External physical damage to lines entering the prem-
ises.

» External damage to the local switching center.

Loss of power. In this scenario, power failure can be
attributed to:

» Loss of internal equipment power supply.
 Loss of public power supply.
 Lightning strike.

Direct equipment failure. In this scenario, communi-
cations loss can be due to:

¢ Loss of a PBX.

« Loss of a multiplexer.

* Loss of a front-end processor.

» Loss of a mainframe computer.

Major facility loss. In this scenario, a major loss can
be attributed to:

¢ A major flood.
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« A major fire.
« Earthquake.
e Tornado, hurricane, etc.

Sabotage (human-made). In this scenario, either in-
side employee or former employee conducts some
form of equipment or facility damage.

For all these disasters, managers can effect action
plans to avoid or soften their impact. Disaster plans
can be both short term and long term. For example,
in the case of the earthquake in Mexico, Bank of
America was caught completely off guard. However, a
Bank of America fast reaction team used high fre-
quency radio (short term) to reestablish voice com-
munications while rebuilding land-based
telecommunications facilities (long term). Bank of
America has since instituted a number of disaster
recovery plans that encompass both natural and
human-made disasters. In addition, key Bank of
America personnel have been trained as licensed ra-
dio operators to serve during a disaster, insuring
prompt recovery of voice communications.

In the case of the Hinsdale fire, several companies
where able to reestablish online computer facilities by
moving to a remote cold site. All of these companies
already had disaster recovery contracts in force with
existing recovery centers; thus, prior planning paid
off.

The most frequently reported sabotage in American
business is attributed to disgruntled former employ-
ees. Therefore, disasters caused by sabotage can best
be avoided through the diligent exercise of a well-
documented security process designed to meet such
threats.

THREAT ANALYSIS

In conducting the scenarios for defense, managers
must take each threat individually to determine the
resources required to counter the threat and the im-
pact that it could make on the company’s operations.
For example, line loss due to a major component
failure could last for an entire day. This type of threat
is well within the means of the user to control, how-
ever, through a variety of self-help measures. External
physical damage can result from flooding, cable sev-
erance, destruction of external CO distribution facili-
ties, etc. These conditions are harder to deal with
since they are outside the user’s control. Again, there
are some actions that users can take to offset the
impact of such actions.
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Power failures are common occurrences and are han-
dled routinely by the serving utility. However, the
user must plan for such occurrences and adopt mea-
sures to counteract power outages. This might range
from simple short-length UPS and battery backup
schemes to power generators and sophisticated power
regeneration sources.

Direct loss of specific major equipment components
demands the rapid identification of off-site equip-
ment and its relocation to the user’s facilities, or the
relocation of the user’s personnel to cold sites, to
bring replacement systems online for successful oper-
ations. In like manner, a major facility loss such as
fire, flood, or other natural disaster requires in most
cases the total reconstruction of the user’s facilities.
This type of threat requires greater personnel and
equipment resources. Time to recovery is measured
in weeks rather than days, which may apply in the
previous scenarios.

Certainly, management must view the cost of disaster
recovery as an insurance policy; however, care must
be taken in developing an insurance premium that is
cost consistent with the disaster’s impact. Table 1
shows some common problems that could become
disasters and remedial solutions.

STRATEGIC PLANNING FOR NETWORK
SURVIVAL

Planning for network survivability requires a strategy
for both equipment components and hardware com-
ponents composing a total network. Many users as-
sume that normal maintenance contracts supported

Type Impact Approach

1. Line loss due Partial loss in Maintain on-site
to component service major spares or
failure backup component

Total loss of lines
1 to 2 days

2. Line loss due
to construction
intrusion

Off-site facility

for partial contact,
i.e., sales office,
etc.

3. Loss of power  Temporary loss of  Maintain battery
due to lightning power backup, UPS,
strike power generator

Contract for or
maintain standby
item of equipment

4. Major equipment Loss of service
failure, i.e., PBX,
computer, etc.

Contract or maintain
off-site cold or
shell facility

5. Major facility Loss of all facilities
loss through
fire or natural

disaster

Table 1. Potential disasters and remedial solutions.
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by their equipment providers cover all contingencies;
this is not so! In fact, users should build provisions
into their hardware acquisition and maintenance
agreements for disaster recovery and system backup.

Preventive Measures

One of the most common problems in any computer
or telephone operating environment is damage
caused by water intrusion. Water falling on electrical
equipment can cause immediate damage, shutting
down equipment as fast as a lightning strike. All com-
munications and computer facilities must be pro-
tected from water intrusion. Facilities at ground level
should be elevated, have waterproof ceilings, and pro-
vide fast drainage to insure that any water intrusion
can be quickly carried away. Facilities located on
upper floors must use only waterproof ceiling fixtures
to protect equipment from water falling from higher
floors. Automatic water sprinklers should not be used
for telephone and computer facilities. Such facilities
should be equipped with Halon and fire extinguishers
approved for use with electrical systems. In like man-
ner, all wiring closets as well as the mainframe should
also be protected from water intrusion. If there is any
danger of uncontrollable water intrusion, water detec-
tion as well as protective coverings should be readily
available in the facility room.

Users should not assume that facility air-conditioning
and air circulation are adequate. Systems that contin-
ually overheat will degrade in performance and expe-
rience component failure. In some installations users
have installed separate air handling equipment to
support an isolated telephone room that cannot be
supported by an existing facility. In all cases, if sec-
ondary air conditioners are deployed, they should be
equipped with overflow pans to control condensation.

Fire protection should not be taken for granted. As a
rule, most large-scale computer and telephone facili-
ties are equipped with Halon systems. For smaller
installations, however, dry fire extinguishers, e.g.,
Halon, CO,, etc., should be available. Freestanding
fire extinguishers should also be checked frequently.
Large installations should have a “hot line” to the
local fire department to arrange for inspections.

Power brownouts and outright power failure are com-
mon in many fast-developing areas. Lightning strikes
are also a common source of equipment loss. It is not
uncommon for a lightning strike to consume an en-
tire PBX or some of its components, leaving the user
without communications. Thus, every effort should
be taken to install surge and lightning arresting equip-
ment, all properly grounded, between the user’s com-
puter or telephone system and the power source. (See
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Report MT50-380-101, “Plant Protection and Hazard
Management,” for more information on grounding
and lightning protection.)

Brownouts can also affect a PBX or key system, but
in different ways depending upon the manufacturer.
Managers should contact other users of their equip-
ment to ascertain components that might be stored
on-site as insurance against component failure. In
some cases, faulty power can cause a PBX to lose its
memory, making it necessary to restart the system,
which in turn will produce long delays in telephone
service. There are many vendors selling small-scale
UPS systems that protect a system’s memory and
disk subsystem from sudden crashes caused by power
failure. In addition, battery backup coupled with a
small-scale UPS system can support a small PBX for
four to eight hours. Larger PBX installations use
much larger battery backup systems and can stay on-
line up to eight hours. Depending on the location of
facilities, some users find it necessary to utilize diesel
generators as a means to back up their battery sys-
tems for both their computer and telephone systems,
insuring the uninterrupted support of both.

With the integration of voice and data over the same
wire pairs, the importance of internal cabling has
increased. Major incursions into the cabling system
integrity often produce major internal service disrup-
tions due to the lack of sufficient documentation. For
this reason, many users find that they are ill prepared
to deal with a major disruption of their cabling sys-
tem. To counter this problem, they must prepare and
maintain accurate cabling documentation if they are
to avoid service interruption caused by cable changes.

Small Network Strategies

A user must not believe that strategic network plan-
ning applies only to large networks. Network strate-
gizing is just as important to small network users
since, in many cases, they have more to lose in a
network failure. Strategizing is mainly the backing up
of critical functions that could not be supported in a
time of service loss.

Small system users can find many ways to preserve
the critical operations in their companies. For exam-
ple, a total PBX failure can be avoided by having the
main listed number and lines in the hunt group dual
wired to special power failure units that will support
one telephone for each of the associated lines. During
any PBX outage, these specially located telephones
will receive power from the central office and can be
used to receive and make outside calls.
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Some users will also terminate separate private lines
at key locations around the company, which can be
an effective strategy for several buildings in the same
location. Each of these lines will terminate at an as-
signed location, bypassing the PBX and the principal
wiring point of demarcation. Depending upon the
central office facilities, some users will terminate
Centrex lines instead of individual private lines, in
effect providing a dual telephone network on the us-
er’s premises. The Centrex lines may be installed so
that they bypass the Demarc, or they may be linked
to the user’s PBX via a tie line to the CO. In this
situation the user would have a backup at some loca-
tions while having the effect of two separate tele-
phone systems supporting the same facility.

Large Network Strategies

Large networks comprising several locations have a
different set of problems than small networks, and
managers must consider additional strategies to sup-
port them. In these networks it is not unusual to find
that the data network portion has some form of
backup while the voice network will have little if any
backup support. Many data networks rely on dial
backup circuits as a means of supporting a data net-
work. Dial backup involves two dial-up modems, one
at the host end and one at the remote end, as well as
two telecom lines. When the primary private line
fails, the user at the remote end uses the dial modem
to reestablish direct contact with the front-end pro-
cessor at the host end.

A major breakthrough developed in dial backup was
the introduction of the V.32, 9600 bps dial-up mo-
dem. The more popular of the V.32 modems are
those that are fully compatible with the V.22 and
V.22 bis modem standards, which make it possible to
use a mix of 1200, 2400, and 4800 bps modems at the
remote ends. While this technique is effective for
medium-sized networks, managers will find this ap-
proach much too costly for large networks.

Many networks that integrate voice and data over T1
links have a very serious backup problem since they
risk all of their traffic on a single communications
path. Backup strategies to support this scenario are
many and diverse.

One popular T1 backup strategy is diverse routing,
employing microwave, fiber, or similar media to by-
pass the serving utility. For example, some users in
the Southwest have employed a special-purpose
microwave-based carrier from whom they subcon-
tract microwave bypass facilities. The carrier is
unique in that its terminal locations are all located
within a quarter mile of a Bell or AT&T primary
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serving office. The users employ these bypass ar-
rangements as alternate routes out of their facilities
for both disaster recovery and traffic off-loading. In
this way, the special microwave carrier network
serves as a diverse route out of the user’s local area,
affording the user an opportunity to interconnect
back into the public network at some other location.
Since the carrier’s terminals are all strategically lo-
cated, they minimize the interconnection charges into
the public or long-distance network. In this way, a
user could suffer a complete failure of T1 links but
still be assured of another route at T1 speeds.

Typically, the microwave link is a 192- or 288-
channel, 2GHz or 6GHz digital radio over which the
user can consolidate critical traffic. At the digital ser-
vice center the user can also switch traffic to other
OCC:s like Sprint, MCI, etc. In addition, the user has
the option in a disaster of switching all traffic to a
remote hot site (see Figure 1). Note that the standby
ACCUNET T1 link is configured to support access to
the disaster recovery site.

Some users have been able to configure their net-
works to provide a measure of backup by providing
multiple routing. Figure 2 shows a typical ring config-
uration consisting of four nodes with diverse routes
“G” and “E” providing route redundancy. Additional
network backup can be provided through a physical
diverse route from one of the nodes into the public
network. In addition, at least one node can be used to
link the network to a remote hot site for standby
recovery of the main computer facility. If the disaster
recovery link is provided by either MCI or US Sprint,
it is possible for the user to locate multiplexing equip-
ment at the OCC’s switching center to support a
“drop and insert” application. This arrangement
would provide for link sharing to support voice, data,
fax, and video traffic as the need arises. Thus, the
disaster recovery link, when not used for disaster
recovery, can be used as an optional route for long-
distance voice traffic as well as point-to-point data
links.

Since the CO fire at the Hinsdale switching center,
more carriers are sensitive to user needs for backup
and recovery of their backbone links. Recently, some
vendors have been offering both VSAT and small
earth stations as premises equipment for the direct
transmission of T1 traffic via satellite. In Figure 3,
the user has installed VSAT terminals at each node,
permitting it to back up the entire network in mirror
image fashion. Typically, a user would interface this
backup satellite link to the network through a T1
multiplexer. In some cases, depending upon the net-
work design, it might be necessary to include echo
cancellation equipment where integrating voice. In a
disaster recovery scenario, channels can be activated
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within 15 minutes and the user would pay only for
the time. (See Disaster Recovery Resources and Ser-
vice Providers at the end of this report.)

In some metropolitan areas, fiber companies are also
providing limited bypass opportunities for users
wishing to construct diverse routes out of their prem-
ises. Like the microwave strategy, fiber provides for
convenient bypass of the vulnerable local loop into
another switching environment. This diverse route,
like the microwave link, can be linked into a long-
distance carrier such as AT&T, MCI, RCI, etc., where
the OCC switching center is accessible. Specialized
fiber carriers are limited in their availability; there-
fore, they may not be a solution for some companies.

PBX and Network Equipment Backup

Voice systems (PBX and key) sales are not structured
toward backup and recovery as are large-scale com-
puter and minicomputer system sales. As a rule, it has
been the common assumption that the voice system
vendor would be a stocking distributor with ample
spares on hand to meet any emergency. As the inter-
connect industry has matured, however, vendors are
keeping fewer spares on hand than before. This situa-
tion lessens the likelihood of the vendor being re-
sponsive to a devastating loss. Of course, the large
voice system manufacturers that distribute directly,
such as AT&T, Northern Telecom, and Intecom,
could support an emergency situation as part of their
regular maintenance. As a matter of practice, how-
ever, they do not address such issues in their normal
maintenance. Hence, users should press for disaster
recovery support when negotiating a new system con-
tract or renewing a maintenance contract.

Two firms have introduced disaster recovery voice
systems on a limited basis. These are transportable,
ruggedized containers housing complete systems for
interfacing with CO and long-distance carriers as well
as radio and satellite links. These units are modeled
after similar systems that are part of the U.S. Mili-
tary’s telecom inventory. They are capable of being
configured as Class V switching centers and can be
easily airlifted into place or transported by all-terrain
vehicles for rapid deployment.

Several vendors have reintroduced their microwave
products as network restoration systems. These sys-
tems can be configured to support either analog or
digital DS1 to DS3 and voice, data, or video carrier
requirements. They are short-range, frequency agile
systems in the 1.7GHz to 23GHz frequency range.

These systems are also container mounted and rugge-
dized for fast deployment, borrowed again from the
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Figure 1. Microwave bypass link.

military, and focus on the rapid reorganization of
telecommunications networks in a state of emer-
gency. This self-help concept is not new to military
planners; however, it is a relatively new concept for
civilian planners who need to maintain vital telecom-
munications links.

COMPUTER FACILITY RECOVERY

Mainframe computers, front-end processors, and net-
work terminating facilities such as matrix switches,
modems, and multiplexers must be accounted for in a
disaster recovery plan. Network terminating equip-
ment such as T1 multiplexers are generally configured
with full redundancy. This strategy, plus the mainte-
nance of key multiplexer spares, will insure that these
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Figure 2. Network with diverse routing.

units maintain 99 percent uptime. In addition, some
computer facilities maintain spare modems for sub-
stitution where specific units fail. A failed T1 multi-
plexer, however, can bring down an entire network
segment. In this regard, supercritical network nodes
should be backed up by “hot” standby multiplexers,
assuring users that any choke point in their network
is backed up.

Depending upon a network’s configuration and the
level of failure, a disaster will not be declared until
the full potential of the user’s mainframe computer
facility has been compromised. There are several sce-
narios that may be followed in such a circumstance,
but the philosophy for system backup has changed
with the advent of data communications. In years
past, backup meant moving tape and card files to a
new computer center where data processing contin-
ued. While this technique may be followed where a
data center has been totally destroyed, present-day
data communications techniques streamline the pro-
cess. Depending upon the applications, large users
may revert to a “hot standby” site where all remote
terminal locations are automatically switched without
disrupting the end users. In this scenario, a user may
have more than one data center integrated into a fully
redundant network in terms of network routing and
computer system configuration. The hot site in this
network configuration would simply be one of several

computer centers that might serve as a development .
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center during normal operations but configured to
support any of the applications areas common to
network users’ needs.

In some circumstances federal government agencies,
large corporate organizations, and financial institu-
tions will use this technique to support national infor-
mation networks. As a matter of practice, switching
between these facilities will occur on a scheduled ba-
sis to allow for system maintenance. This can be
viewed as disaster avoidance, since network down-
time might only be experienced by users at the net-
work extremities.

Companies that do not have multiple computer facil-
ities must rely upon service centers specializing in
disaster recovery services or cooperative agreements
between users of like computer facilities. These “hot
site” recovery centers offer users an array of equip-
ment which is always available 24 hours per day on a
subscription basis. In cases of major disasters such as
a fire or flood, a user may declare a disaster and begin
operations at the recovery center. Depending upon
the user’s configuration, recovery to normal opera-
tions at a hot site may take from one to several days
depending upon the size of the operation. The recov-
ery vendor site will be supported with extensive voice
and data communications facilities which can be in-
tegrated into the user’s own network.

Some users may also elect to maintain a “cold”
standby site with a disaster recovery vendor. A cold
site can be a facility co-located at a user’s facility or at
the vendor’s location. The cold site will be fully
equipped except that the systems located there may
not be fully operational and require initialization of
services. Usually, a vendor-owned cold site will have
an inventory of computer equipment such that a user
can configure a system exactly as the one that has
been lost.

In less critical operations, such as manufacturing, a
cold site can be used where hardware facilities may be
on standby and operations can be implemented under
less critical time constraints. In other circumstances,
where the user must plan on a longer term
“temporary” relocation, a shell site may be retained
on long-term lease. All support facilities, such as elec-
trical, telecommunications access, and environmental
controls, will be in place. The user will then lease
equipment on some short-term basis to support oper-
ations pending construction of a new permanent facil-
ity. Some vendors offer mobile cold sites, which are
mobile units combining both computer facilities and
people space. These take a bit more time to relocate
but are configured to exactly the customer’s needs.
Mobile cold sites are moved to the customer’s loca-
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Figure 3. VSAT disaster recovery links.

tion of choice and then interconnected to both its
internal and external network as appropriate.

In concert with this planning, the user will also main-
tain off-site secure storage for mass storage files and
tapes that reflect current operations. During a disas-
ter, these files would move from secure storage to the
disaster recovery site.

SPECIALIZED OPERATIONS

Due in part to new banking laws, specialized centers
have been set up on both a lease and shared basis to
support check clearing operations. These centers may
be existing operational sites that are brokered by a
recovery vendor or covered by mutual agreements.
Recovery vendor hot sites are equipped with check
processing/scanning equipment. These systems can
be configured to replicate the client bank’s systems to
insure prompt and accurate check processing in time
of disaster. Recovery center telecom facilities allow
the user to communicate directly with the corre-
sponding Federal Reserve Processing Center.

Call management systems are unique since many of
these are now supported by voice response systems
and incoming 800 WATS-type lines that can be re-
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routed automatically or on demand. These centers
support online telemarketing operations, customer
service centers, and similar operations. Basic call
management system components are Automatic Call
Distribution (ACD) systems, Bulk Incoming Call Fa-
cilities (800 lines), Voice Response Systems, and
mainframe access. Backing up such operations to
avoid a disaster can be accomplished in several ways,
first by using the automatic call routing features of
AT&T’s 800 service to route calls to another service
center. A second strategy involves rerouting calls to a
contracted telemanagement center that will then be
staffed to support the client’s service requirements;
however, contracted telemanagement centers may not
have sufficient connectivity to access a user’s remote
computing facility. For example, many telemanage-
ment operations use asynchronous computer systems
in their normal operations. For this reason, special
interface requirements may have to be established,
such as protocol converters, in order to maintain a
seamless interface during a crossover operation.
Where access to a voice response system is a require-
ment, special arrangements may have to be made for
a relocatable system. Voice response systems will usu-
ally support standalone databases which may or may
not be up-/downloaded on some scheduled basis, and
could prove to be a major stumbling block for a
seamless crossover of a call management center.
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DISASTER RECOVERY PLAN OUTLINE

Overview

Developing a disaster recovery plan is a detailed pro-
cess that, once accomplished, must be reviewed and
updated as often as the company adds new products,
new facilities, or new technology or undergoes major
organizational changes. A disaster recovery plan is
like a blueprint for a house. The plan must, within the
scope of the capability to be reestablished, be suffi-
ciently complete that the lowest operating echelon
could move to an entirely new facility and begin
operations on a “business as usual” scenario. The
plan follows the WHO, WHAT, WHEN, and HOW
of any instructional manual: Who is involved, What
resources are involved, When are these assets de-
ployed, and How are they to be deployed. The plan
must basically outline people issues, equipment re-
sources, and detailed operating instructions; nothing
can be assumed. It is the company’s tactical battle
plan for a “retrograde movement” that will facilitate
the relocation of assets.

The Recovery Plan

Criteria for Disaster

Establishing criteria for a disaster is based upon the
cost to the company of being deprived of that re-
source for any period of time. Thresholds must be
established for each operation within the company.
Restoration of service thresholds must be a part of
this planning. For example, can the functional opera-
tion be without telecommunications or computer
support for an hour, a day, or a week? What would be
the consequences of not supporting a function for a
period of time? How many other functions within the
company would ultimately be affected by a break-
down in services? All of these issues and others
unique to the business’ critical needs must be ad-
dressed and prioritized when developing the criteria
for declaring a disaster.

Notification

Who within the organization is responsible for declar-
ing a disaster, and what steps are to be taken to put
the plan into effect? It is important to establish disas-
ter verification methods within the notification pro-
cess if the disaster threshold might be backed by some
form of insurance. Associated with the notification
process are the contact names and telephone numbers
of persons to be notified in declaring a disaster. As a
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security measure, there should be several levels of
notification to avoid false starts. The notification pro-
cess is also a form of control in which a series of
contacts must be made that lead to the final contact
with the disaster recovery support vendors.

Escalation Plan. An escalation plan will be part of the
notification plan. It includes all carrier contacts and
their management. Every attempt should be made to
obtain and include test center numbers down to the
test console desk level. Vendor maintenance support
personnel for each element of network hardware
should also be included with up to three levels of
management and above. In addition, the user’s public
relations resources should not be overlooked in the
disaster recovery process. The public relations group
can serve as an asset to effect pressure on an uncoop-
erative vendor critical to recovery. All information
contained in this portion of the plan must be re-
viewed and checked for accuracy at least quarterly
since organizations are subject to change.

Disaster Recovery Team Organization

Organizing the disaster recovery team should be lim-
ited to just those hands-on personnel required te put
a selected function into play. One central player
should have the authority to act on the company’s
behalf at all times with the full backing of corporate
officers. This is important where disaster recovery
operations are conducted on a 24-hour basis at an
off-site location. Extraneous personnel should be left
out of play as they may only serve to confuse the
issue. The plan then must incorporate all of the
names and telephone numbers of both principal and
backup members of the recovery support team as well
as their vendor counterparts. There should always be
primary and alternate players on a disaster recovery
team; i.e., Red and Blue team. These member lists
must be supported with asset lists outlining all of the
assets required to support the team when deployed.
No assumptions should be made, and planning
should incorporate the level of detail to insure the
team’s self-sufficiency during the recovery process.

If equipment is required to support the team, the
prepositioned location of all equipment and related
tools must be documented and made part of a control
list. For example, if a team member’s responsibility is
to initialize NCP on a front-end processor, then his/
her equipment list would include the following: loca-
tion of a console, portable terminal, copy of the
current version release being used, current operating
instructions, written instructions for a step-by-step
initialization procedure (must be tested at least three
times per year or as often as system changes are
made), as well as any other support tool needed to
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insure successful initialization of the current NCP
version. This type of detail must be covered for every
operation and will insure a smooth system recovery.

People Support. No assumptions should be made as
to employee availability. Alert lists must be compiled
so that key personnel can be contacted during a disas-
ter. Team members must know where to contact at
least one other team member at all times. Alert lists
can be tested periodically by having practice alerts
that test the validity of telephone numbers and the
availability of transportation to a predetermined as-
sembly or departure area. Practice alerts should test
the travel time to the recovery site to reveal problems
in notification, transportation, and backup availabil-
ity. All details concerning travel and transportation to
the recovery site(s) must be accounted for in the plan.
Advanced arrangements must be made for air trans-
portation, land travel, housing, and meals. Relief ar-
rangements should also be part of the plan so that
personnel can be relieved after long periods of duty.
Backup team plans must also be part of the recovery
plan to insure continuity of all operations, particu-
larly where recovery will involve long durations.

Disaster Recovery Hardware Plan

Every disaster recovery plan supporting an integrated
voice and data network will require a hardware sup-
port plan. This includes test equipment, replacement
spares, whole end items such as modems and multi-
plexers, backup PBXs, controllers, consoles, PCs, etc.
The prepositioned location of all hardware must be
identified with detailed instructions for locating all
prepositioned locations. For example, if a hot site-is
being used as a mainframe computer recovery center,
then the exact recovery center layout must be part of
the hardware plan. Included would be all relevant
location information details down to the location of
110 AC electrical outlets. If a vendor is under con-
tract to provide an off-site PBX, multiplexer, or
spares, the vendor’s equipment location must be
known to the user so that user personnel can be
dispatched if it becomes apparent during an emer-
gency that the vendor will not be able to deliver in a
timely manner.

Recovery Site Plan

The recovery site plan must detail the recovery
team’s assembly and their required support at the
recovery site. It is a detailed list of activities that
must be followed in sequence in order to reestablish
computer support in the minimum amount of time
without wasted effort. This information is usually
contained in a large loose-leaf book complete with a
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series of appendixes representing additional operating
instructions. Movement instructions concerning the
removal and relocation of all off-site data must be
identified, together with the persons or vendor re-
sponsible for the relocation operation. Procedures
must be in place to be certain that all data can be
validated and is properly identified.

An accurate and current site layout must be part of
the recovery plan. The site layout should show the
location of all equipment to include the CPU, FEP,
DASD, matrix switch, multiplexers, modems, sup-
port CRTs, etc.

If matrix switches, dial backup modems, and other
communications equipment are integral parts of the
recovery process, then no assumptions should be
made as to their location availability at time of need.
For example, the required configuration for the ma-
trix switch should be reflected in both written and
magnetic media (i.e., disk). The multiplexer configu-
ration should also be documented to be certain that
all channel assignments match to the matrix switch. If
dial backup modems are to be used, those units asso-
ciated with the front-end processor must be identi-
fied. Premarked labels bearing the company’s name
and the associated device should be prepared for prei-
dentification of all equipment to be used at the recov-
ery center at the time of recovery operations.
Operating instructions should be part of the site plan.
No assumption should be made as to the availability
of experienced operators. Instructions should be in-
cluded for the operation of any dedicated CSU equip-
ment, multiplexers, modems, matrix switches,
peripheral devices, and DASD and CPU consoles.

If communications lines must be rehomed at the user
nodes, then detailed instructions for rehoming should
be part of this plan even though they may be part of a
communications vendor’s support requirements. The
remapping of multiplexers and other related equip-
ment at the user’s nodes should also be included as an
appendix item. This also would include remote coor-
dination plans and details for insuring that remote
controllers are brought online via dial-up modems if
these devices are to be used. Personnel at remote sites
must be trained to bring up remote controllers using
the dial-up modems. Procedures should also be in
place to pretest any T1 links that may play a critical
role in supporting the user’s remote locations through
the recovery facility.

The site plan should be considered a play in which
each team member has a definite script. There is no
room in time of a disaster for “ad libbing”; a team
player must know where to go and what must be
accomplished once the team has been assembled at
the recovery center.
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Dress Rehearsals

A disaster recovery plan becomes worthless if the user
attempts to exercise the plan and finds that it does
not work. Therefore, part of the disaster recovery
process should include frequent alerts with full sys-
tem recovery testing. All of the disaster recovery ven-
dors offer disaster recovery test periods as part of
their service. During these tests, the user invokes the
disaster recovery plan to determine effectiveness if it
becomes necessary to restore services off-site. Some
users find that their plans cannot be put into full
effect for a number of reasons; however, it it is impor-
tant to check all of your plan’s subcomponents on
some regular basis. For example, practice alerts can
be held to determine if alert lists are accurate. Sched-
uled tests can be run at the recovery site to time out
the accuracy and recoverability of the front-end pro-
cessor initialization instructions. At other scheduled
tests, the instructions for validating and loading the
data base can be checked to determine the accuracy of
these instructions.

Some users run a practice session in which their en-
tire system is brought online but no traffic is put on
the network. At least once a year the entire user
network should be brought up for one period during
which all of the significant applications to be sup-
ported in a disaster mode can be tested. This process
will identify network problems that may not show up
until a true disaster occurs. For example, unantici-
pated application design problems may develop when
the network is reconfigured during a disaster, and
telecommunications resources may be limited. Fur-
thermore, certain remote locations may not be sup-
portable under certain conditions which may not
show up until a time of disaster. Therefore, to mini-
mize problems occurring during a recovery period,
every effort should be made to test out the entire plan
in as real a scenario as possible.

SUMMARY

For many years, users have taken for granted the
ongoing operation of their computer and telecommu-
nications systems. Users have become complacent,
assuming that telephone services will always be avail-
able. Very few plan for their own mortality; however,
it is important that you learn to think “tactically” if
your business and that which supports your liveli-
hood is to survive. Each year we are confronted with
some form of potential disaster. If your planning is
complete, you will be able to survive to some level of
recovery. At present, off-the-shelf recovery services
are limited and much depends upon the user’s re-
sourcefulness. In this report we outline some of the
basic elements related to the disaster recovery plan-
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ning process. In addition, we identify some of the
off-the-shelf vendor support available. Users should
not fail to recognize their vulnerability by not plan-
ning for survival; disaster recovery planning is a vital
part of the business plan.

DISASTER RECOVERY RESOURCES AND
SERVICE PROVIDERS

Network Disaster Recovery Resources

One resource that has been around for some time has
been AT&T ACCUNET reserve T1 service. This ser-
vice provides a user with a standby T1 circuit as a
direct access link to a disaster recovery center. Com-
mercial recovery service centers such as Comdisco,
Sungard, Hotsite, and Corporate Computer Services,
which are discussed later, have incoming ACCUNET
T1 reserve service available to their clients. AT&T
does not offer a disaster recovery service for its voice
systems; however, its maintenance policy supports
rapid deployment of any AT&T system that may be
destroyed as the result of a disaster.

Recently, disaster recovery communications pro-
grams have been announced that may be worth con-
sidering. These are satellite (VSAT) services that
provide for on-demand or interactive services to sup-
port point-to-point transmission at the T1 or 56K bps
level. Contel ASC provides this service via its Chan-
nel Management Services. Channels can be estab-
lished once the VSAT terminal (satellite earth station)
has been installed; activation takes about 15 minutes.
Transmission applications include voice, data, fax,
and video; however, echo cancellation equipment
may be required to support these applications. Contel
ASC provides a turnkey consultation support service
that includes all engineering and design aspects.
Monthly lease for the earth station is $2,500 per loca-
tion plus $300 per hour for airtime. There is also a
network control fee of $1,000 per month covering the
user’s network; custom pricing is available to support
special requirements. The contact for this service is
Luis Valencia (301) 251-8479.

CertainT-1 is GTE Spacenet’s disaster recovery prod-
uct. This is also a VSAT-type program offering both
interactive and dedicated point-to-point service on
demand. CertainT-1 also provides a dedicated 56K
bps channel over the same earth station that can be
used when not in a disaster mode. The CertainT-1
package is preengineered and includes echo cancella-
tion equipment. CertainT-1 provides for both disaster
recovery and scheduled service. As part of its pack-
age, GTE provides for quarterly testing of the in-
stalled system to insure readiness in case of a disaster.

COPYRIGHT © 1989 McGRAW-HILL, INCORPORATED. REPRODUCTION PROHIBITED

DATAPRO RESEARCH, DELRAN NJ 08075 USA



NM20-500-212
Network Management Functions

Disaster Recovery Planning in an
Integrated Network Environment

Monthly costs range from $2,000 to $2,500 for the
VSAT earth station plus $250 per hour for scheduled
time with a $1,000 per-day ceiling. Disaster recovery
time costs $750 per hour with a $4,000 per-day ceil-
ing. The contact at GTE Spacenet is Mary Henry
(703) 848-1522.

Loral Terracom has introduced a packaged micro-
wave system called InstaCom for DS1 through DS3
transmission. It can support full-duplex, point-
to-point transmission in support of voice, data, or
video applications. There are several available ver-
sions of the system which can be customized to the
user’s needs, including fixed plant-type configurations
as well as containerized self-sufficient modules which
can be rapidly deployed. Cost ranges from $80,000 to
over $200,000 for a full-duplex system that is field
deployable. Several systems can be used back-to-back
to establish a relay system to extend the microwave
signal. As part of the user’s disaster recovery plan, the
user must file with the FCC for a frequency clearance.
In addition, the user would need at least two test
transmissions per year to retain the frequency clear-
ance for use during a disaster recovery. The contact
for Lorral Terracom is the Marketing Department at
(619) 278-4100.

There are two companies offering specific programs
aimed at disaster recovery of voice communications.
These companies specialize in supporting the local
serving utilities and government agencies in disaster
recovery. One is Rotelecom, an affiliate of the Roch-
ester Telephone Company, which provides an engi-
neered, tailored disaster recovery support system for
specific user requirements. Rotelecom’s engineered
service is designed around a mobile support system
for both voice and data communications as well as
radio communications. A fully ruggedized system, it
is capable of rapid deployment in all kinds of envi-
ronments. At present, it supports governmental agen-
cies under special contract. Pricing is based upon the
user’s exact requirements. A contact for this program
i1s Gene Kollmeir (716) 274-5480.

Redcom, located in upstate New York, manufactures
test products for the telephone industry. It recently
introduced a modular stacked unit that can support
up to 48 ports. The system can be carded as either an
analog or digital voice system. A single unit measures
26 by 18 by 32 inches and weighs approximately 100
pounds. The unit (SBX 384) can be easily located on
a desk or table with administration handled through
an RS-232-C port and any asynchronous terminal or
any DTMF telephone. It supports all types of trunks,
e.g., CO, 4-wire E&M, TIE, or FX; however, it will
only support 2500/500-type straight sets. The basic
system can be powered by a small power generator, or
it will work off of 115/230 V AC where available. At
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idle, the unit draws less than 75 watts from the avail-
able power source. These units can be purchased with
a special modular container equipped with a com-
plete support system. The basic systems can be
stacked and interconnected to provide sufficient port
capacity for a Class V office. These units have been
purchased by some Bell Operating Companies and
the federal government, including DOD and the Fed-
eral Emergency Management Agency (FEMA) for
prepositioned telecommunications support to insure
rapid deployment in time of emergency. Individual
48-port units sell for approximately $23,000 to
$25,000 (unit price quantity one). The contact at Red-
com is Dave Ross (716) 924-7550.

Disaster Recovery Service Providers

Comdisco

Comdisco is one of the largest and most comprehen-
sive service providers. It offers hot, cold, and shell
locations in seven geographic areas throughout the
U.S. These include Wood Dale, Illinois; Atlanta,
Georgia; San Ramon, California; Cypress, California;
Grand Prairie, Texas; Carlstadt, New Jersey; North
Bergen, New Jersey; Cranford, New Jersey; and
Bridgeport, New Jersey. Comdisco provides support
for IBM 4300 and IBM 33XX CPUs, 3705, 3725,
3745 FEPs, plus some Digital Equipment Corpora-
tion and Tandem computer equipment. It also remar-
kets check processing centers offering IBM 3890
MICR reader/sorters for check processing in Colo-
rado, Illinois, South Carolina, California, and New
Jersey. There are mobile 327X cluster controllers for
deployment to customer remote sites to tie them into
the service center. It also maintains vault service in
Carlstadt, New Jersey. Comdisco provides cold sites
and shell sites and will lease systems configured to its
customers’ requirements to support these leased shell
sites. The centers all have sophisticated voice and
data communications arrangements with VSAT
backup. In addition, Comdisco offers its Comline2 +,
Muxlink, and AT&T ACCUNET communications
network arrangements to support access to its service
centers. Comdisco also provides relocatable shells
which are preengineered to a user’s requirements.
These “shells” are freestanding, panelized buildings
that can be transported to a user’s site, complete with
all environmental controls and utilities in place.

The cost of this service depends upon square footage
requirements and is based upon the exact user re-
quirements. Comdisco prices range from $1,000 to
$20,000 per month for service access. In addition,
there are notification and daily use fees as well as
other service fees based upon the type of access and
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use of other facilities. Digital Equipment and Tan-
dem system fees range from $1,800 to $4,000 per
month plus notification and daily use fees. The Com-
disco number in Rosemont, Illinois is (312) 698-3000.

Hotsite

Hotsite, Inc. maintains sites in Niles, Ohio; Raleigh,
North Carolina; and Boston, Massachusetts. Its ser-
vice is similar to that of Comdisco and caters to the
midrange computer user. It supports the IBM 30XX
and 4300 CPU as well as IBM 3705, 25, and 45 FEPs.
It also has both 3890 and 1441 MICR check/sorter
support and offers both cold and shell sites that are
computer ready. Unlike Comdisco, it does not lease
equipment but will act on a customer’s behalf to
acquire equipment for a shell site. Hotsite provides
an innovative, mobile, relocatable shell support pro-
gram aimed at the small user market that employs
Digital, Wang, Data General, and other similar mini-
computer systems. Hotsite will supply any computer
configuration common to users’ needs. Users contract
for this service over five years and, in the event of
disaster, a fully configured system, including the re-
quired people space, is delivered to the customer site.
There is a full range of telecommunications support
as well as backup telecom facilities for integration
with the user’s network. Pricing ranges from $900 to
$2,500 per month for service access plus disaster acti-
vation fees that range from $1,000 to $5,000 plus
daily use fees from $250 to $500. The relocatable
shell service costs about $495 per month and is de-
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pendent upon space and computer configuration
needs. Activation and daily use fees also apply. Con-
tact is through the marketing department at (216)
652-9624.

Corporate Computer Service

Corporate Computer Service in New Hudson, Michi-
gan offers a hot site at New Hudson supporting IBM
4300 and 33XX CPUs as well as 3705, 25, and 45
FEPs. There is a full range of telecom access avail-
able. Contact is through the marketing department at
(313) 486-2110.

SunGard

SunGard Recovery Service operates a MEGA hot site
in Philadelphia, Pennsylvania. This site supports
IBM 30XX and 4300 CPUs as well as 3705, 25, and
45 FEPs and Comten 3595 FEPs. The FEPs can be
front ended with a matrix switch. User-supplied mul-
tiplexers can be installed in the center to support
direct user access from remote locations to recovery
center systems. The center is supported with a sophis-
ticated telecommunications access arrangement that
includes fiber, ACCUNET T1 facilities, and backup
telecom support. There is a mobile System 38 that is
also available. Contact is through the marketing de-
partment at (215) 676-0600. O
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This report will help you to:

« Establish a Help Desk for your own network.
» Determine basic Help Desk functions.
» Design a structure for network problem records.

The goal of network management, regardless of net-
work size or equipment, is to keep the network up and
running smoothly. As the size of a network increases,
so do the problems. In a network with under 1,000 de-
vices, about 5 percent of the end users will call for help
every day. This figure increases to 20 or 30 percent in
the largest networks. While not all problems result in
lost work time and, therefore, lost revenue, many may.
Other difficulties may only annoy end users and in-
crease their frustration with the network. The effect of
frustration is hard to measure in dollars, but its cost in
lost productivity is real. See Figure 1 for an estimate of
calls per day related to the number of devices.

Keeping a network cost effective and efficient, as well
as reducing user frustration, requires quick resolution
of network problems. One solution to effective prob-
lem management is a Help Desk. Conceptually, a Help
Desk is a clearinghouse for reporting and resolving
problems. Each time a user calls, the Help Desk tracks
the difficulties—documenting what they are, how they
are resolved, whether they occurred before, and any
other pertinent information. Problems can take many
forms: hardware, software, documentation, proce-
dures, security, etc.

This report was developed exclusively for Datapro by Judy Van
Tijn, a free-lance writer and systems training consultant. Ms. Van
Tijn has eight years in the PC and data processing industry, with
experience in editing, developing documentation, and creating PC
training courses.
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The Help Desk can be as simple as one person answer-
ing calls or an electronic mailbox for messages about
problems. It can be as complex as the network re-
quires.

HELP DESK FUNCTIONS

A Help Desk’s exact functions must be determined at
the beginning of network planning. Depending on the
network, these functions can range from simply resolv-
ing problems to overseeing the entire network, includ-
ing inventory and maintenance procedures. Without
procedures for reporting, recording, and tracking prob-
lems, however, valuable time can be lost in redundant
effort. Two or three people can be chasing the same
problem and not know it. The problem could have oc-
curred before and been solved, and the information
later lost. Table 1 lists some common network prob-
lem categories and the job titles of staff members who
typically receive the calls, in the absence of a central
Help Desk.

Centralized reporting and recording of problems leads
to better corporate management of networks. Accord-
ing to Mr. Gypsy Munoz, data control administrator at
Affiliated Banks Service Company in Colorado, a Help
Desk combined with a problem tracking system defi-
nitely provides the best solution. In any organization,
problem management is key to quality assurance. Par-
ticularly when network users are also customers, the
system loses integrity if problems are not resolved
quickly and efficiently. A good problem management
software package can shorten response time to five
minutes or less by automatically alerting
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Devices Problems/day Cost/year
100 5 $62,500
500 25 $312,500
1,000 50 $625,000
5,000 250 $3,125,000
10,000 880 $11,000,000
50,000 11,500 $143,750,000
100,000 40,000 $500,000,000

Source: Peregrine Systems
Figure 1. This figure shows the average costs associated with
outages due to network problems. The cost calculation assumes
that an average call translates into an outage of one half user-
hour, that it takes one half technician-hour to resolve, and that a
Sfull-time equivalent person (FTE) costs $100,000 per year.

the right person to handle a problem and keeping a
database of past problems and resolutions. Further-
more, some packages allow all aspects of network
inventory and maintenance to be correlated through
the Help Desk. This can assist in identifying recurring
problems and repeated failures and aid preventive
maintenance. Various software packages are available
to automate Help Desk functions, but network man-
agers can use any relational database for simply track-
ing problems if it is carefully designed.

ESTABLISHING A HELP DESK

Key elements in establishing a Help Desk include:
¢ A clear understanding of Help Desk functions

¢ Management support

» A well-designed tracking method

As discussed previously, basic Help Desk functions
include centralized reporting, standardized recording,
and comprehensive tracking of trouble calls. Other
more sophisticated functions, such as controlling in-
ventory and maintenance procedures, may be added.

When seeking management support, it is important
to stress that Help Desk setup costs are offset by
savings in network availability.

A well-designed tracking method should be based on
the problem life cycle and reflect specific Help Desk
functions. A problem record is opened when someone
calls into the Help Desk asking for assistance. The
record is updated to maintain an audit trail of every-
thing associated with the problem and, when the
problem is resolved, the record is closed. Information
about that problem is then available for reporting,
analysis, and historical reference. The quality of in-
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formation gathered during this process will affect the
Help Desk’s ultimate effectiveness.

It is critical to record all problems, no matter how
trivial or how quickly solved. Program features that
minimize keystrokes and make entry quick and sim-
ple maximize the likelihood that problems will be
entered. Unrecorded problems can hinder network
management and reduce the Help Desk’s effective-
ness. If all calls are not logged in, important informa-
tion can be lost, and easily resolvable and preventable
problems can wind up generating the majority of
calls. For example, one organization may allow users
to change passwords every week, creating confusion
among end users and swamping the Help Desk with
calls. Restricting password changes to once a month
could provide adequate system security while reduc-
ing the number of problem calls.

BASIC CONCEPTS

The Problem Record

A problem record should contain fundamental infor-
mation about the problem: what it is, its category, to
whom it is assigned, when it was reported, the config-
uration of affected equipment, who reported it, how it
was resolved, any previous problems with the item,
and a unique identifier for labeling the specific prob-
lem. Determining exact fields for any given problem
template depends on the specific network being im-
plemented and the functions it will perform. If inven-

Person Receiving
Problem the Problem Call
On-line ABENDS
Batch ABENDS
Lost reports
VTAM vary ACTIVE
TSO cancel userid
Bugs (system)
Bugs (application)
B37 ABENDs

Operators

Applications Programming
1/0 or Production Control
Network Control
Operators

Systems Programming
Applications Programming
DASD Management

Dataset lockouts Operators

Terminal/line problems Network Control

Forgotten password Security

Tape problems Tape Librarian

Scheduling problems Operators or
Production Control

PC problems Infocenter

End user help Customer Support

Table 1. Some typical categories of trouble calls. MIS managers
in medium to large networks are rarely aware of the actual
number of trouble calls they receive. This lack of awareness is
because the calls are not logged and are not received by a central
Help Desk.
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tory, configuration, or change information is part of
the same database, fields to track this information
must also be defined.

Whenever possible, problem information should be
automatically filled in from the database. For exam-
ple, when a person enters a problem about a terminal,
the program should automatically fill in additional
information about who owns the terminal, what it is
supposed to do, what line it is on, what software it is
running, and any previous problems. Automatic data
entry accomplishes three things: it guarantees data
integrity, minimizes keystrokes, and creates/stores a
“snapshot” of the network at a particular moment in
time.

Typically, a problem is reported about a device that
may then be moved to another system or line. In such
a situation, the assignment group cannot fix the de-
vice because it has been moved. Alternatively, a de-
vice fault may be secondary to another problem
already reported; for instance, it may be connected to
a controller that is down. With accurate data auto-
matically filled in, the problem record preserves the
network’s status at the time the problem occurred.

Network personnel should be able to search online
any field in the problem template. If it were possible
to know in advance what problems would occur, they
would not become problems. Furthermore, it is not
possible to predict criteria/fields on which people will
want to search. The greater the flexibility, the more
information available in an emergency. Although not
necessarily efficient, many answers can be found by
thorough searching.

Problem Categories

Every network problem must be categorized. A typi-
cal Help Desk employs 10 to 30 categories for defin-
ing problems, which reflect specific network elements.

Each category has its own data entry template, a set of
fields that ask for specific information pertaining to
that category. Different problem categories have dif-
ferent severity levels. If the mainframe or centralized
server is down—critical problems—different people
should be notified than if the problem is a single
terminal failure. Different categories, therefore, imply
different procedures.

It is often necessary to change a problem’s category
after one has been assigned. It may have been re-
ported as a terminal or printer problem but actually
be a line or software problem. It may also be neces-
sary to reopen a problem that had been resolved.
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Both these capabilities should be designed into the
problem management system.

Assignment Groups

Assignment groups are responsible for fixing cértain
categories of problems. Programmers, hardware spe-
cialists, and communications maintenance all consti-
tute different assignment groups. Different kinds of
problems are handled by different specialists. As soon
as a problem record is opened, the relevant assign-
ment group should be notified. Ideally, this happens
automatically as soon as the problem’s category is
entered.

Alerts

The Help Desk system should track a problem
through alerts, of which there are at least three kinds:

1. An escalation or activity alert. This occurs when a
preset amount of time passes and an opened problem
remains unresolved. The amount of time is deter-
mined by severity and other parameters. The assign-
ment group is notified that the problem is overdue.
These alerts escalate at preset intervals with higher
and higher levels of management being notified until
the problem is resolved. Alerts can keep problems
from falling between the cracks.

2. A “buck passing” alert, which is triggered if a
problem is passed around too many times.

3. A deadline alert. If the problem remains unre-
solved after a certain amount of time, an alert should
be created no matter how hard someone has worked
to solve it. Management can then decide whether to
commit more resources.

Duplicate Checks

The ability to check for duplicate problem records by
searching for duplicates of any field is very impor-
tant. This can include searching on location, software,
device type, serial number, etc. Opening two prob-
lems on the same item causes needless aggravation. It
can also create confusion and dissipate resolution ef-
forts if, for example, one problem is opened for a
downed controller, and another is opened for a
downed terminal connected to that controller.
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Reports

One of the major benefits of a well-designed problem
management system is report generation. Manage-
ment reports summarizing problem activity, mean-
time-between-failure (MTBF), and mean-
time-to-repair (MTTR) provide important decision-
making support. Operational reports are important in
providing continuity between shifts. More sophisti-
cated tracking systems can provide inventory, main-
tenance, and configuration management information.

Availability tracking is also a major benefit. Network
availability can be measured in many ways, as fol-
lows:

» Explicit outage, the percentage of time a component
is out.

o Implicit outage, the amount of time a component is
out because something it depends on is out.

» Perceived outage, outage which is only measured
during operating hours.
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The preceding information should be automatically
and continuously updated as problems are encoun-
tered.

CONCLUSION

Establishing a Help Desk with a well-designed prob-
lem tracking system offers several benefits. It allows
information to be integrated across a complex net-
work and provides a historical view of network prob-
lems. This reduces the time between problem
occurrence and problem resolution, increases system
availability, and pinpoints emerging problem areas. It
can boost users’ confidence in the network.

Information and the ability to use it effectively are
becoming a corporation’s biggest asset. The network
in which that information resides and across which it
travels is key to the information’s usefulness. A Help
Desk is one essential part of managing that network
efficiently. O
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This report will help you to:

» Reduce network downtime by developing a comprehensive

maintenance plan.

 Discover the hidden costs of neglecting user education in your

organization.

» Develop a new approach to maintenance which will save your

company time and money.

Nowadays there is much talk of managing technol-
ogy. But what is technology, and how does one man-
age it? How can a technology manager best supervise
two fundamentally different elements—the technol-
ogy and the human users? Certainly, attempts to
manage what one fails to understand is an exercise in
futility, particularly with respect to network manage-
ment.

You can easily find out how little others, even your
technical colleagues, understand about a network
manager’s job functions. Ask a wide sampling of tech-
nical, management, and clerical staff to define the
term network, or describe it as they understand it.
The most common explanation will resemble “all of
the wires and plugs that connect computers, tele-
phones, etc.” You will be disappointed with the qual-
ity of explanation, even from the technically adept
staff—programmers, systems analysts, and even those
who work on the network itself.

Because they fail to understand it, very few people
will try to explain the purpose of the network and,
most importantly, the human interaction that is cen-
tral to the efficient working of a network.

This report was developed exclusively for Datapro by Anand V.
Rao. Mr. Rao is president of Rao Communications, a technology
reporting service based in New York City. Rao Communications
specializes in technical documentation, market analysis, and re-
porting.
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PUTTING THE NETWORK BACK IN
CONTEXT

Networks do not exist in a vacuum. A network, how-
ever automated, connects human users. A network is
a classic example of a technological facility interact-
ing with humans. Even the most automated networks
demand constant human supervision to make them
work. Networks, like human beings, constantly fail to
perform—for any number of reasons, and a successful
network manager must be prepared to address errors
from both quarters.

Managers of technology must contend with the fast
shrinking distance between technical facilities and
end users. Human buffers between them, such as tele-
phone switchboard operators, have all but vanished.
Nearly every office desk boasts a PC or terminal, and
a modem-equipped telephone. These desktop systems
grow ever more powerful, sophisticated, and easier to
use. It no longer takes technical knowledge to use
desktop electronic facilities. Most users have no idea
how these devices work, nor do they much care—they
simply appreciate their ease and convenience as tools
for communication and expect them always to work.
More and more users are connected to the networks,
with access to centralized data bases and other com-
puters, but few are trained in using the network com-
munication facilities.
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Figure 1. A simple diagram depicting a major link in the network of a large financial corporation. By developing documentation and
diagrams such as this, the organization conveyed to its end users an overall picture of how the network functioned.

When trouble hits, users complain about the whole
system and deny any fault. The network manager
must anticipate that the system will fail, commit er-
rors, and otherwise perform badly. Indeed, one of the
primary job functions of the network manager is to
prepare for network errors and failures. A successful
maintenance plan involves providing suitable means
to remedy errors, and ensures that the network con-
tinues to operate without interruption. Even the most
sophisticated network management and control facil-
ity cannot overcome problems arising from a poorly
planned maintenance strategy.

UP THE DOWN NETWORK: A CASE
STUDY

This section describes the international network of a
major financial organization. The experiences of the
users in the organization are typical of those who
interact with large networks.

The organization network consisted of several main-
frame computers, front-end processors, multiplexers,
voice/data integrators, electronic and voice-mail sys-
tems, links to outside facilities (provided by more
than one phone company), and satellite linkups to
offices in several countries. (See Figure 1.) Their net-
work had so many problems that it seldom operated
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as planned. Before logging on, most users invariably
asked, ““is the network up or down?”

When problems occurred, the network management
staff huddled in conferences and hunched over con-
trol terminals trying to get the network working again.
While the able network manager and maintenance
staff usually restored service quickly, it was evident
that the networks did not meet users’ expectations.

The Users

The network users could be classified broadly into the
following categories:

» Management staff who enjoyed some priorities and
higher access levels.

o Clerical staff with lower access levels and lower
priorities.

» Technical personnel, such as programmers, opera-
tions staff, and others.

The network was used to access several offices out-

side and inside the country by various levels of voice
and data users. Also, it downloaded files used in

JUNE 1989

DATAPRO RESEARCH, DELRAN NJ 08075 USA



NM20-700-203
Network Management Functions

Designing a Practical Network Maintenance Strategy

running several programs on the company’s main
computers, located in its headquarters in another
country.

An in-house survey of the network revealed:

» Most users had no idea how the network functioned.
They had no idea what was connected to what, and
how the desktop keyboarding that they performed
enabled the network to perform the functions.

¢ The operations staff did not know what happened to
the data once it was transmitted out of the front-end
processors. For instance, very few of them knew the
existence of a communications control room, or
had any idea about the functions of the network
maintenance personnel.

« Upper management considered the functioning of
the network too technical. While upper managers
approved $50 million to build the network, their
involvement in managing it was limited to com-
plaining when it did not work.

* Few users, even at highest levels, knew the overall
functional objectives of the network.

* No network diagram/graphics was available to in-
form the users how the entire network functioned.

Furthermore, the survey revealed no systematic error
logging procedures, nor any operations documents.
No training or error recover/trouble-shooting docu-
mentation was available. Moreover, no formalized
procedures existed to report errors and network fail-
ures. Many users thought that the operations staff in
the computer room was responsible for fixing prob-
lems. Others called programmers to complain about
network problems.

Perhaps most important, the survey discovered that
several network failures would have been prevented
had users understood how the system functioned and
been trained to use the network efficiently. While not
necessarily typical of all networks, these survey re-
sults provide useful insights which can help prevent
failures in all large corporate networks.

MAINTENANCE IS A STATE OF MIND

Most network users approach network maintenance
as a them vs us issue. “Them” refers to technical staff
who have the know-how and the responsibility to fix
the problem. Many users don’t even know how to
describe the problem(s) they are experiencing, and yet
expect the maintenance staff to know what they are
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talking about. Others view maintenance as “it’s your
responsibility and you fix it.”

Even the managers who authorize huge expenditures
for installing the networks—influenced by their own
staff, consultants, and vendors—think of mainte-
nance as a ‘“‘service contract” issue. Most managers
view maintenance as problems that almost inevitably
require vendor assistance. Managers using this ap-
proach feel that they have an adequate maintenance
strategy as long as the vendor responds “yes” to ques-
tions such as, “Do you have a 24-hour service phone
access?” and “Are your maintenance engineers avail-
able when we need them?”

Other users, including network managers, think of
maintenance as a “fixing the fault” issue. They em-
phasize getting the system working again as soon as
possible. Others view maintenance as a purely con-
tractual question, and spend a lot of time arguing
about dollars and cents issues in a typically incompre-
hensible contract document.

Very few believe that network management involves
everyone’s active participation, regardless of the us-
er’s access level and technical sophistication. Success-
ful network maintenance requires that it be made an
overall management concern—a policy matter and
even a state of mind. It transcends the borders of
narrow departmental concerns and the temptations to
fix blame and pass the buck. Maintenance starts be-
fore the network fails and before it is installed; main-
tenance begins with the network plan.

THE HUMAN FACTOR: STILL THE VITAL
ISSUE

Despite the capabilities of today’s technology, main-
tenance and error detection involves much more than
electronics to fix problems quickly. Human ingenuity
and problem awareness remains the crucial factor.

El Al Airlines: Human Ingenuity at Work

For instance, most airlines and airports have installed
sophisticated detection equipment to deter terrorists.
Detection equipment is by no means foolproof, how-
ever. El Al Airlines, a prime terrorist target, does
most of its baggage and passenger checking by trained
security personnel. More than once, El Al security
staff has discovered explosive materials hidden in
luggage—even after the baggage passed electronic sur-
veillance checks. El Al has the best safety record of all
airlines and has never been hijacked or harmed by
terrorists.
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Figure 2. An electronic mail facility linking New York and Sydney, Australia. A simple diagram such as this can explain to operations

staff the overall purpose and objectives of the network.

In formulating maintenance policies, network manag-
ers can benefit by emulating El Al’'s example. While
network management and error detection tools need
not be discarded, maintenance should emphasize
training of maintenance staff and all network users.
For example, El Al’s security efforts are not limited to
the personnel who check baggage and interview pas-
sengers before they board the flight. Every crew mem-
ber is trained to spot potential trouble and report it as
clearly as possible to those who can handle it.

While sophisticated test and error detection equip-
ment is vital to successful network management, it
should not displace the importance of human inter-
vention and maintenance awareness.

Using the Tools

Operators need skills to decipher and analyze the
displays of even the most sophisticated troubleshoot-
ing instruments. Quite often, the error messages are
vague and difficult to understand. In many cases, the
instrument indicates error conditions, but remedial
measures require human analysis and judgement.
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No two networks are the same; and qualified, trained
maintenance personnel are always in short supply.
Thus, it is very important to recruit suitable staff and
train them on the network’s specific requirements.
Staff education should go beyond error detection and
correction to include an explanation of the overall
network’s purpose and objectives. (See Figure 2.)

OPERATING STAFF: CRYING FOR
RESPECT

Most operators in data processing and communica-
tions environments bemoan their lack of recognition
in the organization. Although operators perform im-
portant tasks, organizations typically view operators
as those who load, unload, and log. Often, the opera-
tors’ talents and know-how are poorly used. Because
the operator’s role is often viewed as a dead-end job,
the occupation suffers from high turnover and attri-
tion rates.

Operators functions are often limited to performing
routine work. Most are not required, and are often
discouraged from, knowing anything beyond the im-
mediate necessities of what they do. Many don’t even
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- know why they perform their routine chores and what

happens in the network in the aftermath of their
work.

Many operators are talented and can be trained to do
some network maintenance tasks. With suitable train-
ing and recognition of their job’s importance, opera-
tors can detect network failures. Operators should
understand overall network functions, how the whole
system connects, the importance of each unit, and
their own role relative to the complete system. They
should be trained and rewarded in network failure
detection tasks, which can be performed without in-
terfering with their routine work.

USER EDUCATION IN NETWORK
MAINTENANCE

Although the network exists, for users, most have
little idea how the system works. Perhaps users do not
require an in-depth understanding of the system, but
they should be trained not to commit the common
mistakes that cause so many problems. Also, training
can increase their awareness of the network. They can
be trained in some dos and don’ts in using the system
and learn the proper protocol of error reporting—how
to describe the problem, and whom to report it to.

Even technically adept users, such as programmers,
technical managers, and others, need help in knowing
how to use the network. Amazingly, most organiza-
tions have no network user-manuals or materials that
describe the networks’ business purpose. Most com-
panies don’t even have a system diagram that shows
how the various parts of the network are connected to
one another.

THE NETWORK: A REVENUE CENTER?

In today’s environment, where technology now sits
on the office desk, managers generally view data pro-
cessing and network facilities as direct cost centers.
This is particularly surprising, considering that the
very survival of many organizations and their ability
to compete in today’s marketplace depends on the
quality of their data processing and network facilities.

Senior-level management expects an expensive net-
work to perform well without much maintenance.
Managers tend to purchase vendor maintenance con-
tracts and expect that to solve all problems. Typically,
senior management’s attitude is “why spend more
money in training users and operating personnel in
maintenance procedures when the vendors are paid
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to do it?” Network managers must persevere in con-
vincing management that the money invested in
training is well spent.

Making a Case for Training

The following points explain why training is impor-
tant regardless of the money already invested in
maintenance contracts:

« Vendors supply only parts of the system. They are
not responsible for the entire network.

e The network is configured according to the user’s
needs, not the vendor’s. As such, the problems are
specific to the network.

« Most network failures and consequent damages are
due to incorrect usage and lack of trained personnel.

« It costs more than you think when the network is
down for an hour. Make a rough estimate of the cost
of network downtime. While this will be an edu-
cated guess, at best, it will provide good material to
shock management.

* Your company can save money by implementing a
‘comprehensive maintenance strategy. Explain to up-
per management how instances of downtime could
have been avoided, had users known how to detect
errors and potential problems. Translate the down-
time into dollars and project out how much the
company can save by instituting a user-training pro-
gram as part of a comprehensive network mainte-
nance strategy.

Preventive maintenance costs little compared with
the cost of fixing the network after it fails.

ISOLATING THE PROBLEM—NOT THE
USER

The network manager must locate a problem before
attempting to solve it. Locating the problem involves
isolating it. Successful network maintenance strate-
gies must provide the means to locate and isolate
problems, as well as the facilities to fix them as soon
as possible.

Users trained to understand the importance of their
role in network maintenance can help network man-
agers tremendously in locating and isolating prob-
lems. On the other hand, isolating users from
understanding and participating in network objec-
tives is counter-productive. Users must be trained
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and made aware of their responsibilities in the
smooth functioning of the expensive facilities they
use.

User education and involvement goes a long way in
maintaining the network. A comprehensive user
training course should:

¢ Educate the user on the overall functioning of the
network. This includes what is connected to what,
how the network achieves its objectives, and how
the system translates the user’s keyboard input into
objectives. This information need not be very elab-
orate or technical; just sufficient to acquaint users
with the system like a good map. (See Figure 3.)

» Train the user in using the desktop facilities to
access the network. Quite often, the users don’t
really know why they should enter all the required
information during logon and other procedures.

» Provide the user with manuals and other tools to use
the system. Update the manual as soon as changes
occur in the network.

* Train the user to clearly describe the problems they
experience. Provide users with a number that they
can call for help.

« Establish error reporting procedures. Include steps
for error logging and problem resolution.

e Conduct periodic ‘“‘system acquaintance and
training” sessions to inform the users of the changes
in the network.
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MONITORING NETWORK
PERFORMANCE: A COMPONENT OF THE
MAINTENANCE STRATEGY

It is amazing how much networks are taken for
granted—most maintenance is patchwork. Little ef-
fort is made to tune up and improve network perfor-
mance. Few organizations maintain a network
performance log or any other formalized record.

Numerous network management tools on the market
can display and log network performance. To be ef-
fective, however, they must support the overall main-
tenance strategy. Quite often, such tools are merely
used when the network shows signs of trouble—
rather than continually monitoring overall perfor-
mance.

Often, staff members specialize in certain mainte-
nance functions and may even discourage others
from participating in their work. Even in large net-
works, it is not unusual to find only one or two
technicians who can operate a certain network moni-
toring device. Thus, if the network fails, the absence
of one specialist on a given day may mean that the
fault cannot be fixed, especially if the organization
maintains little or no documentation on the total
working of the network. Monitoring a network with-
out adequate documentation, graphics, and materials
that describe the functional and business objectlves of
the system, is counterproductive.

Regular network monitoring must be made a part of
the maintenance procedure and should include:
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* Monitoring the physical status of network compo-
nents. This includes the hardware, transmission fa-
cilities, interfaces, cables, etc. It is absolutely
necessary to keep a log on their conditions.

* Monitoring performance. This includes network
use, traffic volume, response time, line and inter-
face availability, capacity, etc. Once again, regular
logs should be maintained.

» Keeping track of user complaints. User complaints
reveal shortcomings in user education and, quite
often, the inadequacies of the network itself.

» Monitoring the patterns of network problems. Net-
works often are prone to persistent problems within
certain sections of the system.

» Monitoring vendor maintenance performance. It is
essential to monitor and log all vendor maintenance
performance.

* Monitoring personnel performance. This can be
done without putting them under unnecessary pres-
sure.

* Periodic user and network manager meetings. A lot
can be achieved in these encounters.

The financial organization described previously in
the “CASE STUDY?” instituted all the above moni-
toring functions, and thereby eliminated several of its
constant problems.
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HELP DESK OR COMPLAINTS KIOSK?

The help desk staff is often placed there on a short
term basis, and members view their situation as a
temporary assignment. The staff tends to hide behind
jargon and offers users explanations that are difficult
to understand. Help desks should be operated by
trained personnel who have the patience and the right
attitude for the job.

In many establishments, help desks do not log calls.
The importance of logging can not be overstated. The
quality, frequency, type, and repetitiveness of help
desk calls reveal a lot about network problems.

Network managers can use help desk logs to plan for
training, maintenance, and other management func-
tions. Additionally, the help desk is an essential part
of the network’s overall maintenance strategy. A cen-
tralized help desk is vital to the efficient functioning
of the network.

Network maintenance is often beset with problems
merely because the work is considered a chore. Often,
maintenance is performed as needed, rather than as a
long-term, planned function. A well-conceived, docu-
mented, and judiciously implemented maintenance
plan can contribute significantly to the overall man-
agement strategy of the network. Ignoring or relegat-
ing maintenance to secondary status can prove
costly. O
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Management

This report will help you to:

» Understand the concept of integrated network management.
« Examine the relative importance of IBM’s NetView, AT&T’s

UNMA, and Digital’s EMA.

» Anticipate future trends and scenarios for network management

systems.

Integrated network management is a new definition
of network architecture. Although there is currently
more smoke than substance regarding the topic, IBM
has raised upper management’s awareness to its criti-
cality and to the increasingly serious network man-
agement situation which exists today. IBM flew in
upper managers, many of whom were from the largest
corporations, and convinced them that network man-
agement was a major strategic issue. Correct imple-
mentation could lead to increased productivity,
availability of information, control of service dollars
and procurements through ongoing capacity plan-
ning, and many other familiar benefits.

IBM has also raised upper management’s expecta-
tions. However, upon management’s urging, MIS di-
rectors inquired about early delivery of NetView—
only to be shown a view graph by IBM
representatives. That situation has presumably been
at least partially remedied with recent product an-
nouncements. ’

Network management is not a new concept. Network
management systems have been commonly called ac-
counting systems, network diagnostic tools, and vari-
ous other names. The current experience is that
networks change quite a bit over time. Network archi-

This Datapro report is based on “Future Scenarios for Network
Management,” by Vince Barrett, Ernst & Whinney, from Telecom-
munications, January 1989. © 1989, Horizon House-Microwave
Inc. Reprinted by permission.
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tectures are no longer homogeneous; i.e., almost ev-
ery network in the industry is a hybrid of local area
networks (LANS) tying into Systems Network Archi-
tecture (SNA) or X.25 backbones. There are visions
of integrating voice and data as well as transmission
management. Existing network management products
do not readily tie these different systems together. As
a result, it has been virtually impossible to get some
kind of end-to-end picture of a modern network. This
picture may be changing, however.

Is NetView or any other network management system
from AT&T, DEC, Hewlett-Packard, or an RBOC
going to provide the tools to perform the network
management functions listed in Table 1? What is an
integrated network management architecture and do
corporations really need it?

FOCUS ON PEOPLE

The tendency has been to focus on the technology
aspects of integrated network management. The real
network management issue is the lack of adequately
trained people. The hope is that technology will solve
what is fundamentally a staffing issue. In network
control centers throughout the country there are oper-
ators sitting at separate control consoles for different
disciplines such as transmission, switching, data
circuit-terminating equipment (DCE), SNA, LANs,
and other types of networks. Throughout the world,
networks are moving more toward 24-hour-per-day,
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Problem Management

¢ Problem determination

» Problem diagnosis

* Problem bypass and recovery
* Problem resolution

« Problem tracking and control

Performance Accounting Management
* Usage
* Responsiveness

* Availability
¢ Cost

Systems Management
¢ “Box’’ level problem management
* Remote operations

« Software management
 “’Lights Out’’ management

Security Management

» Disaster recovery/contingency management

The Traditional Areas

The New Areas

The “Emerging’’ Areas

Change Management

* Additions
» Deletions
» Modifications

Configuration Management

« Logical resources
« Physical resources
* Relationships

Asset Management

« Capacity planning

» Network modeling

* Overflow management

* “’Least Cost’’ management

Directory Management

« LAN management

Table 1. Network management subselts.

7-day-per-week, and 365-day-per-year operations. In
the securities industry, for example, the idea of link-
ing all of the exchanges in the world is making the
information arriving at night just as critical as the
information received during normal business hours.

The problem during the graveyard shift is that the
transmission facility in use can be less reliable than
the one used during the main shift. This means that
the best people must be in the network control room
during off-hours. The issue now becomes one of cost
to manage the network. Cost containment is driving
the industry to explore technologies such as artificial
intelligence (AI) and integrated network management
systems. The need is to develop a meaningful com-
mon verbal language for use by a reduced population
of console operators.

Demand for people will depend on architecture.
There is no real need to have a single integrated
network management data base because a single inte-
grated network management architecture will not ex-
ist in most companies. The requirements of most
companies today are much broader than the capabil-
ities available from vendor-specific network manage-
ment systems on the market now or in the near
future. Telecommunication managers should strive
for interoperable data bases when putting together
network management systems. Although there are no
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strategic products in this industry today, an interface
like Open Systems Interconnection (OSI) becomes
very important.

While many organizations may want a ‘“‘seamless”
network management system, most will opt for func-
tional integration. The absence of a network guru or a
full spectrum of networking technicians will force or-
ganizations to adopt a subsystem approach to net-
work management. For at least the next 3 to 5 years,
until meaningful relief comes from artificial intelli-
gence, network control center staffing will continue to
be a more critical problem than technological short-
falls. Although Al-based solutions offer long-term
promise, they will be slow in developing and low in
functionality for the next 36 months. The two most
critical pieces of the network management architec-
ture will be syntax consistency and interoperability
between network management data bases.

CENTERS OF GRAVITY

There are two centers of gravity in the universe of
network management systems. One center of gravity
can be represented by NetView while the other is
represented by OSI and a group of vendors like
AT&T (with UNMA), Tandem Computer, Hewlett-
Packard in conjunction with Northern Telecom, and
DEC. In between these two centers are all of the
communication vendors being pulled in both direc-
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tions. In such a bipolar universe, a vendor either
supports NetView or OSI in the same way that it
supports either SNA or OSI.

An embarrassment of the OSI community may be the
inability of OSI-based network management systems
to interoperate. Some standards are needed here. The
problem with standards is that an infinite number of
ways exist to implement them—none of which ensure
compatibility. An encouraging sign, however, is the
recent announcement of the formation of an OSI
network management committee involving many of
these major vendors, i.e., AT&T, Hewlett-Packard,
and Northern Telecom. Ironically, it is this area of
network management chaos which is the most likely
to show the benefits of the standards. Fear of
NetView will probably bring about a standard
graphics-based ‘“man-machine” network management
interface.

Another visible phenomenon is the increasing use of
“brochure compatibility” in the industry. Because
vendors have a limited amount of development re-
sources, many are marketing their ability to be com-
patible with UNMA, NetView, and OpenView. It is
not possible for manufacturers to put all of these
capabilities into their products until clear winners are
determined.

PEER-TO-PEER NETWORK MANAGEMENT

Will NetView be open at the Focal Point Level?
NetView is an open network management architec-
ture that is open in the same way that SNA is an open
network architecture—that is, as long as there is 3270
emulation. The NetView/PC is really similar to a
3270 device—it is still a master/slave management
system. Minicomputer-based systems, T1 multiplex-
ers, PBXs, and the new T3 multiplexers entering the
market will soon require a peer-to-peer level manage-
ment for passing all of the network management data.
Currently, they are prevented from doing so. The
myth of openness is not just restricted to NetView. It
is also a myth in the OSI-based network management
architectures. Open networks is a concept that is re-
ally in the eye of the beholder.

Non-IBM system vendors will ultimately force IBM
to open NetView, but not until 1990, stimulated by
possible diversion of user-buying dollars. Non-IBM
system vendors will be forced to work toward com-
mon OSI-based network management standards,
however, and the adoption of this standard will be
painfully slow. IBM will be able to capture the critical
area of network management data base, but in open-
ing NetView, will find it difficult to lock down net-
work management. In other words, NetView will not
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be sufficient and timely enough to serve as the inte-
grated network management architecture.

Optimistically, telecommunication managers will be
able to run their networks with three separate inte-
grated network management systems. IBM customers
probably will have NetView, and DEC customers will
most likely have EMA. In addition, there will be the
requirement to manage the PBXs through a carrier-
based network management system. The best sce-
nario for the near future is that three separate
network management architectures will need to be
tied together for interoperability (not integration) of
the network management data bases and through
common user interfaces.

REAL PROBLEMS, REAL ANSWERS

What do telecommunication managers do now? The
problem is that the strategic planning decisions will
require that managers make tactical decisions with
strategic implications. Managers must be able to look
ahead and determine the direction of the technology
being used and ask themselves, “Do I have to throw
away this system in 24 months if a vendor like IBM
indicates that it will announce a similar system in the
near future?”

There are fundamental decisions that managers must
make to deal with the complexities of highly stratified
networks. As networks in corporations become more
like profit centers, network managers will be adminis-
tering accounting packages, performance monitoring
equipment, network modeling tools, test equipment,
matrix switches, consoles, and data bases—the funda-
mentals of a network control center. These may not
be considered strategic, but all of this equipment is
necessary for making a network operate efficiently.

The strategic direction versus tactical necessity will
force users to make third-party network management
buying decisions. The network management vendor
marketplace will prove to be more volatile than the
LAN market—leaving a network management “trail
of tears.” Network planners should fill higher-level
network management functions reluctantly for the
next 24 to 36 months. Test and delay and delay as
long as possible. This is a time when “‘analysis paral-
ysis is your friend.” Finally, telecommunication man-
agers can focus on the fundamentals by building a
strong, sound network control center infrastructure.

In the absence of viable integrated management prod-
ucts, Al-based product breakthroughs, and full spec-
trum networking, super technicians will force
organizations to adopt a subsystem approach to net-
work management. Network control center staffing
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will prove to be a more critical problem than techno-
logical shortfalls in the next 2 or 3 years.

- NetView will be adopted by many organizations as
the strategic network management direction; how-
ever, tactical necessity will severely dilute the imple-
mentation of that direction. DCE and LAN
management will be hotly contested areas for network
management between NetView and OSI-based solu-
tions. The system vendors, but mostly users, will ulti-
mately force IBM to open NetView at the Focal Point
Level.
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The existence of NetView/PC does not mean that the
network is open because the next level also has to be
open; peer-to-peer level network management is an
absolute requirement for integrated network manage-
ment. NetView will fail to capture PBX/voice net-
work management. In the next few years, there will be
no easy decisions. Once again, the users will play the
role of systems integrator. O
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to Gain a Strategic Competitive

Advantage

This report will help you to:

 Learn how major corporations use network management systems to
increase and sustain their competitive advantage.

» Use the capabilities of your existing network management
equipment to maximize your network’s strategic value.

Traditionally, users viewed corporate networks as
mere utilities that supported the organizational infra-
structure by facilitating communications among far-
flung locations. The control inherent in private
facilities translated into substantial cost savings over
the long term—thus justifying the expense of running
one’s own network.

In the early 1980s, industry experts promoted private
networks as the means of making geographically dis-
persed companies more manageable—achieving co-
hesiveness among diverse operating units and helping
top-heavy organizations trim the burgeoning ranks of
middle management. Ideally, a private network
would promote better and more timely decision mak-
ing, translating into a more profitable business. The
ideas had some merit, but for a long time the appeal
of private networks remained focused on anticipated
cost savings and on increasing the flexibility in allo-
cating communications resources.

Today, a ground swell of opinion says that the quality
of a company’s network holds the key to serving
customers better, increasing market share, and pursu-
ing new business opportunities successfully. In the
process, an enterprise can secure strategic competitive
advantages over marketplace rivals that have not yet
awakened to such possibilities.

This report was developed exclusively for Datapro by Nathan J.
Muller. A former consultant, Mr. Muller has 18 years experience in
the computer and telecommunications industries. He has written
extensively on all aspects of computers and communications and is
the author of “Minimum Risk Strategy for Acquiring Communica-
tions Equipment and Services” (Artech House, 1989).
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Many accept this vision of the corporate network as a
competitive weapon as self-evident. Without further
explanation, however, one might be led to believe
that the particular arrangement of lines or the type of
equipment deployed among the various nodes deter-
mines the network’s strategic value.

Although certainly essential, network architecture
and components take a backseat to the network man-
agement system (NMS). The right NMS unifies di-
verse computer and communications resources and
transforms them into strategic assets that improve a
company’s competitive position and long-term sur-
vivability. Not surprisingly, then, many organizations
place a premium value on network downtime:

« A Wall Street brokerage house can lose as much as
$60,000 per minute when buy/sell instructions from
customers are disrupted.

« A state lottery can lose millions of dollars per hour
if it cannot process ticket sales when hefty jackpots
are at stake.

e An insurance company can lose its Fortune 500
accounts if it cannot live up to specified levels of
network uptime to process its clients’ claims.

As more and more companies are discovering, the
capability to maintain a strategic competitive advan-
tage rests upon the quality of their networks. The
“network” includes the high-capacity backbone,
feeder links, and drops typically associated with wide
area networks (WANSs) as well as the host, servers,
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The Texas Air network will use cross-connect systems and mul-
tiplexers from DSC Communications Corp. This photo shows a
DSC DEX CP2000 Digital Network Access System, a byte-
interleaved multiplexer that provides cross-connecting at the
DS0 or DSI level. Monitoring and control are enhanced by
connection with the DSC DEX NMS management system (see
next photo).

and terminals of local area networks (LANSs). Not
only the links and the hardware must be monitored
for proper operation to ensure maximum network
availability, but the information traversing the links
and the integrity of the applications must also be
protected. Only a comprehensive management sys-
tem can ensure network quality by providing a view
of the entire network, extending diagnostics and con-
trol to the farthest corners.

CASE STUDIES

Transportation

Among the largest private voice-data networks under
construction is that of Houston-based Texas Air, the
holding company for Eastern and Continental Air-
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lines. The network—System One—will include
20,000 miles of digital lines, tying nearly 50 cities into
a 10,000-mile, high-speed fiber optic backbone pro-
vided by LightNet (Chevy Chase, Maryland).

The main motivation for a heavy investment in a
private network is the high cost of the public tele-
phone network. Prior to setting up its own network,
Texas Air was AT&T’s seventh largest customer; its
two airline companies were spending $200 million
annually just for handling flight reservations.

When completed in 1995, approximately 115,000 ter-
minals and microcomputers will connect to Texas
Air’s System One network, providing access to reser-
vation centers and travel agencies nationwide. The
network will use cross-connect systems and multi-
plexers from DSC Communications Corp. (Santa
Clara, California) to collect and transport voice and
data communications, as well as to provide access to
IBM, Amdahl, and Unisys mainframes at network
control points in major cities. Separate management
systems control the hosts, whereas DSC’s DEX NMS
series of management systems will control the wide
area network. In addition to handling remote moni-
toring, the DEX NMS management systems may be
used for automatically rerouting traffic around failed
lines and reconfiguring the network to bypass failed
equipment. Texas Air projects a $200 million savings
by the time System One is fully implemented.

The network’s strategic importance to Texas Air is
quite substantial. Every call received over the net-
work translates into a gain of about $27, whereas each
call missed translates into a $6 loss. The restoral
capabilities of the DEX NMS systems will ensure that
the causes of lost calls are virtually eliminated. With
an anticipated traffic load of 15 million voice and 800
million data calls each month, System One might
very well spell the difference between profit and loss
in an industry that operates with very tight margins.

Banking

Like airlines, banks must reach out to customers to
stay competitive. The long-term objective of Penn-
bancorp (Titusville, Pennsylvania) in an industry that
is steadily shrinking through consolidation, is not
merely to survive, but to grow. Rather than adding
branches, Pennbancorp’s growth strategy emphasizes
acquiring other banks as the most economical way to
increase market share.

After the breakup of AT&T and the subsequent frag-

mentation of the telecommunications industry, Penn-
bancorp realized that it could not fully integrate the
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operations of other banks without first unifying and
controlling its own network.

Pennbancorp began its push to unity in 1985 by
merging the five networks of its three banks into a
single high-speed backbone network. The backbone
consolidates traffic from various regional branches,
yielding substantial savings in long-haul transmission
costs and, in turn, accelerating the payback on the
hardware required to implement the network.

To implement its high-speed digital backbone net-
work, the bank deployed five medium- and three
high-speed multiplexers purchased from General
DataComm (Middlebury, Connecticut). The five
Megamux Plus multiplexers act as “feeders,” consoli-
dating traffic from various locations for economical
long-haul transport to the three hub locations served
by GDC’s Megaswitch nodal multiplexers. The net-
work is centrally managed from the Megaswitch con-
troller located at Pennbancorp’s Oil City network
control center.

To support its trust network, Pennbancorp put into
operation 15 GDC statistical time-division multiplex-
ers, which provide centralized diagnostic and control
as well as drop, insert, and bypass capabilities. Penn-
bancorp also deployed 130 GDC diagnostic modems
which have enhanced the bank’s capability to manage
the network down to every drop location. The mo-
dem network is tied to GDC’s NETCON-70 Network
Management Controller, which provides centralized
diagnostic and control features. Dial backup proce-
dures are implemented automatically to reroute data
over the public switched network.

The combination of equipment and lines—plus the
efficiencies gained from the NMS of each type of
device—has already shaved about $500,000 annually
from Pennbancorp’s operating costs, while giving it
the flexibility to deal with a wide variety of equip-
ment and services acquired through the acquisition of
other banks.

The Pennbancorp network now consists of 200
branch offices and 87 automated teller machines
(ATMs) sprawled across the western portion of the
state, from Erie in the north to Uniontown in the
south. Its capability to accommodate the networks of
newly acquired banks helped lift Pennbancorp into
third place among banks in western Pennsylvania. It
now controls $3 billion in assets.

Air Package Delivery

Networks can also act as the vehicle through which
companies enter new markets. United Parcel Service
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The DSC DEX NMS-L management system uses a Sun Work-
station (shown above) to provide a consolidated graphics-based
interface to its DEX CP2000/1000 multiplexers and DEX CD
digital cross-connect products. Texas Air will use DEX NMS
management systems to control its wide area network, sched-
uled for completion in 1995.

(UPS) recently expanded its international air package
delivery service into 19 more countries, bringing the
total number served to 41. Such an intrepid move
would not have been possible without the company’s
two-year-old international network.

The UPS International Shipments Processing System
(ISPS) greatly reduces the delay in international de-
liveries by generating the documents needed to clear
packages through customs. The documents can be
transmitted directly to the computers of customs-
houses or customs brokerage houses serving ports of
entry. This allows UPS to begin the clearance process
hours before packages arrive. In this way, the 550,000
packages shipped by UPS to international locations
daily can be delivered to addressees with minimal
delay.

At the company’s main data center in Paramus, New
Jersey, three IBM mainframes support package-
handling operations around the world. Hundreds of
microcomputers tie into the mainframes via IBM ter-
minal controllers, which concentrate the traffic from
various locations onto high-speed leased lines—
including T1 and X.25 packet switched services. UPS
thus can track international air packages from the
point of exit in the exporting country through the
customs operations of the importing country.

UPS is well along on a five-year plan that will trans-
form its network into the transportation industry’s
most advanced communications operation by 1991.
The $1.4 billion network upgrade, which includes
several million dollars earmarked for diverse network
management systems, is expected to give the com-
pany a commanding lead over the competition in
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what UPS predicts will be a thriving business. The
market for international delivery service is still in its
infancy.

Companies of all types and sizes now view the way
they organize their communications resources as a
means to gain competitive advantages. Consequently,
such strategic resources cannot be allowed to fail; nor
can delays resulting from traffic overloads be toler-
ated. Given the increasing reliance of corporations on
their networks, the task of keeping them up and run-
ning has assumed a top priority among technically
savvy executives, who find network management sys-
tems indispensable tools.

THE WAY THINGS WERE

Only a decade ago, network management systems
didn’t exist. Building networks and getting them to
work properly were the real priorities and, by today’s
standards, corporate requirements for voice and data
communications were relatively simple (see Table 1).
Telephone service was typically provided through a
PBX or Centrex. Any “management” that had to be
done was taken care of by the local telephone com-
pany. Aside from job scheduling and preventive
maintenance on hardware, computer resources didn’t
require much management, since they were typically
used only by the company’s MIS/Data Processing
group. Microcomputers were just being introduced to
the office, so there wasn’t a big demand for LANs.

The introduction of station message detail recording
(SMDR) as an add-on to PBXs proved to be a mile-
stone in the management of voice networks. With a
service bureau or third-party software package, users
could turn raw call data generated by the PBX into
management reports detailing usage and costs, which
could be used to support decision making and plan-
ning.

On the MIS side, users contended for mainframe
access via a front-end switch. Modems were required
to access remote computers. Ordinary telephone lines
provided links for low-speed data transfer, but at the
risk of errors from a variety of voice frequency im-
pairments. Dedicated lines with conditioning pro-
vided higher quality transmissions at faster rates. The
intelligent modems developed in the 1970s for use on
leased lines offered rudimentary diagnostics and were
used for basic network testing.

Later, centralized management and control systems
appeared, allowing users to monitor the entire mo-
dem network from a single location. By the mid-
1980s, vendors were introducing more sophisticated
management capabilities and integrating them into
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many other types of products, such as multiplexers,
cross-connects, and LANs. These network manage-
ment systems give technicians the ability to diagnose
and correct problems anywhere on the network. Ad-
ditionally, the systems can even predict the likelihood
of problems, allowing operators to divert traffic from
failing lines or equipment, with little or no inconve-
nience to users.

BASIC NETWORK MANAGEMENT
FUNCTIONS

Although no universally accepted definition of
“network management” exists, a consensus is devel-
oping about what such systems should include,
driven, in part, by the increasing acceptance of OSI
Management standards. (For more information, see
“OSI-based Network Management,” Report NM40-
200-101.) The five main functions of network man-
agement are:

 Fault management (fault detection and isolation)
 Performance measurement

« Configuration management

» Security management

« Inventory/accounting management

Some industry experts also include two adgiitignal
categories—maintenance tracking and applications
management

Each of these functions contributes to enhancing the
network’s reliability and efficiency—and hence, its
strategic value.

Fault Detection

With fault detection and isolation capabilities, users
can find out whether problems are caused by equip-
ment failures, line outages, or both.

Today’s advanced NMSs detect problems by continu-
ously monitoring performance and automatically
conducting diagnostic tests on the variables that im-
pair transmission. NMSs can be comprehensive in
terms of diagnostic capabilities, performing a full rep-
ertoire of voice frequency (VF) impairment measure-
ments as well as bit error rate tests (BERTSs) on digital
facilities. Some systems prompt the operator to an-
swer questions and then recommend diagnostic tests
to perform.
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NMSs generate alarms to report equipment malfunc-
tions and prioritize them to expedite resolution.
Some systems can detect such problems as modem
power recovery, streaming terminals, corrupt configu-
rations, and front-panel tampering.

Color displays make it easier for the NMS console
operator to spot a problem and instantly obtain a
reading on its severity through the use of multicolor
alarm indicators. Various alarms can describe net-
work problems and pinpoint the sources of those
problems so that alternate facilities can be manually
or automatically substituted.

Maintenance Tracking

Maintenance tracking relates to detection and isola-
tion. Maintenance tracking is accomplished by using
a database that accumulates trouble ticket informa-
tion. A trouble ticket records the date and time a
problem occurred, the specific devices and facilities
involved, the accountable vendor, the name of the
operator who responded to the alarm, and any short-
term actions taken to resolve the problem.

Network managers can use this information for long-
term planning and decision support. The manager
can review reports that show failures of particular
network segments, failures of a specific type of device
or vendor’s product, and problems that have not been
resolved within a specific time frame.

Some NMSs automatically open a trouble ticket and
send it to the network location that can act on it. If
the problem is on a leased circuit, the trouble ticket is
automatically sent to the appropriate carrier. Multi-
plexers from different manufacturers that have an
interface to NetView/PC can support each other by
routing trouble tickets through the interface.

Performance Measurement

Performance measurement has two aspects: response
time and network availability. Many network man-
agement systems measure response time at the local
end, from the time the monitoring unit receives the
“start of transmission” command or ‘“‘end of
transmission” command from a given unit. Other
systems can measure end-to-end response time at the
remote unit. In either case, the network management
system displays and records response time informa-
tion and can generate user-specified response time
statistics for a particular terminal, line, network seg-
ment, or the entire network.
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Response time information may be reported in real
time from the management terminal, which provides
user-friendly icons and menus. Such systems display
elaborate network schematics with specific colors as-
signed to various levels of response time. These dis-
plays can be used to identify the cause of a delay.
When an application overruns its allotted response
time, the manager can decide to reallocate terminals,
place more restrictions on access, or install faster
equipment to improve response time.

With on-line transaction services, such as those pro-
vided by automated teller machines, airline reserva-
tion systems, and point-of-sale credit card
verification terminals, keeping response time within
acceptable limits is essential to revenue generation.
Too much delay causes impatience, and customers
tend to differentiate service providers on the speed
with which they deliver information. Without an
NMS capable of measuring delay, spotting problems
in a timely manner and ascertaining the cause of the
delay is virtually impossible.

For example, delay is sometimes the fault of the car-
rier, which may be rerouting traffic over longer dis-
tances to balance its network load. With the ability to
measure internodal delay through the NMS, opera-
tions personnel are in a position to request a better
route from the carrier and to monitor the result of
that change. If delay problems persist, internal causes
can be investigated and traced to a congested node,
degrading link, or faulty equipment.

Availability is a measure of actual network uptime,
either as a whole or by network segments. Managers
can compile statistical reports that summarize total
hours available over time, average hours available
within a specified time, and meantime-between-
failure (MTBF). Some network management systems

.allow users to customize the report formats to elimi-

nate reams of redundant information and to combine
graphics with columnar data, making the information
more comprehensible. Availability reports facilitate
planning, enabling the enterprise to secure and main-
tain its strategic competitive advantage.

Long-term response time and availability statistics,
compiled and formatted by the network management
system, provide managers with objective tools for
uncovering current trends in network usage, predict-
ing future trends, and planning the assignment of
resources for specific present and future applications.

An alternative to a network management system is to
depend on computer vendors and carriers to find and
correct problems. But during the interim, an organi-
zation’s productivity suffers and revenue losses
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mount, if only because employees must be paid for
waiting until service is restored. Additional losses
may result from lost business opportunities, poor cus-
tomer service, and ill will created among suppliers
and creditors.

Configuration Management

Network management systems also provide the
means to configure lines at remote locations. If a line
becomes too noisy to handle data reliably, for exam-
ple, the system will automatically reroute traffic to
another line or the public network. When the quality
of the failed line improves, the system will reinstate
the original configuration.

Equipment, too, may be configured remotely. Fea-
tures and transmission speeds of software-controlled
modems may be changed. If a nodal multiplexer fails,
the management system can call redundant compo-
nents into action or invoke an alternate configura-
tion. And when a node is added to the network, the
management system can devise the best routing plan
for the traffic it will handle.

Applications Management

Applications management is the capability to alter
circuit routing and bandwidth availability to accom-
modate applications that change by time of day.
Voice traffic, for example, tends to diminish after
normal business hours, while data traffic may change
from transaction-based to wide-band applications
such as inventory updates and large printing tasks.

Applications management includes the capability to
change the interface definition of a circuit so that one
circuit can alternately support asynchronous and syn-
chronous data applications. It also includes the capa-
bility to determine appropriate data rates to meet the
response time objectives of various applications or to
conserve bandwidth during periods of high demand.

Such network management capabilities are especially
important for financial institutions that depend on
their networks to place customer orders, transfer
funds, and provide decision-support information.
The stock transactions of brokerage houses on Wall
Street, for example, are usually heaviest between the
hours of 3 and 4 p.m. In such an environment, the
capability of the NMS to downspeed circuits auto-
matically by time of day means that two to four times
as many calls can be handled without adding lines.
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Security

Network management systems now address the secu-
rity concerns of users. Terminals used for network
management can be password protected to minimize
disruptions due to database tampering. Various levels
of user access can be set to prevent accidental dam-
age. Senior technicians, for example, can have pass-
words that allow them to change the various
databases, whereas less experienced technicians’ pass-
words would allow them to review databases but not
make changes.

Individual users, too, can be given passwords that
permit them to make use of certain network re-
sources, but deny them access to others. Methods also
are available to protect networks from intruders who
try to dial into computers with modems.

Inventory/Accounting

A network management system also allows users to
keep an inventory of the network, including the num-
ber and types of lines serving various locations, and
the capabilities that exist for alternative routing. In
fact, the CRT screen of some NMS terminals can
depict an international network map, using multiple
colors to show equipment and line status. The opera-
tor can view individual network nodes and zoom all
the way down to the actual card arrangements in the
equipment cabinets. Some systems track the depreci-
ation of components to facilitate corporate account-
ing. Managers can use this capability to identify
underutilized lines, possibly eliminating the need to
order more circuits, and to locate spare circuit
boards, terminals, modems and other network com-
ponents for possible reallocation, thereby reducing
unnecessary purchases and boosting network cost ef-
ficiencies.

Using NMSs to gain strategic competitive advantage
entails more than exercising close administrative con-
trol over the network. As mentioned before, the NMS
must also provide the means to spot potential prob-
lems before they degrade the performance of the en-
tire network. The NMS must be capable of initiating
the rapid recovery of network segments through re-
routing, providing the means to model the network to
test various disaster recovery scenarios, and when
necessary, handing off control from the failing master
node to a subordinate node. O
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Systems

This report will help you to:

» Determine your organization’s specific network management needs.
» Assess vendor network management systems in terms of your

organization’s needs.

» Develop a general plan for implementing a new network

management system.

STEP ONE—NEEDS ANALYSIS

The first step in evaluating a network management
system is to document the current environment for
all relevant application areas. This includes outlining
procedures and job descriptions, as well as document-
ing network status reports and other information that
specific individuals or systems depend upon. It also
includes documenting work loads and problems asso-
ciated with the current modus operandi. In addition,
it is important in all areas to project out these needs
for three years, in order to identify potential problems
and future plans.

One method of gathering this information is to meet
with key personnel responsible for the following ar-
eas:

» Voice Telecommunications—workorders, trouble
desk, operators (for evaluating directory needs), net-
work control center, technicians (for evaluating ca-
ble requirements).

+ Data Communications—same as above.

This report is based on “Eight Critical Steps in Evaluating and
Implementing Network Management Systems” by John Dretler,
The Info Group. © 1988, The Info Group. Presented at the 1988
Network Management Solutions Conference, Boston, MA, June
18-21, 1988. Reprinted with permission.
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» Finance—to determine cost allocation, departmen-
tal budgets, cost control, bill reconciliation, asset
tracking.

* Human Resources—for evaluating directory infor-
mation needs and staff responsibilities.

* Corporate Management—for setting quality of ser-
vice goals and evaluating strategic opportunities.

Meeting participants should discuss their needs rela-
tive to each of the following functional application
areas:

o Call Accounting—cost control, allocation, budget
and input to network design.

e Inventory Control—cost allocation, asset manage-
ment.

» Workorder Management—input to other modules,
quality of service, vendor performance.

» Trouble Reporting—quality of service, system and
vendor performance.

« Cable Management—cost control, availability.
« Directory Services—quality of service.

» Network Design—cost control.
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» Trunk/PBX Monitoring—quality of service, cost
control, network design.

» General Accounting/Bill Reconciliation—cost con-
trol, cost allocation, budget.

At the conclusion of these meetings, you should be
able to determine the areas of concern shared by
others in the organization—and from whom you can
get support. Develop a written needs analysis to doc-
ument your findings. (See the “Example Case Study”:
at the end of this report.) After reviewing your find-
ings, select the application areas that are most impor-
tant to the organization. Next, analyze these areas in
detail before commencing to Step Two—Product
Assessment.

STEP TWO—PRODUCT ASSESSMENT—
APPLICATION AREAS

The goal of Step Two is to assess how well a particu-
lar product (or products) performs relative to the crit-
ical application areas identified in STEP ONE. For
example, one critical area could be 100 percent cost
allocation. Another could be a directory—perhaps in
twelve months, when an organizational change in
Human Resources is planned. A third application area
could be cabling—perhaps in three years, when a new
PBX and cabling plan will be implemented. A fourth
application area may be the eventual centralization of
telecom management from separate locations. Again,
it is critical to establish a plan that has a time line of
approximately three years.

Use a three-year schedule to take the first and most
critical step in product assessment: Define the data
types which the product must support in order to
meet the application and information objectives of
the organization. (See Table 1 for a sample data
matrix.) Evaluate the product’s ability to:

* Support all required fields of information—for ex-
ample, if you want equipment inventory, do you
want all features identified? If you want cost alloca-
tion of workorder, do you want to have multiple
types of charges? etc.

» Provide field sizes that are large enough for your
information needs—for example, examine the
product’s field sizes for organization code (and the
number of levels) and the size of the name field in
directory. Also, determine whether or not the cable
numbering scheme is compatible.

» Handle the varying types of transactions required—
Does the product provide the proper cost allocation
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on net/offnet calling? Does it handle multiple
workorders for a bulk move? Can it vary directory
lookup, etc.

If the product is compatible from an information
standpoint, next examine its usability. Is it easy to
learn initially? Can the user “express” through the
system once learned? (This will prevent system use
from becoming tedious). Is there a single point-of-
entry for all information? Basically all data entry for
all modules should be done via the workorder. When
this is closed, all files should be updated.

Finally, the product should be modular, allowing the
user to implement selected modules on a time sched-
ule that suits the organization.

STEP THREE—PRODUCT ASSESSMENT:
TECHNICAL CAPABILITIES

The user must consider a number of technical criteria
when evaluating a network management system. As
in Step One, it is critical to consider the organiza-
tion’s needs for a three-year horizon.

When evaluating a potential network management
system against technical criteria, it is important, and
also practical, to keep in mind the corporate comput-
ing philosophy—e.g., centralized, departmental, IBM,
Digital, UNIX, PC, mixed, etc. Most managers find a
network management solution easier to sell internally
if it supports the corporate MIS strategy. If the tech-
nical product assessment indicates it would be appro-
priate to go “against the grain”, it is important to be
aware that you are doing it.

The criteria for assessing a product’s technical capa-
bilities can be divided into three categories: software,
hardware and support.

Software Considerations

» Operating system compatibility—what computer(s)
does the product run on, and is this compatible
with existing systems?

« Single point-of-entry—Can the user update all files
from one entry point? Can the user make all entries
at one place (the workorder)?

» Data base file structure.
o Custom report writer for end users—this is impor-
tant for three reasons. First, no two organizations

are alike; second, each organization’s needs will
change over time; third, network management sys-
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Directory
Call Allocation Equipment and Message Cable Network Work
NMS Input Data and Billing and Inventory Center Records Management Orders

Extension # X X X X X
Name X X X X
Title X X X
Department X X X X
Division X X X X
Class of Service X X X X
Special Billing Codes X X X X
Location X X X X X
Type of Set X X X
Bridges X X X X
Ancillary Equipment X X X X
Installation Date X X X X
Associated Extension X X X
Billed Cost X X X
Pair Requirement X X X X
Call Pick-Up Group X X
Call Forwarding X X X
Hunting X X X
Node/Port/Card X X X X
Main Key Station X X
Coverage X X X
Department Budget Number X X
Asset ID Tag Number X X
Cable Type X X X
MDF/IDF /BDF X X X X
Outside Plant/Tie Cables X X X
Jack Type/Pin Number X X X X
Trunk ID X X X X
Route Pattern X X X
Time of Day X X

NPA/NNX X X X
Data Routing X X
Time/Date Reported X
Time/Date Dispatched X
Time/Date Technician On-Site X
Time/Date Cleared X
Technician ID X
Trouble Found X
Work Performed X
Network Equipment X X
Circuit Number X X X
Circuit Type X X X
Circuit Routing (to/from) X X

Table 1. Sample data matrix showing network management system (NMS) input data on a module-by-module basis.
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tems store vast quantities of information, and it is
wise to take advantage of it.

+ The number of product releases—it’s best to obtain
a system that has been “shaken down”.

» Ease/frequency of enhancements—your telecom-
munications world will change, and the system
must be able to change as well.

» Ease of interface with other software systems—
existing as well as planned (LU6.2, financial sys-
tems, EDI, SMDR, etc.).

» Password security—there will be many users, and
access should be controllable.

Hardware Considerations

» Disk space requirements—include room for growth
over three years and then add another 33 percent.

» Number of terminals—include CRTs and printers.
For example, estimate the number of persons pro-
cessing workorders, trouble tickets, directory
lookup, and bill reconciliation, as well as those per-
forming network control and management inquiry.
Again, plan out three years and then add 33 percent.
This number, like disk space, is always greater than
you think.

* Main memory—the amount required to run pro-
grams and still achieve the desired response time.

* Printer speed—keep in mind that call accounting is
a very big report.

+ Hardware interface to other systems—including
polling system, trunk monitoring and/or main-
frame.

Support Resources

Determine where you will derive technical support

for the following areas once the system is up and

running:

e Hardware.

» Software applications.

* Operating system software.
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It is very important to understand sow you will re-
solve problems in these areas. Many postinstallation
difficulties are hard to diagnose between these three
categories.

SUMMARY OF ACCOMPLISHMENTS:
STEPS ONE, TWO AND THREE

At this juncture in your analysis you should have
accomplished the following:

 Surveyed key departments to establish areas of con-
cern, goals and management support.

* Analyzed the current methods of operation in each
of these areas and highlighted both current prob-
lems and costs as well as future problems and costs
in a three-year horizon.

« Identified the specific application areas of a net-
work management system that will address the
above identified concerns.

o Analyzed the information requirements to address
these problem areas.

* Performed some general system sizing to determine
processing categories to consider (i.e., micro, mini,
mainframe, timeshare).

« Evaluated vendor’s software to determine compati-
bility with information needs and its availability
through a system.

» Determined ease and flexibility in use of software.

» Analyzed internal computing strategy and hardware/
operating system support availability.

After analyzing these aspects, it should be possible to
narrow the field of vendors to five or less. At this
point, the user has determined which of these ven-
dor’s products can work, not that they will work.

The experience of both clients and vendors in the
industry demonstrates that implementation is at least
50 percent of the battle. Thus, it is prudent to first
narrow the search to a small number of vendor prod-
ucts that meet the organization’s information and
computing requirements. The final selection should
be based on the vendor’s ability to support the user
not only during implementation, but on an ongoing
basis as well.
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STEP FOUR—GENERAL VENDOR
ANALYSIS

Vendor analysis represents the beginning of another
critical phase of the selection process. Successfully
implementing a network management system re-
quires more than just a product. It requires expertise
in multiple disciplines, the availability of staff re-
sources, and the experience to deal with the many
surprises that develop both during implementation
and thereafter.

When using these criteria to evaluate prospective
vendors, it is advisable to involve key individuals
that will be involved in the implementation process.
This will help ensure supportive working relation-
ships between internal and external personnel. The
criteria for analyzing general vendor capabilities in-
clude:

e The vendor’s years in the network management
sofiware business.

¢ The vendor’s experience in your industry, with your
PBX type, with your size system, and in your type
of MIS environment.

» The vendor’s staff—are they experienced enough in
voice and data communications to understand your
needs? Do they have sufficient software expertise,
both in applications and operating systems? Do
they have sufficient hardware expertise? This is crit-
ical to configuration design as well as ongoing prob-
lem analysis and resolution.

» The vendor’s ongoing staff resource commitment—
evaluate this by interviewing the primary support
person assigned to your account. Analyze his/her
ability as a project manager, availability in terms of
time commitment, geographical proximity, and on-
going availability after implementation.

» Test and backup resources—evaluate the vendor’s
commitment to test software before shipment, re-
solve bugs, perform new development, and serve as
backup to your department for polling, restoring
files, etc. (Your department will depend on this.)

STEP FIVE—SYSTEM IMPLEMENTATION

The key to system implementation is to create an
achievable plan of events, given the staff resources
available. Implementing a network management sys-
tem involves many steps and requires a lot of staff
time. Most telecom departments are understaffed,
and can ill-afford to take on an extra load for a 3-6
month implementation period. The answer to this

JUNE 1989

dilemma will be different for each organization, and
it is an issue to resolve before beginning. Once again,
the vendor can be a major asset (or liability) in this
effort. The Example Case Study at the end of this
report provides insights into some specifics to con-
sider during implementation.

HELPFUL HINTS

If you are implementing a new PBX, train your staff
on the system before installing the PBX and cable.
During preinstallation, staff personnel can load data
into the system while becoming familiar with the new
equipment. Implementation can then be accom-
plished in an orderly fashion and will prevent the
inevitable chaos of attempting to both install and
load data simultaneously.

Initial implementation and training takes 3-6 months.
Follow-up requires another three months. This can-
not be accomplished in two weeks of training; more-
over, staff personnel will never absorb it.

STEP SIX—DATA COLLECTION AND
INPUT

Data collection and input are two major tasks when
implementing a network management system. In
many cases, thousands of pieces of information must
be gathered from different sources and quickly en-
tered into the system before the data is obsolete, since
the telecommunications environment is constantly
changing. It is critical to ask potential vendors how
they plan to support this effort. THIS CAN BE A
MAJOR POTENTIAL PROBLEM AREA.

FINDING THE DATA

First, determine what data is required to fulfill the
requirements established during Product Assessment:
Applications (Step Two). Review the data matrix de-
veloped during Step Two. Second, determine where
this data currently resides. This often requires visiting
various departments and “systems” within the orga-
nization. Many times there is a piece here and a piece
there.

GETTING DATA INTO THE PROPER FORM

Once the data is located, take note of the form it is
currently in, i.e., computer readable, manual records,
no records, etc. Most organizations have all of the
above. Next, determine exactly what form the com-
puter readable data (software) must be in for entry
into the system. To understand this requires close
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work with the vendor. Determine how much data
entry can be automated, and what must remain man-
ual entry. Evaluate what resources it will take to get
there, and finally, who (the vendor, the user, or both)
is responsible for the varying tasks associated with
automated or manual data entry.

The effectiveness with which this phase is performed
will directly impact the quality of information pro-
duced. The axiom GIGO (garbage in-garbage out)
applies here. The data collection and input step is the
one typically most underestimated by clients, and the
one which requires the greatest amount of planning
and time.

STEP SEVEN—STAFF CONSIDERATIONS

Introducing a comprehensive network management
system into an organization significantly changes the
job descriptions of many individuals. The organiza-
tional structure and the philosophy of the entire de-
partment may undergo significant changes as well.
This will, of course, vary from organization to organi-
zation. There are several areas to consider when as-
sessing the impact of these changes.

First, what are the implications regarding the merging
of voice and data today or in the future (or even
sharing the same system)? If this is a possibility, then
a system should be selected that will support both.

Second, does the implementation of a network man-
agement system result in the centralization of previ-
ously decentralized tasks? Are there political
implications to this? Is there a way to phase in this
change? If so, what are the hardware and software
considerations in phasing in this change?

A network management system has a chicken and egg
relationship to centralization. You sometimes don’t
know which came first but you always know the end
result. This does not mean that all tasks need be
centralized. Some tasks, such as workorder and trou-
ble reporting, may remain decentralized, while the
information management function becomes central-
ized. It is important to resolve this before system
selection to ensure that the hardware and software
will support the desired configuration.

Third, how will the implementation of a system im-
pact the job description of each individual in the
department? Are the individuals suited for these
changes, and how will they react to these changes?
What new job functions are created? Experience has
shown that staff levels do not decrease during the first
year after implementation. After year one, however,
the staff grows at a slower rate than during the
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“prenetwork management system’ era. Furthermore,
the existing staff is significantly more productive in
terms of both throughput and effectiveness after the
first year. Also, tasks tend to become more analytical
in nature, eliminating the need for many redundant
clerical functions.

SUMMARIZING STEPS FOUR, FIVE, SIX,
AND SEVEN

At this point, you are in a position to select a
vendor—or to confirm with the vendor that you have
been working closely with that you have a plan that
works. This plan should include:

« The product requirements that will provide the in-
formation necessary in an easy-to-use fashion to
meet your goals.

« A comprehensive implementation plan which iden-
tifies all tasks, responsibilities, and time frames.

« Evaluation and resolution of all internal resource
issues, pinpointing any necessary changes.

Now all you have to do is get it funded.

STEP EIGHT—COST JUSTIFICATION

The payback for successfully implementing network
management systems can be significant. To deter-
mine the payback, however, the user must first assess
the costs.

COSTS

Generally, costs fall into four categories: hardware,
software, onetime implementation charges, and ongo-
ing support costs.

Hardware costs are easy to assess for standalone sys-
tems. The costs for systems running on a mainframe
are more difficult to determine, however. If possible,
ask the vendor for quotes on both types. The standal-
one or departmental system will be a more controlla-
ble, onetime capital expense. Using a mainframe will
generate a higher ongoing expense. Often, the choice
between standalone/departmental system or follow-
ing a mainframe approach is dictated by how the
user’s top management views each method.

Software costs include the total, actual cost of acqui-
sition from the vendor. This may be a onetime li-
cense purchase price, or a monthly license fee. There
may be additional fees for customization.
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4

HARD SAVINGS

SOFT SAVINGS

FINANCIAL

Cost Control
Usage (call accounting/network
design)
Equipment (inventory)
Cost Allocation/Budget

15-20% (of usage)

$ associated with
manual effort
7-10% (of equipment
workorder charges,
maintenance, trunk
charges)

Bill Reconciliation

3-5% (of equipment)

CFO must assign
this value

OPERATIONAL

Improve service to users/from —
vendors

—Workorder/Trouble

~—Cable Management $ reduction in labor

$ associated with
manual effort

—Directory

5% rebates for
outages, reduce #
circuits

—Network Monitoring

Senior management
must assign a value

—More responsive to
change and problems

—Accurate information
to customer/staff

—Higher network
availability

SYSTEM PLANNING

Network/System Information —_

Senior management
must assign a value
to these

—More effective
capital expenditure
decisions, planning

—Improved ability to
react to organi-
zational change

—Improve ability to
identify strategic
opportunities

Table 2. Estimated cost savings from using a network management system (NMS).

Implementation costs include vendor charges, over-
time for staff, and any additional outside resources
required. It is best to closely evaluate your implemen-
tation requirements. Often, the costs are underesti-
mated.

Ongoing support includes software maintenance
(which may be included in the purchase price or
monthly license fee, at least for one year), hardware
maintenance, and vendor support. Most vendors pro-
vide a toll-free hotline service; however, it is impor-
tant to find out exactly how much advice is free, and
when the vendor will start charging.
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PAYBACK

Network management system objectives are very ba-
sic and are staples of effective management through-
out all corporations. These objectives include
financial management, operations management, and
systems planning.

FINANCIAL MANAGEMENT

Financial management consists of cost control, cost
allocation/budgeting, and bill reconciliation. By im-
proving cost control through call accounting and net-
work design, a network management system can

COPYRIGHT © 1989 McGRAW-HILL, INCORPORATED. REPRODUCTION PROHIBITED

DATAPRO RESEARCH, DELRAN NJ 08075 USA



NM30-200-108
Planning & Design

Eight Critical Steps in Evaluating and
Implementing Network Management Systems

generate a 15 to 20 percent savings in usage. By main-
taining accurate equipment inventories, a network
management system may generate a 3 to 5 percent
savings in equipment costs. Automated cost alloca-
tion and budgeting will generate a savings that is
proportional to the previous costs associated with
doing it manually. Bill reconciliation will generate a
savings of about 7 to 10 percent of the total monthly
equipment workorder charges, maintenance, and
trunk charges.

OPERATIONS MANAGEMENT

Operations management consists of improving the
quality of service, both to users and from carrier
vendors. An effective network management system
will improve cable management and workorder/
trouble ticket processes so as to reduce labor costs.
Automating directory services will generate savings in

proportion to the costs associated with manual pro-
cesses. Network monitoring in itself should generate a
savings of 5 percent from rebates for outages as well,
making it possible to reduce the number of circuits
needed.

SYSTEMS PLANNING

Systems planning assists the user in assessing the im-
pact of organization changes on voice and data com-
munications systems. It can also help to assess the
impact of technological changes on the
organization—highlighting both cost reductions and
strategic opportunities.

Table 2 summarizes both the hard savings and soft
savings associated with each of these three manage-
ment areas.

EXAMPLE CASE STUDY: A NEEDS
ANALYSIS DEVELOPED BY THE
TELECOM STAFF OF A LARGE
CORPORATION

The Telecommunications Department of Corpora-
tion XYZ is responsible for providing rapid, reli-
able, accurate and cost-effective voice
communication service to employees. It is organi-
zationally a part of data processing and, in turn,
MIS.

The department’s span of control consists of 15
private branch exchanges (PBXs) that service 30
buildings. There are more than 300 tie line circuits
connecting the PBXs and approximately one thou-
sand off-network circuits providing in/out commu-
nications to the PBXs.

The Telecommunications Department’s equip-
ment and circuits must satisfy the following re-
quirements for its ‘“customers” in the Home
Office:

+ To dial a telephone and be quickly connected.

* To get a clear circuit without unnecessary noise
and errors.

¢ To have troubles quickly cleared.

» To have installations, changes and upgrades exe-
cuted rapidly and smoothly.

¢ To be billed for services correctly.

» To be provided with accurate directory informa-
tion.

» To be courteously and accurately handled by the
operator.

To satisfy these requirements, the department es-
tablished the following strategic policy:

» Provide pro-active voice communication net-
work capacity to meet anticipated demands.

» Provide enhanced voice communications capa-
bilities for customer service improvement.

e Implement internal programs to perform the
span of responsibility.

Telecommunications is divided into five areas of
responsibility within the organization: configura-
tion management, performance management,
problem management, change management, and
administrative management. These areas reflect
the functions that must be performed to satisfy
customer requirements.

CONFIGURATION MANAGEMENT

Configuration management consists of identifying
and controlling the hardware and software inven-
tory. Hardware inventory includes all equipment
(PBX, phones, etc.) and all circuits (tie line,
WATS, CO, OPX, etc.). For both equipment and
circuits, records must be kept on specifications,
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locations, vendors, value and quantity. Software
inventory includes numbering schemes, routing ta-
bles, feature tables and similar internal PBX tables
(see Table 2).

PERFORMANCE MANAGEMENT

Performance management consists of diagnostic
and fault monitoring, remote polling of the PBX
for activity analysis, preventative maintenance and
traffic analysis. The Telecommunications Depart-
ment gears its performance management activities
toward finding problems before they become ap-
parent to the customer.

PROBLEM MANAGEMENT

Problem management means identifying and re-
pairing failures, whether of equipment or circuits.
Usually, failures are reported by the customer that
is directly affected. However, the perceived failure
may be only one component of the underlying
problem. Problem management activities consist
of reporting the problem to the appropriate ven-
dor, scheduling and coordinating a technician, and
providing for corrective maintenance.

CHANGE MANAGEMENT

Change management covers adds, moves, and de-
letes of equipment and services. The activity is
primarily initiated by a customer’s request for a
change. It can also be initiated as a result of capac-
ity planning analysis that indicates that a change is
necessary. The initial step is to create a service
order that identifies the hardware and/or software
changes to be performed. The other activities con-
sist of technician scheduling, order tracking, order
modification, invoice reconciliation and payment,
and activity reporting. The completion of the ser-
vice order generates input to the configuration
management activity and to the administrative
management activity.

ADMINISTRATIVE MANAGEMENT

Administrative management consists of telephone
vendor invoice payment, call accounting, usage
and service chargeback billing, cost/performance
analysis, directory (the department on-line and
hard copy) maintenance and issuance, expense and
capital budgeting and forecasting, training, and
management reporting.

Call Accounting

Each month, the Telecommunications Department
receives over 160 telephone vendor invoices, rep-
resenting in excess of $600,000. They must be ap-
proved for payment, the costs matched against the
call detail records obtained from the PBX, and the
resulting spread of expenses charged back to the
appropriate customer.

Directory Services

Up-to-date telephone numbers for employees, de-
partments and locations are necessary for the tele-
phone operators to effectively and quickly transfer
callers. The Telecommunications Department pro-
vides this information via on-line terminal access.
The same information, in hard copy format, is
provided on a regular schedule to company em-
ployees.

Miscellaneous

The Telecommunications Department continually
analyzes the volume and demographics of on and
off network traffic to determine the current
amount of trunking available. The level of service
performance provided is compared to the cost of
providing the service to ensure an optimum mix is
obtained. The department must produce control
reports that provide management with the infor-
mation necessary to ensure that the overall perfor-
mance is positive.

The Telecommunications Department develops its
budget by tracking actual expenses and creating
appropriate forecasts.

Other responsibilities include providing for em-
ployees who require training in the use and capac-
ities of the phone system. Additionally, the
department must support a telephone console at-
tendants service, which consists of a centralized
facility where all outside calls are answered by op-
erators located in the main plant. Over 650 calls
per day are handled by each of seven console atten-
dants.

AUTOMATION REQUIREMENTS

Managing telecommunications used to be a lot eas-
ier. Prior to the divestiture of AT&T and the de-
partment’s subsequent acquisition of the Rolm
CBX, the department consisted of eight telephone
operators, two clerks and a supervisor. They de-
pended on AT&T and the local BOC telephone to

JUNE 1989

COPYRIGHT © 1989 McGRAW-HILL, INCORPORATED. REPRODUCTION PROHIBITED

DATAPRO RESEARCH, DELRAN NJ 08075 USA




NM30-200-110
Planning & Design

Eight Critical Steps in Evaluating and
Implementing Network Management Systems

add a circuit, move a phone or change Centrex
extensions. There were fewer invoices to pay, there
was no chargeback of costs, and no managed re-
sponsibility for the control or change of equip-
ment.

Today the department consists of 25 employees,
almost equally divided between exempt and non-
exempt staff. The operators and their supervisor
remain, but the control staff has expanded to ad-
dress the five areas of telecommunications respon-
sibility discussed previously. These areas have
appeared and matured since the initial Rolm in-
stallation. The scope of responsibility, amount of
data processed, value of equipment and services,
and pace of activity has equally increased.

These increases have been addressed by various
measures, most notably staff increases. Areas that
were not previously managed internally now re-
quire staffing. At the same time, the department
introduced several limited automated solutions to
handle the increased volume of information. Piece-
meal computer approaches have provided stopgap
methods which created as many problems as they
have resolved. Unfortunately, the bulk of the infor-
mation and entire areas of responsibility continue
to rely on manual methods.

On the following pages, each of the five areas of
responsibility are described in detail to identify the
shortcomings of the current methods of operation.

Configuration Management

A system’s configuration is a map of all the hard-
ware within a switch and an outline of all software
controlling the functions of that switch. The soft-
ware map consists of such information as station
characteristics, class of service, feature tables, rout-
ing guides, hunt groups, ACD groups, and trunk
display groups. In addition, the software also in-
cludes the system parameters that operate that par-
ticular switch i.e., when lights flash on a phone,
how long a call is on hold, etc.

A switch is configured for an expected number of
stations and circuits calculated for that particular
building. When there is an increase that exceeds
those expectations, a reconfiguration is necessary
to change the software parameters to accommodate
the additional numbers. This reconfiguration pro-
cess is both time-consuming and very costly. Be-
cause of the time and cost involved, the
Telecommunications Department attempts to bun-
dle as many system changes as possible into one
reconfiguration.

If the requirement is for a software change only,
that change is made online into the system and
becomes the new software record immediately.
Written documentation on all these software
changes must then be forwarded to Rolm support .
center, since a record of every change in a switch
must be kept on hand in case of a major failure.
(Presently this documentation is handwritten and
mailed to the service center.) Failure to send this
information can result in a service contract dis-
pute.

The change to the configuration software is a sepa-
rate function of completing a change. However, the
paperwork for accomplishing this task is the same
workorder as completing the physical move of the
equipment. A handwritten document or a verbal
order to Rolm authorizes the change (the proce-
dure is not yet automated). Like the move and
change function itself, it is time-consuming to ad-
minister and very difficult to reconcile.

The continual movement of employees from one
location to another, each with varying require-
ments, has a significant impact on the switch ca-
pacity at each location. In evaluating possible
network management systems the following ques-
tions must be addressed:

e Are there sufficient boards available with the
equipment?

¢ Are there available direct inward dial numbers to
assign to customers?

o Are there a sufficient number of tie and other
trunks to meet their calling requirements?

These questions must be addressed from the start,
since overlooking even one of these items can re-
sult in either substantial delays in service or dete-
riorated service.

Performance Measurement

The Telecommunications Department performs a
number of analyses to monitor the performance of
telecommunications services elements, both from
a cost and response perspective.

The department measures traffic volumes by uti-
lizing several different sources of information. Spe-
cially developed polling programs, running on PCs,
collect and analyze sample traffic statistics from
the PBXs on a weekly basis. These programs are
useful in determining the capacity margins of
groups of circuits between locations and to/from

COPYRIGHT © 1989 McGRAW-HILL, INCORPORATED. REPRODUCTION PROHIBITED

DATAPRO RESEARCH, DELRAN NJ 08075 USA

JUNE 1989



e

NM30-200-111
Planning & Design

Eight Critical Steps in Evaluating and
Implementing Network Management Systems

the telephone companies, but provide no informa-
tion on individual circuits. From these programs,
the department can determine whether there are
enough circuits to handle the traffic—however, the
programs do not show when individual circuits are
malfunctioning. Another measure of traffic infor-
mation is available from the department’s call ac-
counting systems, which offer some summary
reports but do not provide sufficient information
about circuit performance.

Another custom program collects statistics on con-
sole operator volumes and response times. The
system is limited to the previous day’s activity,
and does not give information on trends or larger
periods.

The Telecommunications Department also main-
tains an analysis of long distance costs and vol-
umes which determines how completely the
department charges back those facilities. The same
analysis is used to monitor the overall cost per
minute trends. As with the other analyses men-
tioned, this one is not directly connected with the
billing system.

There is no mechanism or analysis used within the
department to measure internal problem resolu-
tion response time nor that of the vendors.

Problem Management

Any individual within the company may contact
telecommunications to report problems either with
the telephone itself or with placing calls. Upon
receiving a repair call, the information needed to
obtain for proper problem determination includes:

» The name of the user experiencing the problem.
» The user’s extension and building.

¢ The user’s location within the building.

» The type of telephone.

» Complete description of the problem.
Information obtained from these initial contacts
helps to identify whether the problem is an isolated
station problem, software problem, or a switch or
facility problem. This identification process is ex-
tremely important since precious time can be

saved by accurately diagnosing the cause.

From the above information, the department de-
termines whether to report the problem to Rolm,

to another vendor such as AT&T, or whether it can
be resolved with internal personnel. (All trunking
problems with the exception of a few unique ser-
vices are reported by Rolm to the vendor).

What’s wrong with this process? It is difficult to
retrieve a listing of current problems. Whenever
someone calls to question a repair, department
personnel must look through the handwritten re-
pair log to find the repair. Even when the report
ticket is found, the status of the problem isn’t
available.

Although one person is responsible for reporting
and tracking repair problems, everyone in the de-
partment is responsible for answering repair calls if
that individual is unavailable. Because there isn’t
an easy way of inputting or retrieving information,
some repairs may be overlooked or multiple calls
for the same problem may be made.

Tracking repairs manually results in a lack of his-
torical data and a lack of station information. This
generates two serious problems. First, in the event
of recurring switch or trunk problems, it would be
desirable to discuss historical data with the vendor
in order to reach final problem resolution. Second,
department personnel could refer to historical data
and station information when customers call in to
report problems. Because information is not
readily available about the individuals calling in a
problem, the department cannot review the specif-
ics of their equipment while they are still on the
telephone. Problems which are software-related or
related to an individual moving a telephone with-
out telecommunications authorization are reported
to Rolm. In prior years, this wasn’t a billed item,
but that is no longer the case. Because of the signif-
icant number of customer-caused problems, Rolm
now charges the department for time involved in
researching these problems.

Change Management

Information regarding the addition of new equip-
ment, the move or change of existing equipment,
software changes, or a combination of all of these
is relayed to Telecommunications verbally or by
written request. The information required to pre-
pare the work order includes:

» Who is moving.
o When the move will occur.

« Cost center.
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o The building.

» Software changes.

« Hardware requirements.
 Extension numbers.

» New location.

* Old location.

* What exists today.

All necessary information is handwritten on a form
and either called in to Rolm or given to depart-
ment personnel for completion.

At the time of assigning the workorder to a partic-
ular group, a completion date is given to telecom-
munications. This date is then verbally relayed to
the customers requesting the move along with any
personnel in the facilities department who need it
for the completion of their work. After the work is
completed, Rolm signs off on their order and sub-
sequently that paperwork is used to verify the final
invoice.

The entire process is manual. Complete informa-
tion must be gathered about the existing station
configuration as well as what is proposed before a
workorder can be submitted for action. Because of
the difficulty of retrieving data, workorders often
contain only the most vital station information. In
many cases, even the names of all the customers
moving are not included because it is too cumber-
some. Retrieving vital information such as cost
center or locations from other automated files
within the department (i.e. chargeback system, di-
rectory, etc.) is not a viable option since the means
for retrieving this information is unavailable to the
configuration specialist. While this isn’t necessarily
a problem for the processing of the workorder, it
does mean that information does not get passed to
the other administrative groups within the depart-
ment. The result of this inability to easily pass
accurate data is that the Telecommunications De-
partment does not have correct telephone numbers
or locations, and cannot charge users correctly for
their equipment or long distance calls. Also, the
department loses control of the location of its tele-
phone equipment.

Administrative Management

Call Accounting

Currently, the department operates two PC-based
call accounting systems for recording and process-
ing long distance calls placed from the corporate
network. These systems are connected by cable to
the two PBXs at the main plant and headquarters.
These are the locations that provide outgoing long
distance service to the entire network. When a call
is processed by the switch in either location, a
record of the call is sent to the PC to be stored and
eventually costed and charged to the appropriate
cost center. The call accounting systems operate as
they were intended, but they cannot provide all the
functionality needed to properly control our long
distance and other calling expenses.

The weaknesses of the present call accounting sys-
tem are primarily a function of its relative simplic-
ity and the relatively limited storage and
processing power of even an IBM PC/AT. The PC
systems are not capable of adequately handling the
volumes of calls that should be processed to prop-
erly manage current usage.

For instance, the elimination of authorization
codes (a project to be coincident with the automa-
tion system implementation) will increase charge-
able long distance calls by 50 percent. This is
because the use of auth-codes doesn’t permit the
department to charge back ADN (Automatically
Dialed Number) calls. The department must com-
pensate by over pricing all chargeable calls, which
results in an inequitable distribution of costs.

The call accounting system requires that a direc-
tory of auth-codes, names, and departments be
maintained separately from the online and hard
copy directory systems with the inevitable incon-
sistency and triplication of some data.

The present system does not track changes in sta-
tion or auth-code assignment by date. Updates to
the current month’s records result in the loss of
accurate historical information. Changes that take
place in the middle of the month must be charged
to an entire month, or handled through some more
complicated billing mechanism. The best way to
manage this without a software change would be
through the maintenance of numerous archival
copies of our databases.

The costing methods available on the existing sys-
tem are not flexible enough to support equitable
charging of long distance calling. The system has
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reached a capacity limit on the number of route
costing parameters that can be used to cost calls
differently. The department is also unable to cost
calls at anything other than daytime rates. Calls
placed at off-peak periods (before 8 a.m., after
S p.m. and on weekends) receive no discount, and
hence, no incentive.

The present system does not provide the necessary
features to charge back all telecommunications ex-
penses, so a separate billing system had to be con-
structed to consolidate the half dozen expense
elements. As a result, the interface between the call
accounting systems and the billing system is a
clumsy patchwork of diskette transfers, custom
programs and manual intervention.

The existing system(s) cannot accommodate the
direct input of calling card, international and oper-
ator assisted charges from tapes provided by
AT&T and the local BOC. Instead, summary totals
are manually entered into the billing system, and
details are available only by making copies of pa-
per telephone bills.

A number of useful reports are not available di-
rectly from the call accounting system. Most im-
portant of these is the lack of a standard report of
the most frequently called numbers.

Chargeback Billing

Each month, the Telecommunications Department
produces a Journal Voucher (JV) that charges over
500 cost centers for about $100,000 of expenses
from numerous sources. In 1985, this largely man-
ual operation was replaced by a customized PC
database application that shares hardware with one
of the call accounting systems. It combines charge-
back data for equipment allocations, long distance
calling, calling card charges and pass-through ex-
penses into a single total for each cost center, and
generates a JV printout. It also provides some de-
tail and summary reports that are collated and
mailed to the appropriate cost center managers for
review.

The system suffers from some of the same weak-
nesses as the call accounting system. Primary
among these is the inability to date-stamp changes
to equipment records. As with call accounting, the
reassignment of a phone can only take place at the
end of a month for billing purposes, and the histor-
ical assignment is lost. Historical information isn’t
available with the present system, and the sheer
volume of reports that it produces makes it im-
practical to maintain hard copy back-ups. Once

reports are sent to cost center managers, additional
copies are available only until the next billing is
due, usually a matter of a week or so after a mail-
ing.

The billing system shares information with the
hard copy employee directory, but is not connected
with the auth-code or operators’ on-line directory.
A new employee’s phone can result in the updating
of four or more separate files on three different
computers. Two of those files determine how their
telecom charges are billed.

Because the billing system’s equipment database
does not interface with telephone order processing,
a phone installation, removal or reassignment is
frequently not reflected in the database. This
means that the associated cost center is not prop-
erly billed if the person in charge of a given data-
base is not informed of a change in a timely
manner. Consequently, the department has hun-
dreds of phones which have no cost center assign-
ment, and perhaps hundreds more that are
incorrectly assigned. Those phones that are identi-
fiable are therefore charged more to cover those
that aren’t.

One major task for the department each month is
the collation of the 500 cost center billing summa-
ries. Long distance details from the call accounting
systems comprise two of the six stacks of paper
that must be married together manually. The oth-
ers are a summary page, extension, call card and
pass-through listings where applicable. A fully inte-
grated system could eliminate this chore.

Other Activities

Among the miscellaneous services provided by the
department is the occasional request from security
or employee relations to provide information on
special call related problems. This frequently takes
the form of monitoring call records for evidence of
obscene or abusive phone calls. Unfortunately, the
tools available to the department are not always
adequate to fulfill the request, usually at remote
locations, where local call detail is not available.

Directory

The Directory functions provide accurate tele-
phone number and location information on 5,000
home office employees, 800 home office depart-
ments, and 200 subsidiary and field organizations
to the console attendants, individual employees
and the expense chargeback function. On the aver-
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age, it processes 450 changes to these records each
month. The console attendants must have subsec-
ond real-time access to the information and a hard
copy should be provided on a quarterly basis.

Change information is obtained in a variety of
ways. PDS reports, copies of PCA forms, change
request forms provided to customers, interoffice
memos, telephone calls and even personal visits
are all methods that are used to obtain current
information on employees, departments and orga-
nizations. At the same time, some information is
obtained from the input and/or results of the
change management and chargeback billing func-
tions.

The information is initially stored in a manila
folder. The folder is labeled as to the type of infor-
mation it contains and the computer system and
file that will be updated with the information. Af-
ter the file is updated, the folder is marked
“completed” and discarded.

There are two distinct and separate directory sys-
tems and two additional related files within the
chargeback billing function that contain employee,
department, and organization information.

The data from the change information forms is
entered into the appropriate file(s) in both of the
computer systems and the related chargeback bill-
ing files. In both systems, the date of update is
entered for identification purposes only. The infor-
mation changed in the online system is immedi-
ately available to console attendants.

The changes to the hard copy directory can only be
made during the window in the chargeback billing
system between the completion of the previous
month’s detail report preparation and the start of
the current month charge determination. It takes
about four to six weeks to create the hard copy
directory. The departments notifies all employees
that it will soon issue a new directory and states
the cut-off date for accepting changes. A signifi-
cantly larger amount of change notification forms

are received that represent previously unan-
nounced changes, such as married names, swap-
ping of offices and extensions, and new employees.

After the updates are made to the four files within
the hard copy system, the files are electronically
transmitted to the graphic arts department. Proofs
are returned for verification and, after final correc-
tions are made, the plates are given to In-house
Printing where 7,000 copies are printed.

The Directory process is at best, cumbersome and
at worst, redundant and terribly inefficient. With
the exception of new hires, terminations and name
changes, the information on extension and loca-
tion changes is available in the change manage-
ment function. Unfortunately, it is usually
inaccessible due to the sheer volume of workorders
and because it is stored manually. Much effort to
identify directory changes can be avoided with an
automated feed on an occurred basis using an ef-
fective date. The manual storage of forms, the log-
ging of the form’s status, and the resulting update
proofing of the multiple files would be unneces-
sary.

A single system with interrelated files would allevi-
ate the multiple putting of the same information
upwards of six times. Manual input to the charge-
back function would be unnecessary as the direc-
tory file could serve as the source of input and
avoid a separate file. Correspondingly, an auto-
mated system would avoid repetitive verification
which now ensures the common use of informa-
tion throughout the multiple files.

The capability to update as changes occur using an
effective date would alleviate the situation where,
through employee absence or work on higher prior-
ity assignments, changes are not processed and in-
correct information is retained. By eliminating the
need to update and verify file accuracy, console
attendants would have access to immediate and
accurate information. An automated system would
also greatly reduce the time necessary to prepare
and issue a hard copy directory.
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This report will help you to:

 Plan for the implementation of a network control center.

» Evaluate the control center’s ergonomics.

» Anticipate future control center needs.

Despite the fact that networks play a key part in
corporate activity, little attention is being paid to the
nerve center of this function: the network control
center. The corporate approach to control center de-
sign today runs the gamut from models of efficiency
to routinely backlogged, poorly utilized resources. Al-
though a properly designed environment is not the
final answer to maximizing human and hardware
productivity, recent studies have confirmed that it
can go a long way toward improving a less-than-ideal
situation.

Part of the problem is that private networks are still
novel at many companies, so the concept of a special-
ized place dedicated to network operations tends to
get short shrift. Another factor is that there are few
historical studies of optimal command center design.

At the heart of the problem, though, is the intensity of
the human/machine interface. The problem is not
without precedent. Consider recent technological his-
tory: The same problem has already been faced in the
scientific and financial communities, both of which
provide an excellent starting point for deciding how
to build a better data/voice network control center.

Perhaps one of the most vivid images of the last two
decades is the rows of NASA controllers monitoring
individual data terminals during a spacecraft launch.
With at least one monitor per person and numerous

This Datapro report is based on “Designing-network control cen-
ters for greater productivity,” by Kerry Kosak, Descience Corpora-
tion, from Data Communications, April 1988. © 1988, McGraw-
Hill, Inc. Reprinted by permission.
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monitors per spacecraft function, there was need for a
well-organized environment that allowed both indi-
vidual monitor attention and attention to the
project’s full progression. This was accomplished by
arranging low banks of monitors, one per analyst,
facing wall displays providing an overview of the
entire project.

If the ergonomics of control center design seems to be
overstatement of the obvious, consider the following
specific design parameters:

* What is the optimum height of the monitor so that
it can be the primary focus but still be looked over
if needed?

« How deep should the counter in front of it be?
« How close can the monitors be to one another?
* How close can the people be?

 What accommodations should there be for tele-
phones, lighting, and wire management?

« How do you provide for equipment service and
changes?

All of these issues contribute to formulating prelimi-
nary mechanical-design needs, but equally important
is an understanding of each job function and specific
needs associated with carrying out that function. To
illustrate the importance of function, consider a well-
designed trading module used by financial institu-
tions.
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The job of trading requires quick and constant access
to two primary sets of equipment, the on-line moni-
tors and the telephone. Further, because traders often
work in groups, a systematic means of clustering peo-
ple in either an open floor plan or in rows is a prereg-
uisite, and equipment changes are constant.

Therefore, a well-designed trading module requires
flexibility for differing floor plans, modularity to han-
dle diverse and changing equipment, a high level of
equipment density, and adequate space for documen-
tation and personal storage.

To add a little more sophistication to the design equa-
tion, factor in the trend toward using the trading floor
as a showplace in many financial institutions. Sud-
denly, aesthetics become relatively important and
hidden-wire management, as well as data, telephone-
line, and power access must all be juggled without
jeopardizing crucial mechanical and ergonomic de-
sign elements.

ORGANIZATION

Designers of specialized environments, such as those
seen in financial institutions, have amassed a body of
experience that other on-line applications can use.
When the lessons learned on the trading floor are
combined with the ergonomic work done by many
companies and institutions, a substantial pool of data
is available that can be applied to the specific needs
of the network control environment.

The first thing that is obvious when entering a net-
work control center is the ratio of monitors to person-
nel. In the financial environment, there are generally
three or four monitors per person in a defined work-
station. In the network control center, it is more com-
mon to find several people interacting with common
monitors.

This arrangement is further complicated by the fact
that different staff operations often share the same
space. For example, it is not uncommon to see sys-
tems analysts, technicians, and a help desk all in the
control area, all sharing the same hardware to one
degree or another. Therefore, organization, ease of
presentation, and access to a high density of monitors
become critical concerns—problems that can be eas-
ily complicated when space is restricted or at a pre-
mium,.

The design solution is vertical stacking. However,
since a person may view a stacked monitor from
either a sitting or a standing position, optimizing the
dimensions and layout of the stacks is critical. Setting
the design dimensions compatible with people from
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Figure 1. Viewing tiers of monitors can often lead to fatigue and
neck strain, but when the screens are angled 10 degrees from the
vertical, they become easy to see from either a sitting or a
standing position.

five feet to six feet, two inches tall will cover approx-
imately 95 percent of the population. Beginning with
a standard desktop height of 29 inches supporting the
first tier, the second monitor tier will top out at just
about six feet. This height precludes realistic options
for a third tier, since it would be almost impossible to
access and difficult to see from a sitting position.

Designing the monitor location in the second tier for
viewing from a seated position creates other prob-
lems. First, because every monitor generally requires
that a keyboard be placed in front of it, there should
always be a shelf with enough depth to handle the
largest keyboard in use (approximately 12 inches
deep). Therefore, the viewer will always be looking up
and over the shelf. A straight vertical presentation of
the second tier monitor can be easily viewed by some-
one in a standing position but is difficult to see when
sitting.

The optimum relationship between an upper and a
lower screen is to have both fall within a 20-degree
cone of vision of the seated analyst. This requires that
each monitor screen be angled approximately 10 de-
grees from the vertical, which facilitates seeing both
screens from either position (Figure 1).

At the network control site for one of the largest

insurance companies in the United States, these de-
sign techniques permitted the consolidation of three
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staff groups into a control area 40 percent smaller
than the area previously reserved for the systems an-
alysts. With the addition of two more groups to the
same work area, management reported that the abil-
ity to quickly pull together people from diverse disci-
plines for any given problem resulted in a higher level
of efficiency and improved customer service.

ACCENTUATING THE FUNCTIONAL

Beyond organizational and staffing aspects, the func-
tional and mechanical needs of the control center
hardware must be addressed. The mechanical layout
must provide easy access to monitoring equipment in
both tiers, and such things as data lines, power, and
air-conditioning access are all essential aspects of the
well-designed network operations center. The design
of the screen-support stack should be adaptable
enough to handle a diverse range of monitor sizes and
types and be structurally solid enough to avoid any
chance of tipping over when loaded with monitors.
These are primary concerns in any design that is
freestanding in an open control room space.

LIGHTING AND GLARE REDUCTION

The most overlooked aspect of control room design is
lighting. Generally speaking, most control rooms
have too much light and the wrong type. At the center
of the problem is screen glare. The reflective nature of
the monitor-screen surface in a highly lit environ-
ment can become a major distraction to an operator
at a terminal. Part of the problem can be alleviated by
using a nonreflective surface to cover the monitor,
although high levels of light can still wash out the
data.

Another aspect of the lighting problem is that despite
the fact that it is easier to read a screen in a low-light
environment, analysts have reading, writing, and key-
ing tasks to perform on an ongoing basis. The opti-
mum solution for these seemingly conflicting needs is
not as complicated as one might imagine. The key is
simply to provide controlled light only where needed.
This can be accomplished by providing adequate task
illumination on the horizontal work surface, supple-
mented with adjustable indirect ambient lighting kept
at minimal levels.

The best solution appears to be built-in direct lighting
from a position overhanging the work surface. By
using louvered grilles, light can actually be channeled
to spill on the horizontal plane of the desktop in front
of a monitor. This will provide adequate task lighting
for operators without creating a wash or reflection on
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the monitor screen, while allowing ambient lighting
to be reduced significantly.

What happens when area lighting is poorly planned?
The experience of a large East Coast securities com-
pany sheds some light on this type of problem. The
company’s new command center was designed to be
situated in the room with the mainframe and the
support hardware. It was placed on a platform six
inches above the computer floor. The additional
height, combined with a generally high level of fluo-
rescent lighting, immediately caused glare problems,
even though nonreflective screens were in place.

Although the network-operations personnel were
looking forward to an integrated control environ-
ment, the lighting conditions caused problems. Most
of the personnel were frustrated, a few openly com-
plained that they could not work there. The lighting
problem added more stress to the settling in and
bringing network operations on-line.

The lighting problem was eventually corrected by re-
ducing the overhead light directly above the control
environment. But it did require electricians to reopen
ceiling access for a period of days, thereby delaying
the start-up of a fully functioning installation.

In the grand scheme of things, glare may seem an
oversight, but only because it was easily correctable.
One only had to hear the complaints of the analysts
to understand how critical the proper design of light-
ing is to the entire command center.

The lighting issue underscores the single overriding
goal in control center design: Emphasize the data, not
the hardware. In fact, in the perfect environment, all
data is contrast-enhanced and well presented; all
hardware is practically invisible and almost totally
silent.

A well-designed network control room eliminates all
visual distractions. Irregular monitor shapes, cabling,
and other hardware are obscured by enclosing the
monitors in a dark, nonreflective cabinet. However,
enclosing monitors requires forethought to provide
functional solutions that facilitate accessibility, venti-
lation, and wire management.

Another major distraction is noise. Noise is impor-
tant when deciding on the proximity of the command
center to printers and other distractions associated
with network hardware. Many companies have. used
glass enclosures contiguous to the actual hardware
area to set off the command center. This helps orga-
nize space as well as cut down the noise level in the
command environment.
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To analysts with so many critical responsibilities,
providing an area secure from hardware noise is a
definite advantage. In this environment, enclosures
can reduce the low-frequency hum of the monitors.
There is also a variety of enclosure setups that can
reduce printer noise by as much as 90 percent.

ADVANCE PLANNING: THE CRITICAL
CRITERIA

How can networking professionals plan for the future
in operations center design? In most instances, the
impetus for designing a new command environment
is the projected growth of the network. At the com-
mand center, growth is compounded by other con-
cerns, such as the phasing in and out of computer
hardware and telecommunications equipment. All of
these factors have an obvious impact on proper de-
sign.

One way to get a handle on these issues is to examine
an individual company and follow its planning and
design decisions. For security reasons, the company
will be called the ABC Corp. It is a holding company
for firms in a variety of related industries.

Several years ago, following a change in management,
ABC began an aggressive program of acquisition.
Some companies remained self-contained subsidiar-
ies, while others were folded into the parent company
for economic reasons.

Under this regime, the company’s revenues have in-
creased more than fivefold, while management infor-
mation systems (MIS) capabilities have increased
proportionately. At the beginning of the acquisition
process, the MIS function was performed in a single
large room, but it soon became a series of installa-
tions spread throughout a midwestern city. Before
MIS consolidation began, three mainframes were lo-
cated in different parts of the city.

One of the first steps for integrating MIS functions
was to build an advanced network consisting of both
fiber optic and leased lines. The experience gained
from this venture gave MIS operations personnel the
confidence to assume responsibility for monitoring
and maintaining telecommunications throughout the
company.

Three years ago, ABC management realized that it
was approaching critical mass and began the planning
process for a centralized command environment that
could match projected company growth into the next
decade. Three overriding concerns directed their ef-
forts:

COPYRIGHT © 1989 McGRAW-HILL, INCORPORATED. REPRODUCTION PROHIBITED

o Accommodating all present and future mainframe
needs. '

» Consolidating the monitoring setups for telecom-
munications and MIS environmental and support
services.

e Planning a three-phase expansion to facilitate
growth.

ABC’s new data center, only recently completed, is an
impressive example of the importance of advance
planning. The command center is the geographic cen-
ter of an installation that takes up the entire floor of a
medium-size office building. As such, the command
center serves as a functional hub for all the diverse
operations it monitors and maintains. The semicircu-
lar, double-tiered monitor banks built of modular en-
closures, the back wall containing all security, power,
and environmental monitoring equipment, and the
nearby lounge area for the analysts are all the result of
comprehensive planning.

Within the security area, taking up roughly half the
floor, are all printing, mainframe, disk-drive, tele-
communications, and power resources. The other
side of the floor houses offices for the management
and support staff. in each of the areas, color schemes,
furniture, wall treatment, and lighting have been co-
ordinated for continuity as well as for the needs of
specific working environments.

Despite the striking visual impact, an equal amount
of precise planning lies behind the walls to accommo-
date expansion. First, power, cooling, and environ-
mental monitoring and control have all been
overbuilt, allowing the raised floor area to be ex-
panded by more than 20 percent with easy access to
needed services. Non-weight-bearing modular walls
have been used extensively to allow expansion and
reconfiguration of the existing center. All of these
elements are geared for anticipated MIS growth,
which is expected to double again by the end of the
decade.

ABC hired a consulting contractor to both plan and
execute the work. According to the network-
operations manager, this decision was made early in
the discussion phase, since ABC realized the impor-
tance of support services and that control center de-
sign was one area where it lacked the proper
expertise.

ABC knew its specific operational needs, but it relied

upon the consultants to provide recommendations
about power and environmental monitoring—
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including water detection, main and backup air-
conditioning, and Halon fire suppression—as well as
security.

A majority of the support-function monitors has been
integrated into the back wall of the center. This was
done to make the command center a completely func-
tional nerve center in the event of an emergency, an
operational consideration often overlooked in the de-
sign phase of new centers. Such features as multi-
zoned fire suppression, two-tiered security, and
redundant cooling are added dimensions to tradi-
tional plans that can become important for both ex-
pansion and emergency contingencies.

HUMAN ELEMENTS

Hardware is not the only important issue, however.
As the example of area lighting demonstrated, the
needs of the personnel must also be given high prior-
ity. Once the explicit design criteria have been met,
attention should be paid to the specific needs of the
individuals.

The personnel staffing the center should have ade-

quate storage for personal effects and basic supplies.

Additionally, storage space for hardware and software

gocumentation should be both plentiful and accessi-
le.

Where monitor banks are stacked two tiers high on a
desktop base, adequate work space should be ac-
counted for in the design. However, desktops that are
part of the monitor tiers should be set back deeply
enough to accommodate either two keyboards (front
and back) or a single keyboard and standard binders

JUNE 1989

Figure 2. As the network control
center becomes equivalent to the
nerve center of an entire company,
it becomes the paradigm of corpo-
rate culture and capabilities. The
layout of Burlington Northern’s
network operations center made
monitoring and control operations
easier, while the improved aesthet-
ics made the command center a
company showplace.

of documentation. This allows the analyst to use the
documentation and keyboard simultaneously on the
work surface without requiring cumbersome under-
counter pull-out trays or using the analyst’s lap as an
extension of the work surface. This need is apparent
when a software analyst works for several hours with-
out adequate surface area.

Consideration should also be given to where the ana-
lysts can spend their time when not specifically work-
ing in the control environment. In highly secure
areas, one might follow the example of ABC, which
built an analyst lounge right off the main secure cor-
ridor between the disk-drive operations area and the
command center.

Operators’ performance can also be enhanced by pro-
viding safety features such as structural stability, fire-
proof construction, abatement of potential radiation,
and rounded edges on all exposed surfaces.

THE CORPORATE IMAGE

As the network control center becomes equivalent to
the nerve center of a company, it becomes the show-
place of corporate capabilities. So, beyond space, me-
chanical, and ergonomic needs, aesthetics is playing
an increasing role in the location and design of the
command center. There is no question that an aes-
thetic environment can become an integral part of a
company’s identity, but like all other aspects of the
optimum design, it must be factored into the design
equation without detracting from other needs, as in
the Burlington, N.H., network control center of Burl-
ington Northern Railroad (Figure 2).
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Finally, under all circumstances, the command center
must be designed to be redesigned. It must be able
not only to account for an ever-changing array of
monitoring and technical setups but also be adaptable
to changing space configurations and provide hard-
ware and service access. Telecommunications, power,
and ventilation also must be considered, as should
cable management.

For example, at one IBM manufacturing plant, after
just 18 months, the increasing responsibilities of net-
work operations forced a 40 percent expansion of the
network control center. By using a modular design
that allowed for easy expansion and reconfiguration,

COPYRIGHT © 1989 McGRAW-HILL, INCORPORATED. REPRODUCTION PROHIBITED

the expansion could be made cost-effective and car-
ried out in a fraction of the time required for an
entire custom-built design.

In the final analysis, command center design is not
simply a function of space allocation and furniture.
An enormous amount of advance planning is re-
quired for centralized control centers, especially in
departments that have significant growth projections.
To be effective, questions of morale, hardware, pe-
ripherals, and even the building’s architecture have to
be considered. Eliminating any single aspect can sub-
stantially decrease the center’s effectiveness and
longevity. [
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This report will help you to:

» Plan a network management system that is effective today and will

accommodate future standards.

e Evaluate currently available network management systems.

» Develop strategies for implementing a hybrid network management

system.

USERS CULTIVATING HYBRID METHODS
TO MANAGE NETS

Faced with difficult conditions and a changing envi-
ronment, farmers long ago developed hybrids to im-
prove the yield and quality of their crops.

Today’s network planners and users have similar
problems. With equipment from a variety of vendors
using different media and divergent protocols, users
must develop effective hybrid network management
systems to handle the often harsh communications
climate.

The term “network management system” encom-
passes a variety of products and services. Recently,
net management systems have evolved from a collec-
tion of modules, such as IBM’s Network Communi-
cations Control Facility (NCCF) and Digital
Equipment Corp.’s Network Control Program (NCP),
to more comprehensive systems, such as IBM’s
NetView and DEC’s Network Management Control
Center. However, since these systems are managing
only specific network elements, the term network ele-
ment management systems (NEMS) will be used
when describing them.

This Datapro report is based on “Homegrown Net Management,”
by Chuck Papageorgiou, United Parcel Service, Inc., from Network
World, October 1988. © 1988 NW Publishing, Inc. Reprinted by
permission.
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LIMITATIONS

The limitations of these systems remain the same as
in the original module offerings. Vendor-developed
NEMSs are designed primarily around the vendor’s
architecture with occasional hooks into other net
management systems or other vendors’ equipment.
They concentrate mainly on managing elements such
as modems, terminal controllers, and front-end pro-
Cessors.

These NEMSs control and manage only specific areas
and elements within the variety of networks that
compose the corporate network.

Consequently, vendors often overlook the need of the
user to manage all the different networks that form
the whole without worrying about the protocols or
architectures that it comprises. The user is left with
incompatible NEMSs that need, in most cases, sepa-
rate staff, with different training and levels of exper-
tise, and reside within vendor-specific subnetworks
accessed through different network operator consoles.

PRESSURE FOR CONNECTIVITY

The pressure from large corporate users for complete
network management forced the vendor community
to form alliances and provide interfaces to other sys-
tems, in a way similar to the approach IBM takes
with NetView/PC. However, these interfaces are
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mainly patches, and their functionality is limited to
alarm collections and other reporting functions.

The general consensus is that no single, commercially
available net management system can perform the
task of managing a multivendor, mixed-architecture
network. It is therefore essential to view network
management in a different light. Any planning or
fiiscussions that take place must consider the follow-
ing:

+ The user must acquire a number of NEMSs in order
to provide efficient management for all the network
elements. As a result, the staffing levels and training
requirements for the personnel in charge of manag-
ing the network increase dramatically.

* The user must assume overall responsibility for suc-
cessful integration and must follow a careful NEMS
module-selection process.

e Before the integration process begins, the user
should take under consideration the imminent ar-
rival of international standards for network man-
agement.

» As a last resort, the user must also consider imple-
menting a single-vendor corporate network. This,
however, is not practical since it limits the options
available to the user.

A review of offerings from various companies shows
that two design architectures appear to be most com-
monly used by vendors.

The first approach is based on the notion that a net
management system should focus on path and
network-availability control. This approach is taken
by modem and other communications equipment
vendors.

A system designed in this way allows the network
operators to identify disrupted paths or congestion
points in the network without needing to know which
applications or users are affected.

The system provides alarms and status reports about
the network components, such as lines, modems,
multiplexers, and other equipment, in real time. The
status of the entire physical network is available to
the network operators at a glance using graphical rep-
resentations.

This type of net management system becomes an
extension of the physical network, and it ignores the
network’s reason for existence—serving the end user,
whether an application or a person. This method is
valuable for identifying and correcting physical net-
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work problems, sometimes before the user even no-
tices them. However, it does not help in cases where
the problem is application specific, that is, in the
software. Eventually, this net management system’s
inability to associate network paths with applications
becomes a liability.

Most end users don’t know or care what piece of the
network they are connected to; they are only con-
cerned about the applications they are using. From a
user’s perspective, if for some reason an application is
not accessible, the network is considered unavailable,
and the details do not matter.

A potential problem with this type of net manage-
ment system is the proliferation of packet-based pro-
tocols and peer-to-peer connectionless
communications. Point-to-point circuits are replaced
by virtual paths, the network is used as an intelligent
router, and sessions can be active even if paths and
nodes fail. When that occurs, a node or link fails, and
the net management system will identify it and pro-
duce an alarm, just as it is supposed to. Because it is
concerned only with physical paths, it will not be able
to provide the application with reconfiguration or
fault management.

Net management systems of this type are hardware
and modem control systems and other equipment-
monitoring facilities, such as the Dataphone II Net-
work Management System from AT&T.

SESSION-ORIENTED APPROACH

The second approach is to design a net management
system that focuses on session control. This approach
allows the network operators to identify and monitor
calls to an application through the network without
needing to know what route the call took in order to
reach the application. A typical example is the func-
tionality built into IBM’s NCCF. By having access to
the VTAM facility and NCP, NCCF permits a net-
work operator or program to monitor and control
sessions. When a session is lost, the network operator
can re-establish it or, more specifically, reactivate it.

However, if the problem is a bad line that requires
dial backup, the operator has to use a path-control net
management system, such as the AT&T Dataphone
II, or manually initiate the dial backup procedure.
When the link is re-established, the operator can reac-
tivate the session. However, NCCF will not be aware
that the session has been rerouted to a dial backup
facility because the path-control net management sys-
tem is concerned only with the hardware and doesn’t
communicate with applications. In this case, the tool
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becomes an extension of the logical network, and it,
from a management point of view, ignores the physi-
cal network.

The session control approach provides a very good
answer to the familiar cry, “My system is down.” If
the application is up and running, the net manage-
ment system can direct the network operator to
search for the problem somewhere in the transport or
physical areas of the network. Since this type of net
management system does not help identify where the
call gets blocked or fails, individual physical network
troubleshooting mechanisms have to be invoked.

PHYSICAL/LOGICAL INTEGRATION

Since both the aforementioned design approaches to
network management stop short of a complete net
management system in some way or another, a net-
work management system designer must consider a
mixed solution to the network management problem.
By combining the physical management capabilities
of the first approach with the logical capabilities of
the second, a system designer can implement an effi-
cient management system that controls the entire cor-
porate network.

Some vendors are addressing the physical/logical net
management system integration problem. Some even
provide “complete” network management systems,
both from the logical and physical points of view.
IBM’s NetView is a good example. It includes a hard-
ware monitor, a session monitor, and a status moni-
tor, as well as control and help facilities, and it can
also manage equipment and applications.

However, NetView still doesn’t fit the definition of
the ideal net management system. The reason? It
mainly integrates the management of a Systems Net-
work Architecture network with IBM equipment re-
siding on it. When other vendors’ equipment exists
on the network, NetView becomes an alarm collector
and reporter, and even then only through NetView/
PC and only with those vendors that conform to
IBM’s specifications.

IMPLEMENTATION AND DESIGN

The corporate network’s ability to connect various
end users (user to user, application to application, or
user to application) and to carry information between
them consistently is critical to a corporation. There-
fore, successful management of the corporate network
is as important as any other corporate function. In
order to maintain the network’s service levels, the
user must manage it as efficiently as possible.

JUNE 1989

Network management can be implemented using the
tools and facilities available today and still be func-
tional until standards arrive. To implement a man-
agement system, the user must first manage the
physical part (end-to-end physical connectivity) and
then focus on the logical part (end-to-end logical con-
nectivity). If these two tasks are completed success-
fully, the user will be able to efficiently manage the
current corporate network, and implementing the
forthcoming standards will not require redesigning it.

The first step in designing a complete net manage-
ment system is to implement a physical network
management system. This involves, among other
tasks, an inventory of all network components down
to the end-node level. An end node is any device on
the network that has more than one input or output;
for example, an IBM or DEC host, terminal server,
packet assembler/disassembler, 327X terminal con-
troller, front-end processor, or T1 multiplexer.

During this phase, users should construct a complete,
detailed map of the network, showing all physical
connections between end nodes, indicating the kind
of traffic and protocols used and the available and
utilized bandwidth for each link.

When these steps are completed, the user can select
and implement a physical network management sys-
tem. This system will follow the first design approach
discussed above, which focuses on network availabil-
ity control. It will be the basis for the next step to-
ward complete network management.

Examples of a physical network management system
are the recently introduced Meridian Data Network
System from Northern Telecom, Inc., AT&T’s Uni-
fied Network Management Architecture (UNMA),
and Codex’s 9800 series of its Integrated Network
Management System.

The second step in the design and implementation of
the complete net management system is the construc-
tion of a logical system. Once the physical network
management system is in place, logical system con-
struction will become a matter of identifying the ap-
plications that reside on each host, the access
methods they support, and the paths they utilize.

To construct a logical net management system, the
user must inventory all the applications accessed
through the network, including descriptions of the
connection methods and protocols supported, such as
dial-up connections, dedicated access, asynchronous,
Synchronous Data Link Control, or X.25.

The user must also perform a user population study
to determine user locations, types and methods of
connections, and the usage of the network in general.
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When these steps are completed and the data col-
lected is added to the network map, a logical network
management system can be selected and imple-
mented. This system must complement and be com-
patible with the physical net management system.
Examples of currently available logical management
systems are NetView and Cincom Systems, Inc.’s
NetMaster.

At this point, assuming that the system designer fol-
lowed the guidelines specified previously, the integra-
tion of the physical management system and logical
management system can be accomplished.

For example, if the systems selected are compatible,
reports on path availability or path failures from the
physical system can be directed to the logical system,
which can then adjust pacing so the active sessions do
not overload the remaining physical paths.

If the logical system detects slow response time or a
high number of retransmissions during a session, it
can inform the physical system, which in turn can
reroute the session over a new path. Since the logical
system is aware of the status of applications, it can,
for example, notify the physical system when sessions
should be restricted to a specific physical path (such
as an encrypted link), thus preventing any security
breaches.

From this point forward, the effectiveness of the
management system will depend mainly on how well
the network operators are trained and the accuracy of
the data maintained for all applications and users.
This will make any transitions or conversions to a
future Open Systems Interconnection-based system
almost painless.

Even if the user chooses not to convert, the benefits
from efficient corporate network management will be
numerous.

FUTURE DIRECTIONS

A true net management system provides a common
interface between all the various architecture- and
vendor-specific NEMSs. Its functionality and struc-
ture should be flexible enough to allow it to be inter-
faced with any vendor’s NEMS with minimal effort.
The ideal net management system will provide a
common user interface for the network operator, can
run under any operating system or hardware plat-
form, and can be interfaced to and manage any kind
of network. Its functionality should at least include
the facilities mentioned in the International Stan-
dards Organization (ISO) OSI model. Unfortunately,
the ideal doesn’t exist commercially.
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In recent years, many attempts have been made to
provide the ideal net management system. All the
vendors with a networking strategy have announced a
management system, based on their environment,
and have claimed it to be the de facto industry stan-
dard.

Current limitations and vendor insistence on propri-
etary architectures notwithstanding, the marriage of
the two schools of thought outlined above is immi-
nent. Based on the progress of the standards bodies
under the ISO/OSI architectural umbrella, true net
management systems will be arriving in the near fu-
ture.

In the ISO/OSI model, the network management as-
pects are covered under the Draft International Stan-
dard 7498/4 (addendum to the basic ISO model
definition), the Draft Proposal 9595 (management in-
formation services) and Draft Proposal 9596 (man-
agement information protocols). While the details
and protocols defined in these drafts are beyond the
scope of this report, they can be summed up in a few
words.

The ISO network management specifications define
several protocols that encompass the basic layers of
the OSI model. These network management protocols
do not constitute an eighth layer but rather provide
adjunct functions to the other layers for data collec-
tion and information distribution. The data collected
and distributed deals with fault, configuration, ac-
counting, performance, and security management, as
well as naming and addressing.

The area of network management standards is the
most difficult to implement and, unfortunately, has
not received the proper amount of attention until
recently. Due to the realization that a networking
architecture is not complete without net management
system specifications, the ISO’s Joint Technical Com-
mittee 1 SC21, or OSI committee, has amplified its
efforts, and more people worldwide are engaged in
standards development.

AT&T’s UNMA also addresses the problem. It even
claims to use the ISO/OSI model as its architecture,
but the fact remains that it is a system provided by a
vendor and other vendors might not choose to adhere
to it.

When the ISO/OSI model becomes an industrywide
standard supported by the user community, vendors
will have to adhere to it. The management of the
corporate network will be accomplished from a single
location, or if needed, from distributed locations, us-
ing a common operator interface and an international
set of standards. O

JUNE 1989

DATAPRO RESEARCH, DELRAN NJ 08075 USA



ik,

NM40-100-101
Integrated Network Management

Catching Up to the Future of
Integrated Network Management

This report will help you to:

» Evaluate the probable changes in network management systems that
should occur within the next three years.

» Recognize the driving forces behind evolving network management

systems.

« Understand the benefits of end-to-end network management via a

single system.

Assessing the future of network management systems
is more than an intellectual exercise. Network manag-
ers must make decisions that have substantial dollar
and resource costs attached to them. These decisions
should be based not only on today’s knowledge, but
on future resource availability as well.

As we discuss possible solutions to the limitations of
today’s net management systems, we’re ignoring con-
cepts and technologies that are only vaguely under-
stood today.

It’s unlikely that some totally new concept or technol-
ogy will emerge over the next three to five years that
will have a substantial impact on telecommunications
management, but network management will undergo
some definite changes in the near future.

FULL NETWORK CONTROL

The most important change in network management
will come from the development (albeit slowly) by
1992 of net management systems that can truly man-
age an entire network through a single system consist-
ing of products from a number of vendors.

This Datapro report is based on “Catching Up to the Future of
Integrated Net Management,” by Dennis Krentz, Market Analysis
Co., from Network World, February 1989. © 1989, NW Publishing,
Inc. Reprinted by permission.
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The following factors will drive the progress toward
this integrated system:

Market Demand

In the early stages of deregulation, network managers
and other telecommunications decision-makers were
happy simply to have a growing range of equipment
and control tools from which to choose. Demand for
integration began to increase substantially by the
mid-1980s, and many surveys show that the primary
concern of today’s telecommunications managers is
the net management system’s inability to deal effec-
tively with all of a typical network’s components. By
mid-1989, individual vendors will begin announcing
development efforts that emphasize total system
management capabilities.

Development of Industry Standards

The current move toward development of standards,
in the form of either products (such as IBM’s
NetView and Timeplex’s TimeView) or protocols
(such as Open Systems Interconnection), will acceler-
ate as clients put more pressure on vendors to speed
up the process.

COPYRIGHT © 1989 McGRAW-HILL, INCORPORATED. REPRODUCTION PROHIBITED

DATAPRQ RESFARCH DEIRAN N.J 08075 LISA



NM40-100-102
Integrated Network Management

Catching Up to the Future of
Integrated Network Management

Alliance Development

As the focus on industrywide standards and market
pressures from the buying community increases, indi-
vidual net management system vendors will attempt
to achieve short-term integration objectives through
agreements with indirect competitors. These agree-
ments will initially involve vendors that do not di-
rectly compete with one another (such as subrate
modem, private branch exchange, and T1 vendors).

However, by late 1989 or early 1990, market demand
pressures will cause a few major vendors to announce
exchange-of-information programs in anticipation of
future agreement on one of the industry standards
currently under development.

Enhanced Interface Development

Although a number of tools currently exist for con-
structing interface capabilities between divergent con-
trol systems, they are hampered by two general
problems: vendors have no strong need for them, and
they are unwilling to share the information necessary
to use the tools effectively.

The combination of increasing market demand for
integrated systems, industry acceptance of universal
standards, and the initial movement toward informa-
tion sharing will increase the use of interface tools as
a stopgap integration measure. This, in turn, will lead
to the production and marketing of a series of equip-
ment and system interfaces by mid-1990. Industry-
wide standards development will then further the
integration process.

Progress toward true integration of monitoring and
control capabilities has already begun and will be
essentially complete by the mid-1990s. By selecting
products carefully, network managers should be able
to build a fully integrated voice/data system involv-
ing a number of different vendors’ products by as
early as 1994,

CONFIGURATION CAPABILITY

Increased attention to the management requirements
of multivendor networks containing diverse transmis-
sion types will necessarily focus on configuration is-
sues within those networks. The current lack of end-
to-end network management capability makes the
need for improved configuration capabilities some-
what moot.

The ability to monitor and control an entire network
through a single system, however, will quickly bring
up the need to automate network inventory and de-
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sign capabilities. Such capabilities will develop rather
quickly and evolve from two currently available
tools: expert systems technology and scanner technol-

ogy.

Attempts to user expert systems technology for net-
work design and configuration have already been
made. These early efforts, however, have been largely
rules-based rather than inference-based. In rules-
based systems, decisions are made based on the rules
established within the system; therefore, decision
quality reflects the quality of the rules involved.
Inference-based systems take this process one step
further. The system draws conclusions from a series
of data and generalizes from sets of statistical sam-
ples.

The possibilities of an inference-based system are es-
pecially interesting in light of the rapid advances in
data base management technology. Today’s data base
management systems can supply substantial amounts
of computing power at the workstation or personal
computer level. This permits users to process very
large data sets containing a multitude of details con-
cerning individual transmissions, over time, within a
given network.

Today, that information is collected only within sub-
sections of individual networks—a shortcoming di-
rectly related to the lack of end-to-end monitoring
capabilities in today’s network management systems.
Net management systems that manage only a portion
of a network can collect data only from that portion.

A systemwide data base, combined with an expert
system containing an inference engine, provides a
path to automated network design capabilities. The
network manager can construct a system that will set
initial design parameters based on a combination of
cost, transmission type, and traffic projections. The
network can then be reconfigured almost at will based
on the criteria of that particular network (such as
volume, transmission speed, least-cost routing con-
siderations, and call priorities), subject to actual phys-
ical constraints.

A few network management system vendors are cur-
rently considering similar design and reconfiguration
systems. The availability of end-to-end monitoring
systems will accelerate the production of design and
reconfiguration systems, most likely by 1991.

EXPERT DIAGNOSTICS

Expert systems technology has applications through-
out the network management process. While it is
unlikely that expert systems will have total control of
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large networks during the next 50 years, diagnostics of
transmission-related problems are likely to be han-
dled increasingly through automated methods rather
than through the largely manual methods used in
most networks today.

SAVING TIME AND MONEY

In today’s environment, the operator or user must
identify the fault within the system, then trace the
fault and repair or replace the malfunctioning piece of
equipment. This process can take days to complete,
resulting in system downtime costs that can run to
hundreds of thousands of dollars per hour.

Inference-based expert systems offer the potential for
both time and dollar savings in the diagnosis of sys-
tem faults. In such a system, action can be taken on
the problem almost immediately, in contrast to sys-
tems that require the operator or user to first recog-
nize an alarm condition (or other method of
notification).

The diagnostic procedure within the expert system
can be based on a comprehensive routine, both rules-
based and inference-based, rather than being limited
by the capabilities of either individual pieces of
equipment or individual people.

With expert systems, the diagnostic process begins
and ends more rapidly, resulting in both time savings
and direct cost savings because of decreased system
downtime and decreased resources needed for diag-
nostic activity.

The primary impediment to expert systems today is
the inadequacy of data base management resources to
process the information required by the inference en-
gine. However, the two technologies are developing
rapidly, and at least one vendor is expected to an-
nounce the inclusion of such a system in its network
management system sometime this year.

REAL-TIME INVENTORY CONTROL

Inventory control within a typical corporate telecom-
munications network presents the manager with a
series of monitoring and design problems. A network
cannot be monitored or configured properly if the
network inventory is inaccurate. Reliance on manual
reporting methods has frequently proven to be inef-
fective.

Some vendors (notably IBM/Rolm Systems Division)

have implemented controls whereby alarms are gen-
erated when a piece of equipment is removed from
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the system. Other vendors are able to map major
components and trunks within the telecommunica-
tions system. However, at this time, vendors cannot
track system changes completely and automatically.

While a number of manufacturing applications use
scanner technology for inventory control, a direct
transfer of principles from the manufacturing envi-
ronment to the telecommunications environment is
not likely to occur. Communications devices are typ-
ically so geographically scattered that scanning is not
feasible. However, aspects of scanner technology and
major portions of the process involved are being used
to develop comprehensive automated inventory con-
trol systems for telecommunications networks.

Inventory update frequency is the primary difference
between the two methods of automated inventory
identification likely to be in place in some systems by
early 1990.

The first method, periodic polling, is similar to that
used in automated shop inventory control. Devices
on the system are queried periodically, either through
a standalone process within the network management
system or as part of a larger overhead control process
in the system. The devices are identified through a
coding process similar to that used in bar coding,
except the identification code is located internally to
the unit involved rather than on an external label.
The host processes the information, which is ulti-
mately used in the network inventory management
system.

From periodic polling, two possible methodologies
will emerge. The first will be a stand-alone process,
seen as a window in the network management sys-
tem, which will allow devices to be polled periodi-
cally. Since polling must take place over the network,
polling capability is therefore contingent upon avail-
able bandwidth. The second method will include poll-
ing as part of some larger system overhead process
that will allow devices to be polled as part of a larger
control process.

The second method of automated inventory identifi-
cation is continuous inventory updating. In this pro-
cess, the device sends continuous or almost-
continuous information regarding information type
and location to the host as part of the regular system
overhead. Because the process is part of system over-
head, it must necessarily be a part of the network
management system. A continuous (as opposed to
periodic) update process may be necessary in systems
that are relatively dynamic. As in the periodic polling
process, the host receives standardized information,
which is then factored into the network inventory
management system.
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BANDWIDTH PARTITIONING

In its most basic form, virtual networking is simply
the partitioning of available bandwidth with simulta-
neous implementation of security measures across
that partitioned bandwidth. To the user, the parti-
tioned bandwidth appears as a separate circuit (asin a
virtual WATS line) or a collection of circuits (as in a
virtual network).

In private networks, the challenge is to bring virtual
networking capabilities down to low levels while still
permitting access and security controls to be main-
tained over what would now be two (or more) sepa-
rate networks. The challenge does not rest in the
partitioning process itself but in controlling access to
partitioned bandwidth. This can be met only through
a combination of technical advancements and secu-
rity arrangements.

Initially, virtual networking will take place through
restricted access to specific ports at individual nodes.
That is, an individual user will, based on access enti-
tlement, be limited to a series of specific paths
through specific ports at individual nodes.

After the virtual network is defined at the port level,
access to that network will be restricted according to a
rules-based system that relates user access privileges
to port mappings. While integrity between different
virtual networks and different users is maintained,
some problems exist with this method. Most impor-
tant, unused bandwidth in one virtual network can-
not be used by those with access privileges to another
network. The result is that at least some of the dy-
namic routing/rerouting capabilities in today’s net
management systems will be lost.

The second generation of small-scale virtual network-
ing products, which allocate bandwidth to individual
virtual networks through a software-controlled pro-
cess, will solve that problem. This process will com-
bine dynamic routing capabilities with expert systems
technology to allow individual virtual networks to
expand or contract given specific geographical and
bandwidth requirements. This capability may be
available in two or more net management systems by
late 1989.

Because the expansion and contraction of individual
virtual networks can be handled through a rules-
based expert system, and because virtual networking
has been available on a larger scale within the public
network for some time, little in the way of new tech-
nology must be developed. Rather, the technology
must be downsized and adjusted before the product
can be brought to market.
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PARTITIONING POSSIBILITIES

Implementation of bandwidth partitioning capabili-
ties will have a dramatic impact on all telecommuni-
cations users, including the home computer and small
network management system user. ‘

The primary impact of bandwidth partitioning will be
to free up certain resources and provide overall sys-
tem flexibility. For users and managers of large sys-
tems, the first result will be a consolidation of
physical networks. Where multiple physical telecom-
munications facilities are currently required, due to
either application constraints or security needs, the
creation of a small virtual network within the main
network would cancel the need for other physical
networks.

Separate but infrequently used networks such as
emergency services networks or networks transmit-
ting classified data could be constructed within the
larger primary network.

Users with large network management systems cur-
rently have other options to attain that flexibility,
albeit at a higher cost. Small-system and home com-
puter users, however, generally have no other alterna-
tives simply because they are dealing with lines rather
than with a network. Bandwidth partitioning (or the
creation of small-scale virtual private networks) can
effectively change one or more telephone lines into a
small network.

As one example, Pacific Bell experimented recently
with an offering (dubbed Project Victoria) that would
enable home computer users, through a combination
of bandwidth partitioning and multiplexer technol-
ogy, to receive a combination of informational ser-
vices, cable television and enhanced telephone
services over the same wires through which only basic
telephone service is currently available. Similar bene-
fits would accrue to small-business clients within the
public network.

The implementation of bandwidth partitioning capa-
bilities also promises to have substantial impact on
small net management systems. The ability to parti-
tion bandwidth and effectively create smaller subnet-
works within small networks will greatly increase the
number and type of applications possible within a
given network, however small. Applications that ei-
ther cannot run or must run in series due to band-
width constraints will be available to system users as
bandwidth partitioning becomes more readily avail-
able.
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PUBLIC/PRIVATE INTERACTION

As recently as a few years ago, network management
systems were structured almost entirely as client pre-
mises products rather than network-compatible prod-
ucts. With client premises products, the only
interaction with the public network was in using indi-
vidual trunks provided by public network vendors.
With network-compatible products, interaction oc-
curs between the control features within both the
client premises and public network equipment.

Digital access and cross-connect system compatibility
(where client premises T1 systems can drop and pick
up individual T1 channels within the public network)
blurred this distinction somewhat. The ongoing de-
velopment of Integrated Services Digital Network ca-
pabilities and the resulting ISDN-compatible claims
have blurred the distinction even further. Recent pe-
titions by some Bell operating companies to remove
the information-provision restrictions imposed by di-
vestiture indicate they are willing to provide further
interaction with private networking systems.

The most feasible (and potentially the most profit-
able) combination of public and private network con-
trol technology in the next two years 1s the extension
of network compatibility to the point where the pri-
vate network can exert a form of software control
over portions of the public network. This is not a new
concept—some carriers have been offering forms of
software-defined networks (SDN) for at least 18
months.

Further, the most basic premise of ISDN is the ability
of the ISDN user or manager to control parts of the
public network in much the same way a private net-
work is controlled. From a viewpoint of cost and
system management, however, a combination of pub-
lic network SDN and private network management
capabilities makes the most sense in the short term.
The private network sector is demanding products
that will expand the ability of the network manager to
view and configure the network.

The ability to exert software and data base control
over portions of the public network at the switch level
will allow the private network manager to create or
delete additional network capacity as bandwidth de-
mand warrants by adding or deleting circuits within
the public network. Effectively, the network manager
will be able to create virtual subnetworks or tempo-
rary additions to the primary network, which will
have a considerable impact on network management
practices.

Geographical areas that currently do not warrant
fixed network facilities will be integrated into the
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master private network by adding virtual subnet-
works derived from the public network.

Finally, the availability of expanded networks to indi-
vidual companies will mean a combined increase in
both informational flow and application availability.

Developments and changes in network management
systems are becoming increasingly market-driven. As
private network managers become able to define the
new features that their systems require to function
properly, these features will be developed by individ-
ual vendors. That development process is expected to
proceed more rapidly over the next 18 months than
was previously anticipated.

MULTIVENDOR INTERFACE OPTIONS

The lack of integration between different vendors’
software and hardware is the primary barrier to the
development of a true network management system.
Control code and interface information within indi-
vidual net management systems, or between compo-
nents within a single vendor’s network, is typically
proprietary to that vendor.

Individual systems simply do not communicate well
with one another. In fact, they cannot communicate
unless vendors are willing to either exchange propri-
etary control, interface and alarm information, or to
agree on a single set of standards for that information.

Although a growing number of systems and compo-
nents can interface through third-party monitoring
systems such as IBM’s NetView, such interfacing is
typically limited to passing status or alarm messages
to the host.

The result is that no network management system
today can truly manage the components of multiple
vendors. This is the result of vendors having no in-
centive to exchange proprietary information with
their competitors. There are, in fact, a wide range of
options for constructing some form of interface be-
tween individual systems and components.

Current Interface Options

The application program interface (API) takes a par-
ticular application within the network management
process, performs a software protocol conversion on
it and hands it off to another set of controls. The
main advantage to this method is that the user can
tailor the API to fit a particular situation. A disadvan-
tage is that large numbers of applications require large
numbers of APIs.
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The asynchronous ASCII terminal interface is an-
other option. This is the most commonly used of all
interfaces. The vendor simply enables the user to
view or control the system or component through an
ASCII terminal. The extent of the user’s ability to
view or control is typically limited by the vendor, and
enhancements to existing capabilities may be difficult
or impossible.

A third interface option is reverse engineering. Con-
trol codes and other organizational factors are broken
down into individual components and rewritten in a
language compatible with the primary system. This
method is efficient in that all aspects of the integra-
tion process can be addressed. Reverse engineering
can be tremendously expensive, though, and even
minor system changes that require reverse engineer-
ing can mean that the entire process must be re-
peated.

Software bridging is another interface option. A soft-
ware bridge passes an application from one system to
another, with the passage being transparent to the
user. This tool is very efficient from an engineering
standpoint, but designing a bridge requires substan-
tial proprietary information from each system.
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Standard message protocols are a fifth option. Exam-
ples include CCITT X.400 and the International
Standards Organization’s (ISO) Common Manage-
ment Information Protocol.

The main advantage of these protocols is that they
allow users and vendors to focus on a known set of
standards. However, these standards are still under
development and are unlikely to be completed until
the mid-1900s.

Another option is third-party “umbrella” systems, in
which a single set of networking standards is used
across a series of networks and equipment. This
method has the most promise for the future but re-
quires agreement from a large number of vendors to
be successful.

Wrap boxes are the final interface option. These are
devices that either bypass or bridge individual com-
ponents within a system so that the performance of
those components can be monitored to some extent.
However, rarely is either complete monitoring or
control possible. (]
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This report will help you to:

o Compare IBM’s NetView with OSI-based network management

systems.

» Examine basic concepts and terms of OSI management.
» Make effective OSI management decisions.

During the last three years, network management has
become a vital element in voice, data, and image
communications. Once considered an option, it is
now a necessity for administering and operating both
public and private networks. In response to this need,
the International Organization for Standardization
(ISO) is defining a set of Open Systems Interconnec-
tion (OSI) standards for network management.

OSI Management standards are documents written
by OSI committees that define information struc-
tures, services, and protocols required for OSI Man-
agement. These standards define the software tools
necessary to monitor, control, operate, and adminis-
ter network components in OSI environments.

The services provided by these standards are ar-
ranged into two broad groups: Common Management
Information Services (CMIS) and Specific Manage-
ment Information Services (SMIS). CMIS standards
provide software tools called “primitives,” which are
the basic means of supporting OSI Management func-
tions. Typical primitives would include get, set, event
report, and action. SMIS standards provide addi-
tional software tools called “directives.” These direc-
tives provide specific OSI Management functions

This report was prepared for Datapro by John J. McCann, presi-
dent of Comnet Systems, a Ridgewood, New Jersey consulting firm
specializing in network management. Formerly a Senior Analyst
with the international consulting firm Arthur D. Little, Mr. Mc-
Cann now provides network management implementation studies
for Fortune 1000 clients. Additionally, Mr. McCann does network
product development for carriers and vendors.
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within the areas of configuration management, fault
processing, performance monitoring, security, and ac-
counting. Additional OSI Management standards
such as the Management Framework, the Structure of
Management Information (SMI), and the Directory
complete the OSI Management standards.

OSI Management standards are important because
they offer the only realistic and workable method for
enabling networks to exchange management informa-
tion on a worldwide basis. As public and private
networks became more closely integrated in future
years, the exchange of administrative and operational
data will become increasingly crucial. OSI Manage-
ment standards will provide each network and net-
work component with an identical set of tools to
support information exchange. Without these stan-
dards, every network would require proprietary gate-
ways to every other network in order to exchange
management information. This is not acceptable on
either a cost or an efficiency basis.

Index to This Report Page
OSI Management Framework ................... 104
OSI Systems Management ..........ccceeeveennees 105

Specific Management Functional Areas ... 110
Structure of Management Information
(SMI) oot creresaesreeres e sressnasnans 115
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Figure 1. Network management is distributed across three environments: customer-premise equipment (CPE), local exchange carriers
(LEC), and interexchange carriers (IECs) and foreign postal, telegraph, and telephone agencies (PTT). Effective end-to-end manage-

ment requires close cooperation between these three environments.

OSI Management standards will support, rather than
replace, proprietary management architectures such
as IBM’s SNA/NetView, AT&T’s UNMA, Digital
Equipment Corporation’s Enterprise Management
Architecture (EMA), and Hewlett-Packard’s Open-
View. For at least the next 10 years, these proprietary
management architectures will continue to operate
and administer their respective environments while
utilizing OSI standards only to define, format, and
exchange management information. This will both
protect and enhance the value of installed manage-
ment systems.

Figures 1 and 2 illustrate the scope of network man-
agement and further emphasize the importance of
OSI Management standards. As shown in Figure 1,
network management is distributed across three envi-
ronments: customer-premise equipment (CPE), local
exchange carrier (LEC), and interexchange carriers
(IECs/PTT). Effective end-to-end management there-
fore requires close cooperation between these three
environments with their diverse authorities and tech-
nologies.

Figure 2 focuses the problem into greater detail. This
“composite network™ enlarges the CPE environment,
showing typical components in Fortune 1000 voice,
data, and image networks. Figure 2 also shows inter-
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faces to the LEC and IEC/PTT switching centers as
well as interfaces to Common Channel Signaling Sys-
tem 7 (CCSS7).

How Does OSI Management Solve These
Problems?

OSI Management standards are important because
they provide uniform software tools to efficiently op-
erate and administer voice, data, and image networks
in complex CPE, LEC, and IEC/PTT environments.

Figure 3 shows how OSI Management standards can
be implemented for products which reside in LEC or
IEC, as well as CPE environments. As illustrated,
proprietary products (such as NetView or AT&T’s
UNMA product, the Accumaster Integrator) located
in LEC or IEC switching centers could use OSI Man-
agement software tools to exchange operational or
administrative data with similar products located on
the customer premise equipment (CPE). The interface
used in Figure 3 is a Basic or Primary rate ISDN
D-Channel. Tariffed network management services,
conceptually similar to this diagram, will be offered
by carriers in 1989.
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When will OSI Management products be available?
In order to answer this question reasonably, it must
be noted that the OSI Management standards dis-
cussed in this report are merely OSI documents—
they are not OSI products. Significant worldwide
efforts are required to develop products based on
these standards. Although several vendors have al-
ready developed products closely oriented to these
standards, true OSI Management products that con-
form with final international standards will not be
available until between 1990 and 1992. Figure 4 pro-
vides a schedule for completion of OSI Management
standards including Draft Proposals, Draft Interna-
tional Standards, and International Standards.

OSI Management standards, although not yet final-
ized, can still play a central role in an organization’s
long-term network management strategy. Since OSI
manages “objects” with multiple “attributes,” a typi-
cal Fortune 500 corporation can use these broad ge-
neric categories to plan long-term management for all
its networks. These networks may transmit voice,

data, and image, using both public and private net-
work facilities, with proprietary architectures such as
SNA or Digital’s DNA. Various switching techniques
such as Digital Dataphone Service (DDS), Private
Branch Exchanges (PBXs), Local Area Networks
(LANSs), T1 multiplexers, and packet systems are em-
ployed.

By using the specific OSI services provided by the
configuration, fault, performance, security, and ac-
counting Specific Management Functional Areas
(SMFASs), an organization can plan a unified ap-
proach to managing its multiple diverse networks.
Critical to this approach are the unified syntax, data-
base, naming, and addressing functions provided by
OSI’'s SMI and Directory standards.

An organization must, of course, develop its network
management strategy within the limitations of real-
world network environments. User service levels,
staffing problems, and cost containment must be par-
amount issues. It is possible to factor these real-world
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Figure 2. This “composite network” enlarges the CPE environment to show typical components in voice, data, and image networks.
This illustration also shows interfaces to local exchange carrier (LEC) and interexchange carrier (IEC)/postal, telegraph, and telephone
agency (PTT) switching centers as well as interfaces to Common Channel Signaling System 7 (CCSS7).
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Figure 3. This is one possible implementation of OSI Management standards for products residing in local exchange carrier (LEC),
interexchange carrier (IEC), or customer-premise equipment (CPE) environments. Proprietary products located in LEC or IEC
switching centers, such as NetView or AT&T’s UNMA product called Accumaster Integrator, could use OSI Management software tools
to exchange information with similar products located on the customer’s premises (CPE).

requirements and OSI Management tools into a cohe-
sive management strategy. To do so, a number of
discrete steps are required. These steps integrate re-
lated issues such as installed networks, planned net-
works, corporate business objectives, cost/chargeback
policies, available management products, and Net-
work Management Center (NMC) staffing require-
ments.

With a proper approach and reasonable objectives,
this strategic analysis should provide unified network
management, along with attendant benefits of in-
creased productivity, wider dissemination of infor-
mation, and better control of service and
procurement costs.
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OSI MANAGEMENT FRAMEWORK

The OSI Management Framework, DIS 7498-4, is an
ISO standards document which establishes guidelines
for coordinating the development of existing OSI
Management standards.

The OSI Management Framework serves as a refer-
ence document for other OSI Management standards.
The Framework:

o defines the terminology of, and describes concepts
for, OSI Management;

» provides an abstract model of OSI Management
and gives an overview of OSI Management’s objec-
tives and facilities; and

« describes OSI Management activities.
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The Framework functions in an OSI Management
environment—a subset of the total OSI environment.
This subset encompasses all tools and services needed
to control and supervise interconnection activities
and managed objects. The OSI Management environ-
ment includes both the capability for managers to
gather data and exercise control and the capability to
maintain an awareness of, and report on, the status of
managed objects.

The major issue defined by the Framework standard
is OSI Management facilities. The term facility is not
formally defined within the Framework standard;
however, it can best be described as a set of functions
that accomplish specific objectives. The functions are
grouped into the following five categories.

» Configuration
» Fault

» Performance
* Security

» Accounting

The Framework also defines the structure of OSI
Management within the following three groups:

+ Systems Management provides mechanisms for
monitoring, controlling, and coordinating all man-
aged objects within open systems;

e Layer Management provides mechanisms for mon-
itoring, controlling, and coordinating each of the
seven layers in the OSI Reference Model (for more
information, see Report CMS20-010-201, “The ISO
Model for Open Systems Interconnections”); and

¢ Protocol Management provides mechanisms for
monitoring and controlling a single communica-
tions transaction.

The Framework standard introduces the concept of
the Management Information Base (MIB). The MIB
is “that information within an open system which
may be transferred or affected through the use of OSI
Management protocols.” The MIB has all informa-
tion related to managed objects within the OSI envi-
ronment, whether these objects are software modules,
PBX switches, analog lines, T1 multiplexers, state
variables, telephone sets, personal computers, or any
of a thousand entities used in data communications
systems.

It is important to note that the MIB concept does not
imply any form of physical or logical storage of infor-
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HOW THE MANAGED OBJECTS ARE
MANAGED

The five Specific Management Functional Areas
(SMFAs) monitor and control a managed object
through four aspects:

* The Object’s Existence

e The Object’s Attributes

¢ The Object’s States

« The Object’s Relationships

Existence—A managed object exists if it has an object
identifier and an associated set of management infor-
mation that is accessible through OSI Management
services.

Managed objects can be created or deleted. To create a
managed object, the user places into the MIB the
object’s identifier and a set of information appropriate
to the object’s class.

Attributes—describe properties of the object, such as
operational characteristics. An attribute has an ID and
a value. During the object’s existence. only the values
can be changed—the attributes themselves cannot be
created or deleted.

State—represents the instantaneous condition of the
object’s availability and operability. For example, a
multiplexer’s state may be represented as 11, meaning
available and operable. Conversely, state 10 may indi-
cate available, but inoperable.

Relationships—define the interdependence between
the managed object in question and other managed
objects. For example, a relationship exists between an
OSI terminal and the OSI packet switch which pro-
vides protocol processing and routing for that terminal.

mation. Since the issue of storage is local to the open
system, it is considered to be outside the proper do-
main of OSI.

0S| SYSTEMS MANAGEMENT

OSI Systems Management provides mechanisms for
monitoring, controlling, and coordinating all man-
aged objects with open systems. First presented in the
Framework DIS, 7498-4, this concept was greatly ex-
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